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Foreword

The International Code Council® (ICC") is pleased to join CRC Press in co-publishing
Earthquake Engineering: From Engineering Seismology to Performance-Based
Engineering. Since its genesis in the early 1900s, ICC, with its former legacy
organizations, has been a leader in the development of comprehensive building codes
both domestically and internationally. The International Codes® focus on addressing the
latest technology on seismic design applications for the purpose of mitigating damage to
buildings and structures.

This publication reflects the most recent research on the subject by internationally
renowned experts. It provides the reader with an excellent variety and balance of
subjects, including a historical background of earthquake engineering, geotechnical and
probabilistic aspects of seismic hazards and analysis, per-formance-based seismic
engineering and innovative strategies, the seismic behavior of various structural
materials, and techniques for the design of seismically resistant buildings and structures.

CRC Press and the ICC would also like to recognize the contributions of the National
Council of Structural Engineers Associations (NCSEA) for its role in advancing the field
of structural engineering and seismic safety. Many of the contributors to this publication
are also active in NCSEA activities and represent some of the finest talent ever assembled
in the field of earthquake engineering.

We highly recommend this handbook as an excellent reference resource for university
professors, undergraduate and graduate students, seismologists, architects and practicing
engineers.

Richard Okawa, P.E.
ICC Vice President of International Services






Preface

Earthquake engineering (EE) is an integration of multidisciplinary knowledge in several
areas of basic sciences and science-based engineering with the ultimate goal of reducing
the seismic risks to socioeconomically acceptable levels.

In the U.S., the first comprehensive book covering various aspects of EE was
published in 1970, the result of a short course on the subject given in September 1965 at
the University of California, Berkeley. There have been recent advances and new
developments in EE on a wide range of topics, from geosciences and geotechnical
engineering to modern performance-based EE. These advances are usually published in
scientific and technical journals and reports or presented at national and international
conferences. This book has been written with the intention of presenting advances in
scientific knowledge on various EE topics in a single volume.

Although it has not been written in a traditional textbook format, this book can serve
as a guide for instructors, graduate students and practicing engineers. We hope it will
contribute to the teaching of modern EE and its applications to practice, as well as to the
formulation and evolution of research programs.

The 19 chapters in this book can be grouped into the following main parts:

* Historical development of EE and its modern goal (one chapter)

* Geoscience principles needed to define seismic hazards (two chapters)

* Engineering characterizations of ground motion, as well as geotechnical hazards (two
chapters)

* Deterministic and probabilistic methods of analysis (two chapters)

* Performance-based EE, its applications and future direction (two chapters)

* Innovative strategies and techniques (three chapters)

* Seismic behavior and earthquake-resistant design of building structures using different
structural materials (six chapters)

* Seismic analysis and design of nonstructural elements (one chapter)

The multidisciplinary nature of EE makes it very difficult to cover the details of all the
scientific and engineering aspects involved in modern EE in a single volume. Due to
space constraints and also to the existence of other well-written books and handbooks, we
have not covered some important EE topics in this book. These include an elaborate
discussion of linear structural dynamics; architectural considerations; seismic behavior
and design of lifelines and industrial facilities; risk management; and social, economical
and political planning.

The breadth of EE makes it impossible for one person to authoritatively write about all
relevant topics. Therefore, to create a comprehensive book on EE, the contributions of
many experts are essential. This book is the result of an enormous amount of time and
energy spent by a panel of distinguished contributors whose collective experience
exceeds 500 years of teaching, research and practice. The efforts and cooperation of the
contributors are greatly appreciated..



Yousef Bozorgnia and Vitelmo V.Bertero
March, 2004
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1
The Early Years of Earthquake Engineering
and Its Modern Goal

Vitelmo V.Bertero

Yousef Bozorgnia

1.1 Introduction

This chapter presents an overview of the early years of what presently is called
earthquake engineering (EE), especially in the United States. Major events contributing
to the growth of EE until 1960 are briefly discussed. We then trace the evolution of the
definition of EE and its goal to the present time. The nature of the earthquake problem,
the factors that can create an earthquake disaster and the importance of earthquake
preparedness are then briefly discussed. The next section includes a summary list of
major events, developments and advances since 1960, as well as a brief discussion of
future challenges of EE. The final section offers some closing remarks.

1.2 Birth and Growth of EE in the Early Years

This section covers a brief history of EE until 1960, particularly in the United States. A
complete history of EE is beyond the scope of this chapter due to space and scope
constraints; hence, only selective events

and people integral to EE’s early development are discussed. It is not possible to give
even a brief overview of EE in the United States without mentioning critical
developments in other countries. Therefore, only some major relevant developments are
summarized.

According to Hudson (1992), EE is at once a very old and a very new subject. If EE is
considered as just the conscious attempts made to improve the earthquake resistance of
man-made structures, then it is an old subject, as testified by a 3000-year history of
earthquakes in China. If, on the other hand, it is considered as the results of scientifically
based multidisciplinary efforts, then it is a relatively new subject. Throughout this
chapter, this modern scientific aspect of EE has been kept in mind and emphasized.

As many authors have indicated (e.g., Housner, 1984; Usami, 1988; Hudson, 1992) it
is difficult to establish a precise date that EE, in its modern definition, started. However,
different time periods of major events and activities related to earthquake investigations,
0-8493-3143-9/04/$0.00+$1.50
© 2004 by CRC Press LLC



Earthquake engineering 2

earthquake-resistant design (EQ-RD), and earthquake preparedness have been identified,
and a brief discussion is presented here.

1.2.1 Events in the Late 19th Century, and the 1906 San Francisco
Earthquake and Its Aftermath

During the late 19th and early 20th centuries, interest in earthquakes and their effects
increased in Japan, Italy and the United States (particularly California) (Freeman, 1932;
Housner, 1984; Usami, 1988; Hudson, 1992; Elnashai, 2002). This was mainly a
consequence of major earthquakes such as: in Japan, the 1855 Edo (Usami, 1988); 1891
Mino-Awari (Housner, 1984) and 1923 Kanto earthquakes; in the United States, the 1906
in San Francisco, California and in Italy, the 1908 Messina.

According to Hu et al. (1996):

Earthquake engineering started at the end of the 19th century when some
European engineers suggested designing structures with a few percent of
the weight of the structure as the horizontal load. This idea of seismic
design was taken up and developed in Japan at the beginning of the 20th
century.

Usami (1988) stated:

In the case of Japan, I personally think that the professional practice of
earthquake engineering began after a severely damaging earthquake that
struck Tokyo (which was then called Edo) in 1855. In the following year,
a pamphlet entitled Methods of Fire Prevention, With Illustrations,
outlining specific and practical methods for greatly improving the shear-
bearing capacity of wooden houses through triangular cross bracing, was
published.

Furthermore, Usami (1988) also indicated:

In 1914, Sano, a Japanese engineer, developed a quasi-dynamic theory,
which we now call the seismic coefficient method, for designing
earthquake resistant wood, brick, reinforced concrete, and steel structures.
Sano’s work, which was published in a paper entitled Methods for
Designing Earthquake Resistant Houses, marked the beginning of
quantitative work in earthquake engineering in Japan.

As Housner (1984), Bolt (1996 and Chapter 2 of this book) and Elnashai (2002) have
indicated, in the 19th century a number of English engineers became interested in
earthquakes and contributed significantly to earthquake knowledge. They included
Robert Mallet (a civil engineer), John Milne (a mining engineer) and James Ewing and
Thomas Gray (both mechanical engineers). In fact, Robert Mallet invented the word
seismology, which is derived from Greek words meaning shake-knowledge; he also
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coined the term epicenter (Housner, 1984). According to Housner (1984), “Robert Mallet
can be called the primeval earthquake engineer.”

On April 18, 1906 a major earthquake (M, 7.9) struck San Francisco and northern
California. More than 430 km of the San Andreas Fault was ruptured during this
earthquake, which caused considerable damage in San Francisco (see Figure 1.1) and
northern California. As pointed out by Housner (1984),

FIGURE 1.1 The 1906 San Francisco
earthquake—damaged San Francisco
City Hall, looking north from Larkin
and Grove streets toward City Hall
(behind Majestic Theatre). Photo from
Steinbrugge Collection, National
Information Service for Earthquake
Engineering of the University of
California, Berkeley.

although the earthquake received worldwide attention and the damage was extensive, this
did not shock engineers into developing earthquake engineering. According to
Geschwind (1996), although engineers learned explicit lessons from the 1906 earthquake,
for the most part these lessons did not concern the need for more earthquake-resistant
construction. Instead, many engineers referred to the need for greater fire prevention and
for the use of reinforced concrete as a building material—both of which were the subjects
of vigorous campaigns that had long occupied the attention of engineers. There were,
however, some engineers who made suggestions beyond general recommendations about
better protection against earthquake-induced fire. The most vocal of them was Charles
Derleth, Jr., a professor of structural engineering at the University of California
(Geschwind, 1996). Derleth repeatedly emphasized the importance of good materials,
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high grade workmanship, and intelligent design and gave specific examples (Geschwind,
1996). However, Derleth did not see any practical value for attempting to calculate
earthquake-induced stresses, as he stated in his 1907 American Society of Civil
Engineers (ASCE) paper (Derleth, 1907): “An attempt to calculate earthquake stress is
futile. Such calculations could lead to no practical conclusions of value” (Housner, 1984).

As a consequence of the 1906 San Francisco earthquake, the Seismological Society of
America (SSA) was established in October 1906, and the Structural Association of San
Francisco in June 1906. Nearly a century later, the SSA is still a very active prominent
organization dealing with various earthquake issues. The meetings of the Structural
Association of San Francisco were mainly concerned with improving fire protection, and
the association faded out of existence in December 1906 (Geschwind, 1996).

Also as a result of the 1906 earthquake, a State Earthquake Investigation Commission
was formed. The commission produced two volumes of reports. The first, published in
1908, included detailed suggestions on proper construction of wooden houses and
occasional advice on how buildings might be strengthened against earthquake. The
second volume, published in 1910, contained a theoretical discussion of the 1906
earthquake, in which H.F.Reid (1910) presented the elastic-rebound theory of
earthquakes.

1.2.2 1908 Messina (Italy) and 1923 Kanto (Japan) Earthquakes

On December 28, 1908, a large earthquake (magnitude 7.5) devastated the city of
Messina (Italy) with a loss of 83,000—to 120,000 lives. A special commission was
formed by the government to investigate the earthquake and to provide recommendations.
According to Housner (1984), this earthquake was

FIGURE 1.2 The 1925 Santa Barbara
earthquake—damaged Hotel
California. Photo from Steinbrugge
Collection, National Information
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Service for Earthquake Engineering of
the University of California, Berkeley.

responsible for the birth of practical earthquake design of structures, and the
commission’s report appears to be the first engineering recommendation for earthquake-
resistant structures by means of the equivalent static method. The method, apparently
proposed by Prof. Panetti, recommended designing the first story to withstand a
horizontal force equal to 1/12 the building weight above, and the second and third stories
to be designed to withstand a horizontal force equal to 1/8 of the building weight above.
Gradually the equivalent static method was used in earthquake countries around the
world and was later adopted by building codes. For example, in the late 1920s, the
method was applied by Prof. Martel of the California Institute of Technology (Caltech) in
the design of a 12-story steel frame building in Los Angeles (Housner, 1984).

Fifteen years later, on September 1, 1923, the magnitude 8.3 Kanto (Japan) earthquake
caused severe damages in Tokyo and Yokohama. This earthquake also contributed
significantly to the progress of earthquake knowledge in Japan, including the
establishment of the Earthquake Research Institute. The institute was at the Imperial
College of Tokyo and was headed by Prof. Kyoji Suyehiro. According to Freeman (1932)
and Hudson (1992), from its inception the Earthquake Research Institute was devoted not
only to basic scientific work in seismology and geophysics, but also to studies directly
relevant to EE. Suyehiro was convinced of the importance of the direct measurement of
ground acceleration in epicentral areas and it was his efforts that stimulated the
development of the strong motion accelerograph. As early as the 1920s, Dr. Suyehiro
clearly outlined the type of accelerographs that would be needed (Hudson, 1963).

1.2.3 1925 to 1933

On June 29, 1925 an earthquake of magnitude 6.2 occurred in Santa Barbara, California.
Although the number of deaths was small (12 to 14 persons), the damage was
considerable (see Figure 1.2). This earthquake led to considerable increase in interest in
earthquakes and earthquake preparedness, and according to Steinburgge (1970), a
comparatively large number of reports were published on this earthquake. As a
consequence of the Santa Barbara earthquake, the Santa Barbara City Council on
December 17, 1925 passed a new building code with a clause requiring buildings to be
designed to withstand horizontal forces produced by either earthquakes or wind
(Geschwind, 1996).

The 1925 Santa Barbara earthquake led to numerous important activities related to
earthquake investigation and earthquake preparedness. Binder (1952) pointed out that the
year 1925, in my opinion, marks the real beginning of earthquake engineering studies and
research in the United States.

After the 1925 Santa Barbara earthquake, among the people who greatly contributed to
the promotion of earthquake preparedness in California was Bailey Willis, a professor
emeritus of geology at Stanford University. His idea of initiating a laboratory to do
research on earthquake matters at Stanford was one of his numerous professional
contributions (Freeman, 1932; Blume, 1972; Geschwind, 1996). Willis insisted on and
successfully raised the funds for a shaking table (Geschwind, 1996), which was built in
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1927, with Professor Lydik Jacobsen, of the mechanical engineering department at
Stanford, in charge. Blume (1972) summarized the experiments carried out by Jacobsen
and his associates on the shaking table. For example, a model of a high-rise building was
tested from 1930 to 1931 and later Blume and Jacobsen designed a model of the
Alexander building in San Francisco. The model was built by Blume in 1934 and tested
up to 1937.

Building periods measurements in the United States were pioneered as early as 1912
by Elmer Hall (1912), an associate professor of physics at the University of California at
Berkeley (Blume, 1972). Japanese scientists had previously measured wind-induced
building motions but no one had measured motions induced by traffic and other minor
disturbances. Hall’s instrument was used to measure motion in six buildings in San
Francisco. In 1931, Byerly et al. (1931) resumed building period measurements in the
United States using the same instrument.

Another important earthquake related scientific activity in the United States was in
1927 when earthquakes were recorded by the southern California regional seismographic
network, where seismologist Harry Wood was in charge. Wood and Richter (a Caltech
graduate in physics) processed the vast amount of data produced by the seismographs
(Geschwind, 1996). In the early 1930s, Richter devised a numerical scale for grading
instrumentally recorded earthquakes—the Richter magnitude scale (Richter, 1935).

In 1929, Professor R.R. Martel (of Caltech) and John R.Freeman (an insurance
executive with a very strong commitment to earthquake preparedness) attended the 1929
World Engineering Congress in Tokyo. They met prominent engineers and scientists,
including Professor K.Suyehiro, head of the Earthquake Research Institute, who, in 1926,
invented, constructed and used his vibration analyzer. Later, in 1931 Freeman arranged
for Professor Suyehiro to come to the United States to give a series of earthquake lectures
(Housner, 1997). Suyehiro gave lectures at the University of California at Berkeley,
Stanford University, Caltech, and MIT (Suyehiro, 1932). He also gave informal talks
covering some Japanese earthquake research at other locations (Freeman, 1932).

In the United States, Freeman followed up Suyehiro’s ideas; these efforts culminated
in 1931 in an allocation from the U.S. Congress to the U.S. Coast and Geodetic Survey
(USCGS) for development of suitable accelerographs (Hudson, 1963). The USCGS
developed several prototype instruments for recording strong ground motion. The first
such instruments were deployed in late 1932 in selected buildings in the Los Angeles and
San Francisco areas. The first significant recordings were obtained less than a year later
when, on March 10, 1933, the Long Beach earthquake (magnitude 6.4) struck the Los
Angeles area. According to Housner (1984), “This was a most important step in the
development of earthquake engineering. For the first time engineers could see the nature
of strong ground shaking.”

In the early days, John R.Freeman contributed significantly to the evolvement of EE
and to promoting earthquake preparedness. In 1925, Freeman became interested in
earthquake safety and preparedness and was instrumental in inviting Suyehiro to the
United States, paying for his travel and to have his lectures published by the ASCE. As
mentioned before, Freeman was also very instrumental in the initiation of a program for
strong motion earthquake instrumentation in the United States. He talked to the Secretary
of Commerce, who was a graduate civil engineer, and convinced him of the importance
of earthquake instrumentation (Housner, 1997). In 1932, Freeman published a book titled
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Earthquake Damage and Earthquake Insurance (Freeman, 1932), about which Hudson
(1992) stated, “This monumental work not only includes just about everything known
about earthquakes at that time, but it is the nearest thing we have in print to a history of
earthquake engineering.” Similarly, Housner (1983) stated, “I think that the original
accelerograph should have been called the Freeman accelerograph in recognition of the
big contribution that he made.” Housner (1983) also stated: “I should like to talk today
about the founding father of the strong ground motion program in the United States—
John R.Freeman.”

FIGURE 1.3 The 1933 Long Beach,
California, earthquake—damaged
Jefferson Junior High School. Photo
from Steinbrugge Collection, National
Information Service for Earthquake
Engineering of the University of
California, Berkeley.

In his 1932 book, Freeman pointed out many interesting observations about earthquake
damage. One of his observations was “that the present state of the art may leave the
underwriter of earthquake insurance carrying an unexpectedly large share of the burden
of chance, in percent of damage to sound value, on some of these extremely tall

American buildings, not because of collapse, but because of damage to the interior
finish.”

1.2.3.1 Establishment of the Structural Engineers Associations in
Southern and Northern California

In 1929, the Structural Engineers of Southern California was formed and the Structural
Engineers of Northern California was founded a year later. Throughout the early 1930s,
Prof. Jacobsen repeatedly talked about his shaking table experiments at association
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meetings, showing how the buildings models responded to horizontal shaking
(Geschwind, 1996).

1.2.3.2 Initiation of the Uniform Building Code

The weakness of construction revealed by the 1925 Santa Barbara earthquake caused
much motivation in several communities and among engineers, architects, underwriters,
property owners, bankers and others toward creating better building laws (Freeman,
1932). As a consequence, in 1927, with the cooperation of many engineers and architects,
the Pacific Coast Building Officials Conference adopted the Uniform Building Code
(UBC). The provisions required that the building should be designed for a lateral force
applied at each floor and roof level as a constant percentage (7.5 to 10%) of the total dead
plus live loads of the building above the plane. Although the 1927 UBC provisions were
not adopted by some of the larger California cities (Freeman, 1932), the concept of using
a constant coefficient to estimate the lateral force for seismic design continued to appear
in the next editions of UBC (see Table 1.1).

1.2.4 The 1933 Long Beach Earthquake and Its Aftermath

This earthquake occurred on March 10, 1933 at 5:54 PM. It had a magnitude 6.2 to 6.3
with the epicenter about 15 miles from downtown Long Beach (Steinbrugge, 1970).
Because it struck in a more densely populated region than the 1925 Santa Barbara
earthquake, this earthquake caused considerably more damage (Geschwind, 1996). It
destroyed many buildings in the area, including school buildings (see e.g., Figure 1.3). As
Geschwind, (1996) indicated, in the city of Long Beach, 15 of the 35 schools were
completely destroyed, and some schools in the city of Los Angeles were also damaged. If
the earthquake had struck several hours earlier, many children may have been killed. As a
result, scientists and engineers moved quickly to disseminate their views about the
earthquake and earthquake preparedness. Caltech researchers John Budwala, Harry Wood
and R.R.Martel were among them.

Perhaps the most influential report about the Long Beach earthquake was from a
committee chaired by Robert Milikan. The Milikan report reviewed the damage and
concluded that at some time in the future an earthquake of major intensity will occur in
this region, and unless existing evils are corrected by adequate protection against
earthquakes, disaster must follow (Geschwind, 1996).

This earthquake was a major turning point in the field of earthquake-resistant design
(EQ-RD) and construction in California. As pointed out by Binder and Wheeler (1960),
the first mandatory seismic codes used to any extent in the United States were published
in 1933 following the Long Beach earthquake. Also, as a consequence of the earthquake,
two California State laws were passed: (a) the Field Act, which authorized the State
Division of Architecture to approve or review all public school plans and specifications
and to furnish general supervision of the construction work; and (b) the Riley Act, which
made provisions for EQ-RD and construction for more general applications than the Field
Act. The strong motion recordings obtained during the 1933 Long Beach earthquake are
among the most significant events in the field of EE not only in California but also
around the world. Another major development in EE during this time period was the



The early years of earthquake 9

development of the concept of response spectra (see Chapter 5), introduced by Maurice
Biot, who received his Ph.D. in 1932 under the supervision of Prof. Martel at Caltech
(Biot, 1933, 1934, 1941) and expanded by George Housner, who also received his Ph.D.
under Prof. Mattel’s tutelage (in 1941). It should be noted that the concept of response
spectra was not used in a specific way in building codes until 1952 (see Table 1.1).

1.2.5 Progress in Formulating Building Codes: 1933 to 1959

The use of a constant coefficient C in the design base shear for buildings, V=CW, was
adopted in the appendix of the 1927 UBC and in the local codes until 1943.

In 1937 Los Angeles County sponsored an investigation to be conducted by Caltech in
collaboration with Stanford University and U.S. Coast and Geodetic Survey to determine
improvements in seismic requirements of the Los Angeles Building Code (LABC)
(Binder, 1952). These studies indicated that the design requirements of a constant lateral
force coefficient did not provide a uniform degree of earthquake protection throughout
the varying heights of all buildings. The report emphasized replacing a constant factor
with one based on equivalent acceleration that would take into account some important
dynamic considerations (Binder, 1952). Thus, building flexibility associated with number
of stories was introduced (see Table 1.1). Some of the findings were adopted into the
LABC in January 1943 (see Table 1.1). Interestingly, as a result, the 1946 edition of the
UBC was basically the same as the 1943 LABC (Binder and Wheeler, 1960).

In 1947, San Francisco adopted a seismic code, also using a variable coefficient C in
the design base shear equation, but with a different definition for C.

In 1948, a joint committee of the San Francisco Section of the ASCE and the
Structural Engineers Association of Northern California (SEAONC) began a study of
EQ-RD (Binder, 1952). The committee published its recommendations in 1952 under
Lateral Forces of Earthquake and Wind. For the first time (20 years after the development
of the concept of response spectra, period of vibration 7 of the building was introduced as
a means of determining the base shear coefficient C (Blume et al, 1961).

The next major step in the evolution of earthquake codes in California was taken in
1957 by the Seismology Committee of the Structural Engineers Association of California
(SEAOC). According to Binder and Wheeler (1960), the committee members of the
Central, Northern and Southern Associations of SEAOC worked for 2 years to develop a
uniform code to resolve the differences in several codes used in seismic areas of the
United States and California. The committee adopted as one of its objectives the
development of a seismic code that would confine its provisions to limiting the extent and
type of property damage that endanger health and safety (Binder and Wheeler, 1960). It
was also agreed that a commentary on the code known as a Manual of Practice should
complement it. The foreword of this manual includes the following statement: “The
‘Recommended Lateral Force Requirements’ are not intended to be applied as a
substitute for sound engineering judgment” (Binder and Wheeler, 1960).

To consider the inherent ductility and energy dissipation capacities of different
structures, a coefficient K was introduced in the base shear equation V=KCW, where K
values were specified for four types of building construction. According to Blume et al.
(1961): “The introduction of K was a major step forward in code writing to provide in
some degree for the real substance of the problem—energy absorption—and for the first
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time to recognize that equivalent acceleration or base shear coefficient C alone is not
necessarily a direct index of earthquake resistance and public safety.”

Major changes in seismic codes and provisions have occurred throughout the history
of EE. A summary of the key changes in these provisions before 1960 is provided in
Table 1.1.

TABLE 1.1 Major Changes in the United States
Seismic Design Code (Before 1960)

Date  Code or Provisions

1927  First seismic design appendix in UBC: V=CW (C=0.075 to 0.10)
1933  Los Angeles City Code: V=CW (C=0.08). First enforced seismic code
1943  Los Angeles City Code: V=CW (C=60/(N+4.5)), N>13 stories

1952 ASCE-SEAONC: C=K,/T, (K;=0.015 to 0.025)

1959  SEAOC: C=KCW (C=0.05/(T"?))

1.2.6 Establishment of the Earthquake Engineering Research
Institute (EERI)

The origin of the EERI can be traced back to the Advisory Committee on Engineering
Seismology (ACES). This Committee was formed in 1947 by a small group of
individuals in San Francisco to advise the U.S. government on earthquake issues such as
strong motion instrumentation (Blume, 1994). The ACES elected Lydik Jacobsen as the
chairman, Col. William Fox vice chairman and John Blume as the permanent secretary.
Other members of the ACES included R.R.Martel and George Housner. Out of
frustration with lack of accomplishment and funding from the government, ACES
members formed a nonprofit organization in 1949 and called it the Earthquake
Engineering Research Institute (EERI). Perhaps this was the first time the name
earthquake engineering was used, at least officially. In the first meeting of the EERI in
San Francisco on April 2,1949, Jacobsen was clected as the president, Housner vice
president, Blume secretary and Frank Ulrich treasurer. Blume served as secretary until
1952, when Ray Clough, then a young professor at Berkeley, assumed the office (Blume,
1994). For many years, until 1973, membership in the EERI was by invitation only
(Blume, 1994). Today, EERI members are from all over the world. Since its
establishment, EERI has contributed significantly toward accomplishment of the modern
goal of EE. Only a few years after its formation, the EERI sponsored two historically
important EE conferences, as described in the next section.

1.2.7 Historical Conferences in 1952 and 1956

The Symposium on Earthquake and Blast Effects on Structures was held in 1952 at the
University of California at Los Angeles (UCLA). C.Martin Duke, a professor at UCLA,
chaired the EERI committee that organized the conference. Referring to the symposium’s
title, Housner (1997) explained, “We felt there were not enough people interested in
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earthquake engineering alone to have a successful conference. So we decided to add the
topic of bomb blast on structures, which had been an active research field during the war
and for some years afterward.” The symposium was a successful event and “it was clear
there was a great deal of interest in earthquake engineering” (Housner, 1997). The
symposium’s proceedings, published in 1952, stated “it was the first time anyone had
gotten out a proceedings on earthquake engineering” (Housner, 1997).

The other important conference was the World Conference on EE (WCEE) (later
called the First WCEE), held in 1956 at Berkeley, California. The conference was
sponsored by both the EERI and University of California at Berkeley (UCB). John Rinne,
a well-known structural engineer and EERI board member from the San Francisco Bay
area, suggested the idea and EERI approved (Housner, 1997). The conference was held
on the 50th anniversary of the 1906 San Francisco earthquake and brought together
researchers and practicing engineers from around the world. However, the organizers of
the conference had great difficulty in identifying individuals (especially engineers) in the
seismic regions of the world who should be invited to participate. One possible reason for
this difficulty was that the name earthquake engineering had almost no national or
international recognition, even though the EERI had been in existence for 4 years
(Clough, 1992).

The second WCEE was held in Japan in 1960 and since then World Conferences held
every four years have successfully brought together many EE researchers, practitioners
and public officials. One can follow the trace of growth, advances and developments of
EE by following the milestones of the WCEEs (Hudson, 1988).

1.2.8 Applications of Structural Dynamics to EE, Before 1960

As mentioned before, research on bomb blast effects on structures and structural
dynamics analyzing the response of structures to such an excitation (loading), as well as
for their practical design, was active during and after the World War II. English language
books on structural analysis and design for dynamic loads induced by earthquake ground
motions started to be published in 1950s. For example, Structural Design for Dynamic
Loads by Norris et al. (1959), which grew out of a short course taught at MIT during the
summer of 1956, pioneered structural design against blast, earthquake ground motions,
moving traffic loads and wind load. Since 1960, with the growing interest in earthquake
effects and seismic design, numerous books on structural dynamics with applications to
analysis and design for blast, earthquake, wind and other dynamic loads, as well as books
on EQ-RD have been published. Finally, starting the late 1960s, books on just EE started
to be published. For example, books by Borges and Ravara (1969) and Wiegel (1970) can
be mentioned here.

1.2.9 Establishment of the International Association for Earthquake
Engineering, 1960

Following Prof. Kiyoshi Muto’s initial suggestion to Prof. Housner, the International
Association for Earthquake Engineering (IAEE) was recommended to be established in
1960 during the second WCEE in Japan (Housner, 1997). The formation of IAEE was a
very important development in EE, especially for the countries that did not have their
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own national earthquake association. Today, many earthquake countries have national
associations and are members of the TAEE. Later, in 1972 the journal Earthquake
Engineering and Structural Dynamics (EESD) was established as the official journal of
the IAEE. The EESD was initiated as an international journal to improve international
communication in the rapidly growing field of EE and structural dynamics, and also with
the hope that it would provide the much needed medium of communication between
research workers and practicing engineers (Clough, 1972).

1.2.10 Further Readings about the Early Years of EE in the United
States

Readers interested in the history of EE and its developments in the early years, especially
in the United States, are encouraged to read excellent publications on this subject,
including those by: Freeman (1932), Geschwind (1996), Housner (1983, 1984), Hudson
(1988, 1992), Bolt (1996), Roesset and Yao (2002) Elnashai (2002) and Lee et al. (2003).
There is also an excellent compilation of oral histories published by EERI that shed light
on the early years of EE and the role of its pioneers (see, e.g., Blume, 1994; Degenkolb,
1994; Rinne, 1996; Housner, 1997; Moore, 1998; Popov, 2002; Allen, 2002, among
others).

1.3 The Evolution of EE Since 1960

This section presents the evolution of the definition of EE and its goal; discussion of the
nature of earthquake problems and the factors that can create an earthquake disaster;
earthquake disasters and the importance of preparedness; definition, assessment and the
steps involved in controlling seismic risk; and the multidisciplinary nature of EE.

1.3.1 The Evolution of EE’s Definition and Goal

The following individuals, among others, have provided definitions for EE:

Okamoto (1973)—“In earthquake engineering a wide range of knowledge that
includes geophysics, geology, seismology, vibration theory, structural dynamics,
materials dynamics, structural engineering and construction techniques are necessary.
More specifically, earthquake engineering is the application of this knowledge to the
single objective of building structures that are safe against earthquakes.” From this
definition, it is evident that at least until the early 1970s, the main objective and goal of
EE was to design and construct structures that could withstand earthquakes and avoid
loss of lives. However, performance and cost of the repairs and rehabilitation of existing
structural, nonstructural and lifeline systems in various recent earthquakes worldwide
have demanded a revised definition of EE.

Housner (1984)—“Earthquake engineering broadly encompasses all non-technical, as
well as technical efforts directed toward minimizing the harmful effects of earthquakes.”
It is important to note that nontechnical issues are also part of this definition. The harmful
effects include life safety issues, as well as social, economical and other consequences.
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Hudson (1988)—“The subject of earthquake engineering has rapidly evolved from
this state of being an experience-based study of past earthquake effects, to its present
position as a science-based engineering discipline with an organized body of knowledge,
a research program to add to that knowledge, and a working interaction with the basic
sciences of geophysics and seismology on the one hand and with the practicing design
and construction of engineering works on the other.”

Clough (1992)—“Earthquake engineering is a scientific discipline dedicated to
providing at reasonable cost an acceptable level of seismic safety in the design of
buildings, lifeline systems, and other special structures.”

Davidovici (1992)—“The aim of earthquake engineering is to define efficient
measures against the possible effects of earthquakes. The first aim is to protect life and
limb, but the reduction of economic loss is an issue of ever growing importance.”

Hudson (1992)—“Earthquake engineering embraces a very wide range of activities—
social, economic, political, scientific and technical. All these aspects contribute to the
overall goal of earthquake engineering—to prevent earthquakes from becoming
disasters.” It is noted that an earthquake can become a disaster in various respects, such
as: loss of human life, financial disaster, disruption of normal life for an extended period
of time, among others.

Bertero (1992)—“Earthquake engineering is the branch of engineering that
encompasses the practical efforts to reduce, and ideally to avoid, earthquake hazards.” On
the basis of the above definitions and the evolution of EE, we propose the following
definition:

Earthquake engineering encompasses multidisciplinary efforts from various branches
of science and engineering' with the goal of controlling the seismic risks to socio-
economically acceptable levels.

According to this definition, depending on their social and economical significances,
not only life-safety risk but also other risks including financial and health should be
controlled.

'The American Heritage Dictionary defines engineering as the application of scientific and
mathematical principles to practical ends such as the design, construction, and operation, of
efficient and economical structures, equipment, and systems.

1.3.2 Nature of Earthquake Problems, Disaster and Preparedness

Many researchers have discussed the nature of the earthquake problem and particularly
the resultant damages. For example, Press (1984) stated, “Earthquakes are a very special
type of natural hazard in the sense that they are very rare, low-probability events, whose
consequences, when they do occur, are very large in terms of destruction and suffering.”
A significant feature of earthquake damage is that most of the human and economic
losses are not due to the earthquake mechanisms, but are due to failures of human-made
facilities such as buildings and lifelines (dams, bridges, transportation systems, etc.),
which were supposedly designed and constructed for the comfort of human beings. This
means, in principle and in the long term, human beings have the ability to solve the
earthquake problem. Given sufficient resources for research and development (R&D),
education, training, practical implementation of the R&D results and formulation and
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implementation of comprehensive earthquake preparedness programs, it would be within
our reach to learn where not to build, where and how to build facilities with failure risks
at a socio-economically acceptable level and therefore prevent an earthquake disaster.

An unfortunate combination of the following factors can create an earthquake disaster:

* Severity of the earthquake ground motion (EQGM). This depends on, among other
factors, the earthquake magnitude, source-to-site distance, direction of fault rupture
propagation, local site conditions and depth to basement rock.

* The size and distribution of the population and economic developments.

* The degree of earthquake preparedness, including comprehensive earthquake risk
mitigation programs and their implementation.

Undoubtedly, there has been an impressive increase in earthquake engineering
knowledge since 1925, which is manifested in great successes in achieving life safety
where earthquakes occur. However, in terms of financial loss, for example, if today we
were asked, How effective has this increase in knowledge been in reducing the seismic
risks in our urban areas to socio-economically acceptable levels? we would have to admit
that we have not yet fully achieved that main goal of EE (see, e.g., Bertero, 1992, 1996,
1997). As Scawthorn (2003) stated: economic and insured losses from all sources are
increasing.

Earthquake preparedness should be emphasized here. The poorer the preparedness, the
greater will be the disaster. To prevent an earthquake from becoming a disaster, it is
essential to have a comprehensive earthquake risk reduction program and proper efforts
to implement the program.

As Hu et al. (1996) stated: it is important to realize that the level of earthquake
protection through engineering means is limited by a city’s or nation’s economic
capacity. A high level of engineering protection requires high economic investment....

To summarize: earthquakes are inevitable, but the cause of loss of life, injuries and
other social and economical losses, is the interaction of the EQGMs with the built
environment, thus, we need to control the built environment to reduce seismic risks in our
urban and rural areas to socio-economically acceptable levels—indeed, this should be the
main goal of EE.

1.3.3 Definition, Assessment and Control of Seismic Risk

According to the glossary of the EERI Committee on Seismic Risk (1984), seismic risk is
“the probability that social or economic consequences of earthquakes will equal or
exceed specified values at a site, at various sites or in an area during a specified exposure
time.”

As discussed by Bertero (1992, 1997, 2002), assessing and controlling seismic risk at
any given site requires at least the following:

1. Estimating the seismic activity at the site. This requires identification of all seismic
sources.

2. Predicting EQGMs (preferably all six components) that could significantly contribute
to the seismic risk.

3. Evaluating whether the EQGMs could induce (besides direct significant vibratory
motions to the entire facility system) any of the following potential hazards at the site
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or the surrounding region: surface fault ruptures, tsunamis, seiches, landslides and
floods.

4. Predicting whether the predicted EQGMs could induce ground failure, that is,
liquefaction, settlement, subsidence, differential compaction, loss of bearing and
shearing strength and lateral spreading.

5. Assessing the performance of the facility system under the direct and indirect effects of
the predicted EQGMSs and estimating the degree of damage and losses. This includes
evaluating the serviceability, operability, life safety, near-collapse and collapse
performance levels under different levels of earthquake hazards that the facility could
undergo during its expected service life and economic consequences and other socio-
economical impacts on the community.

6. Evaluating the possibility of the following incidents: fire, flood, release of hazardous
materials, environmental impact and other consequences that could affect the built
environment.

7. Conducting a cost-benefit analysis of seismic upgrading and replacing existing
hazardous facilities.

From the analysis of the above requirements, the complexities of the problems of
assessing and controlling seismic risks become clear.

1.3.4 Multidisciplinary Nature of EE

The modern goal of EE is to control the seismic risks to socio-economically acceptable
levels. So how do we achieve this goal? The problem of seismic risk reduction cannot be
solved just by acquiring knowledge through research. Research must be accompanied by
the necessary technological developments and the implementation of the knowledge in
practice. In addition to research, what is needed is a translation of current scientific,
engineering and architectural know-how into reliable simplified options, which can
address socio-political and economical concerns. This will require a multidisciplinary
approach and a comprehensive educational program for owners, future users and all
others involved in the implementation of the seismic risk reduction. There is a need for
multidisciplinary groups of researchers, practicing professionals, users, owners,
government officials, insurance industry representatives, and so forth, to develop and
ensure the implementation of reliable and suitable policies and strategies that will help
reduce and control seismic risks to socio-economically acceptable levels—the modern
goal of earthquake engineering.

Evidently, reducing and controlling seismic risk is a complex problem, requiring the
integration of knowledge and the collaboration of experts from many disciplines,
including: geoscientists, geotechnical engineers, structural engineers, architects,
mechanical engineers, materials engineers, electrical and instrumentation engineers,
environmental engineers, chemical engineers, contractors, construction managers, social
scientists, economists, statisticians, government officials, and politicians. Hu et al. (1996)
stated: “From a disciplinary point of view, earthquake engineering spans seismology,
engineering, geology and sociology.” They also provided a flow chart presenting
interactions among various activities involved in EE studies. Additionally, facility owners
should be heavily involved in the decision-making process, determining costs involved
and adopting the performance goals of the facilities.
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As Newmark and Rosenblueth (1971) stated, “Earthquake engineering is to the rest of
the engineering disciplines what psychiatry is to other branches of medicine: It is a study
of pathological cases to gain insight into the mental structure of normal human beings.
This aspect of earthquake engineering makes it challenging and fascinating, and gives it
an educational value beyond its immediate objectives.”

1.4 Recent Events, Developments and Future Challenges of EE

Since 1960, there have been major events and developments that have drastically
influenced EE in the United States. There are also major future challenges ahead. Most of
such advances are discussed in various chapters of this book. Only a short list of events,
developments and challenges is presented below. A more comprehensive list can be
found in NRC (2003).

* Earthquake events such as the 1964 Alaska, 1971 San Fernando, 1985 Mexico, 1985
Chile, 1989 Loma Prieta and 1994 Northridge (U.S.), 1995 Kobe (Japan), 1999
Kocaeli and Diizce (Turkey), 1999 Chi-Chi (Taiwan), 2001 Bhuj (India) and 2003
Bam (Iran) have influenced EE, revealing some weaknesses of EQ-RD and
construction practices and also increasing the data and our knowledge about the
dynamic characteristics of EQGM, as well as socio-economical consequences of the
earthquakes.

» Advances in computer technology have greatly facilitated structural analysis and
structural dynamics for EE applications. In 1941, it took 8 hours for a mechanical
analyzer to compute and plot a response spectrum (Biot, 1941). Structural analysis
capabilities today are much improved.

» Advances in EQ-RD and EQ-RC.

* Construction of the first large U.S. shaking table at CERL at Champaign, Illinois in
1971. The design and construction of a 20x20-foot shaking table in 1968 and its
operation at the Earthquake Simulation Laboratory in 1972 at UCB.

* Establishment of major EE research centers in the United States and development of
significant research programs including EERC at the UCB under the leadership of
professors Penzien and Clough, Blume Center at Stanford and NCEER at SUNY
Buffalo (sponsored by the NSF). Also, three new earthquake research centers have
recently been established: PEER Center headquartered at the University of California
at Berkeley, MCEER at SUNY Buffalo, and Mid-America Earthquake (MAE) Center
at the University of Illinois, Urbana-Champaign. These three centers are funded by the
NSF with matching funds from other sources.

* Establishment of several important experimental facilities to conduct EE research
including, among others, at: Cornell University UCB, UCSD, UCD, University at
Buffalo (SUNY), University of Michigan, University of Minnesota, University of
Nevada at Reno, University of Texas at Austin, University of Washington, Georgia
Institute of Technology, Lehigh University, Nist, PCA RPI.

* Establishment of an EERC library and NSF-funded NISEE.

* Establishment of the Applied Technology Council (ATC) in 1971 and its first
significant activity, ATC 3-06 “Tentative provisions for the development of seismic
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regulations for buildings,” were a turning point, casting a framework of the next
generation of seismic design code.

* Establishment of California Universities for Research in Earthquake Engineering
(CURE:ge) in 1988, and its reorganization to Consortium of Universities for Research in
Earthquake Engineering (CUREE) in 2000.

* Reports published as the results of the SAC and Woodframe projects funded by FEMA.

* NRC reports prepared by the NAE’s Committee on Earthquake Engineering Research
in 1962, 1982 and 1989 formulated research programs that later were supported by the
NSF.

* In 2001 the NSF funded the George E. Brown Jr. Network for EE Simulation (NEES).
Sixteen experimental facilities at 15 universities around the U.S. were funded by
NEES.

* In 2003, at the request and support of the NSF, the NRC published a report titled
“Preventing earthquake disasters” that discusses a research agenda for NEES.

* Publication of reports from studies conducted at the above-mentioned research centers.
Also, EE-specific journals, including Earthquake Engineering and Structural
Dynamics, Earthquake Spectra, Soil Dynamics and Earthquake Engineering, Journal
of Earthquake Engineering, BSSA, among others, have provided media to disseminate
research and development.

* Publication of proceedings of the WCEE and other regional and national EE
conferences around the world.

* Publications of books, monographs and reports have greatly enhanced our
understanding about earthquakes, performance of facilities, and EQ-RD. These
include reports published by ATC, EERC, EERI, FEMA, MAE, MCEER NCEER,
PEER, SEAOC, USGS, among others.

* Cooperative research programs between the United States and Yugoslavia, Japan, China
and other countries have been fruitful for advancement of EE knowledge and practice.

* Advances in engineering seismology and expanding networks of strong motion
instruments. Consequently, real-time and near real-time data collection and
dissemination are becoming a reality. Also, the increase in the number of instrumented
buildings and bridges has enabled us to better understand the behavior and
performance of real structures during earthquakes. Additionally, recent significant
advances have been made in geotechnical engineering and engineering geology for
seismic hazard reduction.

» Advances in innovative strategies and technologies to control the response of facilities
to EQGMSs, which can be considered individually or in combination, such as seismic
isolation, energy dissipation devices, active and semiactive structural control, etc.

* Studies and publications of socio-economic impacts of earthquakes.

* The main goal of EQ-RD, which has been to protect life safety, is being expanded to
become more comprehensive. This can be considered a part of a more general
framework of performance-based earthquake engineering (P-BEE). There are
challenging and exciting research and developments ahead of P-BEE, which are
reviewed in various chapters of this book. Related to this same issue is also the
evolution of the definition and goal of EE (see Section 1.3.1).



Earthquake engineering 18

1.5 Closing Remarks

Advances in EE have been extremely impressive. Great lessons have been, and will be,
learned about the nature of earthquakes, characteristics of ground motion, performance of
geotechnical, structural, nonstructural and lifeline systems during earthquakes, and their
social and economical impacts. To reach the ultimate goal of EE—to control the seismic
risks at socio-economically acceptable levels—the future challenges are to learn new
lessons from future significant earthquake events, through not only quick field
inspections but particularly through integrated observational, experimental and analytical
studies. The objectives of such studies should be to find out what happened, why it
happened, and how to prevent the observed undesirable performance of facilities in future
earthquakes. An important expected outcome of such studies should be improvement of
existing seismic code and development of new and simple but reliable provisions. Such
provisions should be easily adapted and applied effectively, not only for the regions of
high seismicity but also in those regions of moderate or low seismicity, as well as in
developing countries. The outcome of such integrated studies should also include the
social and economical aspects that contributed to the observed performance in the
earthquake, and those that resulted as a consequence of the earthquake, particularly in the
cases when a disaster was created. To apply this effectively will require massive
educational and preparedness programs.

The international EE community is facing a major challenge of improving the
knowledge and practice in developing countries with the goal of reducing the seismic
risks to socio-economically acceptable levels. Ensuring life safety is the thrust of this
goal. Involvement of the international EE community in this urgent matter has been
recognized before and discussed in previous World Conferences on EE, and it was the
central theme in the 12th WCEE, but unfortunately has not yet materialized. This is a
grand challenge for industrialized countries in particular to find a way to help developing
countries to achieve the modern goal of EE, especially reduction in loss of lives.
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2
Engineering Seismology
Bruce A.Bolt

2.1 The Goals of Engineering Seismology

Seismology has long contributed to engineering. The two founders of seismology, Robert
Mallet (1810-1881), a civil engineer, and John Milne (1850-1913), a mining engineer,
defined seismology as the scientific study of earthquakes. Both posed, in different words,
three key questions for earthquake engineers:

1. What is the mechanical explanation for damage or lack thereof when structures are
subjected to seismic strong motion?

2. What are the essential characteristic properties of the seismic wave inputs to the
affected structures?

3. What is the seismicity, i.e., a specified region’s earthquake source characteristics?

Robert Mallet, after the great Neapolitan earthquake of 1857 in southern Italy, set out to
explain the masses of dislocated stone and mortar in terms of mechanical principles. In
doing so he established much of the basic vocabulary of seismology such as seismology,
hypocenter and isoseismal The close links between engineering and seismology have
continued ever since. In this tradition, it is part of strong motion seismology to explain
and predict the large amplitude, long-duration shaking observed in damaging
earthquakes. At seismology’s scientific beginning, in the first years of the twentieth
century, however, the greatest seismological advances occurred in studying waves from
distant earthquakes using very sensitive seismographs. Because the wave amplitudes in
even a nearby magnitude 5 earthquake would exceed the dynamic range of the then
current seismographs, seismologists could accomplish little fundamental work on the
more rare large earthquakes of engineering importance.

The situation is dramatically different now. Perhaps the first modern observational
advance followed the 1971 San Fernando, California, earthquake (magnitude 6.5).
Hundreds of records of the strong motion of the ground became available—notably the
peak horizontal ground acceleration of 1.2 g recorded on the abutment of the Pacoima
Dam. These records raised questions on the significance of topographic amplification
(see Spudich et al. 1996 for a later case history of this effect). In 1999, an even larger set
of recordings was obtained in the Chi-Chi earthquake in Taiwan (magnitude 7.6). This
earthquake source had an extraordinary surface fault displacement and over 400 free-field
measurements of ground accelerations and ground velocity were made.

0-8493-3143-9/04/$0.00+$1.50
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This recent availability of instrumental recordings of intense seismic wave motions,
especially near their sources in various geological conditions, has been the essential
ingredient in providing quantitative answers to engineering questions such as those
considered by Mallet and Milne. It is now evident that simple scaling of ground response,
based on earthquake magnitude, distance and peak ground acceleration from an epicenter,
is often an unrealistic and simplistic representation of strong shaking at a site. Such
factors as duration of strong shaking, source dimension and mechanism and wave
phasing (time-history evolution) are crucial in seismic analysis and structural design (see
Bolt 1996).

The aim of this chapter is to provide some of the latest understanding about
earthquakes that is most relevant to engineering design and hazard analysis: what causes
their occurrence in space and time, their characteristic wave patterns, their likely damage
mechanisms and their essential strong motion parameterization. This chapter also
includes an outline of current methodologies for the estimation of strong seismic ground
motion and seismic hazard. Additional helpful background on the subject may be found
in Chapters 5 and 7.

Soil-related problems have caused major economic loss in past earthquakes. Classic
examples of this type of damage are the 1964 earthquakes of Niigata, Japan and
Anchorage, Alaska. In Niigata, the maximum ground acceleration was approximately
0.16g, which, considering the amount of damage, was not high. The expansion of the
modern city had involved reclamation of land along the Shinano River. In the newly
deposited and reclaimed land areas, many buildings tilted or subsided as a result of soil
liquefaction. Three thousand eighteen houses were destroyed and 9,750 were moderately
or severely damaged in Niigata Prefecture alone, most because of cracking and unequal
settlement of the ground. About 15,000 houses in Niigata City were inundated by the
collapse of a protective embankment along the Shinano River. Yet the number of deaths
was only 26. More modern examples of this aspect of seismological engineering are
given in Chapter 4.

Surface fault displacements can cause severe local damage, but compared with
damage caused by strong ground shaking, this type of damage is, though striking, rather
rare. Yeates et al. (1997) provide a comprehensive review of at-risk seismogenic faults
worldwide. Even in very large earthquakes, the area exposed to direct surface fault
displacement is much smaller than the area affected by strong ground shaking. A recent
dramatic example of damage caused by fault displacement occurred in the 1999 ChiChi,
Taiwan, earthquake where the low-angle reverse fault ruptured through many built-up
areas (Figure 2.1). The total length of the fault rupture was about 80 km, the maximum
horizontal fault displacement reached about 9 m and vertical offsets reached 1 to 4 m.
Even in this case, the total area damaged by direct fault offsets was only a small
percentage of the area damaged by strong ground shaking.

The most significant threat from such fault-induced changes in ground elevations is
the damage they can cause to structures such as bridges and dams. In contrast,
earthquake-induced landslides and avalanches, although responsible for major
destruction, are fortunately localized. A noteworthy example of this kind of damage
occurred in the Peru earthquake of May 31, 1970. This earthquake of magnitude 7.7 led
to the greatest seismological disaster yet experienced in the Western Hemisphere. An
enormous debris avalanche from the north peak of Huascaran Mountain amounting to 50
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million or more cubic meters of rock, snow, ice and soil, traveled 15 km from the
mountain to the town of Yungay with an estimated speed of 320 km per hour. At least
18,000 people were buried under this avalanche, which covered the towns of Ranrahirca
and most of Yungay.

Seismic sea waves, or tsunamis, are long water waves generated by sudden ground
displacements under oceans. The most common cause is the impulsive displacement
along a submerged fault associated with a large earthquake, although large submarine
landslides are often the direct cause of major tsunamis. Because of the great earthquakes
that occur around the Pacific, this ocean is particularly prone to seismic sea waves. A
recent discussion of tsunamis of engineering interest can be found in Hebenstreit (1997).

d: hangingwall, sited Buiking
c: footwall, at thrusl contact, ssmple shoar
b footwall, at thiust contact, litle damage
a; tootwall, undamaged

FIGURE 2.1 Damage effects of thrust
faulting of the Chelungpu fault in the
1999 Chi-Chi, Taiwan, earthquake at
Fengyuan. Damage was usually
smaller on the footwall (western) side.
(Courtesy National Center for
Research on Earthquake Engineering,
Taiwan.)
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2.2 Continental Tectonics and Seismicity

The geological model of plate tectonics provides the most coherent global explanation of
the occurrence of the majority of earthquakes. The basic concept is that the Earth’s
outermost part (called the lithosphere) consists of several large and fairly stable rock
slabs called plates. The ten largest plates are mapped in Figure 2.2. Each plate extends to
a depth of about 80 km and includes the Earth’s outermost rigid rocky layer, called the
crust.

The moving plates of the Earth’s surface also provide an explanation of the various
mechanisms of seismic sources. Collisions between adjacent lithospheric plates,
destruction of slab-like plates as they descend or subduct into a dipping zone beneath
island arcs and tectonic spreading along mid-oceanic ridges produce significant straining
and fracturing of the regional crustal rocks. The earthquakes in these tectonically active
boundary regions are called plate-edge earthquakes. The very hazardous large
earthquakes of Chile, Peru, the eastern Caribbean, Central America, Southern Mexico,
California, Southern Alaska, the Aleutians, the Kuriles, Japan, Taiwan, the Philippines,
Indonesia, New Zealand and the Alpine-Caucasian-Himalayan belt are of the plate-edge
type.

As the mechanics of the lithospheric plates have become better understood, long-term
predictions of place and size become possible for plate-edge earthquakes. For example,
many plates spread toward the subduction zones at long-term geological rates of 2 to 5
cm (about 1 to 2 inches) per year. Therefore, in active arcs like the Aleutian and Japanese
Islands and subduction zones like Chile and western Mexico, the history of large
earthquake occurrence flags areas that currently lag in earthquake activity.

Many large earthquakes are produced by slips along faults connecting the ends of
offsets in the spreading oceanic ridges and the ends of island arcs or arc-ridge chains (see
Figure 2.2). In these regions, plates slide past each other along what are called transform
Sfaults. Considerable work has been done on the estimation of strong ground motion
parameters for the design of critical structures in earthquake-prone countries with either
transform faults or ocean-plate subduction tectonics, such as Japan, Alaska, Chile and
Mexico. The Himalayas, the Zagros (Iran) and the Alpine regions are examples of
mountain ranges formed by continent-to-continent collisions. These collision zones are
regions of high present-day seismic activity.

Although simple plate-tectonic theory provides a general understanding of earthquakes
and volcanoes, it does not explain all seismicity in detail, for within continental regions,
away from boundaries, large devastating earthquakes sometimes occur. These intraplate
earthquakes can be found on nearly every continent (see Yeates et al. 1997). A recent
example of such an intraplate earthquake (2001) was the disastrous Bhuj (M=7.7)
earthquake in western India in the seismically active Kutch province. In the United
States, the most famous intraplate earthquakes occurred in 1811-1812 in the New Madrid
area of Missouri, along the Mississippi River and in 1886, the Charleston, South Carolina
earthquake. Northern China is the location of a further notable group, including the Tanlu
fault, which seems to bear no simple mechanical relation to the present plate edges.
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FIGURE 2.2 The major tectonic plate
margins (heavy lines) and sample of
most active seismic areas (heavy and
light dots). Subduction zones marked
with triangles (down dip).

The first seismological task is to locate earthquake centers worldwide (see the Internet
Web site http://www.iris.washington.edu/). During an earthquake, seismic waves radiate
from the earthquake source below the ground surface as opposite sides of a slipping fault
rebound in opposite directions thus decreasing the strain energy in the rocks.
Consequently, the seismic source is spread out through a volume of rock. Nevertheless, it
is often convenient to model a simplified earthquake source as a point from which the
waves first emanate. This point is called the earthquake focus. The point on the ground
surface directly above the focus is called the earthquake epicenter.

Although many foci are situated at shallow depths, in some regions they are hundreds
of kilometers deep; such regions are the plate subduction zones. On average, the
frequency of the occurrence of earthquakes in these regions declines rapidly below a
depth of 200 km, but some foci are as deep as 680 km. Rather arbitrarily, earthquakes
with foci from 70 to 300 km deep are called intermediate focus and those below this
depth are termed deep focus. It should be noted that some intermediate and deep-focus
earthquakes are located away from the Pacific region, for example, in the Hindu Kush, in
Romania, in the Aegean Sea and under Spain.

From earthquake wave readings at different seismographic observatories, the position
of the center of an earthquake can be calculated. In this way, a uniform picture of
earthquake distribution around the world has been obtained and indeed forms the basis of
the plate tectonic model of earthquake dynamics (see Figure 2.2).

In the interior of old continents, particularly in the regions of Pre-Cambrian Shields
(e.g., Canada, Brazil, Australia and India), intraplate earthquakes are of small size and
occurrence rate. In Europe, however, earthquake activity is quite widespread. And to the
south, Turkey, Greece, Yugoslavia, Italy, Spain and Portugal have long endured the
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ravages of shifting plates, and large numbers of people have died in disasters throughout
the years. An earthquake off southwest Iberia on November 1,1755 produced an immense
tsunami, which caused many of the 50,000 to 70,000 deaths in Lisbon.

On average, 10,000 people die each year from earthquakes. A UNESCO study assigns
damage losses from earthquakes amounting to $10 billion from 1926 to 1950. In Central
Asia in this interval two towns and 200 villages were destroyed. Since then several towns
including Agadir (1960), Skopje (1963), Managua (1972), Gemona (1976), Tangshan
(1976), Mexico City (1985), Spitak (1988), Kobe (1995), cities in Turkey and Taiwan
(1999), towns in India (2001) and hundreds elsewhere have been severely damaged by
ground shaking. The shallow-focus earthquakes (focus depth less than 70 km) wreak the
most devastation, and they contribute about three-quarters of the total energy released in
earthquakes throughout the world. In California, for example, all of the known
earthquakes to date have been shallow focus. In fact, it has been shown that the great
majority of earthquakes occurring in central California originate from foci in the upper 10
km of the Earth, and only a few are as deep as 15 km.

Most moderate-to-large shallow earthquakes are followed, in the ensuing hours and
even in the next several months, by numerous, usually smaller earthquakes in the same
vicinity. These earthquakes are called aftershocks, and large earthquakes are sometimes
followed by incredible numbers of them. The great Rat Island earthquake, caused by
subduction under the Aleutian Islands on February 4, 1965 was, within the next 24 days,
followed by more than 750 aftershocks large enough to be recorded by distant
seismographs. Aftershocks are sometimes energetic enough to cause additional damage
to already weakened structures. This happened, for example, a week after the Northridge,
California earthquake of January 17, 1994., Some weakened structures in the San
Fernando Valley sustained additional cracking from aftershocks measuring a magnitude
of 5.5. A few earthquakes are preceded by smaller foreshocks from the source area, and it
has been suggested that these can be used to predict the main shock but attempts along
this line have not proven statistically successful.

As Figure 2.2 illustrates, volcanoes and earthquakes often occur together along the
margins of plates around the world. Like earthquakes, there are also intraplate volcanic
regions, such as the Hawaiian volcanoes in which earthquakes and volcanic activity are
physically related. Despite these tectonic connections between volcanoes and
earthquakes, there is no evidence that all moderate-to-major shallow earthquakes are not
essentially all of the strain release, fault-rebound type. Those moderate-to-large
earthquakes that can be reasonably associated with volcanoes are relatively rare and fall
into three categories:

1. volcanic steam explosions
2. shallow earthquakes arising from magma movements
3. physically interacting tectonic earthquakes

2.2.1 Seismogenic Faults

The mechanical aspects of geological faults are the key factors in understanding the
generation of strong seismic motions. First, the kinematics of the fault slip is important.
The dip of a fault is the angle that the fault surface makes with a horizontal plane and the
strike is the direction of the fault line exposed or projected at the ground surface relative
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to the north. A strike-slip fault, sometimes called a transcurrent fault, involves
displacements of rock laterally, parallel to the strike. If when we stand on one side of a
fault and see that the motion on the other side is from left to right, the fault is a right-
lateral strike slip. Similarly, we can identify left-lateral strike slip. A dip-slip fault is one
in which the motion is largely parallel to the dip of the fault and thus has vertical
components of displacement. A normal fault is one in which the rock above the inclined
fault surface moves downward relative to the underlying crust. Faults with an almost
vertical slip are also included in this category.

A reverse fault is one in which the crust above the inclined fault surface moves
upward relative to the block below the fault. Thrust faults belong to this category but are
generally restricted to cases when the dip angle is small. In blind thrust faults, the slip
surface does not penetrate to the ground surface. In most cases, fault slip is a mixture of
strike slip and dip slip and is called oblique faulting.

For over a decade it has been known that displacement in fault zones occurs not only
by sudden rupture producing an earthquake but also by slow differential slippage of the
sides of the fault. The fault is said to be undergoing fectonic creep. Slippage rates range
from a few millimeters to several centimeters so that over time they may have critical
engineering consequences. Sometimes an aseismic slip is observed at the ground surface
along or in the vicinity of a ruptured fault that has produced an earlier substantial
earthquake. For example, along the San Andreas Fault break in the June 27, 1966
earthquake near Parkfield, California, the offset of the road pavement increased by a few
centimeters in the days following the main earthquake. Continued strain of the crustal
rock after the initial major offset is probably reduced partly in aftershocks and partly by
the nonelastic yielding of the weaker surface rocks and subsidiary slip as they
accommodate to the new tectonic stresses in the region.

Fault offset and slip pose high risk for certain types of structures. When such
structures including dams and embankments must be laid across active faults, the design
usually incorporates joints or flexible sections in the fault zone. Field observations of
fault offsets from world-wide earthquakes have been regressed as functions of earthquake
magnitude and fault types (e.g., Wells and Coppersmith, 1994). An often-used general
log-linear form is

log D=—5.46+0.82 M,,

2.1
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FIGURE 2.3 Recent seismic hazard
map of the United States (after Frankel
et al, 2002).

where D is the maximum offset (in meters) and M,, is moment magnitude.

A recent wide-ranging overview of the mechanics of active faulting has been given by
Jackson (2001) in the Eighth Mallet-Milne Lecture. Although his field examples are
drawn largely from the Eastern Mediterranean and the Middle East (including a useful
table of source parameters of earthquakes in the region 10-50° N, 16-70° E, determined
by seismic wave analysis), his discussion of the geological basis of strong-motion
seismology and seismic hazard analysis is of general application. His central conclusion
is that continental tectonics (specially applicable to earthquake engineering) is quite
different from oceanic tectonics. Tectonic plate boundaries are not the key features of
many actively deforming continental regions, and the seismic hazard of some continents
is closely linked to the interior active fault systems, such as those that occur in Iran (e.g.,
the fault rupture in the great 31 August 1968 Dasht-e-Bayz earthquake). Modern global
positioning system (GPS) and synthetic aperture radar (SAR) images (the latter first used
seismologically to study the 1992 Landers, California, earthquake source) are now
providing reliable measures of rates-of-slip and fault dislocation patterns in such regions
(see Bolt, 1999).

2.2.2 Earthquake Occurrence Statistics

There are two widely noted features of earthquake occurrence: first, earthquakes tend to
occur in clusters. This clustering is both spatial and temporal, and is sometimes referred
to as swarms, foreshock activity and aftershock activity. Second, the fault ruptures that
generate earthquakes decrease the amount of strain present at the locations along the fault
where rupture occurs. This tectonic strain rebuilds gradually over time, eventually
achieving a critical level at which another earthquake or sequence of earthquakes, is
generated.
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When seismicity catalogs are used in hazard analysis to estimate hazard maps (see
Figure 2.3) and spectral curves (e.g., Frankel et al. 1996), the most common, although
certainly not completely correct, assumption is that earthquakes conform to a Poisson
process. This assumption implies that seismicity in any time period is independent of
previous seismicity and necessitates some ad hoc analysis to remove the dependent
events catalogued as clusters (e.g., Electric Power Research Institute 1986).

Several probability models reflect efforts at modeling the first type of behavior called
self-exciting. Earthquake catalogs are modeled as realizations of triggering, branching, or
epidemic-type point processes, and all the referenced models have the feature that the
instance of earthquake at point (x, #;) in space and time increases the likelihood of an
earthquake at point (y, #;) in space and time, where ¢, is less than #,. The likelihood of a
particular realization may be specified by the conditional rate of the point process; such
models prescribe that the conditional rate of the earthquake process increases as more
earthquakes occur. The amount the conditional rate increases as a result of one previous
earthquake is generally assumed to taper off as both time and epicentral distance from the
previous earthquake increase.

The second type of earthquake behavior is called self-correcting. In some cases, small
events and/or aftershocks are removed from earthquake catalogs under study. According
to such models, the conditional rate at a point (y, #,) in space and time depends on the
strain present at point y and time 7, As the occurrence of an earthquake at a nearby point x
at a previous time #; decreases the strain at point y, such an event will generally decrease
the conditional rate at (y, t,).

It would appear that these two classes of models are diametrically opposed: the first
prescribes that earthquakes make future nearby earthquakes more likely; the other
predicts that earthquakes make future nearby events less likely. Published examples
indicate that the first type of model tends to provide a close fit to earthquake catalogs,
especially catalogs containing many events, whereas the second type generally fits poorly
unless aftershocks are screened out of the catalog. Although the second class still
generally provides less than spectacular fit to the data, such models are commonly
employed largely because of their agreement with basic seismological strain-release
theory.

The dilemma suggests that a combined model, which incorporates both aspects of
earthquake behavior, may be an improvement (Schoenberg and Bolt 2000). To account
for any short-term clustering behavior of an earthquake sequence, the alternative model
proposed here displays self-exciting behavior in the short run; that is, an event at (x, #)
increases the conditional rate at (y, ¢,) for ¢; slightly less than ¢, and x near y. In addition,
to agree with the strain-release theory, the model exhibits self-correcting behavior over
the longer term; that is, an event at (x, ¢;) decreases the conditional rate at (y, ¢,) for ¢
much less than ¢, and x near y.

The simplest self-exciting form (see Ogata 1988) is

gl)=—"

(t+6) 2.2)

which corresponds to the long-used modified formula originally due to F. Omori for
aftershock frequency. Here g(t) is the trigger density function and k, ®and 0 are the
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parameters to be estimated when linear increase of strain is introduced. The combined
probability density A(t) for the combined processes may be written as

Me)=oe+pr +!lﬁ—r}d!ﬂ[5]. (2.3)

where N is the number of earthquakes, and o and f are constants to be also determined by
regression of the seismicity data.

Such a model maybe called a short-term exciting, long-term correcting (SELC) model.
Detailed seismic hazard examples are given in Schoenberg and Bolt (2000). The last
formula can be recommended for improved seismic hazard analysis and mapping.

2.3 Basic Earthquake Properties

When the seismic ground motions in solid rock or soil are not too extreme, the waves
involved can be explained in terms of linear elastic theory (i.e., Hooke’s law applies). In
this most common case, three basic types of elastic waves make up the shaking that is felt
and causes damage in an earthquake. These waves are similar in many important ways to
the observed waves in air, water and elastic solids, but only two of these waves propagate
within a body of solid rock and soil. The faster of these body waves is appropriately
called the primary or P wave. Its motion is the same as that of a sound wave, in that, as it
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FIGURE 2.4 Deformation produced
by body waves (a) P-wave; (b) SV-
(vertically polarized) wave (Bolt, B.A.,
2003. Earthquakes. 5th ed.,
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W.H.Freeman, New York. With
permission).

spreads out, it alternately pushes (compresses) and pulls (dilates) the rock (see Figure
2.4). These P waves, just like acoustic waves, are able to travel through both solid rock,
such as granite and alluvium, and liquid material, such as volcanic magma or the water of
lakes and oceans.

The slower seismic wave through rocks and soil is called the secondary or S wave. As
an S wave propagates, it shears the rocks sideways at right angles to the direction of
travel. Thus, at the ground surface, S waves can produce both vertical (SV) and
horizontal (SH) motions. The S waves cannot propagate in the liquid parts of the Earth,
such as lakes, so that, as expected from the theory, their amplitude is significantly
reduced in partially liquefied soil. The speed of P and S seismic waves depends on the
density and elastic properties of the rocks and soil through which they pass. In
earthquakes, P waves are felt first. The effect is similar to a sonic boom that bumps and
rattles windows. Some seconds later, S waves arrive with their significant component of
side-to-side motion, so that, for upward wave incidence, the ground shaking is both
vertical and horizontal. This S wave motion is the most effective in damaging structures.
Mathematically, the velocity for P waves is

|

au
k
V o=. " 3 (2.4)
P ||! P
and for S waves it is

7 i

V==

"T\p (2.5)

where k and p are the bulk modulus and rigidity, respectively, and p is density.

The third basic type of earthquake wave is called a surface wave because its motion is
restricted to near the Earth’s surface. Such waves correspond to ocean waves that do not
disturb the water at depth. Similarly, as the depth below the ground surface increases, the
soil or rock displacements decrease.

Surface waves in earthquakes are of two types (see Figure 2.5). The first is called a
Love wave. Its motion is the same as that of SH waves that have no vertical displacement;
it moves the ground side to side in
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by surfaced waves: (a) Rayleigh wave
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FIGURE 2.6 Seismogram at Berkeley,
California, from a magnitude 5.3
earthquake located 90 km away,
northeast of Santa Cruz on 27 June
1988. This recording of the vertical
component of ground motion clearly
shows the separate onsets of the P and
S waves. Time increases on the trace
from left to right.

a horizontal plane parallel to the Earth’s surface, but at right angles to the direction of
propagation. The second type of surface wave is called a Rayleigh wave. Like ocean
waves, the particles of rock displaced by a Rayleigh wave move both vertically and
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horizontally in a vertical plane oriented in the direction in which the waves are traveling.
The orbits are usually in a retrograde sense (see Bullen and Bolt, 1985, Figure 5.4). As
shown by the arrows in Figure 2.5, each point in the rock moves in an ellipse as the wave
passes.

Surface waves travel more slowly than body waves and Love waves travel faster than
Rayleigh waves in the same geological formation. It follows that as the seismic waves
radiate outward from the earthquake point source (such as an explosion) into the rocks of
the Earth’s crust, the different types of waves separate out from one another in a
predictable pattern. However, because large earthquake sources are spacially extended
faults, overlapping waves often obscure this separation of wave types.

An illustration of the simple theoretical wave pattern at a site 90 km from the fault
source is shown in Figure 2.6. Recall that Love waves have no vertical component of
ground motion. Thus, in this example, because this seismograph component records only
the vertical motion of the ground, the seismogram contains only P waves, vertically
polarized S waves and Rayleigh waves. (The horizontally polarized component SH wave
can place large demands on a structure.)

As body seismic waves (the P and S waves) move through layers of rock in the crust
they are reflected or refracted at the interfaces between rock types. To complicate matters
further, whenever either one is reflected or refracted, some of the energy of one type is
converted to waves of the other type. When the elastic moduli differ from one layer to
another, the layers act as wave filters that amplify the waves at some frequencies and
deamplify them at others. Marked resonance effects occur at certain frequencies. On P
and S waves reaching the surface of the ground, most of their energy is reflected back
into the crust, so that the surface is affected almost simultaneously by upward- and
downward-moving waves. For this reason considerable amplification of shaking typically
occurs near the surface—sometimes doubling the amplitude of the upcoming waves. This
surface amplification enhances the shaking damage produced at the surface of the Earth.
Indeed, in many earthquakes mineworkers below ground report less shaking than do
people on the surface.

It should be noted that seismic S waves travel through the rocks and soils of the Earth
with a rotational component. Such torsional components of ground motion are thought to
have important effects on the response of certain types of structures. Some building codes
now take rotational ground motion into consideration.

Seismic waves of all types are progressively damped as they travel because of the
nonelastic properties of the rocks and soils (e.g., Nuttli 1974). The attenuation of S waves
is greater than that of P waves, but for both types attenuation increases as wave frequency
increases. A useful seismological parameter to measure damping is the parameter Q such
that the amplitude A4 at a distance d of a wave frequency f (Hertz) and velocity ¢ is given
by

A=A, o—(@dIQc)

(2.6)

For P and S waves in sediments, Q is approximately 500 and 200, respectively.

The above physical description has been verified closely for waves recorded by
seismographs at a considerable distance from the wave source (the far field), but is not
adequate to explain important details of the heavy shaking near the source of an energetic
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earthquake (the near field). As noted above, near a rupturing fault, the strong ground
shaking in the associated earthquake consists of mixtures of seismic waves that have not
separated distinctly. Although this complication makes identification of P, S and surface
waves on strong-motion records obtained near the rupturing fault difficult, there has been
recent progress in this skill, based on correlations between actual recordings and
theoretical modeling. This advance has made feasible the computation of realistic ground
motions at specified sites for engineering design purposes.

Three final points about seismic waves are worth emphasizing here. First, earthquake
waves are much affected by soil elastic properties. For example, in weathered surface
rocks, in alluvium and water-saturated soil, the sizes of P, S and surface waves either
increase or decrease depending on wave frequency as they propagate through the surficial
nonhomogenous geological structures. Under extreme conditions of wave amplitude and
geotechnical properties, the linear elastic behavior breaks down and nonlinear effects
become significant (e.g., Darragh and Shakal 1991).

Second, patterns of incoming seismic waves are modified by the three-dimensional
nature of the underground geological structures. Instrumental evidence on this effect
came recently from the 1989 Loma Prieta, California earthquake. Strong motion
recordings indicated that there were reflections of high-frequency S waves from the base
of the Earth’s crust at a depth of about 20 km under the southern San Francisco Bay
(Somerville and Yoshimura, 1990). Also, in this earthquake, it was likely (Lomax and
Bolt 1992) that large differences in the rock structure from one side of the San Andreas
Fault to the other produced variations in ground motion by /ateral refraction of S waves
across this deep crustal velocity contrast. The effect produced significant S wave
amplitude variation as a function of azimuth from the seismic source, in a period range of
about 1 to 2 sec. In addition, there was measurable scattering of shear waves by deep
alluvial basins in the southern part of the San Francisco Bay. Overall, the seismic
intensity was enhanced in a region between San Francisco and Oakland, about 10 km
wide by 15 km long (This assymetrical wave effect is illustrated by computer modeling in
Figure 2.8. See also color insert following page 2-30).

Because of special features of engineering importance, discussion of the seismic wave
patterns near the fault source is found in Section 2.4. As may be seen in Figure 2.7, time
histories of the seismic waves contain pulse-like patterns of behavior that are crucial to
the earthquake response of large structures.
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acceleration recorded on the same
instrument at Pacoima Dam in the
1994 Northridge earthquake (M,,=6.7)
and the 1971 San Fernando earthquake
(M,=6.7).

FIGURE 2.8 Computed ground
motions generated by constant velocity
rupture northward of the Hayward fault
(red line). Wave intensities defined by
color intensities. See also color insert
following page 2—30. (courtesy of
D.Dreger).

2.3.1 Earthquake Magnitude

The original yardstick of earthquake intensity for the strength of an earthquake is still
useful and has in modified form been lately incorporated into the Internet-available
ShakeMaps (see Section 2.5.2). Seismic intensity is assessed from field observations of
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damage to works of humans, of changes to the ground surface and of human reaction to
the shaking. Because such ecarthquake intensity assessments do not depend on
instruments, but on the actual reporting of the effects in the meizoseismal zone,
intensities can be assigned even to historical earthquakes, and in this way, still form a
vital part of modern estimates of seismological risk.

In the United States, the traditional intensity scale is the Modified Mercalli Scale
(MMI) of 1931. Essentially similar scales are used in other countries. MMI has 12 levels,
I through XII, and its description is widely available (see, e.g., Bolt 2003). An inherent
weakness in the MMI and most other scales is the difficulty in inferring wave frequency
information of the type critical for engineering resistant design.

The instrumental measure of earthquake size began with a definition by C.Richter,
whereby the magnitude of a local earthquake was the logarithm to base ten of the
maximum seismic wave amplitude in microns (10™* ¢cm) recorded on a Wood-Anderson
seismograph located at a distance of 100 km from the earthquake epicenter, and has been
significantly extended. Thus, one unit increase in magnitude implies a fen-fold increase
in the amplitude of the earthquakes waves. Because the fundamental period of the Wood-
Anderson seismograph is about 0.8 sec, it selectively amplifies those seismic waves with
periods ranging from 0.5 to 1.5 sec. It follows that since the natural period of many
building structures is within this range, the local or Richter magnitude, M;, remains of
value to engineers. Generally, shallow earthquakes have to attain Richter magnitudes of
more than 5.5 before significant damage occurs even near the source of the waves.

The definition of the magnitude entails that it has no theoretical upper or lower limits.
However, the size of an earthquake is limited at the upper end by the strength of the rocks
of the Earth’s crust. Since 1935, only a few earthquakes have been recorded on
seismographs that have had a magnitude over 8.0 (see, e.g., Table 2.1). At the other
extreme, highly sensitive seismographs can record earthquakes with a magnitude of less
than —2.

Today, a variety of magnitude scales based on different formulas for epicentral
distance and ways of choosing and measuring an appropriate wave amplitude, have
emerged:

Surface Wave Magnitude (Ms) is based on measuring the amplitude of surface waves
with a period of 20 sec. Surface waves with a period around 20 sec are often dominant on
the seismograph records of distant earthquakes (epicentral distances of more than 1000
km).

Body Wave Magnitude (m,) measures the amplitude of the P wave, which is not
affected by the focal depth of the source, whereas deep focus earthquakes have no trains
of surface waves.

Moment Magnitude (My) scale was devised because of the shortcomings of M;, m,
and to a lesser degree My in distinguishing between the size of great earthquakes. This
scale assigns a magnitude to the earthquake in accordance with its seismic moment (M),
which is a direct mechanical measure of the size of the earthquake source:

Mpy=log My/1.5-10.7

2.7

where Mo is in dyn-cm. Mo can be estimated from the recorded wave spectra.
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The M, scale progressively underestimates the strength of earthquakes produced by
large fault ruptures. The saturation point for this scale is about M;=7. The body wave
magnitude (m,) saturates at about the same value. In contrast, the M5, which uses the
amplitude of waves with wavelengths of about 60 km saturates at about Mg=S8. Its
inadequacy in measuring the size of great earthquakes can be illustrated by comparing
values for the San Francisco earthquake of 1906 and the great Chilean earthquake of
1960. Both earthquakes had an M of 8.3. However, the area that ruptured in the San
Francisco earthquake was approximately 15 km deep and 400 km long whereas the area
that ruptured in the Chilean earthquake was equal to about half of the state of California.
Clearly the Chilean earthquake was a much larger event.

The My is the only extant magnitude scale that does not suffer from saturation for
great earthquakes. The reason is that it is directly based on the forces that work at the
fault rupture to produce the earthquake and not the amplitude and limited frequencies of
specific types of seismic waves. Hence, as can be expected, when moment magnitudes
were assigned to the 1906 San Francisco earthquake and the 1960 Chilean earthquake,
the magnitude of the San Francisco earthquake dropped to 7.9, whereas the magnitude of
the Chilean earthquake was raised to 9.5. My and M}, for some massive earthquakes are
compared in Table 2.1.

TABLE 2.1 Magnitudes of Some Massive

Earthquakes
Date Region Mg My
January 9, 1905 Mongolia 8.25 8.4
January 31, 1906 Ecuador 8.6 8.8
April 18, 1906 San Francisco 8.25 7.9
January 3, 1911 Turkestan 8.4 7.7
December 16, 1920 Kansu, China 8.5 7.8
September 1, 1923 Kan to, Japan 8.2 7.9
March 2, 1933 Sanrika 8.5 8.4
May 24, 1940 Peru 8.0 8.2
April 6, 1943 Chile 7.9 8.2
August 15, 1950 Assam 8.6 8.6
November 4, 1952 Kamchatka 8 9.0
March 9, 1957 Aleutian Islands 8 9.1
November 6, 1958 Kurile Islands 8.7 8.3
May 22, 1960 Chile 83 9.5
March 28, 1964 Alaska 8.4 9.2
October 17, 1966 Peru 7.5 8.1
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August 11, 1969 Kurile Islands 7.8 8.2
October 3, 1974 Peru 7.6 8.1
July 27, 1976 China 8.0 7.5
August 16, 1976 Mindanao 8.2 8.1
March 3, 1985 Chile 7.8 7.5
September 19, 1985 Mexico 8.1 8.0
September 21, 1999 Taiwan 7.7 7.6
November 2, 2002 Alaska 7.0 7.9

In light of the above discussion, the limits of different scales have been suggested for
rating shallow earthquakes of various magnitudes: M; or m, for magnitudes between 3
and 7; My for magnitudes between 5 and 7.5; and M)y for all magnitudes.
A commonly used formula to estimate earthquake magnitude from fault dimension for
world-wide strike-slip cases is
Mg=6.10+0.70 log;oL
(2.8)

where L is observed fault rupture length in kilometers (for a discussion of the problems
with data regression in this case, see Bullen and Bolt 1985, pp. 437—438). Because the
mechanical continuity of the active fault needed for a hazard estimate is often uncertain,
various proposals have been made to limit the value of L by establishing segmentation of
the fault structure. For example, often continental basin faults consist of en echelon off-
set sections (e.g., in the East Africa seismic rift zone). Basin-and-range topography (e.g.,
Nevada and Utah) is often the result of segmental normal faults with subparallel strikes
(see Yeates and Allen, 1997).

The geological determination of segments of faults is made from their geometric
structure or behaviorial discontinuities. One or more of the following criteria are often
used: gaps in associated seismicity, en echelon fault trace offsets, cross-stratigraphic
structures and changes in topography, slip rate, and fault strike. For example, the
segmental sequence of the Wastach fault zone in Utah, (USA), has been exhaustively
described in this way. These studies led to the concept of the characteristic earthquake
(Schwartz and Coppersmith 1984). The notion that a particular fault segment repeatedly
generates earthquakes of a maximum moment size (and even mechanism) is not
predictable by extrapolation from the usual recurrence formula:

logN=a+bM

2.9)

Application to deterministic hazard analyses remains debatable because of important
known exceptions, notably the Landers, California, earthquake source (My= 7.3) of June
28,1992. In this case, surface ruptures occurred on an en echelon series of strike-slip
faults with a step-over of slip at the ends of the segments. Fault slip continued through
three mapped fault divisions not believed to be part of a single through-going fault.
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2.4 Earthquake and Ground Motion Prediction

The most important seismological aspect of hazard mitigation is the prediction of the
strong ground motion likely at a particular site (see Reiter 1990; Bolt 1996).
Nevertheless, the aspects of earthquake prediction that still receive the most publicity are
the prediction of the place, size and time of the earthquake. Of course, prediction of the
region where earthquakes are likely to occur has long been achieved by seismicity studies
using earthquake observatories. In addition, useful probability estimates of long-term
hazard can be inferred from geological measurements of the slip rate of faults (see, e.g.,
Sieh 1978), regional strain changes, and so on.

By contrast, short-term temporal forewarning, in either a deterministic or a
probabilistic sense, has proved elusive, although many attempts have been made to find
effective clues. For example, in 1975, Chinese officials, using increased seismicity
(foreshocks) and animal restlessness, evacuated a wide area before the damaging
Haicheng earthquake (see Bolt, 1999). In sharp contrast, no forewarnings were issued
before the 1976 Tangshan earthquake disaster. Elsewhere, emphasis has been placed on
geodetic changes, such as geodimeter and GPS measurements of deformation of the
Californian crust along the San Andreas fault. Ex post facto premonitory changes in the
ground level have been claimed in a number of seismic zones worldwide, but the
theoretical basis remains doubtful.

A much publicized prediction experiment in California depended on the recognition of
a 22-year periodicity in moderate magnitude (M; about 5.5) earthquakes centered on the
San Andreas fault near Parkfield (Bakun and McEvilly, 1984). Similar size earthquakes
were recorded in 1901, 1922, 1934 and 1966. In addition, available seismograms allowed
quantitative comparison of the source mechanisms for the 1922, 1934 and 1966
earthquakes and indicated similarities. There followed the installation of many
monitoring instruments to try to detect precursors for a possible 22-yearly repetition.
These included changes in the ground water table, radon concentration, seismicity
morphology and fault slippage. The prediction of repetition of such a characteristic
earthquake in the years 1988 4, or since, proved unsuccessful. Worldwide, in the last
two decades, no large damaging earthquakes have been predicted in any short-term
meaningful sense. Realistic prediction of strong ground motion has, in contrast,
significantly improved.

2.4.1 Special Strong Motion Characterization

As discussed in Section 2.3 and illustrated by actual accelerograms in Figure 2.7, large
earthquakes produce ground motions near the fault source that are not only of large
amplitude and period, but have more distinctive pulse-like wave patterns than the
motions, say, 15 km away. The study of synthesized motions computed from finite-
element or finite-difference models that incorporate the regional geological structure and
realistic fault rupture help in understanding these differences. An example of the
evolution of the seismic wave field in the case of a realistic if simplified geological
model in the San Francisco Bay Area and the right-lateral rupture of the Hayward fault
(strike slip) is shown in Figure 2.8. Only the horizontal component of the ground motion
is plotted. There are several notable features in the computed horizontal intensity of the
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surface motion. First, the wave pattern is not symmetric about the fault, a consequence of
the different rock properties in the region. Second, much more wave energy propagates in
the direction of the fault rupture (south-to-north in this case) than opposite to it, a result
of the moving wave source (the fault rupture) continually catching up with the radiated
waves along the direction of faulting. This directivity effect is discussed in Section 2.4.4.
Third, there are distinctive spatial variations of the ground motion with azimuth and site
position related to local geology. The relevance of these intensity variations to earthquake
engineering and hazard estimation has long been known, but their importance for the
nonlinear behavior of soils and structures has only recently become widely appreciated
(Heaton et al. 1995; Bolt 1996, Somerville et al. 1997).

Engineering characterization of motions, as illustrated in Figure 2.8, may also be given
in terms of response spectra (see Joyner and Boore, 1982; Elghadamsi et al. 1988. This
aspect of engineering seismology is addressed at length in Chapter 5).

2.4.2 Coherency of Wave Motion

Structures with multiple supports respond to the varying free-field accelerations applied
to the supports. It follows that complete dynamic analysis of such structures requires
suitably phased time histories applied at each support or equivalent modal response
analysis with complete phase information appropriate to the local tectonic zone. In
common practice, the usual engineering response spectrum describes only the amplitude
of the acceleration motion and does not define the wave phase behavior incident to
bridges and dams. Yet out-of-phase wave motions cause differential ground accelerations
and differential rotations along the base of the structure. The concept of incoherency has
been introduced into earthquake engineering to deal with these problems.

The appropriate measurement of the likeness of two wave trains has the technical
name coherency and quantitative measures can be obtained in the time domain through
simple cross-correlation in frequency-or time-dependent spectra. In the frequency
domain, the complex coherency (see Abrahamson and Bolt 1987) between input points
one and two is

Cra(W)=Sia(W)/[S11 (W)so(w)] "

(2.10)

where S is the cross-spectral matrix. General curves have been derived from observations
by seismograph arrays and applied to synthesized earthquake ground motions as realistic
inputs to structures. Wave coherency, including the lag due to the passage of the waves
across the structures, was incorporated, for example, in soil—structure interaction
calculations for the 1998 seismic safety evaluation by PG&E of the Diablo Canyon
nuclear reactor in California and in response analysis of large bridges for the California
Department of Transportation. It has been shown that there is a high degree of
transferability of these curves between different geological sites (see Abrahamson 1992).
Specifically, a comparison of coherency functions for both vertical and horizontal
motions indicated no significant difference in coherency reductions in the range 1 to 10
Hz for separation distances between input points of 400, 800 and 1500 m (Chiu,
Amerbekian and Bolt 1995). For 4 Hz horizontal wave motions and a separation of input
points of 400 m, a typical coherency reduction factor is 60 percent.
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2.4.3 Time-History Duration

Field studies demonstrate that the duration of strong ground shaking is often a critical
factor in how foundation materials and structures respond (see Novikova and Trifunac,
1994). Soil response in particular depends heavily on the increases in pore water pressure
with cyclic input (Seed and Idriss, 1982). Also, nonlinear degradation of damaged
structures (such as caused in large aftershocks) can lead to collapse. Recently, Bommer
and Martinez-Pereira (1999), who reviewed 30 different definitions of strong ground
motion duration, studied the characterization of ground shaking persistence in depth.
They classify this general parameter into three generic classes: bracketed, uniform and
significant durations. The first types were named by Bolt (1973) and the last was
developed by Arias (1970). The first approach stresses the importance of frequency
dependence and threshold level. By contrast, significant duration estimates are computed
from the seismic energy evolution represented by the simple integral of the square of the
ground acceleration, velocity, or displacement time histories. A common form is the
Arias Intensity:
R

[ =—
A 23

a’(t)dr @.11)

where 7 is the record length.
For a particular rock site, the shaking duration is a regression function of earthquake
magnitude (or moment) (Bommer and Martinez-Pereira 1999),
log Dg=0.69 My~3.70
(2.12)

where Dy, is Effective Duration in seconds as defined by Bommer and Martinez-Pereira.
Site conditions are also very important (see Bard and Bouchon 1980), as illustrated by the
development of seismic wave resonance in alluvial valleys (e.g., the 10-cycle dispersed
seismic wave train recorded in the marginal Lake Texcoco zone of the 1985 Mexico City
earthquake at distances of 350 km from the seismic source [see Bolt, 2003, pp. 278-281].
A recent computed model of this effect is shown in Figure 2.13 (Olsen et al. 1995).

2.4.4 Near-Fault Ground Motions

As mentioned earlier, near-fault ground motions often contain significant wave pulses.
For strike-slip fault sources they dominate the horizontal motion and may appear as
single or double pulses with-single- or double-sided amplitudes. The duration (period) of
the main pulse may range from 0.5 sec to 5 sec or more for the greatest magnitudes.
These properties depend on the type, length and complexity of the fault rupture. There are
two causes of these long-period pulses: first, constructive interference of the dynamic
shaking due to directivity of the fault rupture; second, movement of the ground associated
with the permanent offset of the ground. Their azimuthal dependence in both cases is a
consequence of the elastic rebound of the rupturing fault. A descriptive term is the rapid
fling of the ground during the fault slip. To keep these two effects separate, the terms
directivity pulse and fling step have been used for the rupture directivity and elastic
rebound effects, respectively (see Bolt and Abrahamson 2003). The two generated pulses
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attenuate differently from one another so that their separate measurements should not be
statistically combined in a single sample.

Consider the implications for seismic-resistant design. Rupture directivity effects
occur when the fault rupture source is toward the site and the slip direction (on the fault
plane) is aligned with the rupture direction (Somerville et al. 1997). The horizontal
recordings of stations in the 1966 Parkfield, California and the Pacoima station in the
1971 San Fernando, California (Bolt 1975), earthquake (see Figure 2.10) were the first to
be discussed in the literature as showing near-fault velocity pulses. These cases, with
maximum amplitudes of 78 and 113 cm/sec, respectively, consisted predominantly of
horizontally polarized SH wave motion and were of a relatively long period (about 2 to 3
sec).

Additional recordings (compare Figure 2.10) in the near field of large sources have
confirmed the pervasive presence of energetic pulses of this type, and they are now
included routinely in the synthetic ground motions for seismic design purposes. Most
recently, the availability of instrumented measured ground motion close to the sources of
the 1994 Northridge earthquake (Heaton et al. 1995), the 1995 Kobe earthquake
(Nakamura, 1995), and particularly the 1999 Chi-Chi earthquake (see Figure 2.9)
provided important recordings of the velocity pulse under different conditions. Many
detailed relevant studies of the Chi-Chi source and ground motions have already been
published in a special volume of the Bulletin of the Seismological Society of America
(Teng et al. 2001).

In the case of a fault rupture toward a site at a more or less constant velocity (almost
as large as the S wave velocity), most of the seismic energy from the extended fault
rupture arrives in a short time interval resulting in a single large long-period pulse of
velocity and displacement, which occurs near the beginning of the record (see Figure
2.10). This wave pulse represents the cumulative effect of most all the seismic radiation
from the moving dislocation. Coincidence of the radiation-pattern maximum for
tangential motion and the wave focusing due to the rupture propagation direction toward
the recording site produces a large displacement pulse normal to the fault strike (see
Bullen and Bolt 1985, p. 443).

The directivity of the fault rupture causes spatial variations in ground motion
amplitude and duration around faults and produces systematic differences between the
strike-normal and strike-parallel components of the horizontal ground motion amplitudes
(Somerville et al. 1997). These variations generally grow in size with increasing period.
Modifications to empirical strong ground motion attenuation
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relations have been developed to account for the effects of rupture directivity on strong-
motion amplitudes and durations based on an empirical analysis of near-fault recordings
(Somerville et al. 1997). The ground motion parameters that have been modified include
the average horizontal response spectral acceleration, the duration of the acceleration
time history, and the ratio of strike-normal to strike-parallel spectral acceleration.
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FIGURE 2.10 Ground motion velocity
pulses at Pacoima Dam comparing the
1971 San Fernando, California, and
1994 Northridge, California,
earthquakes.

Key results are that when rupture propagates toward a site, the response spectral
amplitude is larger for periods longer than 0.6 sec. For sites located close to the faults, the
strike-normal spectral acceleration is larger than the strike-parallel spectral acceleration at
periods longer than 0.6 sec in a manner that depends on magnitude, distance and azimuth.

As in acoustics, the amplitude and frequency of the directivity pulse have a
geometrical focusing factor that depends on the angle between the direction of wave
propagation from the source and the direction of the source velocity. Instrumental
measurements show that such directivity focusing can modify the amplitude velocity
pulses by a factor of up to 10, while reducing the duration by a factor of 2. Whether
single or multiple, the pulse may vary in the impetus nature of its onset and in its half-
width period. A clear illustration is the recorded ground velocity of the October 15, 1979
Imperial Valley, California, earthquake generated by a strike-slip fault source (Figure
2.11). In this case, the main rupture front moved toward El Centre and away from Bonds
Corner. Similar effects hold for thrust fault sources (see Somerville and Abrahamson,
1995).

Fling-step components occur when the site is located close to a seismogenic fault with
significant surface rupture. The fling-step pulse occurs on the ground displacement
component parallel to the slip direction. For strike-slip earthquakes, the rupture
directivity is observed on the fault normal component and the static displacement fling-
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step is observed on the fault parallel component. Thus, for strike-slip earthquakes, the
rupture directivity pulse and the fling-step pulse will separate themselves onto the two
orthogonal horizontal components. For dip-slip earthquakes, the vectorial resolution is
more complicated: although the rupture-directivity pulse is strongest on the fault normal
component at a location directively updip from the hypocenter, a fling-step pulse may
also occur on the horizontal component perpendicular to the strike of the fault. Thus, for
dip-slip faults, directivity-pulse effects and fling-step effects may occur on the same
component.

Prior to the 1999 Turkey and Taiwan earthquakes, nearly all of the observed large
long-period pulses in near-fault ground motions were caused by rupture directivity
effects. The Lucerne recording from the 1992 Landers, California, earthquake contained a
directivity pulse on the fault normal component and a very long period fling-step pulse on
the fault parallel component. Also, the ground motion data from the 1999 Izmit, Turkey,
and Chi-Chi, Taiwan, earthquakes contain examples of large long-period velocity pulses
due to the fling step. As an illustration, taken from Bolt and Abrahamson (2003), a
horizontal component of velocity recorded at station TCUO068 of the Chi-Chi earthquake
is shown in Figure 2.12. These ground motions occur on the hanging wall near the
northern end of the fault rupture and have the largest horizontal peak velocities ever
recorded (300 cm/s on the north-south component). The velocity pulse from the fling-step
effect velocity at TCU068 can be seen to be one-sided. If the fling step
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FIGURE 2.11 Velocity time histories
(230 Comp) from the 1979 Imperial
Valley, California, earthquake at the
Bonds Corner and El Centre
Differential Array strong ground
motion recording sites (after Bolt and
Abrahamson, International Handbook
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is separated from dynamic shaking, the peak velocity of the dynamic component of
shaking is reduced to about 100 cm/s, a more characteristic value of the amplitude of
seismic S waves with this period. Chen et al. (2001) further discuss key records from the
Taiwan earthquake.

Robust estimates that predict the peak velocity from fling steps are not available at this
time. In the displacement ground motion, the fling step can be parameterized simply by
the amplitude of the tectonic deformation and the rise time (the time it takes for the fault
to slip at a point). A suggested algebraic form for this permanent near-fault strain is

v=acot 'bx

(2.13)
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where v is the horizontal surface fling displacement parallel to the rebounded fault and x
is the perpendicular distance away from the fault.

2.4.5 Estimating Time Histories

At the fault dislocation itself, there is a finite time for slip to take place in the form of an
elastic rebound of each side of the fault leading to a decrease of overall crustal strain. The
slip can have vertical components, as well as horizontal components, and can vary along
the fault. The waves are produced near the moving dislocation front as a result of the
release of the strain energy in the slippage. In many ways this model resembles the radio
waves being radiated from a finite antenna. At the far field, the theory of radio
propagation gives complete solutions for the reception of radio signals through stratified
media. However, when the receiver is very near to the extended antenna, the signal
becomes mixed because of the finiteness of the source and interference through antenna
end effects. In the earthquake source case, the main source parameters in the fault model
are as follows: rupture length (L), rupture width (W), fault slippage (offset) (D), rupture
velocity (V), rise time (T) and roughness (asperity) distribution density (#(%}).Rise time
estimates remain uncertain, perhaps 2 to 10 sec in large fault ruptures.

The main work in theoretical seismology on source properties today continues to be
the determination of those parameters that are essential, whether the selected set is an
optimal one, and how best to estimate each parameter from field observations and from
analysis of the seismograms made in the near field and the far field.

A number of papers on synthetic seismograms have recently been published that
illustrate the theoretical approach and demonstrate how numerical models for seismic
waves near the source can be computed realistically (see papers in Archuleta, 1984; Bolt,
1987; O’Connell, 1999). Nevertheless, there are difficulties in the purely synthetic
prediction of modeling certain observed complexities and there is a lack of uniqueness in
the physical formulations. It is recommended that for engineering purposes, such
synthetic motions should be compared when possible with the three observed orthogonal
components of acceleration, velocity or displacement at a site.

Numerical modeling can be particularly helpful in predicting the effect of certain
special geological structures on hazard at a site. Consider, for example, the response of
the Los Angeles alluvial basin to a large earthquake from a slip of the San Andreas Fault
(Olsen et al. 1995). A computer simulation was made in 1995 that gives wave motion for
a three-dimensional finite-difference model when the source is a magnitude 7.75
earthquake along the 170 km section of the San Andreas Fault between Fort Tejon Pass
and San Bernardino. The results are graphed in Figure 2.13. The wave propagation is
represented as horizontal particle velocities of the ground parallel to the San Andreas
Fault. After 40 sec, ground motion in the basin begins to intensify and 10 sec later the
entire basin is responding to large amplitude surface waves. (The waves shown are
spectrally limited to frequencies below 0.4 Hz. In reality, the actual ground motions
would contain much higher ground frequencies.) The component of motion perpendicular
to the strike is 25 percent larger than the parallel component near the fault due to the
directivity of the rupture (see Section 2.4.4). This simulation predicted long-period peak
ground velocities greater than 1 m/sec in some areas in Los Angeles, even though the
main trough of the basin is about 60 km
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amplitudes of both positive and
negative polarity. R depicts an area of
local resonance above the deepest part
of the San Fernando Valley. See also
color insert following page 2-30.
(Olsen, K.B. Site amplification in the
Los Angeles basin from three-
dimensional modeling of ground
motion, Bull. Seism. Soc. Am., 90,
577-594, 2003.)

from the fault. Later analysis of the same region can be found in Olsen (2000). He
suggests that computed amplitude factors (up to six in deeper parts of the basin) should
be used as a guide with caution.

Instead of purely synthetic models, quasi-empirical seismic strong ground motions,
based on modified actual recordings of similar earthquakes, are now most commonly
used to estimate seismic hazard. Two equivalent representations are considered together.
The first is the seismogram or time history of the ground motion at the site. The second is
the Fourier or response spectra for the whole motion at the site.

TABLE 2.2 Examples of Near-Fault Strong-
Motion Recordings from Crustal Earthquakes with
Large Peak Horizontal Ground Motions

Earthquakes Magnitude Source Distance Acc Vel Disp
(My) Mechanism (km)* (g) (cm/sec) (cm)

1940 Imperial Valley 7.0 Strike slip 8 022 30 24

(EI Centre, 270)

1971 San Fernando 6.7 Thrust 3 123 113 36

(Pacoima 164)

1979 Imperial Valley 6.5 Strike slip 8 0.60 54 32

(EC 8, 140)

1992 Erizican 6.9 Strike Slip 2 052 84 27

(Erizican, 000)

1989 Loma Prieta (Los 6.9 Oblique 5 0.56 95 41

Gatos, 000)

1992 Landers (Lucerne, 7.3 Strike Slip 1 073 147 63

260)

1992 Cape Mendocino 7.1 Thrust 9 150 127 41

(Cape Mendocino, 000)

1994 Northridge 6.7 Thrust 3 084 166 29

(Rinaldi, 228)
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1995 Kobe (Takatori, 6.9 Strike Slip 1 06l 127 36
000)
1999 Kocaeli (SKR, 74 Strike Slip 3041 80 205
090)
1999 Chi-Chi 7.6 Thrust 1 038 306 940

(TCU068, 000)

* Surface distance from fault source.

These two representations of seismic hazard are connected by appropriate
transformations between the time and frequency domains.

In the simplest time-history representation, the major interest has traditionally been in
the peak amplitudes of ground acceleration, velocity and displacement as a function of
frequency. In recent work related to large and critical structures, however, the pattern of
wave motion has been recognized as crucial in earthquake engineering because the
nonlinear response of such structures is often dependent on the sequence of arrival of the
various types of waves (see Bolt 1996). In other words, damage would be different if the
ground motion were run backward rather than in the actual sequence of arrival. In this
respect, synthesis of input motions entails that phase spectra should be considered along
with the amplitude spectrum. The phasing of the various wave types on the artificial
seismograms can be checked by seismological estimation of times of arrival of the P, S,
directivity pulse, fling and surface waves. In this way, a realistic envelope of amplitudes
in the time histories can be obtained. In the usual construction method, the initial step is
to define, from geological and seismological information, the appropriate earthquake
sources for the site of interest. The fault source selection may be deterministic or
probabilistic and may be decided on grounds of acceptable risk (Reiter 1990). Next,
specification of the propagation path distance as well as the P, S, and surface wave
velocities along the path is made. (These speeds allow calculation of the appropriate
wave propagation delays between the source and the multisupport points of the structure
(see Section 2.4.2) and the angles of approach of the incident seismic waves.)

Computation of realistic motion then proceeds as a series of nonlinear iterations,
starting with the most appropriate observed strong-motion record available, called the
seed motion, to a set of more specific time histories, which incorporate the
seismologically defined wave patterns. The seed strong motion accelerograms are chosen
to approximate the seismic source type (dip-slip, etc.), and geological specifications for
the seismic zone in question. A set of suggested time histories is listed in Table 2.2.
Many digitized records of samples can be downloaded using the Virtual Data Center
(VDC) Web site of the Consortium of Organizations for Strong-Motion Observational
Systems (COSMOS) (see Internet Web site http://www.cosmos-eq.org/) among others.
Applying engineering constraints, such as a selected response amplitude spectrum,
controls the frequency content. Such target spectra are obtained, for example, from
previous engineering analyses, and from earthquake building codes (see, e.g., UBC
1997). The fit between the final iteration and the target spectrum should fall within one
standard error. Each predicted time history must fit within a few percent of the specified
peak ground acceleration and displacement, as well as any predicted velocity pulse and
fling (see Section 2.4.4). To ensure an adequate range of phase patterns, at least three sets
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of time histories are recommended, starting from different seed earthquakes. When three
component sets of input time histories are needed, checks for interset independence
(correlation, say, below 5 to 10 percent) should be made by computing cross-correlations.

Engineering experience demonstrates that the structural response grows rapidly with
the repetition of pulses of input motion. Increased number of multiple pulses in the
velocity time history increases the nonlinear demand on the structure. Illustrations can be
found in recordings of the 1994 Northridge and 1989 Loma Prieta, California,
earthquakes. Damage in the 1995 Kobe, Japan, earthquake was also perhaps increased by
the presence of two consecutive pulses in the ground velocity as recorded near the
ruptured fault.

2.4.6 Available Strong Motion Recordings

For engineering seismology use, it is advantageous to record directly either the ground
acceleration or the ground displacement. If the natural period of the recording
seismometer is very short compared with the predominant period of the ground motion,
the recorded signal is directly proportional to the acceleration of the ground. In this case
also, sensitivity of the accelerometer is small, which is an advantage in recording strong
ground motion. Because instrument design can provide relatively small devices (most
recently MEMS silicon chip instruments) that are not sensitive to long-term tilts, drifts of
the ground have been the preferred type of recorder rather than displacement meters. In
past decades, recording used an analogue signal on paper or films. Such recordings are
still obtained by the reliable AR-20s, of which many thousands remain in service around
the world. Because large earthquakes are rare events, many strong motion accelerometers
do not record continuously, but are triggered by the initial P wave in the earthquake. The
result is to lose part of the initial ground motion. Thus cross-correlation of ground
motions between neighboring instruments cannot be performed. Analogue records require
automatic digitizationto allow integration to ground velocity and displacement and
conversion to frequency spectra.

These days, instruments record digitally in both the free field of earthquakes (i.e.,
away from structures) and in structures with solid-state memories and absolute time
marking, usually obtained from GPS satellite clocks. The digital signals are usually
streams of 12- or 16-bit words. The common 12-bit word uses 72 dB (i.e., 20 log,')
dynamic range and is immediately accessible for processing in computers.

Corrections must be carried out, even with digital recordings, to allow for nonlinear
response of the accelerometer device. For engineering purposes, fidelity must be ensured
in the integration to the now essential ground velocity and displacement. Various
procedures have been suggested to establish a zero-acceleration line, such as assuming
second-degree polynomial for the base line followed by subtraction. Another method for
processing digital seismic wave histories (Iwan and Chen 1994), is to compute the
average ordinates of the acceleration velocity over the final segment of the record and
equate them to zero. In older standard processing, filters are applied to remove waves
with periods greater than about 8 to 10 sec. Above such long periods, users are warned
not to assume that the response spectrum from such filtered records or the modified time
histories are complete. Recently, it has been established that with special care in the
choice of filters and high dynamic range records, displacement ground motions out to DC
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levels can be obtained. This ability has been checked in the case of the 1999 Chi-Chi,
Taiwan, earthquake for strong-motion recordings near the Chelungpu fault against field
measurements of the fault offset (see Figure 2.9) and against adjacent GPS
measurements.

Digital datasets in various countries and from various earthquake engineering groups
often have different formats and processing methods. Important sets have been obtained
in the United States by the U.S. Geological Survey (USGS) and the California Strong-
Motion Instrumentation Program (CSMIP) of the Division of Mines and Geology
(CDMG), in 2002 renamed the California Geological Survey (CGS). Recordings of these
organizations and others in the United States are now available on the Consortium of
Strong-Motion Observation Systems’ (COSMOS) Virtual Data Center (VDC) maintained
at the University of California, Santa Barbara. COSMOS has set up uniform standards for
processing and provides a number of services for the Web user (see Internet Web site
http://www.cosmos-eq.org/). As of early 2004, the COSMOS VDC contained over 1800
acceleration traces for 393 earthquakes and 2500 stations. The center contains important
recordings from the Chi-Chi, Taiwan, earthquake and sets from Turkey, Armenia, Costa
Rica, New Zealand and India. The webpage provides checks of data quality and a
connection directory to the original sources for large downloads. Another important
dataset (ISESD) became available in 2000 for strong-motion recordings from Europe and
the Middle East available at http//www.ised.cv.ic.ac.uk (Ambraseys, Smit, Berardi,
Rinaldis, Cotton and Berge-Thierry 2000).

2.4.7 Vertical Ground Motions

Joint consideration of the vertical motion of the ground with horizontal components is
becoming more usual in earthquake-resistant design of large structures such as concrete
arch dams. Striking frequency content differences between vertical and horizontal
components of strong ground motions have been described over many years in numerous
studies of various earthquakes recorded in different parts of the world. Recent examples
can be found in Bard and Bouchon (1980), Bozorgnia and Niazi (1993) and Bozorgnia et
al. (1999). These studies consistently find higher frequency content of the vertical ground
motions in alluvial basins compared with the horizontal motions. The feature is of
practical importance because of the connection between the overall high-frequency
content of the vertical strong ground motions and their peak ground accelerations (PGA).
Another distinct feature of vertical strong ground motions is their greater incoherency
compared with the horizontal wave components at the same sites. Consistent observations
of low coherency of vertical ground motions have led to the incorporation of low-
coherence empirical functions for vertical components into engineering design practices.

The importance of understanding the mechanism of the generation of vertical strong
ground motions has been emphasized by recent analyses (e.g., Shakal et al. 1994;
Bozorgnia et al. 1999) of the ratio of vertical-to-horizontal PGA from the acceleration
records of the 1994 Northridge, California, earthquake. In this earthquake, most of the
sites with such high ratios were deep soil sites, often in alluvial basins. In particular, of
the nine sites with a ratio of vertical-to-horizontal PGA of unity and more, only one was
located on a rock site.
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Many strong-motion recordings in alluvial basins have behavior agreeing with the
hypothesis that S-to-P wave conversion and wave scattering at the basin—bedrock
interface are an important mechanism for supplying energy to vertical components of
strong ground motions. The differences for P and S waves of the combined scattering and
inelastic attenuation in sedimentary basins appear to be mainly responsible for the
observed frequency content differences of the vertical and horizontal components of
ground motions. In one study (Amirbekian and Bolt, 1998), of observations after the
1994 Northridge, California, the main shock provided evidence in agreement with the
hypothesis that S-to-P converted waves are the dominant vertical ground motions
recorded at such alluvial sites. In addition, the explanation that vertical motions are
mainly S-to-P converted waves provides a reason for another feature of vertical ground
motions: namely, their low coherence compared with simultaneously arriving horizontal
motions.

Further experimental validation is needed concerning both the origin of the energy in
vertical strong ground motions and, particularly, about the factors affecting the frequency
content of vertical motions. In the meantime, simple amplitude scaling of horizontal
motions to represent vertical motions should be avoided. Further discussions on vertical
seismic motions can be found in Frankel (1999) and Campbell and Bozorgnia (2003).

2.5 Attenuation Estimation and Uncertainties

As indicated in earlier sections, the prediction of ground motions and seismic hazard
curves for engineering purposes involves a number of assumptions and extrapolations
(see Reiter, 1990). A major difficulty is ignorance of the actual wave attenuation for the
region in question. The importance of attenuation factors in calculation of predicted
ground motion at arbitrary distances has generated much work on robust empirical
attenuation forms and on appropriate transference of measurements based on geological
criteria.

Usually wave attenuation changes significantly from one geological province to
another and local regional studies are advisable to calibrate the parameters involved. A
discussion is given by Bullen and Bolt (1985) (and, e.g., Ambraseys and Bommer 1991;
1995; Toro et al. 1997; Raoof et al. 1999). Results for North America have been recently
summarized (Abrahamson and Shedlock 1997). In the latter paper, attenuation relations
were grouped into three main tectonic categories: shallow crustal earthquakes in active
tectonic regions (e.g., California), shallow crustal earthquakes in stable continental
regions (e.g., eastern United States), and subduction zone (e.g., the Aleutian Islands)
earthquakes. Because peak ground motions from subduction zone earthquakes generally
attenuate more slowly than those from shallow crustal earthquakes in tectonically active
continental regions, ground motions for the different sources should be estimated
separately.

One way to address regionalization of attenuation relations is to estimate a constant
scale factor to adjust a global attenuation model to a specific region. (This can reflect
differences in the earthquake source or differences in the site geology categories.) This
procedure allows measurement over a range of distances to fix the slope of the local
attenuation relation while maintaining the magnitude scaling of the global model.
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Additional parameters can be made region-specific. An example of this approach to
regionalizing attenuation relations as more strong-motion data become available is given
by McVerry and Zhao (1999).

The description of attenuation estimations that follows is taken substantially from Bolt
and Abrahamson (2003). Although horizontal ground motions are dealt with here, some
statistics on vertical motions have been published (e.g., Abrahamson and Litehiser 1989).
In any case, the statistical samples in the estimation of attenuation relations start by
examining random variability and scientific uncertainty in ground motions differently
(e.g., Toro et al. 1997). For a given model, variability is defined as the randomness in the
ground motions that will occur in future earthquakes. It is usually expressed as the
standard deviation of the fitted attenuation equation. By contrast, uncertainty is defined
as the scientific uncertainty in the ground motion model due to limited information;
including alternative attenuation results often treats the measure of ignorance. Further, in
seismic hazard analyses, the terms aleatory and epistemic have been introduced to
describe variability and uncertainty, respectively (see Chapter 7).

The Northridge, California, earthquake of January 17, 1994 allowed an important
comparison between (a) the theoretical seismological expectations and actual seismic
wave recordings and (b) behavior of earthquake-resistant structures (see Bolt 1996). This
magnitude 6.7 earthquake struck southern California at 4:31 AM local time. The
earthquake source rebound occurred on a southerly dipping blind-thrust fault. The rupture
began at a focus about 18 km deep under the Northridge area of the San Fernando Valley.
The rupture then propagated along a 45° dipping fault to within about 4 km of the surface
under the Santa Susannah Mountains. No major surface fault rupture was observed,
although the mountainous area sustained extensional surface fracturing at various places
with uplifts of tens of centimeters. The causative fault dipped in the opposite sense to an
adjacent one that caused the neighboring 1971 San Fernando earthquake.

Like the 1971 San Fernando, California, earthquake, the 1994 shaking tested many
types of design such as base isolation and the value of the latest Uniform Building Codes.
Peak accelerations, recorded by strong-motion accelerometers in Los Angeles and the
San Fernando Valley area, were systematically larger than predicted by average curves
obtained from previous California earthquakes. It is notable that the ground motions at
the Olive View Hospital (see Figure 2.7) are similar to those obtained at the Pacoima
Dam abutment site in the 1971 thrust earthquake. Both recordings show a directivity
pulse and are useful seed motions for some engineering response studies.

As mentioned in Section 2, although different measures of earthquake magnitude are
still used, particularly with historical data, the moment magnitude (M,,) is now usually
adopted as a standard measure of size in attenuation statistics. Also, nowadays, some
form of closest distance to the rupture is used as the distance parameter rather than
epicentral or hypocentral distance (Joyner and Boore, 1988; Ambraseys and Bommer
1995). It is important to use the appropriate distance measure for a given attenuation
relation. The most common source, ray path and site parameters are magnitude, distance,
style-of-fault, directivity and site classification. Rupture directivity is defined in detail in
Section 2.4.4 and is not discussed here. In some studies, additional parameters are used:
hanging-wall flag, rupture directivity parameters, focal depth and soil depth
classification.
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There are also differences in site classification schemes in different regions that make
comparison of estimates of ground motions from alternative estimates difficult. Broad
site categories such as rock, stiff-soil, and soft-soil are common, but more quantitative
site classifications based on the S-wave velocity, such as the average S-wave speed in the
top 30 m (e.g., Boore et al. 1997) are now preferred. Most attenuation relations simply
use a site category such as deep soil; however, this general category covers a wide range
of soil depths from less than 100 m to several kilometers of sediments. Some attenuation
relations (e.g., Campbell 1997) use an additional site parameter to describe the depth of
the sediment.

A style-of-faulting algebraic flag is needed in the regression to separate the effects of
different source types. For the common shallow crustal earthquakes, seismic ground
motions differ systematically when generated by strike-slip, thrust, or normal
mechanisms (e.g., Somerville and Abrahamson 1995; Toro et al. 1997; Saikia and
Somerville, 1997). Given the same earthquake magnitude, distance to the site and site
condition, the ground motions from thrust earthquakes tend to be (about 20-30 percent)
larger than the ground motions from strike-slip earthquakes and the ground motions from
normal faulting earthquakes tend to be smaller (about 20 percent) than the ground
motions from strike-slip earthquakes. For subduction earthquakes, the ground motions
systematically differ from those generated by interface or intraslab earthquakes (e.g.,
Youngs et al. 1997). Again, for the same magnitude, distance and site condition, the
ground motions from intra-slab earthquakes tend to be about 40 percent larger than the
ground motions from interslab earthquakes.

For thrust faults, high-frequency ground motions on the upthrown block (hanging wall
side of a thrust fault) are larger than on the downdropped block (footwall) (e.g.,
Somerville and Abrahamson 1995). This increase in ground motions on the hanging wall
side is in part an artifact of using a rupture distance measure. If a site on the hanging wall
and footwall are at the same rupture distance, the site on the hanging wall side is closer to
more of the fault than the site on the footwall side.

2.5.1 Construction of Attenuation Relations

Regression analyses require an assumed functional form for the attenuation. Two types of
magnitude scaling are used in attenuation relations. In the first case, the shape of the
attenuation with distance is independent of magnitude. A typical form of this type of
model for rock site conditions is given in Equation 2.14:
InY(M, R, F)=cl+czM+C3M2+c4 In(R+cs)+ceF
(2.14)

where Y is the ground motion parameter (e.g., peak acceleration or response spectral
value), M is the magnitude, R is the distance measure and F is a flag for the style-of-
faulting (reverse, strike slip, normal). A widely used example of this form was derived by
Boore et al. (1997).

Alternatively, the specific curvature of the attenuation equation is magnitude
dependent (see Figure 2.14) (see Youngs et al. 1995). The available observational
evidence on this point is that at short distances, the spacing between curves of increasing
magnitude decreases. This saturation of the ground motion implies that at short distances,
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moderate magnitude earthquakes produce similar levels of shaking as large magnitude
earthquakes. (Durations would differ.) Some attenuation relations use a combination of
these two models with constant attenuation shapes for moderate magnitudes (e.g., M<6.5)
and saturation for larger magnitudes.

Two appropriate algebraic forms are shown in Equations 2.15 and 2.16: replacing cs in
Equation 2.14 with a magnitude-dependent term, f;(M),; or replacing the distance slope,
¢4, in Equation 2.14 with a magnitude-dependent slope, f;(M). For rock ground site
conditions, the relations are

In Y(M, R, F)=c\+c;M+csMP+c, In[R+f, (M)]+coF )

(2.15)

and
In Y(M, R, F)=c\+csM+esMP+Heutfs(M)]In(R+cs)+coFs
(2.16)
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FIGURE 2.14 Comparison of constant
and magnitude dependent shapes of
attenuation relations.

A commonly assumed function f(M) is

SitM)=c; exp(csM)
2.17)

If ¢3=0 (which is common for high frequencies) and cg=—c,/c,, then the ground motion at
zero distance is magnitude independent and the model has complete magnitude
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saturation. If cg>—c,/c4, then the model is oversaturated. In that case, at short distances,
the median ground motion is reduced as the magnitude increases. An example of an
attenuation relation based on Equation 2.16 is given by Abrahamson and Silva (71997).
For the functional form, f,(M)=coM, the model has complete saturation if cs=—c,/In(cs). If
cg<—c»/In(cs), then the model is oversaturated.

At distances less than about 50 km, the above two different functional forms of the
attenuation relation lead to similar curves, but at large distances, they become different
(Figure 2.14). Because most engineering interest has been on attenuation relations for
shallow crustal earthquakes in active tectonic regions for distances less than 50 km, these
gradual differences have not been studied in detail.

In the Eastern United States, some researchers have suggested incorporating a
variation in the distance slope of the attenuation relation to accommodate the increase in
ground motions due to supercritical reflections from the base of the crust (e.g., Nuttli
1975; Atkinson and Boore 1995; Saikia and Somerville 7997, Campbell 2002).
Incorporating a multilinear form of the attenuation relation with different ¢4 terms for
different distance ranges usually accomplishes this, typically leading to a flattening of the
attenuation curve at distances of about 100 km. This is most significant for regions in
which the high activity sources are at a large distance from the site.

An important statistical issue in developing attenuation relations is the uneven
sampling of the data from different earthquakes. For example, in some cases, an
earthquake may have only one or two recordings (e.g., the 1940 El Centre event),
whereas some of the recent earthquakes have hundreds of recordings (e.g., the 1999 Chi-
Chi earthquake). Should the well-recorded earthquakes overwhelm the poorly recorded
earthquakes? Should the poorly recorded earthquakes be given equal weight as the well-
recorded earthquakes? The use of statistical weights can reduce this uneven sampling
problem. There are two extremes: give equal weight to each data point or give equal
weight to each earthquake. The random effects model (Brillinger and Preisler 1984) uses
a weighting scheme that varies between equal weight to each earthquake and equal
weight to each data point depending on the distribution of the data.

In addition to the median measure of ground motion, the standard deviation of the
measured ground motion parameters is also important for either deterministic or
probabilistic hazard analyses. Worldwide, it is common to use a constant standard
deviation, but recently, several attenuation relations have attributed magnitude or
amplitude dependence to the standard deviation. For example, Abrahamson and Silva
(1997) allow the standard deviation to vary as a function of the magnitude of the
earthquake. The regression result is that the standard deviation is smaller for large
magnitude earthquakes. Campbell and Bozorgnia (2003) allow the standard deviation to
vary as a function of the amplitude of the ground motion. The result is that the standard
deviation is smaller for larger amplitudes of ground motion. Both of these models can
have significant effect on the estimation of design ground motions.

Finally, the above discussion referred primarily to ground acceleration and more rarely
for displacement (see Gregor and Bolt 1997) as a random variable. Attenuation curves for
velocity are also published (see papers in Abrahamson and Shedlock 1997).
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FIGURE 2.15 TriNet peak velocity
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page 2-30.

2.5.2 Rapid Response: ShakeMaps

An important point in summarizing the present status of assessment of seismic strong-
ground motions is that in a number of countries digital strong-motion systems linked to
communication centers (telephone, wireless, or satellite) have now been installed. These
provide processed observational data within a few minutes after shaking occurs. In
California usage, a ShakeMap is a computer-generated representation of ground shaking
produced by an earthquake (see Figure 2.15). The computation produces a range of
ground-shaking levels at sites throughout the region using relations that depend on
distance from the earthquake source, the rock and soil conditions through the region, and
on variations in the propagation of seismic waves due to complexities in the structure of
the Earth’s crust. One format of the maps contours peak ground velocity and spectral
acceleration at 0.3, 1.0 and 3.0 sec and gives the display in graduated color.

Not only peak ground acceleration and velocity maps are computed using instrumental
measurements, but by empirical correlations of the various scales, approximate Modified
Mercalli Intensity estimates are mapped. These maps make it easier to relate the recorded
ground motions to the felt shaking and damage distribution. In a scheme used in the Los
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Angeles basin, the Instrumental Intensity map is based on a combined regression of
recorded peak acceleration and velocity amplitudes (see Wald et al. 1999).

In 2001, such ShakeMaps for rapid response purposes became available publicly on
the Internet (www.trinet.org/shake) for significant earthquakes in the Los Angeles region
and the Bay Area of California. Similar maps are available in other countries. They
represent a major advance not only for emergency response, but also for scientific and
engineering purposes. Their evolution and improvement will no doubt be rapid.

2.6 Future Challenges

The seismological problems dealt with in this chapter will no doubt be much extended in
subsequent years. First, greater sampling of strong-ground motions at all distances from
fault sources of various mechanisms and magnitudes will inevitably become available.
An excellent example is the dense recording of the 1999 Chi-Chi, Taiwan, earthquake
(see Loh and Liao 2000).

Another interesting recent case contains observations from the major Alaska
earthquake of November 3, 2002. This 7.9 magnitude earthquake was caused by a rupture
along the Denali fault for 200 km., with right lateral offsets up to 10 m. A number of
strong-motion records were obtained; fault offset under the Trans-Alaskan oil pipeline
did not cause pipe breakage.

Second, more realistic 3D numerical models will solve the problem of the sequential
development of the wave mixtures as the waves pass through different geological
structures. Two difficulties may persist: the lack of knowledge of the roughness
distribution along the dislocated fault and, in many places, quantitative knowledge of the
soil, alluvium and crustal rock variations in the region. For these reasons, probabilistic
estimation as a basis of engineering decisions will be necessary.

A recent significant ingredient in general motion measurement is correlation with
precisely mapped coseismic ground deformations. Networks of GPS instruments will no
doubt help greatly in future understanding of the source problem and the correct
adjustment to strong-motion displacement records. A broad collection of standardized
strong-motion time histories represented by both amplitude spectra and phase spectra is
now being accumulated in virtual libraries for easy access on the Internet. Such records
will provide greater confidence in seismologically sound selection of ground motion
estimates.

Additional instrumentation to record strong ground motion remains a crucial need in
earthquake countries around the world (see http://www.cosmos-eq.org/ for updated
information and access to a comprehensive strong-motion recording database). Such
basic systems should measure not only free-field surface motions, but also downhole
motions to record the wave changes as they emerge at the Earth’s surface.

In particular, many contemporary attenuation estimates for ground velocity and
displacement will no doubt be improved as more recorded measurements are included,
rendering earlier regressions obsolete. The statistical basis for the separation of the
probability distributions as functions of the various key parameters will become more
robust. To keep abreast of changes, ground motion attenuation model information may be
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found at http://www.geohazards.cr.usgs.gov/earthquake.html. Click on Engineering
Seismology, then on Ground Motion Information.
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Glossary

accelerometer—a seismograph for measuring ground acceleration as a function of time.

active fault—a fault along which slip has occurred, either in historical or Holocene or
Quaternary time, or earthquake foci are located.

asperities (fault)—roughness on the fault surface subject to slip.

blind thrust—a thrust-fault deep in the crust with no or only indirect surface expression
such as a fold structure.

body-wave magnitude—magnitude of an earthquake as estimated from the amplitude of
body wave.

digital recording—a series of discrete numerical digits.

duration (of strong shaking)—the time Interval between the first and last peaks of
strong ground motion above a specified amplitude.

epicenter—the point on the Earth’s surface directly above the focus (or hypocenter) of
an earthquake.

fault—a fracture or zone of fractures in rock along which the two sides have been
displaced relative to each other parallel to the fracture. The total fault off-set may
range from centimeters to kilometers.

focal depth (of earthquakes)—the depth of the focus below the surface of the Earth.

intensity (of earthquakes)—a measure of ground shaking obtained from the damage
done to structures built by humans, changes in the Earth’s surface, and felt reports.

isoseismal—contour lines drawn to separate one level of seismic intensity from another.

liquefaction (of soil)—process of soil and sand behaving like a dense fluid rather than a
wet solid mass during an earthquake.

Love waves—seismic surface waves with only horizontal shear motion transverse to the
direction of propagation.

magnitude (of earthquakes)—a measure of earthquake size, determined by taking the
common logarithm (base 10) of the largest ground motion recorded during the arrival
of a seismic wave type and applying a standard correction for distance to the epicenter.

moment (of earthquakes)—a measure of earthquake size related to the leverage of the
forces (couples) across the area of the fault slip, equal to the rigidity of the rock times
the area of faulting times the amount of slip. Dimensions are dyne-cm (or Newton-
meters).

moment magnitude—magnitude My of an earthquake estimated from the seismic
moment.
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plate (tectonic)—a large, relatively rigid segment of the Earth’s lithosphere that moves
in relation to other plates over the deeper interior. Plates meet in convergence zones
and separate at divergence zones.

plate tectonics—a geological model in which the Earth’s crust and uppermost mantle
(the lithosphere) are divided into a number of more-or-less rigid segments (plates).

prediction (of earthquakes)—the forecasting in time, place, and magnitude of an
earthquake; the forecasting of strong ground motions.

P wave—the primary or fastest wave traveling away from a seismic event through the
rock and consisting of a train of compressions and dilatations of the material.

Rayleigh waves—seismic surface waves with ground motion only in a vertical plane
containing the direction of propagation of the waves.

risk (seismic)—the probability of life and property loss from an earthquake hazard
within a given time interval and region.

scarp (fault)}—a cliff or steep slope formed by displacement of the ground surface.

seismicity—the occurrence of earthquakes in space and time.

seismology—the study of earthquakes, seismic sources, and wave propagation through
the Earth.

strong ground motion—the shaking of the ground near an earthquake source made up of
large amplitude seismic waves of various types.

S wave—the secondary seismic wave, traveling more slowly than the P wave and
consisting of elastic vibrations transverse to the direction of travel. It cannot propagate
in a liquid.
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COLOR FIGURE 2.8 Computed
ground motions generated by constant
velocity rupture northward of the
Hayward fault (red line). Wave
intensities defined by color intensities,
(courtesy of D.Dreger).
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COLOR FIGURE 2.9 Relief map
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trace (red line), epicenter of
aftershocks, ground displacement in
centimeters and sample horizontal
ground accelerations. Star is epicenter,
circle is thrust mechanism (after Y.-
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COLOR FIGURE 2.13 Snapshots of
simulated wave propagation in the Los
Angeles area for hypothetical
earthquake; the snapshots depict the
horizontal particle velocities that
represent shaking parallel to the San
Andreas fault from 20 sec to 100 sec
after the origin time of the rupture. Red
depicts large amplitudes of both
positive and negative polarity. R
depicts an area of local resonance
above the deepest part of the San
Fernando Valley.
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COLOR FIGURE 3.6 Map of part of
campus of San Bernardino Valley
College, crossed by the San Jacinto
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active fault, locating trenches, borings,
and cone penetrometer sites,
recommended setbacks, and location of
secondary faults as of the beginning of
1999. Contours are on a stream terrace
surface 10,000 years old; contour
interval 1 foot. From Gath et al., in
preparation.

COLOR FIGURE 3.10 Map of the
Istanbul, Turkey, region showing the
1999 surface rupture on the North
Anatolian fault near the automobile
assembly plant. Dashed lines in the
Marmara Sea locate undersea faults
that did not rupture in 1999 but have
ruptured in previous cycles, including
a large earthquake in 1766. An
earthquake in 1894 may have ruptured
an offshore fault at the eastern end of
the Marmara Sea between Istanbul and
the North Anatolian fault.
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3
The Role of Geology in Seismic Hazard
Mitigation
Robert S.Yeats
Eldon M.Gath

What'’s past is prologue.
William Shakespeare
The Tempest, Act 11

3.1 Introduction

The contribution of geology to seismic hazard mitigation is that the past is the key to the
future. Where an earthquake has occurred in the past, it is likely to occur again. The
primary role of the geologist is to locate paleo-earthquakes using paleoseismology, locate
and characterize the faults that generate them and develop a quantitative understanding of
the style, magnitude, frequency and recency of earthquakes on those faults as a guide to
their future behavior. Geology, therefore, is both locative and predictive. It can be used to
forecast the size of the earthquake, the location of the fault rupture, the surface
deformation anticipated where the fault does not reach the surface, and the local site
amplification factors that will impact strong ground shaking and soil failures. Geology
provides the quantitative foundation on which other aspects of seismic hazard mitigation
are based.

Early studies of earthquake hazards were conducted following major earthquakes in
Marlborough, New Zealand, in 1888; Mino-Owari, Japan, in 1891; Assam, India, in 1897
and San Francisco, California, in 1906. In all of these investigations, geologists played
leading roles. The careful fault-rupture descriptions of Alexander McKay of New
Zealand, Bunjiro Koto of Japan and G.K.Gilbert of the United States set a standard that
has rarely been exceeded (see personal vignettes in Yeats et al., 1997). All of these
studies focused on the surface effects of the earthquake, including crustal deformation.
Aside from Gilbert, though, these researchers did not consider the implications in future
planning and engineering design.

In subsequent decades, geologists continued to play a role, albeit a subordinate one
due to two developments. One was the Wood-Anderson seismograph, designed in the
1920s, which resulted in an increasingly important role played by geophysicists. Another
was the adoption in California of the first local building codes taking earthquake
0-8493-3143-9/04/$0.00+$1.50
© 2004 by CRC Press LLC
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resistance into consideration, starting after the 1925 Santa Barbara earthquake and
accelerating after the Long Beach earthquake of 1933. The public outcry after the Long
Beach earthquake led to the adoption of the Field and Riley Acts by the State of
California, resulting in an increasingly important role for structural engineers. For the
half century that followed the 1906 San Francisco earthquake, geologists working on
earthquake-related problems were almost entirely university professors or employees of
the U.S. Geological Survey (see historical summaries by Geschwind [2001] and Yeats
[2001]).

The development of building codes regulating the quality of building construction was
not accompanied by ordinances dealing with the safety of building sites until 1952, when
the City of Los Angeles adopted the first grading ordinance in the United States and set
up a grading section within the Department of Building and Safety. This move was
triggered not by earthquakes but by landslides, which were an increasing problem as the
expanding population of Los Angeles moved into the surrounding foothills. By 1963,
development projects were required to be supported by both geotechnical engineering
and engineering geology reports, and grading operations had to be supervised by both a
soils engineer and an engineering geologist. This led to the establishment of geological
consulting firms and to the employment of geologists in larger consulting engineering
firms. For example, F.Beach Leighton, a professor of geology at Whittier College,
established a geological consulting practice in a spare room of his home, then expanded
to a large organization with offices throughout southern California.

California now requires geological consultation mainly due to two acts of the
legislature: the Alquist-Priolo Earthquake Fault Zoning Act, first adopted in 1972 to
regulate construction on or near active faults and the Seismic Hazard Mapping Act of
1990, dealing with land subject to liquefaction and earthquake-induced landsliding. The
state agency given principal responsibility for these laws is the California Geological
Survey (formerly the Division of Mines and Geology), which, in addition, assists local
governments in adopting Seismic Safety Elements as part of their General Plans, based
on a law passed in 1971.

California has the most advanced earthquake-protective legislation in the United
States, perhaps in the world (Yeats, 2001), but other states have not followed its lead in
evaluating the safety of building sites. Oregon, for example, has upgraded its building
codes close to California standards, but its land-use laws protecting against geologic
hazards are essentially unchanged. As a result, building sites in Oregon, like those in
other states in harm’s way from earthquakes, fall victim to what has become known as
Slosson’s Law, advanced by geological consultant and former California State Geologist
James Slosson: The quality of professional work will sink to the lowest level that
government will accept.

This chapter presents examples from consulting practice in which geology was
important, even critical, to seismic hazard mitigation. Most examples are from California,
where geological studies are required, but the chapter is written with the objective that a
state-of-the-art analysis anywhere in the world will include geological factors, whether or
not it is required by state or local law.

For more details about the geological background, refer to McCalpin (1996) and Yeats
et al. (1997).
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3.2 Paleoseismology

Clients want to know when the next earthquake is likely to strike near the project site,
and how much damage the earthquake will do. Short-term prediction is not yet on the
horizon and may never be in our

FIGURE 3.1 Seismicity of central
California, 1980-1986, to compare the
seismicity of that part of the San
Andreas fault that ruptured in 1857
(Carrizo Plain, lower right corner),
which is not imaged by earthquakes at
all, to the seismicity of that part of the
fault that ruptures frequently, as at
Parkfield, or creeps accompanied by
very small earthquakes (between
Parkfield and Loma Prieta), which
images the fault very well. That part of
the fault crossing the San Francisco
Peninsula ruptured in 1906, but is not
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well imaged by earthquakes. From
David Oppenheimer, U.S. Geological
Survey, reprinted from Yeats (2001)
with permission from Oregon State
University Press.

lifetimes. So we must rely on probabilistic forecasts that give the likelihood of an
earthquake striking in a timeframe of interest, commonly the life of the project being
evaluated, or deterministic forecasts that give the largest earthquake (measured in peak
ground accelerations and velocities and response spectra) that is likely to affect the
project area. Deterministic forecasts are useful for critical facilities such as large dams or
nuclear power plants.

It is standard practice to report the instrumental and historical seismicity of the region
surrounding a project site as an indication of potential earthquake hazard. Yet this
practice gives too short a time sample to be of significant value. Seismographs have been
in place for only a century, and modern broadband seismographs have been in place for
only a few decades. The historical record for, say, California, is reliable for only about
150 years except for a few population centers along the coast, where it is slightly longer.
This time period is too short to identify the most recent earthquake on the Cascadia
Subduction Zone, the southern San Andreas fault or earthquakes of M>7 in the Los
Angeles metropolitan region (Rubin et al., 1998; Dolan and Rockwell, 2001).

FIGURE 3.2 Geological evidence for
paleo-earthquakes. (a) Map of
intermittent streams (dot-line pattern)
crossing San Andreas fault in Carrizo
Plain, California. Streams labeled A
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show offset by the 1857 Fort Tejon
earthquake. Stream B was offset by
this earthquake and by earlier ones as
well. (From Kerry Sieh, Earth
Consultants International.) (b) Trench
exposure of a normal fault in which the
block overlying the fault (hanging
wall) moved relatively down. Grass
symbols mark ground surface and
vertical lines mark soil horizons.
During the most recent earthquake, the
soil was covered by debris (colluvial
wedge) shed from the fault scarp. Soil
B was offset by the same earthquake
and also by a prehistoric earthquake
that formed a now-buried colluvial
wedge, (c¢) Trench exposure of a fault
and a sand dike formed by
liquefaction. Age of the earthquake is
bracketed by the age of the oldest
unfaulted horizon A and the age of the
youngest faulted horizon B. (d) Trench
exposure of reverse fault, where the
hanging wall moves relatively upward,
deforming the surface soil into a scarp.
Offset of horizon A is the same as that
of the surface soil, but offset of
horizon B is greater, indicating
displacement by an earlier earthquake.

Furthermore, instrumental seismicity, even using state-of-the-art seismographs, is a poor
guide to potential hazard except in the most general terms. Most of the 1857 rupture zone
and part of the 1906 rupture zone on the San Andreas fault have very low seismicity
(Figure 3.1; Yeats, 2001, pp. 200-202). The Cascadia subduction zone off the coast of
the Pacific Northwest has the potential for an earthquake of M, 9, but very few
earthquakes have been recorded on the subduction zone, and virtually none north of
California. The reason is that earthquakes, large and small, reflect the sudden release of
strain, whereas measuring the buildup of strain is more important in addressing concerns
about potential earthquakes. If the fault zone in question is strong, there is no reason to
assume that an earthquake on that fault will telegraph its punch by small earthquakes,



Earthquake engineering 80

although some earthquakes on faults in China and Greece were preceded by enough
foreshocks to alarm the local population (Yeats, 2001, pp. 193—-196).

Both historical and instrumental seismicity are useful in characterizing faults that have
very short earthquake return times, like the San Andreas fault at Parkfield where the
recurrence interval is a few decades. Historical seismicity is useful for faults for which
the recurrence interval is significantly shorter than the historical record, such as the
Motagua fault in Guatemala, the North Anatolian fault in Turkey and some faults in Iran
and China. But for most faults, especially those in the western United States, neither
historical nor instrumental seismicity is able to provide information about a complete
earthquake cycle. The geologic record, which is thousands or even tens of thousands of
years long, is able to span a complete cycle and may span several cycles.

The geologist’s duty, then, is to determine the slip rate and the earthquake recurrence
interval of faults near the site (line sources of Reiter [1990]). In addition, it maybe
necessary to determine the recurrence interval for a region comprising several faults (area
source), and allow for faults that have not yet been identified (floating earthquake). The
slip rate can be determined by the offset of features of known age, with the age
determined generally by radiocarbon dating or other techniques, such as optically
stimulated luminescence, which does not require carbon (Noller et al., 2000). The feature
may be an offset stream channel across the San Andreas fault (Figure 3.2a), an offset
marine platform and beach cliff or an offset horizon in a bulldozer or backhoe trench
excavation across a fault (Figures 3.2b-d). Slip rates determined in this way can be
compared with rates derived from plate tectonics (which are based on timeframes of
hundreds of thousands to millions of years) and with strain accumulation rates (which are
based on repeated surveys using the Global Position System, spanning a timeframe of
several years). For metropolitan Los Angeles, slip rates have been determined on faults
over the long term (millions of years) to the short term (thousands of years to a few
years). For several faults, the Southern California Earthquake Center has determined that
the short-term rate, which is critical in hazard estimation, differs significantly from the
long-term rate.

Urbanization has prevented subsurface excavations across many faults in Los Angeles,
although subsurface investigation remains a desirable goal. In the San Francisco Bay
Area, the BAPEX (Bay Area Paleoseismic Experiment) project is a focused effort to
refine the understanding of short-term slip rates and recurrence intervals. Based on
paleoseismic evidence gathered to date, the Bay Area is under a long-term forecast of two
chances out of three for an earthquake of magnitude greater than 6.7 in the next 30 years,
and one chance out of three for an earthquake of this size on the heavily urbanized
northern Hayward fault and the adjacent Rodgers Creek fault (Working Group on
California Earthquake Probabilities, 1999).

Individual earthquakes in a trench excavation can be recognized by wedges of
colluvial debris shed from a fault scarp during an earthquake (Figure 3.2b), liquefaction
features such as sand dikes (Figure 3.2¢) and marine shorelines suddenly uplifted in the
past few thousand years during an earthquake. A fault strand exposed in a trench can
terminate upward against a younger unfaulted sedimentary layer (Figure 3.2c¢), or layers
tilted during an earthquake can be overlain by flat-lying sediments. The age of the
earthquake is bracketed by dating the youngest faulted or tilted sediments (layer B,
Figure 3.2¢) and the oldest unfaulted or flat-lying sediments (layer A, Figure 3.2¢). Using
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these criteria in trench exposures across the San Andreas fault south of Palmdale at
Pallett Creek and nearby areas, eight prehistoric earthquakes extending back 1300 years
were identified in addition to the rupture during the 1857 Fort Tejon earthquake of M 7.9
(Sieh, 1978; Sieh and LeVay, 1998).

The earthquake recurrence time t is equal to the slip per earthquake s divided by the
slip rate on the fault, v:

t=s/v

Slip per event is determined by field observations after a surface-rupturing earthquake, by
observations of displacement in a trench or series of trenches and by offsets of small
streams or cultural features across a fault.

If earthquake recurrence were periodic, forecasting the next one would be
straightforward. But paleoseismic time histories show that earthquake recurrence is not
periodic. And in some cases, most notably along the central San Andreas fault,
earthquakes are not characteristic—that is, the same segment of fault may generate
earthquakes of different fault displacements, implying different magnitudes, at different
times (Grant, 1996).

The large number of earthquakes on the Central Nevada Seismic Zone east of Reno
(1903, 1915, 1932, 1934 and four in 1954) does not correlate with the long-term
earthquake recurrence interval on this zone’s faults (which is many thousands of years for
the same fault segment). This inconsistency suggests that earthquakes cluster in time.
Coseismic strain release across the Eastern California Shear Zone in the last 60 years has
been many times more than that across the nearby San Andreas fault, though the slip rate
across the Eastern California Shear Zone is only a small fraction of that across the San
Andreas fault.

The magnitude of a paleo-earthquake can be estimated on the basis of the length of the
fault source and the maximum displacement during an individual earthquake. Wells and
Coppersmith (1994) prepared regression relationships among magnitude, rupture length
and displacement for 216 historical earthquakes. Although there are differences between
regions, these relationships are used to estimate magnitude from geological data.

One of the earthquakes on the Eastern California Shear Zone, the Landers earthquake
of M 7.3 in 1992, provided evidence that an earthquake can jump from fault to fault.
Trench excavations across faults in the Los Angeles Basin show evidence of fault
displacements that are too large for the earthquake to have been limited to the fault that
was trenched (Rubin et al., 1998). The concern about rupture on multiple faults is that if
the earthquake is larger, the area of strong shaking is larger, and the duration of strong
shaking is longer.

This leads to the idea that an earthquake rupture might cascade from fault to fault, like
buttons ripping off a shirt. To evaluate this possibility, it is necessary to obtain subsurface
information on all faults in a region, especially the Los Angeles region where recurrence
intervals on most faults are measured in thousands of years and thus subject to rigorous
paleoseismic analysis.
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3.3 Surface Rupture

Earthquake faults are of three types (Figure 3.2). Strike-slip faults are characterized by
motion parallel to the Earth’s surface, offsetting streams (Figure 3.2a) and cultural
features. The best-known example is the San Andreas fault, with surface rupture in the
Fort Tejon earthquake of 1857 and the San Francisco earthquake of 1906. Normal faults
are characterized by the Earth’s crust pulling apart, causing one side of the fault, the
upper block, called the hanging-wall, to drop down with respect to the other side (Figure
3.2b). Examples include surface rupture in the Pleasant Valley earthquake of 1915 and
the Dixie Valley earthquake of 1954, both in western Nevada. Reverse faults are
characterized by the Earth’s crust being forced together so that the hangingwall rides up
over the other block (Figure 3.2d). Examples include surface rupture accompanying the
San Fernando (Sylmar) earthquake of 1971 and the Chi-Chi, Taiwan, earthquake of 1999.

The Alquist-Priolo (A-P) Act arose as a consequence of damage from the reverse fault
that ruptured across residential suburbs in the San Fernando Valley in the 1971 San
Fernando (Sylmar) earthquake. The eastern section of the surface rupture was known to
be a fault but was not recognized as active; the western section was not recognized as a
fault prior to the earthquake. The Act was precipitated in part by uncontrolled
development across the San Andreas fault in the San Francisco Bay Area and in the
suburbs of San Bernardino and across the Hayward and Calaveras faults east of San
Francisco Bay.

Most young faults in California have been identified and characterized on the basis of
the age of their most recent rupture (Jennings, 1994), and some of these faults have been
zoned under A-P. To fall under the jurisdiction of A-P, the fault must be demonstrated as
active, based on evidence that the fault has undergone surface rupture in the past 11,000
years. (As Clarence Allen of Caltech observed, a fault that has moved recently is likely to
move again. Stated a different way, what has happened, can happen.) In addition to being
active, a fault zoned under A-P must be clearly defined in the field by a geologist (Hart
and Bryant, 1997).

A-P zone boundaries are set at 500 ft from most active faults but can be as low as 200
ft for less significant faults. Within an A-P zone, special studies must demonstrate to a
high standard that a project within the zone is safe against surface rupture. In practice, the
most common investigative technique is to excavate a trench across a proposed building
site and map the walls of the trench for the presence of possible active faults (Figure
3.2b-d). Dating the recency of fault activity requires the presence of unfaulted datable
sediments. If these sediments are older than 11,000 years, no fault at the site would be
zoned under A-P, whether exposed by the trench or not.

The law establishes a setback from a zone of surface faulting based on
recommendations by the geologist. By law, this setback is 50 ft, but the setback can be
decreased or increased on the recommendation of the project geologist. How wide should
the setback be around a fault identified under A-P as active? At most project sites, the
published fault location is not detailed enough to make construction decisions. The
geologist, through careful analysis of the topography and subsurface evidence from
trench excavations and boreholes, must locate and characterize the site-specific hazard of
the fault zone, which may consist of a network of separate faults, any of which could
damage or destroy a nearby building.
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A-P has been criticized for attacking the wrong problem. In the 1971 earthquake, the
damage from surface rupture was considerably less than the damage from other causes
such as strong shaking or liquefaction. The next three urban earthquakes in California—
1987 Whittier Narrows, 1989 Loma Prieta

FIGURE 3.3 Damage from surface
rupture on the Chelungpu reverse fault
in Fengyuan City, Taiwan,
accompanying the September 21,

1999, Chi-Chi earthquake of M 7.6.
Photo taken 5 months after the
earthquake. The cleared area on the
upthrown side of the fault was
formerly covered with buildings that
were completely destroyed, with loss
of life; the remains of these structures
were subsequently removed. Damage
to buildings on the downthrown side of
the fault (far right) was severe, but the
buildings were not totally destroyed. If
an Alquist-Priolo setback had been in
effect prior to development of this
area, losses of life and property would
have been greatly reduced. Photo by
Robert Yeats, reproduced from Yeats
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(2001) with permission of Oregon
State University Press.

and 1994 Northridge—were not accompanied by surface rupture, yet losses from each of
the last two earthquakes were measured in billions of dollars. But the Chi-Chi, Taiwan,
earthquake of September 21, 1999 was accompanied by many miles of surface rupture on
the Chelungpu reverse fault in developed areas. Nearly complete devastation resulted
along the fault rupture with great loss of life, particularly on the upthrown (hangingwall)
side of the fault (Figure 3.3). The fault had been mapped prior to the earthquake; if A-P
had been in effect prior to development, many lives would have been saved and property
losses would have been greatly reduced (Yeats, 2001, pp. 334-335).

Many California cities and counties, through their public safety elements, have
adopted a more stringent interpretation to include more faults than those zoned by the
state under A-P.

3.4 Blind Thrusts

The Whittier Narrows, Loma Prieta and Northridge earthquakes, together with an earlier
earthquake in 1983 that destroyed most of the downtown section of Coalinga, California,
were not accompanied by surface rupture. These earthquakes activated reverse faults, but
fault rupture stopped several miles beneath the surface. Such faults are called blind
thrusts (Figure 3.4). They are not well defined at the surface, so they are not zoned under
A-P. The four earthquakes mentioned above struck faults that were not recognized at the
time as active; in fact, the Northridge earthquake fault was not known at all. Yet these
faults generally have surface expression as sedimentary layers uplifted and folded into
anticlines (Figure 3.4). Characterization of the degree of activity of blind thrusts requires
the use of petroleum industry well logs and seismic profiles as well as topographic
features such as river terraces and marine shorelines that have been upwarped during
many past blind-thrust earthquakes (Stein and King, 1984; Anderson, 1990; Stein and
Ekstrom, 1992; Shaw and Shearer, 1999). The Northridge blind thrust came up beneath a
surface reverse fault dipping in the opposite direction. The evidence of its presence,
discovered later, was the uplift of both blocks of the surface fault (Yeats and Huftile,
1995; Huftile and Yeats, 1996). Analysis of the overlying fold permitted an estimate of
the long-term slip rate on the blind thrust (Davis and Namson, 1994; Huftile and Yeats,
1996).
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FIGURE 3.4 Cross section of the
Coalinga, California, blind-thrust
earthquake of May 2, 1983. Large plus
symbol marks main shock; smaller
plus symbols are aftershocks. Curved
line is the fault plane based on
modeling of surface deformation and
on seismic-reflection profile. Layers
above the main shock are bowed
upward into an anticline. Based on
work by R.S.Stein of the U.S.
Geological Survey and G.C.P. King of
the Institut de Physique du Globe de
Paris.

If the surface evidence of the blind thrust is limited to broad warping of the surface in
anticlines, then the main effects (aside from strong shaking) are the change in gradient of
railway lines and pipelines. However, anticlinal warping is commonly accompanied by
secondary faults, resulting from sedimentary layers slipping along bedding as the layers
are folded (flexural-slip faulting). Anticlinal warping also stems from the formation of
faults or parasitic folds resulting from bending moment imposed during folding (Yeats et
al., 1981, 1997; Oskin et al, 2000]. Treiman (1995) reported flexural-slip reverse faults
that broke the ground surface of building pads graded for a housing development in Santa
Clarita, California during the 1994 Northridge earthquake. The Coyote Pass escarpment
in East Los Angeles is a steep, localized fold scarp that accompanied uplift of a large
anticline to the north (Oskin et al., 2000).

3.5 Strong Ground Motion

Soft surficial sediments tend to amplify seismic waves, resulting in the bowl of jello
effect. This was illustrated by comparing the shaking at Fort Mason, west of Fisherman’s
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Wharf in San Francisco, with the shaking elsewhere in the city during the 1906
earthquake. Captain M.L.Walker at Fort Mason felt the 1906 earthquake but then went
back to sleep, thinking that it was no more than a mild shaker. Seismograms of
aftershocks of the 1989 Loma Prieta earthquake recorded much lower velocities of
seismic waves at Fort Mason than in the Marina District farther west, an echo of 1906.
Fort Mason is referred to as a rock site, and the Marina District as a soil site.

One of the worst examples is Mexico City, built on soft clay, silt and sand of ancient
Lake Texcoco. An earthquake in 1985 on the Pacific Coast, hundreds of miles away from
Mexico City caused great damage in Mexico City, because of the large population
concentrated there and the amplification of seismic waves by the soft sediments of Lake
Texcoco, Mexico City’s bowl of jello.

Identification of low-lying areas subject to strong ground motion is facilitated by
shear-wave velocity measurements in boreholes, but the geologist can define the limits of
such areas by analysis of the depositional setting of sediments underlying the site in
question based on topographic maps, aerial photos, cores taken in boreholes and high-
resolution, shallow-penetration seismic profiles. Also, the configuration of basins based
on wells and deeper-penetration seismic profiles obtained by the petroleum industry is
important because sedimentary basins trap earthquake waves and cause them to echo off
basin margins, increasing the duration of strong shaking. The Los Angeles basin is an
example of a deep sedimentary basin that could trap seismic waves (Olsen et al., 1995).

3.6 Earthquake-Induced Landslides

Large earthquakes generate thousands of landslides. The Northridge earthquake triggered
more than 11,000 landslides, mostly in the Santa Susana Mountains and in the hills north
of the Santa Clara River (Harp and Jibson, 1996). Some of these are relatively small, but
a few have dimensions measured in miles and would be catastrophic if they struck an
urban area. The El Salvador earthquake of January 13, 2001 (M,, 7.6) triggered a
landslide in the Las Colinas middle-income suburb of San Salvador, more than 60 mi
away from the epicenter, killing about 400 people (Lomnitz and Rodriguez, 2001).

Some earthquake-triggered landslides occur offshore and result in tsunamis. The great
1964 Alaska earthquake caused submarine landslides at Seward and Valdez, generating
tsunami waves up to 160 ft high that devastated the waterfronts of both towns (Hampton
et al., 1993). Location and characterization of tsunamis generated by offshore landslides
depend on detailed analysis of offshore topography, requiring multibeam sidescan sonar
and bathymetric imagery. This can be very significant in investigating critical facilities
along the coast, such as nuclear power plants and liquefied natural gas plants.

Landslides, like active faults, tend to occur in places that have had landslides in the
past, commonly in prehistoric times. These ancient landslides can be recognized by the
geologist based on aerial photo analysis and field work. The origin can be extremely
heavy rainfall instead of an earthquake, but the result to built structures is the same. The
geologist can also recognize factors that lead to landslides. For example, cutting into a
slope in which bedding dips in the same direction as the slope can trigger downslope
movement, a major problem along the central Oregon coast at Newport and on the north
side of the Santa Clara River near Ventura, California. Another factor leading to
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landslides is the presence of weak sediments at the surface, such as wind-blown silt in the
Portland Hills in Portland, Oregon, and glacial sediments in beach cliffs near Seattle,
Washington. The Las Colinas slide in El Salvador occurred in fine wind-blown ash
deposits that due to their low strength, have the potential for slope failure (Lomnitz and
Rodriguez, 2001).

Scott Burns, an engineering geologist at Portland State University, uses the three-
strike rule. Rule 1 is unstable soil, rule 2 is a steep slope and rule 3 is the landslide
trigger, either earthquake shaking or heavy rainfall that saturates the ground. By careful
selection of building sites, rules 1 and 2 can be avoided so that neither an earthquake nor
heavy rainfall will trigger a landslide on a project site.

3.7 Liquefaction

Liquefaction occurs when the soil beneath the surface actually behaves like a fluid under
strong shaking (Obermeier, 1994; S. Obermeier, in McCalpin, 1996, pp. 331-396). The
breakup of the Turnagain Arm housing development in a suburb of Anchorage in the
1964 Alaska earthquake was largely due to the liquefaction of a sand layer in the
Bootlegger Clay underlying the subdivision. Much of the damage in the Marina District
of San Francisco in the 1989 Loma Prieta earthquake was the result of liquefaction of the
artificial fill emplaced after the 1906 earthquake. Sediments in the floodplain of the Los
Angeles River and Ballona Creek liquefied in the 1994 Northridge earthquake, destroying
buildings and snapping sewer and water lines. The most spectacular surface effects of the
February 28,2001 Nisqually, Washington earthquake (Figure 3.5) were caused by
liquefaction, including damage to subdivisions in Olympia and to Boeing Field. In
several instances, liquefaction during the Nisqually earthquake occurred at the same
places as liquefaction due to earthquakes in 1949 and 1965. These liquefaction-prone
areas had been identified prior to the earthquake on maps published by the Washington
Division of Geology and Earth Resources (Yeats, 2004).

Sediments most susceptible to liquefaction are clean, cohesionless, water-saturated
sand generally within 30 ft of the surface, deposited in the Holocene Epoch, over the last
10,000 years. The liquefiable sediments may be overlain by a relatively impermeable
layer, a clay cap. If the sediments are found on slopes, even those as low as 1°, the
impermeable layer, and structures built on it, can move as a lateral spread, rupturing
underground utility lines. Broken underground gas lines in the Marina District ignited in
1989, causing a large fire.
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FIGURE 3.5 Sand boils in the
Nisqually River delta caused by
liquefaction accompanying the
February 28, 2001 Nisqually,
Washington, earthquake of M 6.8.
Photo by Pat Pringle, Washington
Division of Geology and Earth
Resources.

Although the susceptibility of a sediment layer can be measured by the Standard
Penetration Test (SPT), areas likely to contain liquefiable sediments can be identified by
the geologist using analysis of air photos, detailed digitized topography, natural
exposures and carefully selected boreholes. For example, liquefaction effects of the New
Madrid, Missouri earthquakes of 1811—1812 are still visible on air photos taken a century
and a half later (S.Obermeier in Yeats et al., 1997, Figure 12-9).

3.8 Case Histories

3.8.1 Introduction

The remainder of this chapter presents several case histories from consulting practice,
where geologic analysis played a major role in planning and engineering decisions
concerning a development project. The examples do not consider critical facilities such as
dams or power plants, where geologic input, including subsurface excavations, has been
required by the Federal government for decades. Most examples are from California,
where the law requires that geologic factors be considered in the decision-making
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process. Two examples from outside the United States are studies following earthquakes
in which there

was severe damage and loss of life. Outside California, including neighboring states,
geologic input is commonly not required by law due to long-established custom. The
absence of such input may lead to poor siting decisions, leading to unnecessary damage
to built structures. The success of California laws in reducing losses (Yeats, 2001, p. 341)
may lead to requirements by insurers for geologic input, even where local and state laws
are lacking. As the state of the art in California expands the standard of practice
elsewhere, lawsuits following major earthquake damage may lead to a greater
consideration of geologic factors in planning and siting decisions.

3.8.2 San Bernardino Valley College: Surface Rupture Hazard

San Bernardino Valley College was constructed in the late 1920s on Bunker Hill to avoid
the flooding expected from the Santa Ana River and Lytle Creek, which flank the hill on
either side. In the early 1930s, excavations for the foundation of the library revealed a
fault, confirming an earlier conclusion of Mendenhall (1905). The college then retained
J.P.Buwalda of Caltech, who confirmed that the college campus was being constructed
across the surface trace of the San Jacinto fault, which is capable of generating future
surface-rupturing earthquakes (Allen, 1978). Buwalda recommended a 1000-ft setback
within which no buildings should be constructed. Although the original four buildings, all
impacted by the presence of the fault, were completed without consideration of the
presence of faulting, Buwalda’s recommendation did guide new construction through the
1940s.

Then, during the 1950s and 1960s, siting of new buildings during an expansion
program was done without regard for the location of the San Jacinto fault. During the late
1960s and early 1970s, a consulting firm excavated trenches to screen new building sites
for the presence of faults (Allen, 1978; E.M.Gath in Healy, 1998). This resulted in the
relocation of the Liberal Arts building away from the San Jacinto fault, but it also
revealed that several older buildings were severely compromised by the presence of
faults. But no solutions were proposed, and no effort was made to establish the risk that
these buildings posed to students and staff.

Studies elsewhere showed that the San Jacinto fault has a slip rate of about a half inch
per year, and the absence of fault creep is evidence that this slip is released in large
earthquakes. The San Jacinto fault has been the source of more historical earthquakes of
M>6 than any other onshore fault in California (Petersen and Wesnousky, 1994),
although no surface-rupturing historical earthquake has been documented near the college
site. The Working Group on California Earthquake Probabilities (1995) forecast that the
San Bernardino Valley segment of the San Jacinto fault has a 40% probability of a large
earthquake in the next 30 years, most likely an earthquake of magnitude 6.7 to 7.3, with
strike-slip offsets at the surface of at least 6 ft. The fault has been zoned under the A-P
Act.

As part of a team engaged in long-term planning for the redevelopment and
remodeling of the campus, another geological consultant sought to locate, in detail, the
traces of the San Jacinto fault across the campus. The primary objectives were to evaluate
the risk to existing facilities and to recommend sites for new buildings away from those
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faults. Secondary objectives were to evaluate the level and duration of strong ground
motion, surface deformation and liquefaction. This information would be incorporated
into a risk assessment for proposed new buildings and improved seismic performance of
existing buildings.

Data were collected from 16 trenches, including those excavated by the previous
consultant. Additional data were acquired from 45 closely spaced cone penetrometer test
probes (CPTs), 33 boreholes and two downhole shear-wave velocity profiles for the
upper 60 ft of sedimentary section (Figure 3.6).

The fault zone is clearly defined within a 60- to 120-ft zone bounded by two fault
strands, with only minor displacement faults between these strands. Geological
investigations supported by radiocarbon dating showed that the eastern strand, extending
beneath the most heavily built-up part of the campus, has experienced repeated surface
rupture in the past 10,000 years. For the western fault strand, the absence of datable
sediments limited the determination of the age of most recent rupture to the last 25,000
years, although it was recommended that setbacks be established for that strand as well as
the eastern strand. In addition, a previously unrecognized zone of folding (Greek Theatre
fold) was found in a zone 280 ft wide between the main fault zone and the eastern margin
of Bunker Hill (closely spaced contours in Figure 3.6); this zone was interpreted as the
surface expression of a blind thrust fault. Other previously unrecognized faults were
mapped based on air photo interpretation and the analysis of CPTs and boreholes.

Modeling indicates that the next earthquake on the San Jacinto fault or the nearby San
Andreas fault would be accompanied by ground shaking with peak horizontal
accelerations between 0.8 and 1.2g. Another possibility is a near-fault velocity pulse at
periods of 3 sec that could exceed 3g. On the positive side, evidence for liquefaction was
rare, with a single possible lateral spread dated at about 6000 years ago. The Campus
Center, Administration, Library, Life Sciences and Art Buildings straddle the main trace
of the San Jacinto fault and will experience large offsets in the next earthquake (Figure
3.6). The Auditorium, North Hall, Physical Sciences and Chemistry Buildings and
several additional structures are in areas that have experienced less disruption, principally
ground warping, in the recent prehistoric past. A previously unknown secondary fault
(Northeast faults, Figure 3.6) may extend under the Technical Building, although its
precise location is poorly constrained.

The structural engineering consultant concluded that the hazard to those buildings astride
the main fault zone cannot be mitigated except by removal. A minimum setback of 50 ft
was accepted by the college to insure against short secondary faults and warps not
identified in existing trenches, consistent with the mandate of the California State
Architect regarding the construction of school buildings. Ground deformation would be
less severe for buildings within the setback zone but not astride the main fault trace.
Structural engineers have evaluated these buildings to determine whether they could be
strengthened against the expected deformation or if demolition would be the best solution
(E.M.Gath in Healy, 1998). The investigation identified large portions of the campus that
are free of faults and secondary seismic hazards, where at-risk buildings could be
relocated. The only danger to these structures would be strong ground motion, which
could be mitigated by structural engineering.
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FIGURE 3.6 Map of part of campus
of San Bernardino Valley College,
crossed by the San Jacinto active fault,
locating trenches, borings and cone
penetrometer sites, recommended
setbacks and location of secondary
faults as of the beginning of 1999.
Contours are on a stream terrace
surface 10,000 years old; contour
interval 1 foot. See also color insert
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following page 2—-30. (From Gath et al,
in preparation.)
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FIGURE 3.7 Diagrammatic cross
section through Moorpark housing
development. Sespe Formation:
bedded sedimentary rocks largely of
middle Tertiary age. Overlying strata
are Quaternary in age, consisting of a
basal marine sandstone, overlying
marine claystone, and non-marine
gravels. Deformed gravels are
probably no younger than 500,000
years. Heavy lines show low-angle
thrusts on south limb of syncline.
These thrusts were interpreted as
shallow, emerging from the claystone
layer, rather than continuing
downward to seismogenic depths and
comprising independent earthquake
sources. “Undeformed gravels” are cut
by faults and are locally tilted, but
displacement on faults nowhere
exceeds 6 inches. Deep control
provided by oil wells (derrick symbols
and vertical lines); shallow control
from trenches and borings.

3.8.3 Moorpark Housing Development: Mitigation by Structural
Design

Moorpark, in Ventura County, California, is a small town now being transformed into a
suburb of Los Angeles, along with the adjacent countryside. Tentative Tract 5054 was
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proposed as a large housing development north of the Simi active fault, in an area not
previously known to be tectonically active. Much to the surprise of the geological
consultant, however, trench excavations revealed the presence of gravels that are folded
and cut by thrust faults (low-angle reverse faults). These deformation features were so
widespread in the tract that the plan reviewer for the City of Moorpark became concerned
that the entire development might be compromised.

A second geological consultant was retained to review the geology revealed by
trenches and boreholes as well as the geological evolution of the landscape. The
consultant concluded that the folding and faulting accompanied the formation of a
shallow downfold (syncline) as a result of bending moment as the upper part of the
bedrock formation, acting as a beam, was crowded in the concave-upward core of the
syncline (cf. Yeats, 1986). The thrust faults do not penetrate downward into older rocks
and are thus not independent seismic sources (Figure 3.7).

A second issue was whether the ground-rupture potential of these faults and the tilting
potential of the folds would prevent development. The consultant identified two younger
sedimentary sequences that were deposited across the folded and faulted gravels after
most of the folding and faulting had taken place. These sedimentary layers were the result
of sheet floods and sediment transport from Big Mountain and Oak Ridge to the north.
The youngest formation, occurring as broad sediment-filled channels that were incised
into the older formations, was radiocarbon dated as at least 50,000 years old, a time
corresponding to relatively wet climate resulting in regional deposition of sediments
throughout this part of California. (Only the youngest sequence is illustrated in Figure
3.7, where it is labeled “undeformed gravel.”)

The youngest channel-fill deposit was exposed in enough trench excavations that it
could be observed to postdate nearly all the folding and faulting of the older formations.
The deformation features observed in this deposit could be used as a proxy for future
faulting and tilting of foundations in the tract. The maximum displacement on any fault in
this deposit is 6 in.; in most trenches, it is 1 in. or less. Broad warping across the folds
resulted in dips no greater than 7°; in most of the tract, the formation is not tilted at all.
The 7° dip could have been the cumulative effect of many earthquakes in the past 50,000
years, possibly secondary effects of earthquakes on the nearby Simi fault to the south.
The maximum displacement could also have been the result of several earthquakes, but as
a worst case, it could have resulted from a single earthquake.

Using these data, a structural engineer was able to design buildings that would
accommodate safely the small amount of tilting and displacement that might occur,
recognizing that the total deformation
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FIGURE 3.8 Diagrammatic cross
section along Los Angeles sewer line
route following the Los Angeles River.
Bedrock formations are based on oil
well control (derrick symbol, straight

and curved lines). Parasitic folds

related to bending moment (Oskin et
al., 2000) are found at the boundary
between flat-lying strata (left) and the

south flank of the Elysian Park

anticline (right). Slip on the blind
Elysian Park fault would result in an
increase in gradient between the crest
of the anticline and the flat-lying strata
to the left, in addition to buckling of
the parasitic folds, (b) Parasitic fold at
the Coyote Pass escarpment, with

vertical lines showing borehole

control, after Oskin et al. (2000).

Buckling during an earthquake would
be concentrated on parasitic folds like
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this one. (c) Slip on the blind Elysian
Park fault would result in an increase
in gradient due to uplift of the crest of
the anticline with respect to flat-lying
strata, in addition to buckling of
parasitic folds.

in the past 50,000 years has been small. This solution is an example of mitigation by
structural design, in which geological conditions are taken into account and mitigated
against in designing buildings in the project. This is in contrast to the intent of the A-P
Act, which is mitigation by avoidance, using setbacks.

3.8.4 Los Angeles Sewer Line: The Problem of Blind Thrusts

The City of Los Angeles has designed a trunk sewer line between the San Fernando
Valley and the downtown area, following the Los Angeles River through the narrows
between the Santa Monica Mountains and the Elysian Hills. The sewer line right-of-way
does not cross any major faults, but it does cross the Elysian Park anticline, which masks
at depth the north-dipping Elysian Park blind thrust (Figure 3.8), identified after the 1987
Whittier Narrows earthquake as a source of major earthquakes (Oskin et al., 2000). The
Elysian Hills and adjacent Repetto Hills and Monterey Park Hills have been uplifted over
hundreds of thousands of years as repeated earthquakes caused displacement on the blind
thrust. The fault does not reach the surface, therefore, it is not clearly defined and is thus
not subject to regulation under the A-P Act.

The issue was the potential hazard to the sewer line from an earthquake on the Elysian
Park blind thrust. Uplift of the Elysian Park anticline would change the gradient of the
sewer line and might place it in compression. What would be the effect of a single
earthquake?

In addition to boreholes acquired by the City, other boreholes had been drilled nearby
to the east on the right-of-way for the proposed Los Angeles Metro Red Line Subway.
These boreholes, and a detailed study of the evolution of the landscape, revealed
secondary anticlines at the boundary between the south limb of the Elysian Park anticline
and the nearly flat-lying strata of the Las Cienegas structural shelf (Bullard and Lettis,
1993; Oskin et al. 2000; Figure 3.8b). As was the case at Moorpark, these secondary
folds, called parasitic folds by Oskin et al. (2000), were formed by compressional
crowding in the concave-upward edge of the folded bedrock, acting as a deforming beam.
These folds deformed terraces of streams that had cut through the hills as they were
uplifted; dating of these deformed terrace deposits allowed the rate of folding to be
determined.

Oskin et al. (2000) found that the blind Elysian Park thrust could produce an
earthquake of magnitude 6.2 to 6.7, with fault displacements of 3 to 5 ft. At the crest of
the anticline, the uplift was calculated to be about 2.5 ft, increasing the gradient of the
sewer line on the south limb of the anticline by 0.5°. Shortening of the pipeline would be
1.6 to 2.5 ft. This deformation can be incorporated into the engineering design of the
pipeline.
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A second problem arose because the shortening is not distributed equally throughout
the south limb of the anticline but is concentrated in the parasitic folds low on the south
limb of the anticline. The most prominent of these folds is the Coyote Pass escarpment,
where the dip of sediments steepens locally to 26° (Figure 3.8b). Oskin et al. (2000) had
estimated an earthquake recurrence interval of 500 to 1300 years. The consultant
assumed that the bedrock across the Coyote Pass escarpment began to be deformed at the
time of the dated stream terrace, 70,000 to 80,000 years, which would mean that the
escarpment had been deformed accompanying 60 to 160 earthquakes, with each
increasing the dip of the south limb of the escarpment structure by 0.14 to 0.37°. This
would be superimposed on the broad increase in gradient across the entire south limb of
the Elysian Park anticline (Figure 3.8c). These factors were also incorporated into the
engineering design of the pipeline.

3.8.5 Balboa Boulevard Pipeline: Deformation or Liquefaction?

Among the most spectacular television images of the 1994 Northridge earthquake were a
blazing fire and gushing water main on Balboa Boulevard north of Rinaldi Street in the
San Fernando Valley (Figure 3.9). This was the result of both extensional and
compressional surface deformation of gas and water pipelines, as determined by Hecker
et al. (1995a, 1995b), Hart et al. (1995), Holzer et al. (1999) and Johnson et al. (1996).
What caused the pipeline failure? Could the pipeline be rebuilt along Balboa Boulevard,
or would it have to be relocated?

Balboa Boulevard follows the drainage of Bull Canyon and Bee Canyon across the
Mission Hills, an active anticline that arose after the drainage had already been
established (area of shaded bedrock, Figure 3.9). The pipeline route follows a gentle
southward gradient through the Mission Hills, along the old drainage. The southern
margin of Mission Hills is formed by the steeply north-dipping Mission Hills reverse
fault, which is considered to be an active earthquake source even though it underwent no
surface displacement during either the 1971 San Fernando (Sylmar) earthquake or the
1994 Northridge earthquake (Figure 3.9; Tsutsumi and Yeats, 1999).

The pipeline owner wanted to know why the pipeline failed. The theories about the
failure included: (1) ground shaking, (2) shaking-induced soil failures and (3) tectonic
deformation related to triggered slip on a blind fault. A fourth possible origin, surface
rupture of the Mission Hills fault, had already been eliminated on the basis of detailed
mapping immediately after the earthquake. In addition to surface mapping, the data set
included a set of oil-exploratory wells in and adjacent to Mission Hills, necessary to
locate the Mission Hills fault (Tsutsumi and Yeats, 1999, shown in Figure 3.9, top);
sixteen CPT boreholes obtained along an alley west of Balboa Boulevard (Holzer et al.,
1999; Figure 3.9, bottom); a detailed study of deformed cultural features, including
releveling after the earthquake (Johnson et al., 1996) and a Global Positioning System
(GPS) re-survey (Hudnut et al., 1996).

If the damage zones were due to strong ground shaking only, the Mission Hills fault
could have served as a wave guide for the 1994 seismic waves. The inactive Frew fault,
farther south in the subsurface, could have also served this role. However, there is little
damage to structures in which ground deformation is not also involved (Johnson et al.,
1996), and deformation was greatest in the north-south region around
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FIGURE 3.9 (Top) Geologic map of
Balboa Boulevard, where pipelines

ruptured in the 1994 Northridge

earthquake. Geology modified from

Shields (1977) and Dibblee (1991,

1992). Bedrock is shaded, with arrows
in direction of dip of strata. Clear areas
covered by late Quaternary alluvial
deposits. Open circles with crosses
show oil-well control for location of
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geologic units, including boundary
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alluvial deposits. Modified from
Holzer et al. (1999).
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Balboa Boulevard rather than being distributed east-west along the surface projection of
the Mission Hills fault. These observations were considered evidence that ground shaking
without soil deformation was not a likely origin of the pipeline failure.

Holzer et al. (1999) observed that the failure zone along their CPT profile was
restricted to the area where the water table was within the liquefiable sediment deposited
during the Holocene (that is, during the past 10,000 years); up to 10 ft of Holocene
sediments were water saturated. Geotechnical tests of the Holocene sediments showed
that they could have been liquefied under the accelerations measured during the
earthquake. Farther south, the water table deepened across a ground-water cascade,
probably across the Mission Hills fault. Sediments did not liquefy there because the water
table was too deep, and the sediments are older there and less subject to cyclic loading
accompanying liquefaction. To the north, the sediments are older and more consolidated,
and liquefaction also did not occur there. In addition, the compressive ground
deformation measured near Rinaldi Street was more than canceled out by the extension
farther north, an argument for a lateral spread of the impermeable surface material above
the liquefied layer. The direction of compressional deformation was downslope,
consistent with a lateral spread.

However, O’Rourke and Palmer (1994) reported that the liquefiable layer was not
water saturated at the time of their study, in contrast to Holzer et al. (1996), who stated
that the water table had changed very little from the time of their study, July, 1995, and
the following March and June, 1996. Moreover, loose sand did not vent to the surface,
common in liquefaction and lateral spreading, although Holzer et al. (1999) attributed this
to the small thickness of the liquefiable layer.

Johnson et al. (1996) concluded that the localization of damage was due in large part
to secondary, triggered movement on faults that did not reach the surface. Their argument
was that the faults are zones of weakness, and if the orientation of a fault is close to a
plane of high shear stress, it can rupture. The surface deformation caused by the
earthquake measured by GPS had a southward-sloping gradient down
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Turkey, region showing the 1999
surface rupture on the North Anatolian
fault near the automobile assembly
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plant. Dashed lines in the Marmara Sea
locate undersea faults that did not
rupture in 1999 but have ruptured in
previous cycles, including a large
earthquake in 1766. An earthquake in
1894 may have ruptured an offshore
fault at the eastern end of the Marmara
Sea between Istanbul and the North
Anatolian fault. See also color insert
following page 2-30.

Balboa Boulevard with an inflection attributed by Johnson et al. (1996) to the Mission
Hills fault at depth. It is difficult to explain this perturbation by lateral spreading, which
should not have a significant vertical component of deformation. Moreover the linear
distribution of zones of high extensional and compressional strain was more compatible
with a tectonic rather than a liquefaction or lateral-spread origin.

In summary, studies of the Balboa pipeline failure were not successful in pinpointing
the origin of the failure, although two hypotheses of origin could be ruled out. Arguments
for and against the other two, soil failure or triggered rupture of the Mission Hills fault,
were inconclusive. The Balboa pipeline problem did illustrate the necessity of geological
background studies in the siting of pipelines, that is, surface rupture on faults is not the
only concern.

3.8.6 Assessment of Ground Deformation at an Automobile Assembly
Facility, Kocaeli, Turkey

The 1999 M 7.4 Izmit earthquake in Turkey was the result of a rupture of the North
Anatolian fault (Barka et al. 2002; Barka, 1992) within 30 ft of a new automobile
assembly plant in Kogaeli. In this area, the predominantly right-lateral strike-slip fault
turns 90° to the right, forming an extensional downdropped block known as the Golciik
Stepover (Figure 3.10). The 10 ft of right-lateral displacement east and west of the
assembly plant resulted in 5 ft of east-side-down normal faulting adjacent to the plant.
Damage to the plant was extensive due to strong shaking and coseismic warping that
sheared off many of the foundation pile supports. The damage set back the completion
date for plant construction and led company management to question the long-term
viability of a plant located at this site. The question asked by management was: should
we abandon the site or repair the damaged structures?

Two trenches were excavated to depths of 15 to 20 ft across the fault (Klinger et al.,
2003). Detailed logging of the sediments exposed in the trench walls showed clear
evidence of two prior ruptures at the same location as the 1999 rupture. Each rupture
event was similar in size to the 5-ft vertical displacement during the 1999 earthquake.
That is, the 1999 rupture event was characteristic (see Glossary). Each past rupture event
was followed by collapse of the fault scarp and sedimentary burial in the intervening
years between earthquakes. Radiocarbon dating of the two buried colluvial wedges (the
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material accumulated by collapse or erosion of the fault scarp; see Figure 3.2b) allowed
correlation of the more recent paleo-earthquakes to a historically recorded earthquake in
AD 1719 (Ambraseys and Finkel, 1991; Ambraseys, 2002). The older event may have
taken place at the same time as an earthquake in 1509 that Ambraseys (2001) located in
the northeastern Marmara Sea south of Istanbul. Another earthquake in the region in 1894
produced lower intensities at the plant site than the 1719 or 1999 earthquakes (Parsons et
al, 2000; Ambraseys, 2002; Barka et al., 2002). No other surface-rupturing events were
preserved in the sediment record, indicating that this segment of the North Anatolian fault
ruptures only in large characteristic earthquakes, similar to the 1999 event.

Therefore, based on the paleoseismic record, the facility management felt sufficiently
confident to authorize repair of the facility rather than relocate it. Since the three
earthquakes were separated by 200 to 300 years in time, the seismic design for the plant
retrofit was based on rupture from a more distant westerly segment of the North
Anatolian fault in Marmara Sea south of Istanbul that has not ruptured in this current
seismic cycle (Stein et al., 1997). By analyzing the pattern, timing and magnitude of past
earthquakes, it was possible to reassure management that the site could be safely rebuilt,
and simultaneously to save significant retrofit costs by using ground motions from a more
distant event expected in the near future over the much larger but improbable near-fault
motions that would not be expected during the lifetime of the plant.

3.8.7 Village Reconstruction After the 2002 Nahrin, Afghanistan
Earthquake

A geological consulting firm was hired by Shelter for Life International, a
nongovernmental organization funded by the Office of Foreign Disaster Assistance of the
U.S. Department of State, to survey more than 70 villages heavily damaged or destroyed
by an earthquake of M 6.1 on March 25, 2002 (Yeats and Madden, 2003). Approximately
1200 lives were lost, principally due to the poor quality of mud-block construction. Site
conditions were important in two ways. Houses constructed on bedrock underwent much
less damage than those built on the floodplain of the Nahrin River. In addition, villages
built on the crests of ridges underlain by loess (wind-blown silt) were much more
severely damaged than those built in nearby swales, a condition attributed to the focusing
of seismic waves on ridge crests. The consultants recommended that villages be rebuilt
away from ridge crests in loess and on bedrock where possible. Where this was not
possible, additional reinforcement against lateral forces was recommended.

3.9 Summary and Conclusions

The case histories show how geological factors are important in seismic hazard analysis.
Case histories are more common in California, where surface faulting is regulated by the
A-P Act. But surface faulting is also a hazard in the Seattle, Washington, metropolitan
area; Portland, Bend and Klamath Falls, Oregon; Reno and Las Vegas, Nevada; and Salt
Lake City, Provo and Ogden, Utah. None of these urban areas has legislation in place to
regulate construction on active faults. Earthquake-induced liquefaction and land-sliding
are also regulated in California by the Seismic Hazards Mapping Act; the California
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Geological Survey is preparing liquefaction and landsliding maps for the state’s major
urban areas. The states of Oregon and Washington are preparing similar maps, but no
legislation requires their use in urban planning and in the siting of structures. The
Nisqually, Washington earthquake of February 28, 2001, caused extensive liquefaction
and lateral spreading in the cities of Olympia and Seattle. These effects were largely
limited to areas that had been previously identified on maps prepared by the Washington
Division of Geology and Earth Resources as subject to liquefaction.

In states where geological investigations are not required, some jurisdictions oppose
them, possibly because what they don’t know won’t hurt them. Not so long ago, this was
not as legally risky as it is today. Geologists in the major urban centers of California have
increased the quality of their practice to the point where sites subject to earthquake-
related hazards: surface rupture, liquefaction, lateral spreading and landsliding, can be
identified in advance without resorting to very costly investigating tools. At present, the
state of the art has been developed in the Los Angeles and San Francisco Bay
metropolitan areas so that it is now becoming the standard of practice. As the increasing
quality of the practice of engineering geology and geotechnical engineering radiates out
from these centers of excellence, a developer might be held negligent if such practices
were not followed and a hazard developed. In addition, insurance companies may require
that more attention be paid to site conditions, as they are now doing for the earthquake
resistance of structures. The result will be communities that are increasingly resistant to
the catastrophic threat from earthquakes.
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Glossary

active fault—A fault that has had sufficient recent displacement so that, in the opinion of
the user of the term, further displacement in the foreseeable future is considered likely.

active tectonics—Tectonic movements that are expected to occur or have occurred
within a time span of concern to society.

anticline—A fold, generally convex upward, whose core contains the stratigraphically
older rocks.

bending-moment fault—Fault formed due to bending of a flexed layer during folding.
Normal faults characterize the convex side, placed in tension, and reverse faults
characterize the concave side, placed in compression.
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blind fault—A fault that does not extend upward to the Earth’s surface, and never has. It
usually terminates upward in the axial region of an anticline. If its dip is <45°, it is a
blind thrust,

characteristic earthquake—The largest earthquake that is thought to occur repeatedly
on a given fault.

colluvial wedge—A prism-shaped deposit of fallen and washed material at the base of
(and formed by erosion from) a fault scarp or other slope, commonly taken as
evidence in outcrop of a scarp-forming event such as an earthquake.

earthquake segment—That part of a fault zone that has ruptured during an individual
earthquake.

event horizon—A bedding plane within a stratigraphic sequence that represents the
ground surface at the time of a paleoseismic event.

fault—A fracture or a zone of fractures along which displacement has occurred parallel
to the fracture.

fault creep—Steady or episodic slip on a fault at a rate too slow to produce an
earthquake.

fault scarp—A slope formed by the offset of the Earth’s surface by a fault.

fault slip rate—The rate of displacement on a fault averaged over a time period
encompassing several earthquakes.

flexural-slip fault—A bedding fault formed by layer-parallel slip during flexural-slip
folding.

footwall—The underlying side of a nonvertical fault surface.

gouge—A thin layer of fine-grained highly cataclastic material within a fault zone.

hangingwall—The overlying side of a nonvertical fault surface.

lateral spread—A displacement of nonliquefiable material on a slope that may be as low
as 0.1°, overlying a cohesionless, liquefied layer of large areal extent.

left-lateral fault—A strike-slip fault across which a viewer would see the block on the
other side move to the left.

mean recurrence interval—The mean time between earthquakes of a given magnitude,
or within a given magnitude range, on a specific fault or within a specific area.

normal fault—A fault in which movement of the hangingwall is downward relative to
the footwall.

paleoseismology—The investigation of individual earthquakes decades, centuries or
millennia after their occurrence.

primary surface rupture—Surface rupture that is directly connected to subsurface
displacement on a seismic fault.

reverse fault—A fault characterized by movement of the hangingwall block upward
relative to the footwall.

right-lateral fault—A strike-slip fault across which a viewer would see the adjacent
block move to the right.

seismic moment—The area of a fault rupture multiplied by the average slip over the
rupture area multiplied by the shear modulus of the affected rocks.

seismogenic structure—One that is capable of producing an earthquake.

shutter ridge—A linear hill or scarp sloping in a direction opposite to the overall
topographic gradient, formed by strike-slip or oblique-slip offset of irregular
topography.
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slickensides—A polished and smoothly striated surface that results from slip along a
fault surface. The striations themselves are slickenlines.

slip vector—The magnitude and orientation of dislocation of formerly adjacent features
on opposite sides of a fault.

stepover—Region where one fault ends, and another en échelon fault of the same
orientation begins. Described as either right or left depending on whether the bend or
step is to the right or left as one progresses along the fault.

tectonic geomorphology—The study of landforms that result from tectonic processes.
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Geotechnical Aspects of Seismic Hazards
Steven L.Kramer

Jonathan P.Stewart

4.1 Introduction

Observations of damage during numerous historical earthquakes have shown that
geotechnical factors can have a strong influence on the performance of man-made and
natural structures during earthquakes. The origin of the field of geotechnical earthquake
engineering can be traced to the damaging earthquakes in Niigata, Japan and Alaska in
1964. Then, the field experienced significant growth during the rise of the nuclear power
industry during the 1960s and 1970s. In recent years, the field has evolved with the rise
of the performance-based engineering paradigm for earthquake engineering coupled with
the lessons learned from significant earthquakes in California, Japan, Turkey and Taiwan
between 1989 and 1999. As a result of this ongoing process, theories and analytical
procedures are now available for many of the important problems faced by practicing
geotechnical engineers. This chapter provides an overview of these problems and the
tools and techniques that are available for their solution.

Geotechnical materials, from soil to rock to waste products, influence the damage
earthquakes cause in two primary ways: (1) by modifying the manner in which the
ground shakes at a particular site; geotechnical materials may cause amplification or
attenuation of seismic waves, and (2) through the process of ground failure in which a
mass of soil experiences permanent deformations (e.g., settlement or landslide). Both can
cause significant damage to, and even the destruction of, structures and con- structed
facilities, and both must be considered in seismic hazard evaluation and earthquake-
resistant design.

Although many important advances have been made, geotechnical earthquake
engineering remains a relatively young field. Early procedures for evaluating site
response used linear or equivalent linear approximations of soil stress-strain behavior,
and early procedures for ground failure analysis used pseudo-static approximations of
earthquake loading. Though these types of approximations allowed many important
advances in our understanding of soil response, as well as the development of many
useful practical methods of analysis, newer procedures that more realistically represent
soil behavior continue to be developed and used more commonly in practice. In
particular, nonlinear site response analyses that can account for hysteretic energy
dissipation, pore-pressure generation and the accumulation of permanent strain are now
0-8493-3143-9/04/$0.00+$1.50
© 2004 by CRC Press LLC
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available. These analyses can provide improved representations of seismic response at
sites with soft and weak soils. They can also be used to evaluate ground failure hazards in
terms of permanent deformations, rather than the historical metric of a pseudo-statically
based factor of safety. The trend toward consideration of nonlinear effects on site
response and ground failure will be at the center of future developments in geotechnical
earthquake engineering.

This chapter begins with a description of available methods for site characterization
(Section 4.2) and evaluation of dynamic soil properties (Section 4.3), factors that are
required for evaluating both site response effects and the potential for ground failure. Site
response (Section 4.4) and the interaction of soils and structures (Section 4.5) are covered
in the next two sections. The potential for ground failure, through such mechanisms as
soil liquefaction, landslides and retaining structure instability are covered in Section 4.6.
Finally, Section 4.7 provides an overview of methods available for mitigating
geotechnical seismic hazards.

4.2 Site Characterization

One of the first, and most important, steps in a geotechnical earthquake engineering
hazard evaluation or design program is site characterization. This involves acquisition,
synthesis and interpretation of qualitative and quantitative information about the site of
interest. The information should include historical and current data on surface and
subsurface geometry, soil and rock properties and groundwater conditions. It is an
activity whose importance to the hazard evaluation and design process can hardly be
overemphasized.

The basic elements of site characterization for geotechnical earthquake engineering
purposes are the same as for typical geotechnical engineering problems: review of the
available published data, field reconnaissance and subsurface investigation. These
activities are described in a number of standard geotechnical engineering textbooks
(Holtz and Kovacs, 1981; Terzaghi et al, 1996; Coduto, 1999; Das, 2002); those with
particular applicability to geotechnical earthquake engineering problems are described in
the following sections.

4.2.1 Site Exploration

Site exploration usually begins with a thorough review of the available information about
the site and its surroundings. Geotechnical reports for the site, or for the surrounding
structures and facilities, may be available from various government agencies (state or
local engineering departments, construction permitting departments, etc.). Geologic maps
at different scales are available and can provide important information on regional and
local geology. Other types of maps, such as topographic maps, fault maps, hazard
(landslide, liquefaction, etc.) maps and depth-to-bedrock maps, may also be available.
Stereo-paired aerial photographs can reveal important aspects of site geomorphology
(e.g., existing ground failures), as can low-sun-angle aerial photographs. In densely
vegetated areas, the relatively new technique, LIDAR, can be used to see through the
vegetation and image the ground surface. All of these sources of information can provide
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valuable insight into subsurface soil and groundwater conditions, and can help guide the
planning of an efficient field reconnaissance and subsurface investigation.

Field reconnaissance, often performed by geologists trained to see and interpret subtle
topographic features, can provide useful information on site conditions and past
occurrences of ground failure. Observations of scarps, tension cracks, bulges, hummocky
terrain, displaced ditches or fences, displaced walls or pavements, cracked foundations
and leaning trees or poles can indicate potential problems.

The above-mentioned activities allow the collection of data from which subsurface
conditions can be inferred. Such inferences, however, are rarely sufficient for site-
specific design or evaluation, and must be confirmed and supplemented by hard data.
Subsurface investigations, accomplished by trenching, drilling and sampling and in situ
testing, can provide the quantitative data that are frequently required as input to hazard
evaluation and design. Surface mapping of faults, outcrops, joints, bedding planes, slides
and other features should also be performed. Subsurface investigations should be
conducted to depths sufficient to define the pertinent engineering properties of all soil
and rock units that significantly contribute to site response and potential ground failure.
Logging and sampling should take place at sufficient intervals to detect weak zones or
seams that could contribute to ground failure.

4.2.2 Field Tests

A number of tests can be performed in the field to measure soil properties under in situ
conditions. These tests allow the effects of in situ stress, thermal, chemical and structural
states—which can be destroyed by sampling—to be reflected in the measured properties.
Field tests often sample large volumes of soil and do so quite economically. The tests
most commonly used in geotechnical earthquake engineering practice can be divided into
those that measure low-strain properties and those that measure properties at intermediate
to high strains.

Low-strain field tests typically induce seismic waves in the soil and seek to measure
the velocities at which these waves propagate. Because the strain amplitudes associated
with these waves are quite low, the measured velocity of shear waves (vy) can be used,
along with the soil density, to compute the corresponding low-strain shear modulus.

Gmax:p v52

4.1

where p=soil mass density. Seismic reflection and seismic refraction tests are staples of
conventional geophysical exploration, and can provide information on subsurface layer
thicknesses and propagation velocities without the need for soil borings. Nevertheless,
these techniques are not commonly used in geotechnical earthquake engineering practice
because they cannot detect soft layers below stiff layers and because s-wave velocities
can be more effectively evaluated using other techniques described below. A relatively
new technique that can be used to determine subsurface layer thicknesses and wave
propagation velocities, and also requires no borings, is the spectral analysis of surface
waves (SASW) test (Heisey et al., 1982; Nazarian and Stokoe, 1983; Stokoe et al., 1994).
In this test, two or more vertical receivers are placed on the ground surface in line with a
vibration source. The output of both receivers is recorded and transformed into the
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frequency domain. The phase angles between the recorded responses can be computed
for each frequency in the transformation and used to compute an apparent travel time of
the surface waves from one receiver to the other. The surface wave phase velocity can be
computed as a function of frequency by knowing the distance between the receivers. The
variation of phase velocity with frequency (i.e., the dispersion) is a function of the
variation of stiffness with depth, and is therefore used for computing the stiffnesses of the
underlying soil layers. Because SASW profiling can be conducted from the ground
surface (i.e. without borings), can detect low-velocity layers and can be used to
considerable depth, it has seen increasing use in earthquake engineering applications.

Other low-strain tests require borings, which may add to the cost of their use if borings
already made for other purposes cannot be used. In the down-hole test, a vibration source
is placed on the ground surface adjacent to a borehole. A receiver is lowered into the
borehole and secured against its sides at the depth of interest. An impulsive load is then
applied at the source using explosives or a triggered hammer. The waveform recorded at
the receiver is then recorded and the time interval required for the wave to

Source

Receiver :[]

FIGURE 4.1 Source-receiver
configurations for downhole test.

Recoetvers|d

() ()

FIGURE 4.2 Configurations for cross-
hole seismic test: (a) single receiver,
and (b) multiple receivers.

travel from the source to the receiver measured. The average shear wave velocity can
easily be computed by knowing the distance between the source and receiver. The down-
hole test (Figure 4.1) is repeated at a number of intervals (often 1 m depth intervals) to
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allow plotting of the average shear wave travel time as a function of receiver depth. The
derivative of this curve represents the variation of shear wave velocity with depth. Wave
velocities within individual layers can be measured directly by use of the cross-hole
seismic test. The cross-hole test (Figure 4.2) makes use of more than one boring; a source
is placed in one boring and a receiver is placed at the same depth in each of the other
boreholes. An impulsive disturbance is applied at the source and the travel times to each
of the receivers is measured. The wave propagation velocity can be computed by
knowing the distances between receivers. When more than two boreholes are used, travel
times between holes with receivers can be used to compute wave velocities; this approach
benefits from the fact that any delays due to receiver-borehole coupling will be nearly
equal for both receivers and therefore cancelled in the time delay. A relatively new test
for measuring wave propagation velocities is the suspension logger test. In this test, a
suspension logger (Figure 4.3) is lowered into a fluid-filled borehole. The suspension
logger has a single source and two receivers; the receivers are mounted approximately 1
m apart along the length of the logger. The source produces an impulsive disturbance that
travels through the borehole fluid into the surrounding soil. As the disturbance propagates
through the soil, it refracts some energy back into the borehole fluid. When that energy
reaches the two receivers, the difference between the travel times can be computed. The
wave propagation velocity is computed as 1 m divided by the difference in travel times,
and applies for the soil domain between the receivers. The suspension logger is
particularly valuable for measuring shear wave velocity with a high level of vertical
resolution and to obtain velocity measurements at large depths—since both the source
and receiver are at the depth of interest within the boring, problems with wave
attenuation and dispersion are eliminated.

In the field, development and measurement of large-strain soil behavior is more difficult
and few proven techniques are available. An in situ borehole torsional test (Henke and
Henke, 1991) advances two thin concentric tubes into the soil below the bottom of a
boring. Torque is applied to the inner tube and used, along with its measured rotation, to
evaluate the stress-strain behavior of the soil. Riemer et al. (2001) have developed a
similar device for measuring dynamic properties of cohesive soil deposits. The device
performs cyclic torsional shear tests on freestanding specimens beneath the bottom of a
cased borehole, with the goal of measuring local strains on soil that has not been signifi-
cantly disturbed by the drilling, sampling or unloading and reloading processes associated
with conventional laboratory testing. The device is capable of modulus and damping
measurements over a range of shear strains from 10 °% to nearly 1%.

4.2.3 Laboratory Tests

In some cases, it is desirable to test soil samples in the laboratory. If conditions are
expected to change between the time the samples are obtained and the time at which
earthquakes are of concern, laboratory tests offer the potential for creating the changed
conditions such that their effect will be reflected in the measured soil properties. For
example, a site that is to be filled prior to development will subject subsurface soils to
greater effective stresses at the time an earthquake is most likely to occur, therefore,
laboratory samples of the in situ soil could be consolidated to the anticipated future stress
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levels and then tested under those stress conditions. Laboratory tests can be divided into
those that operate at low-strain levels and those that operate at higher strain levels.

+—— Upper Geophane

Lower Geophone

= Source Driver

Wl
COrverall Length ~ 25 ft eight

FIGURE 4.3 Schematic illustration of
the suspension logger test.

In the resonant column test, a cylindrical test specimen is excited harmonically in
torsion. Starting with a low torque amplitude and a low loading frequency, a frequency
sweep is performed to identify the frequency at which the greatest angular rotation is
exhibited—this is the fundamental frequency of the specimen. Knowing the dimensions
and polar moments of inertia of both the soil specimen and the loading head, the average
(secant) shear modulus can be computed. By repeating the test with successively
increased loading amplitudes, the variation of secant shear modulus with strain amplitude
can be measured. When the resonant frequency is identified, termination of the harmonic
torque will place the test specimen in free vibration; by measuring the resulting amplitude
decay, the damping ratio of the test specimen can also be computed. Another laboratory
test in which low-strain stiffness can be measured is the bender element test. Bender
elements comprise two thin piezoelectric materials bonded together and wired in such a
way that one expands and the other contracts when a voltage is applied to them. The
opposing deformations cause the element to bend one way under a positive voltage and
the other under a negative voltage. Bender elements can be inserted into the top and
bottom of a soil specimen (e.g., typically triaxial); application of a sharp voltage pulse to
one causes a shear wave that travels through the soil. When that shear wave reaches the
other bender element, the deflection of the receiving bender element produces a voltage
that can be measured. By measuring the time required for the wave to travel from the
source to the receiver, and knowing the distance between each, the shear wave velocity of
the specimen can be measured nondestructively.

Other laboratory tests are capable of measuring soil response at moderate to high
strain levels. Most of these tests are derived from conventional tests by adding dynamic
loading capabilities to the testing apparatus. Cyclic triaxial testing has been used for
many years to investigate pore-pressure generation, stiffness degradation and damping
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characteristics. With local strain measurements (measurements of axial strain over
approximately the central third of the triaxial specimen), bedding and end restraint effects
can be minimized, allowing low-strain as well as high-strain response to be measured.
Cyclic simple shear testing has also been used for the measurement of small- to high-
strain response. Resonant column tests have been modified to allow cyclic torsional shear
testing to strain levels above those achieved by the conventional resonant column test.

4.2.4 Model Tests

Each of the previously described laboratory tests measures the response of an element of
soil consolidated and loaded so that stresses and strains are constant throughout the
element. Actual problems, however, involve many elements of soil subjected to different
initial, loading and boundary conditions. Model tests, in which a scale model of the site
of interest is subjected to dynamic loading, can be used to investigate the response of a
soil profile or soil-structure system.

The dynamic behavior of geotechnical models is usually tested using 1g shaking tables
or shaking tables mounted on centrifuges. lg shaking tables can be quite large and
thereby allow the testing of large models, which has some advantages with respect to
ease of instrumentation and use of realistic materials. However, the strong pressure
dependence of soil behavior (particularly their contractive-dilative volume change
tendencies) causes difficulties in scaling model behavior to be consistent with field
behavior. The geotechnical centrifuge allows the imposition of prototype scale stresses on
a small scale model—the vertical stress at the bottom of a 1-foot-high model accelerated
to 100g, for example, would be equal to that at the bottom of a 100-feet-thick soil deposit
under 1g conditions. While model tests are not sufficiently refined at this point to
produce direct evidence of prototype soil behavior, they are very useful for investigating
failure modes and mechanisms and for calibration of computational models that can be
used to predict field performance.

4.3 Dynamic Soil Properties

Both site response and ground failure are strongly influenced by properties of soil. Site
response is primarily influenced by the properties that control wave propagation,
particularly stiffness and damping. Ground failure is influenced by those properties, but
also by the shear strength of the soil. Of course, both site response and ground failure are
part of the same continuous spectrum of nonlinear soil behavior. However, the manner in
which methods for their analysis developed (largely influenced by the constraints of
available computer systems at the time) has led to a precedent of their being treated
separately. Thus, different methods of analysis characterize soil properties differently.

Soils, in contrast to many structural materials, are highly nonlinear even at very low
strains. This nonlinearity causes soil stiffness to decrease and damping to increase with
increasing shear strain amplitude. The variation of stiffness with strain can be expressed
in either of two ways—by shear modulus curves or by nonlinear backbone (stress-strain)
curves, which are related to each other as shown in Figure 4.4.
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4.3.1 Shear Modulus and Damping

During the early 1970s, the capabilities of available computer systems were such that
one-dimensional site response analyses were considered computationally intensive. To
save on computer time, the concept of an equivalent linear method of analyses (Section
4.4.4.1) was developed; retaining linearity allowed solution of the governing equations in
the frequency domain where computation of the response at high frequencies could be
ignored without significant loss of accuracy. The effects of nonlinearity are approximated
by performing a series of linear analyses in which the average, or secant, shear modulus
and the damping ratio are varied until their values are consistent with the level of strain
induced in the soil.

§

FIGURE 4.4 Relationship between (a)
backbone curve and (b) modulus
reduction curve.

Laboratory tests have shown that the dynamic stiffness of soils principally depends on
soil density, effective confining pressure, soil plasticity and strain amplitude. In the
equivalent linear approach, it is common to describe the secant shear modulus as the
product of the maximum shear modulus (i.e., the shear modulus at very low strain levels),
Giax and a modulus reduction factor, G/Gy,,. The maximum shear modulus is optimally
obtained from field measurements of shear wave velocity, but can be estimated from
parameters such as penetration resistance when such data are not available, e.g.,
G el psf) = 20,000 (N} g2,)"
4.2)
G (kPa) = 1634g (g’
4.3)

where (N)g is the corrected standard penetration test (SPT) resistance, @nis the mean
effective stress in psf, ¢, is the CPT tip resistance in kPa and o, is the vertical effective
stress in kPa (Ohta and Goto, 1976; Seed et al., 1986; Rix and Stokoe, 1991). Additional
methods for estimating small strain shear wave velocity based on surface geology (Wills
and Silva, 1998) and local measurements of soil properties such as void ratio or shear
strength are also available (Fumal and Tunsley, 1985; Dickenson, 1994).

Modulus reduction behavior is usually expressed graphically in terms of modulus
reduction curves. Modulus reduction behavior is strongly dependent upon shear strain
amplitude and plasticity index (Figure 4.5a); for cohesionless and low-plasticity soils it is
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also influenced by mean effective stress (Figure 4.6a). The influence of effective
confining pressure decreases with increasing plasticity index (PI), and is generally not
significant for PI>30. Damping is affected by the same factors that affect modulus
reduction behavior, but in the opposite sense (factors that cause modulus reduction ratio
to decrease cause damping ratio to increase). Commonly used damping curves for soils of
different plasticities and for cohesionless soils are shown in Figures 4.5b and 4.6b.

4.3.2 Nonlinear Characterization

Nonlinear site response analyses follow the evolution of nonlinear, inelastic soil behavior
in a step-by-step fashion in the time domain and therefore require characterization of the
stress-strain behavior of the soil. This is usually accomplished by specification of a
backbone curve (to describe the nonlinearity) and a set of unloading-reloading rules (to
describe the inelasticity). The simplest form of backbone curve is a hyperbolic curve,
which requires the maximum shear modulus, G.x, and the shear strength, Ty, i1.€.,
Fylp)= ——F
I (4.4)
G 1

Saun max

where v is the shear strain. Other functions can be used to describe the backbone curve
and, indeed, it is possible to create a backbone curve that is consistent with a particular
modulus reduction curve.

Unloading-reloading behavior is generally handled by sets of rules such as those of
Masing (1926) or Cundall-Pyke (Pyke, 1979). The nature of these rules controls the
shapes of the hysteresis loops and, therefore, the damping behavior of the soil. Hence,
damping is taken to be a natural consequence of the nonlinear inelastic behavior of the
soil.

For more advanced analytical models, e.g., those with plasticity-based constitutive
models, specialized laboratory testing may be required. Most plasticity-based constitutive
models have parameters that describe the shape of the yield and plastic potential surfaces,
and of the variation of the plastic modulus. The specific tests required to calibrate those
models vary from one model to another, but generally include consolidation, triaxial
compression and triaxial extension tests; other types of tests may also be required.

4.3.3 Dynamic Shear Strength

The shear strength of dynamically loaded soil is a complex and incompletely understood
subject. The strength can be influenced by pore-pressure generation, by rate effects and
cyclic degradation. Selection of an appropriate strength for design and analysis should be
performed by an experienced geotechnical
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(a) modulus reduction curves and (b)
damping curves. (From Vucetic, M.
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permission.)
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FIGURE 4.6 EPRI model: (a)
modulus reduction curves and (b)
damping curves.

engineer. Due to space constraints here we do not provide a full discussion of all of the
factors that an engineer would need to consider in determining that strength. Guidelines
for dynamic strength parameter selection that have recently been adopted for use in
California are described by Blake et al. (2002). Some general principles and observations
are given in the following paragraphs.

Dry cohesionless soils are perhaps the most straightforward since they do not produce
excess porewater pressure or exhibit rate effects. Drained conditions can be assumed and
seismic stability analyses performed using effective stress strength parameters. When
saturated, cohesionless soils exhibit complex behavior, which is discussed in more detail
in Section 4.6.1. Seismic loading of saturated soil will generally occur under undrained
conditions (unless the soil is very permeable and very thin), but pore pressures can
dissipate rapidly following (and, in some cases, during) earthquake shaking. Both drained
and undrained conditions may need to be checked, and the residual strength (Section
4.6.1.5) must be estimated for soils expected to liquefy.

Fine-grained plastic soils may develop excess porewater pressure and also exhibit rate
effects and cyclic degradation. Rate effects tend to increase the strength (by 10 to 40%
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per log cycle of strain rate, with higher values corresponding to more plastic soils) and
degradation effects tend to decrease strength. Cyclic testing of many plastic clays has
shown that the net effect of rate effects (at about a 1 hz loading frequency) and cyclic
degradation is a postcyclic undrained shear strength that varies from about 80 to 100% of
the static (monotonic) undrained shear strength (Andersen et al., 1988; Azzouz et al.,
1989; Zergoun and Vaid, 1994; Idriss and Boulanger, 2004); the 0.8—1.0 range being
associated with the equivalent number of stress cycles applied by the earthquake (upper
end of range for low-magnitude earthquakes, lower end for large-magnitude
earthquakes). Care should always be taken to evaluate the possibility of historical
shearing (due to previous landslides, bedding plane slip during folding, loading and
unloading, etc.). The available shearing resistance of such soils should be reduced to
residual values, which are expressed using effective stress parameters, because soils at
residual conditions are not expected to generate pore pressures during earthquakes.
Moreover, rate and cyclic degradation effects for such materials can be neglected.
Negative pore pressures are present in unsaturated soils. Limited experimental and
centrifuge studies have shown that at saturation levels of 88% and 44%, these negative
pore pressures may rise (i.e., become less negative) during rapid cyclic loading (Sachin
and Muraleetharan, 1998; Muraleetharan and Wei, 2000). The available information is far
from exhaustive, but these studies preliminarily suggest that at the pre-shaking saturation
levels considered, the pore pressures can rise to nearly zero, but are unlikely to become
positive. Positive pore pressures are more likely to develop in materials with higher
degrees of saturation (e.g., >90%), because the relative scarcity of air bubbles within the
soil matrix. Based on these considerations, Blake et al. (2002) recommended that drained
effective stress strength parameters be used with an assumption of zero pore pressure for
seismic stability analyses involving materials with moderate saturation levels (<90%).

4.4 Site Response

4.4.1 Types of Site Effects

The ground motion attenuation relationships presented in Chapter 5 provide estimates of
ground motion intensity measures that apply for a given site condition, which is typically
described using broad categories such as rock and soil. Experience from previous
earthquakes has repeatedly shown that the intensity of ground shaking, and the intensity
of the damage it produces, are strongly influenced by local site conditions. Actual
conditions at strong motion recording sites are highly variable with respect to local
geotechnical conditions, possible basin effects and surface topography, and hence
estimates from attenuation relationships necessarily represent averaged values across the
range of possible site conditions. The intent of this section is to describe various means
by which information on site conditions can be used to improve the accuracy of ground
motion predictions, that is, improve the estimates from attenuation models. This
improvement in ground motion prediction generally involves (1) removing potential bias
in median ground motion estimates and (2) reducing the uncertainty in ground motion
estimates, as measured by the standard error term, a.
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As applied here, the term site effects represents local ground response effects, basin
effects and the influence of surface topography on ground motion. Local ground response
refers to the influence of relatively shallow geologic materials on (nearly) vertically
propagating body waves. These effects are ideally modeled using the full soil profile, but
for sites with very deep sediments the modeling domain generally does not extend
beyond depths of about 100 m. Several examples of recordings where such effects were
significant are presented subsequently in Section 4.4.4.3.

The term basin effects refers to the influence of two- or three-dimensional sedimentary
basin structures on ground motions, including critical body wave reflections and surface
wave generation at basin edges. Ground motions in the Santa Monica area during the
1994 Northridge earthquake provided an excellent example of the basin edge effect (see
Figure 4.7). Motions north of the basin edge, which is defined by the westward-striking
Santa Monica fault, have significantly smaller amplitudes and durations than those within
the basin, as shown in the figure. The large-amplitude and large-duration velocity
waveforms south of the fault have been shown by Graves et al. (1998) to be associated
with constructive interference of direct waves with basin-edge generated surface waves.

Site effects due to surface topography (i.e., topographic effects) can amplify the
ground shaking that would otherwise be expected on level ground along ridges or near
the tops of slopes. Surface topography can similarly de-amplify ground shaking in
canyons or near the base of slopes. Details about topographic amplification on ridgelines
are presented by Geli et al. (1988) and Bard (1995); information on slope crest
topographic amplification is presented by Ashford et al. (1997) and Ashford and Sitar
(1997).
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Monica from the 1994 Northridge
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Soc. Am., 88,1224-1242, 1998. With
permission.)

TABLE 4.1 Site Categories in NEHRP Provisions
for the Design of New Structures

NEHRP Description Mean Shear Wave
Category Velocity to 30 m
A Hard Rock >1500 m/s

B Firm to hard rock 760-1500 m/s

C Dense soil, soft rock 360-760 m/s

D Stiff soil 180-760 m/s

E Soft clays <180 m/s

F Special study soils, e.g., liquefiable soils, sensitive

clays, organic soils, soft clays >36 m thick

Source: Dobry, R., et al, Earthquake Spectra, 16, 41-67, 2000. With permission.)

After reviewing various site classification schemes, the following sections describe two
basic procedures by which site effects can be accounted for in engineering design: the use
of site amplification factors and the use of site-specific ground response analyses. Basin
response analysis procedures remain in the calibration stage of development, and are not
widely used in practice. Accordingly, these procedures are not discussed. Models for
topographic effects are also not discussed. Additional information on both effects can be
found in the aforementioned references and Stewart et al. (2001).

4.4.2 Site Classification

Recorded ground motions can show distinct amplitudes at sites with different geologic
characteristics. Site categorization schemes that have been used to represent site
condition include:

* Averaged shear wave velocity in the upper 30 m, V3, (e.g., Borcherdt, 1994; Dobry et
al., 2000)

* Surface geology (e.g., Tinsley and Fumal, 1985; Park and Elrick, 1998; Stewart et al.,
2003c¢)

* Geotechnical data, including sediment stiffness, depth and material type (Seed and
Idriss, 1982; Rodriguez-Marek et al., 2001)

The V3, scheme is the most widely used site classification procedure in modern practice.
Accordingly, this scheme is discussed in detail below. Information on other schemes is
provided in the references.

The V,;0-based schemes are rooted in wave propagation theory, which suggests that
ground motion amplitude should depend on the density and shear wave velocity of near-
surface media (e.g., Bullen, 1965; Aki and Richards, 1980). Density has relatively little
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variation with depth, and so shear wave velocity is the logical choice for representing site
conditions. Initial efforts at Vs-based representations of site condition utilized average
velocity over the depth range corresponding to one-quarter wavelength of 1-Hz ground
motions (Joyner et al., 1981). However, the depths associated with this method are often
deeper than can economically be reached with boreholes. Accordingly, the Vi3
parameter was proposed to overcome this difficulty and has found widespread use in
practice. Based on empirical studies by Borcherdt and Glassmoyer (1994), Borcherdt
(1994) recommended ¥ 3y as a means of classifying sites for building codes, and similar
site categories were selected for the NEHRP seismic design provisions for new buildings
(Dobry et al., 2000). The site classification scheme in the NEHRP provisions is presented
in Table 4.1.

4.4.3 Site Amplification Factors

Site amplification factors represent for a given ground motion intensity measure (such as
spectral acceleration), the ratio of that parameter for a given site category to the value of
the parameter for a reference category (usually rock). Accordingly, amplification factors
are a convenient tool by which to adjust the moments (median and standard deviation) of
attenuation relationships to account for the effects of site condition. However, site
condition remains relatively crudely represented with amplification factors, quantified
only by site conditions that affect the categorization per the classification scheme.

3 ¥ T T 4 1 T J T
I Ex
Ex 1

< w3k " -
B ? x ] O ¥ XK
] oa 4 B2k &
| co B - co o §
S g0 O A $ § -1 B o 8 4
E ke o @ Eife g g g g

il i 1 " 1 i i i | i L R—

i] 0.5 1 1.5 o 0.2 04 0.6
5. aT=0%s 5 (g S8 T=10s 5 (g

FIGURE 4.8 Site factors F,, and F,
given in NEHRP provisions (BSSC,
2001).

Site amplification factors are generally inferred from strong motion recordings using
techniques described by Field and Jacob (1995), or are derived from analyses using
engineering models of wave propagation (Dobry et al., 1994; Seed et al., 1994; Silva et
al, 1999, 2000). The site amplification factors that appear in modern seismic design
codes, such as the 1997 UBC (ICBO, 1997), 2000 NEHRP (BSSC, 2001) and 2000 IBC
(ICC, 2000), were originally developed for publication in the 1994 NEHRP
Recommended Provisions for Seismic Regulations for New Buildings and Other
Structures (BSSC, 1995). The specific factors given in the provisions are F,, which is
defined over a low-period range (7=0.1 to 0.5 sec), and F,, which is defined over a mid-
period range (7=0.4 to 2.0 sec). These NEHRP site factors are shown in Figure 4.8, and
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were derived using both observational and analysis-based approaches (Dobry et al.,
2000).

The observational studies were performed by Borcherdt and Glassmoyer (1994),
Borcherdt (1994) and Joyner et al. (1994) using strong motion data recorded in the San
Francisco Bay Area during the 1989 Loma Prieta earthquake. The resulting amplification
factors (F, and Fv) apply for relatively weak shaking (peak horizontal acceleration, PHA
~ (.1g). The analytical studies consisted of 1-D equivalent linear and nonlinear ground
response analyses by Dobry et al. (1994) and Seed et al. (1994), and were used to extend
the F, and F), values to rock PHA = 0.4g or 0.5g. For both the empirical and analytical
studies, site factors were defined relative to a competent rock site condition, which in the
San Francisco Bay Area corresponds specifically to Franciscan formation bedrock of
Cretaceous and Jurassic age.

Since the development of the NEHRP amplification factors, a number of verification
studies have been performed to evaluate their validity based on non-Loma Prieta data
sets. For example, Borcherdt (2002), Harmsen (1997) and Field (2000) evaluated
amplification factors from strong motion data recorded in southern California using
approaches in which the amplification is defined relative to firm rock site conditions.
Steidl (2000) and Stewart et al. (2003c) evaluated amplification factors from relatively
large data sets using an approach in which amplification is evaluated relative to soft rock
site conditions that are more typical of the average site condition for rock in attenuation
relations.

One important outcome of these studies was that the variation of amplification levels
with reference motion amplitude, which had been assessed through theoretical analysis
for the NEHRP provisions, was found to be consistent with observation both at small
periods (F,) and at longer periods (F,) (as shown in Figure 4.9). A second important
outcome was the significant variability of amplification factors derived from the various
studies. In Figure 4.10, weak motion amplification factors from the above studies are
compared to the NEHRP factors for the lowest level of reference motion amplitude
(shown at the logarithmic mid-point between V3, category boundaries). Field, Harmsen
and Stewart et al. found variations in amplification with V3 (i.e., slopes of the curves in
Figure 4.9) that are generally similar to NEHRP, whereas the slopes found by Steidl are
flatter. The vertical offset between the relations shown in Figure 4.9 is related to the slope
of the curves and the V3, value at which the amplification is unity (which, in turn, is the
effective reference site velocity for that site amplification model). Since the slopes of the
NEHRP, Field, Harmsen and Stewart et al. curves are generally similar, the difference
between these is largely due to different reference site velocities, which increases in the
order of Stewart et al. (V;30=500 to 600 m/sec),
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2003c) compared with NEHRP factors
for low-amplitude shaking.

Field (V;30=760 m/sec), NEHRP (Category B, V,3,=1000 m/sec) and Harmsen (V.
301140 to 1360 m/sec). A comparison to the Steidl results is not possible because the
amplification factors do not reach unity over the range of velocities considered.

Since amplification factors are very sensitive to the reference site condition (e.g., as
shown by the variability of the results in Figure 4.10), the application of amplification
factor models must appropriately consider the site condition corresponding to the
reference motion. For most applications, reference motions are evaluated using
attenuation relations. When such relations are developed based on rock site recordings in
tectonically active regions (e.g., Abrahamson and Silva, 1997; Campbell and Bozorgnia,
2003; Sadigh et al., 1997), available borehole compilations suggest that the reference site
condition corresponds to relatively soft rock with V;30=520-620 m/sec (Silva et al., 1997,
Boore et al., 1997). Of the above amplification factors, only those of Steidl (2000) and
Stewart et al. (2003c) are appropriate for use with this reference site condition. The
Stewart et al. (2003c) factors are shown in Figure 4.11 for NEHRP categories and are
compared to the NEHRP amplification values. The figure shows that the
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FIGURE 4.11 Spectral amplification
factors as a function of NEHRP
Categories B-E, as evaluated by
Stewart et al. (2003c) (lines). NEHRP
factors from Figure 4.8 are shown for
comparison (symbols).

NEHRP factors are biased (too large) for the soft rock reference site condition. This bias
underscores the need to use compatible reference site conditions when amplification
factors are used to modify ground motion predictions from attenuation relationships.

4.4.4 Site Response Analysis

As described in Section 4.4.1, site response processes can include 1-D ground response
effects, basin effects and topographic effects. The principal focus of this section is on
ground response effects, with discussion on methods of ground response analysis,
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verification against data of the results of 1-D analyses and guidelines for the application
of ground response analyses. Multidimensional site response analyses, which can account
for topographic effects and the effects of locally irregular stratigraphy, are also briefly
discussed. The multidimensional models have practical limitations on the size of the
application domain, which preclude their use for large-scale basin response modeling.
Such modeling is typically performed within the context of seismological source-path-
site simulations, and is beyond the scope of this chapter. The dynamic soil properties to
be used in conjunction with ground response analysis procedures discussed herein were
presented in Section 4.3.

4.4.4.1 Equivalent Linear Ground Response Models

Most ground response analysis models solve equations of motion for one-dimensional
wave propagation. For 1-D models, the principal characteristic distinguishing various
analysis routines is the soil material model, which can be equivalent linear or nonlinear.
Equivalent linear modeling is described here, while nonlinear modeling is described in
the following section. The relative merits and reliability of equivalent linear and
nonlinear methods of analysis are discussed subsequently in Section 4.4.4.3.

Nonlinear behavior of soil can be approximated by an equivalent linear
characterization of dynamic properties (Seed and Idriss, 1970). The most widely used
computer program for 1-D ground response analysis utilizing this model is currently
SHAKEO91 (Idriss and Sun, 1991), which is a modified version of the program SHAKE
(Schnabel et al., 1972). The program uses an equivalent linear, total stress analysis
procedure to compute the response of a 1-D, horizontally layered viscoelastic system
subjected to vertically propagating shear waves. The program uses the exact continuum
solution to the wave equation adapted for use with transient motions through the Fast
Fourier Transform algorithm. A similar solution algorithm is available for 2-D site
geometries, which is programmed in FLUSH (Lysmer et al., 1975), while a time-domain
2-D solution algorithm is available in the program QUAD4 (Hudson et al., 1994; Idriss et
al., 1973).

The equivalent linear method models the nonlinear variation of soil shear moduli and
damping as a function of shear strain. The hysteretic stress-strain behavior of soils under
symmetrical cyclic loading is represented by an equivalent modulus, G, corresponding to
the secant modulus through the endpoints of the hysteresis loop and equivalent linear
damping ratio, B, which is proportional to the energy loss from a single cycle of shear
deformation. For a given soil layer, G and P are assumed to be constant with time during
the earthquake shaking. An iterative procedure, based on linear dynamic analysis, is per-
formed to find the shear moduli and damping ratios corresponding to the computed shear
strains, as follows:

1. Initial estimates of the G and B are made for each layer.

2. The estimated G and [ values are used to compute the ground response, including time
histories of shear strain for each layer.

3. An effective shear strain is determined for each layer as a fraction of the maximum
strain. This fraction is generally calculated as n=0.1x(m—1), where m=earthquake
magnitude (Idriss and Sun, 1992).
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4. From this effective shear strain, new equivalent linear values of G and B are evaluated
for each layer based on the modulus reduction and damping curves presented
previously in Section 4.3.

5. Steps 2 to 4 are repeated until the G and P values used in the calculations are consistent
with the calculated effective shear strains.

An alternative solution to the ground response problem with equivalent-linear material
characterization has been developed by Silva and co-workers (e.g., Silva and Lee, 1987,
Schneider et al., 1993). In this approach, control motions are represented with power
spectral density functions instead of individual time histories. The rock power spectrum
is propagated through a one-dimensional soil profile using the plane wave propagators of
Silva (1976). Random vibration theory (RVT) is used to compute probabilistic estimates
of peak time-domain values of shear strain or acceleration from the power spectrum. This
procedure, coded into the computer program RASCAL (Silva and Lee, 1987), produces
what can be considered as the mean of an extensive set of analyses of different input
motions with a single analysis.

4.4.4.2 Nonlinear Ground Response Models

Nonlinear models solve the one-dimensional wave equation by direct numerical
integration in the time domain. A variety of material models are used, which range from
relatively simple cyclic stress-strain relationships (e.g., Ramberg and Osgood, 1943; Finn
et al., 1977; Pyke, 1979; Vucetic, 1990) to advanced constitutive models incorporating
yield surfaces, hardening laws and flow rules (e.g., Wang, 1990). A model by Pestana
and Nadim (2000) allows the use of a relatively simple hysteretic nonlinear analysis (e.g.,
Salvati et al., 2001) or a more sophisticated analysis utilizing an advanced constitutive
relationship (e.g., Biscontin et al., 2001). Nonlinear methods can be formulated in terms
of effective stresses to allow modeling of the generation, redistribution and eventual
dissipation of excess pore pressure during and after earthquake shaking, whereas
equivalent linear methods can only perform total stress analysis.

Cyclic nonlinear models generally consist of a backbone curve and rules that describe
unload-reload behavior, pore-pressure generation and cyclic modulus degradation.
Backbone curves can be constructed from modulus reduction curves coupled with the
small-strain shear modulus, Gp.x (i.e., the shear modulus at shear strains of 10*% or
smaller). Unload-reload rules can similarly be formulated to reproduce hysteretic
damping values expected from standard curves of damping ratio versus shear strain (see
Section 4.3.1). However, these formulations tend to predict damping ratios approaching
zero at small strains, which is unrealistic. This is resolved by the introduction of a viscous
damping term that applies across all strain levels.

The features that differentiate nonlinear ground response analysis programs are (1) the
numerical integration schemes used in the solution of the wave equation and (2) the
constitutive models for cyclic stress-strain behavior, cyclic modulus degradation and
pore-pressure generation. Probably the most widely used computer program for nonlinear
analysis is DESRA-2 (Lee and Finn, 1978) and its successors. The program evaluates the
dynamic response of a multiple-degree-of-freedom lumped mass system. Soil model
parameters were originally developed only for sands. A number of programs have been
created as offspring of DESRA-2, including recent versions D-MOD_2 (Matasovic,
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personal communication) and DESRA-MUSC (Qiu, 1997). As an example, program D-
MOD 2 allows the modeling of clays and sands, uses updated stress-strain and cyclic
degradation-pore water pressure generation relationships and allows simulation of
seismically induced slip that may occur along weak interfaces.

TABLE 4.2 Verification Studies of 1-D Ground
Response Analysis Programs

Earthquake Soil Condition— Reference Codes Investigated
Recording Locations

(a) Nearby Rock-Soil Pairs

1985 Soft clay—Mexico City Seed et al. [1987] SHAKE
Michoacan- 2)
Guerrero
1989 Loma Bay mud—San Idriss [1990]; Dickenson SHAKE; SHAKE,
Pricta Francisco Bay Area (11 [1994] MARDESRA

sites)
1989 Loma Deep stiff clay— Chang [1996]; Darragh and SHAKE, DMOD;
Prieta Oakland, Emeryville; Idriss [1997] SHAKE

Gilroy (4 sites)
1994 Deep alluvium— Chang et al. [1996] SHAKE, DMOD
Northridge Sylmar, Hollywood,

Santa Monica (3 sites)

(b) Vertical Arrays
unnamed Soft silt—Lotung Chang [1990] and Li et al. SUMDES; DESRAZ2;
m=6.2,7.0 [1998]; Beresnev et al. [1995]; SPECTRA; unnamed
events Borja et al. [1999]; Elgamal et  code

al. [1995]

1995 Kobe Liquefiable sand—Kobe Wang et al. [2001]; Elgamal et SUMDES; unnamed

Port Island al. [1996] code
1987 Liquefiable sand— Matsovic and Vucetic [1996] DMOD
Superstition Wildlife site, CA

Hills

Most nonlinear analysis routines, such as the DESRA series, analyze only one horizontal
component of ground response. The effects of simultaneous shaking in three directions
can be considered with advanced constitutive models, which are implemented into
programs such as DYNAI1D (Prevost, 1989), SUMDES (Li et al., 1992), SPECTRA
(Borja and Wu, 1994) and AMPLE (Pestana and Nadim, 2000). These models
incorporate a yield surface that describes the limiting stress conditions for which elastic
behavior is observed, hardening laws that describe changes in the size and shape of the
yield surface as plastic deformation occurs and flow rules that relate increments of plastic
strain to increments of stress. Some of these nonlinear codes (e.g., AMPLE, Pestana and
Nadim, 2000) allow specification of an initial (static) shear stress profile for estimation of
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permanent displacement in gently sloping ground. Such models require a relatively large
number of parameters, and the associated parametric uncertainty in the analysis results is
generally poorly defined.

Nonlinear multi-dimensional ground response analyses are sometimes performed for
critical structures such as earth dams. These approaches are briefly discussed in Section
4.6.2.3.

4.4.4.3 Verification Studies for 1-D Analysis Methods and Differences
between Results of Equivalent Linear and Nonlinear Analyses

Many studies have been performed using SHAKE and various nonlinear codes to verify
the effectiveness of 1-D wave propagation analysis routines. These routines can be most
effectively verified when the input motion is reasonably well known, which is the case
when a rock recording is available near a soil recording, or from vertical array data. We
focus here on these types of verification studies. However, it is noted that additional
verification studies of the equivalent linear technique have been performed using input
motions calculated from a seismological simulation technique (EPRI, 1993; Silva et al.,
1997).

A number of verification studies have utilized data from pairs of nearby rock and soil
recordings. The rock motion is taken as input to ground response analyses, and the
computed and recorded soil motions are compared. Several examples of studies of this
type are summarized in Table 4.2(a). At the soft soil sites considered in these studies,
ground response effects as modeled by SHAKE (Schnabel et al., 1972) and MARDESRA
(Mok, 1990, personal communication) were able to predict variations between soil and
rock spectra across a broad period range reasonably well (e.g., Dickenson, 1994). Results
were mixed for deep stiff soil sites, with relatively good predictions at northern California
deep clay sites for 7<1 sec and relatively poor predictions for many Los Angeles area
alluvial sites (Chang, 1996). The difference in model accuracy at Bay Area and Los
Angeles area sites may be associated with basin effects (particularly at long periods), as
the basin geometry at the Bay Area sites is relatively wide and shallow as compared with
the Los Angeles area sedimentary basins.

One noteworthy outcome of these studies is that the prediction accuracy for soil
spectra is strongly dependent on rock (control) motion characteristics. For example, as
shown in Figure 4.12, Idriss (1993) found predicted spectra at the Treasure Island (soil)
recording site to provide a good match to the recorded
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FIGURE 4.12 Comparison of
acceleration response spectrum of
recorded motion at Treasure Island
strong motion site (1989 Loma Prieta
earthquake) with calculated spectra
from ground response analyses.
Calculations in upper frame utilized
nearby rock recording (Yerba Buena
Island) as control motion; lower frame
presents statistical variation in
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calculated spectra for suite of control
motions from rock sites in region
surrounding Treasure Island. (From
Idriss, .M., Report to National
Institute of Standards and Technology,
Gaithersburg, Maryland, 1993. With
permission.)
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FIGURE 4.13 Comparison of
recorded ground surface accelerations
and predictions by SHAKE (top two
frames) and SPECTRA (third frame
from top). Bottom frame shows
recording at base of array (47-m
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depth). (From Borja, R.I. et al., J.
Geotech. Geoenviron. Eng., ASCE,
125, 187-197, 1999. With permission.)

spectrum when the control motion is taken from the nearby Yerba Buena Island (rock)
seismograph (top frame of Figure 4.12), but a highly variable match when control
motions are taken from other rock stations in the San Francisco-Oakland-Berkeley area
(bottom frame). Since rock motion characteristics cannot be known a priori, this suggests
that significant uncertainty is introduced to ground response analysis results from
uncertainty and variability in input motion characteristics.

A more direct verification of one-dimensional ground response analysis procedures is
enabled by recordings from vertical arrays. Many such arrays have been installed
worldwide, and a few that have recorded strong ground motion (i.e., PHA>0.1g) are
listed in Table 4.2(b). Data from one of these arrays, the Lotung large-scale seismic test
site in Taiwan, have been used to validate several one-dimensional ground response
analysis codes including SUMDES (Chang et al., 1990; Li et al., 1998; Wang et al.,
2001), DESRA2 (Beresnev et al., 1995), SPECTRA (Borja et al., 1999) and an unnamed
research code (Elgamal et al., 1995). Example results from one of these studies are shown
in Figure 4.13, which applies for the SPECTRA code. Both the fully nonlinear
SPECTRA analysis and the equivalent linear SHAKE analysis provide excellent matches
in the time domain to the recorded motions. Other studies have shown improved matches
in the time domain for nonlinear codes (e.g., Chang et al., 1990; Wang et al., 2001).

An important outcome of many of the verification studies cited above is that
prediction residuals from nonlinear methods were not significantly smaller than those
from equivalent linear methods (a notable exception is the Kobe Port Island site, which
liquefied). However, the amplitude of shaking at most of these sites was relatively small
in comparison to typical design-basis ground motions in seismically active regions such
as California.

Studies by EPRI (1993) and Silva et al. (2000) have compared the results of equivalent
linear and nonlinear analyses in a nonverification context (i.e., there are no recorded
motions against which to compare the results). Silva et al. (2000) used simulated input
motions with a wide range of amplitudes in equivalent linear (RASCAL, Silva and Lee,
1987) and nonlinear (DESRA-MUSC, Qiu, 1997) ground response analyses for the
calculation of amplification factors. In general, there was good agreement between the
two approaches over most of the frequency range 0.1 to 100 Hz. However, for large input
motions and soft soil profiles, the nonlinear damping exceeded that for the equivalent
linear damping, and the nonlinear amplification factors were below the equivalent linear
factors. Which of these sets of amplification factors is more nearly correct (based on
comparisons to data) is unknown, and further comparative study of nonlinear and
equivalent linear analyses is therefore needed.

4.4.4.4 Application of 1-D Analysis Methods

Ground response analyses require detailed site characterization and significant
engineering time and effort. Hence, for their use to be justified in practice, such analyses
should improve the accuracy of predicted ground motions or decrease the level of
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uncertainty in these estimates relative to what would be obtained from more simplified
procedures, such as attenuation or attenuation with amplification factors.

Baturay and Stewart (2003) performed ground response analyses for a large number of
sites with strong motion recordings to identify the geologic and geotechnical conditions
where ground response analyses significantly and consistently improve predictions of
ground motion intensity measures (such as spectral acceleration) relative to other models.
They also identified the dispersion associated with ground response predictions, so as to
enable the results of such analyses to be utilized within probabilistic seismic hazard
analyses.

Spectral ordinates from ground response analyses were found to be unbiased at low
period (7<~1 sec), but underestimated at long periods (7>1 sec) for deep basin sites. At
soft clay sites (e.g., NEHRP Category E or Holocene lacustrine/marine sediments),
ground response analyses reduce the dispersion in spectral accelerations at 7<1 sec
relative to alternative models. This dispersion reduction was not observed for stiff soil
sites (NEHRP C or D) or at longer periods. Moreover, ground response analyses provide
a more accurate estimate of spectral shape for soft clay sites than for stiff sites, and only
for soft clay is spectral shape estimated more accurately than with attenuation
relationships. These results suggest that ground response analyses are beneficial for
estimating ground motions at soft soil sites relative to attenuation with or without
amplification factors. However, ground response analyses are not clearly beneficial for
relatively stiff soil or soft rock sites such as NEHRP C-D or Quaternary
alluvium/Tertiary.

For ground response analyses to be of use within the context of probabilistic seismic
hazard analyses, it is necessary to know whether the median outcome of such analyses is
biased and the standard deviation that should be used with the median. As noted
previously, median predictions from ground response have not been found to be biased at
short periods (7<lsec), but can underpredict long-period spectral ordinates for sites in
basins.

The dispersion in ground response results (c,) can be separated into two
components—uncertainty about the location of the computed median intensity measure
(which can be readily quantified as part of the ground response analyses) and uncertainty
due to various modeling errors such as the inaccurate physics of the site response model
and unknown features of the input motions (which cannot be readily quantified as part of
an individual, site-specific analysis). The second uncertainty parameter, denoted as the
net dispersion (o,...), Was quantified by Baturay and Stewart (2003) from the difference
between the total category variance from ground response results and the variance of the
median ground response prediction using equivalent-linear analyses. As shown in Figure
4.14, for T<1 sec, these 0., values
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FIGURE 4.14 Variation with period
of dispersion in ground response
predictions associated with factors
other than the ground response model
estimation error for NEHRP
Categories C-E and Holocene
lacustrine/marine sediments (Him).
(From Baturay, M.B. and Stewart, J.P.
Bull Seism. Soc. Am., 93, 2025-2042,
2003. With permission.)

range from about 0.38 for NEHRP Category E to 0.56 for NEHRP Categories C-D for
T<1 sec. The overall dispersion for use in PSHA can be calculated from these values and
the standard error of the median (se,.,,) as follows:
(Gg)zz(cg—net)z—‘r(seg—out)z
4.1)

The standard error of the median (seg.,,) can be readily calculated as part of the ground
response calculations, and is related to variable levels of soil nonlinearity induced by a
large suite of input motions and variability in computed motions due to parametric
uncertainty in soil properties. At longer periods (7>1 sec), total dispersion can be
estimated from attenuation or amplification factor models.

Based on the above, ground response analyses can be used to estimate the probability
density function (PDF) of response spectral accelerations at a soil site for use in
probabilistic seismic hazard analyses. Ground response analyses should be performed
using a suite of input motions appropriately scaled to match the target spectrum in an
average sense across the frequency range of interest (see Baturay and Stewart, 2003 for
details). The number of time histories in the suite should be large enough to provide a
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stable estimate of both the median and se,.,,.. The calculated median can be taken as the
median of the PDF at small periods (due to the lack of bias in the analysis results), but
care should be exercised at long periods for sites in basins, where attenuation
relationships are less biased. The standard deviation (o) can be evaluated as described
above.

4.5 Soil-Foundation-Structure Interaction

4.5.1 Introduction

The response of a structure to earthquake shaking is affected by interactions between
three linked systems: the structure, the foundation and the geologic media underlying and
surrounding the foundation. A seismic soil-foundation-structure interaction (SFSI)
analysis evaluates the collective response of these systems to a specified free-field ground
motion. The term free-field refers to motions not affected by structural vibrations, and
represents the condition for which motions are derived with the procedures described in
Chapter 5 and Section 4.4.
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FIGURE 4.15 Substructure approach
to analysis of the soil-structure
interaction problem.

SFSI effects are absent for the theoretical condition of rigid foundation and soil
conditions. Accordingly, SFSI effects reflect the differences between the actual response
of the structure and the response for the theoretical, rigid base condition. Visualized
within this context, three SFSI effects can be important in engineering design:
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* Foundation stiffness and damping. Inertia developed in a vibrating structure gives rise
to base shear, moment and torsional excitation, and these loads in turn cause
displacements and rotations of the foundation relative to the free field. These relative
displacements and rotations are only possible because of compliance in the soil-
foundation system, which can significantly contribute to the overall structural
flexibility in some cases. Moreover, the relative foundation-free field motions give rise
to energy dissipation via radiation damping (i.e., damping associated with wave
propagation into the ground away from the foundation, which acts as the wave source)
and hysteretic soil damping, and this energy dissipation can significantly affect the
overall system damping. Since these effects are rooted in the structural inertia, they are
referred to as inertial interaction effects.

* Variations between free-field and foundation-level ground motions. The differences
between foundation and free-field motions result from two processes. The first is
known as kinematic interaction, and results from the presence of stiff foundation
elements on or in soil, which cause foundation motions to deviate from free-field
motion as a result of base-slab averaging and embedment effects. The second process
is related to the structure and foundation inertia, and consists of the relative
foundation-free field displacements and rotations described above,

» Foundation deformations. Flexural, axial and shear deformations of foundation
elements occur as a result of loads applied by the superstructure and the supporting
soil medium. Such deformations represent the seismic demand for which foundation
components should be designed. These deformations can also significantly affect the
overall system behavior, especially with respect to damping.

Methods of SFSI analysis that can be used to evaluate the above effects can be
categorized as direct and substructure approaches. In a direct analysis, the soil and
structure are included within the same model and analyzed in a single step. The soil is
often discretized with solid finite elements and the structure with finite beam elements.
Because assumptions of superposition are not required, true nonlinear analyses are
possible (e.g., Borja et al., 1992 and Weidlinger Assoc, 1978), although the analyses are
more typically
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FIGURE 4.16 Uncoupled Winkler
spring model.

performed using equivalent linear soil properties (Lysmer et al, 1975, 1981). Direct
analyses can solve all three of the SFSI problems described above, although solution of
the kinematic interaction problem is beyond the ability of most commercial computer
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codes as it requires careful specification of input motions that properly account for wave
inclination and incoherence effects.

In a substructure analysis, the SFSI problem is broken down into three distinct parts
that are combined to formulate the complete solution. The superposition inherent to this
approach requires an assumption of linear soil and structure behavior. Referring to Figure
4.15, the three steps in the analysis are as follows:

* Evaluation of a foundation input motion (FIM), which is the motion that would occur
on the base slab if the structure and foundation have no mass. The deviation of the
FIM from the free-field motion is dependent on the stiffness and geometry of the
foundation and soil. The variation between these motions is expressed by a transfer
function that represents the ratio of foundation and free-field motions in the frequency
domain. Since inertial effects are neglected, the transfer function represents the effects
of kinematic interaction only.

* Determination of the impedance function. The impedance function describes the
stiffness and damping characteristics of foundation-soil interaction. It should account
for the soil stratigraphy and foundation stiffness and geometry, and is typically
computed using equivalent linear soil properties appropriate for the in situ dynamic
shear strains. Impedance functions can be evaluated for multiple independent
foundation elements, or (more commonly) a single 6x6 matrix of impedance functions
(for three translational and three rotational degrees of freedom) is used to represent the
complete foundation. In the latter case, the foundation is assumed to be rigid, which
precludes the use of SFSI analyses for foundation element design.

* Dynamic analysis of the structure supported on a compliant base represented by the
impedance function and subjected to a base excitation consisting of the FIM.

The remainder of this section focuses on the evaluation of SFSI effects as represented by
impedance and transfer functions, which implies the use of substructure methods of
analysis. The body of literature on soil-structure interaction is truly enormous, and a
complete review of the state-of-knowledge is beyond the scope of this chapter, although
key resources are cited at appropriate locations in the text. Rather, the emphasis here is
on practical tools for SFSI analysis that have been used in practice. Efforts to calibrate or
verify analysis procedures against field performance data are noted where applicable. The
final subsection below provides an overview of how SFSI effects are accounted for in
several important guideline documents for professional practice. The issue of foundation
deformations and seismic design of foundations is briefly reviewed in that subsection.

4.5.2 Inertial Interaction

4.5.2.1 Soil-Foundation-Structure System Behavior

It is common in SFSI analysis to represent the stiffness and damping characteristics of
soil-foundation interaction through the use of springs and dashpots attached to the
foundation elements. A model that is generally applicable to shallow foundations consists
of a series of spring and dashpot elements distributed along the foundation as
independent, complex-valued Winkler springs (Figure 4.16) in the vertical
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FIGURE 4.18 Simplified oscillator
model for analysis of inertial
interaction under lateral excitation.

direction, and a single horizontal spring. As described further in Section 4.5.2.2, the
complex nature of the spring coefficients implies that the springs include both stiffness
and damping components. The model in Figure 4.16 allows for foundation flexure in the
vertical direction, but not axial foundation deformations.

A more simplified representation of the soil-foundation interaction problem results
from an assumption of foundation rigidity. In this case, the foundation has only six
degrees of freedom (three translational, two rocking, one torsional), and the interaction
can be represented by complex-valued springs for each direction (Figure 4.17). In
general, within the foundation stiffness and damping matrix, coupling terms between the
degrees of freedom are nonzero, but these terms are often neglected in practice. As
depicted in Figure 4.15, system response analyses can be performed with the interaction
springs attached to the foundation elements using the FIM as the input motion at the
foundation level. Such analysis will inherently include the effects of soil-foundation
interaction into the calculated response. The effects of inertial SFSI could be assessed by
repeating the response analysis without the springs and dashpots (i.e., rigid base) and
comparing the results of the two analyses. The SFSI effects are manifested by a
lengthening of the building period from the fixed base case (7) to the flexible-base case



Earthquake engineering 138

( T )and by a change in the damping ratio (from  to &These effects have been evaluated
as closed-form expressions for the simple case of a single degree-of-freedom structure
supported by a rigid foundation and excited in one lateral_direction (Figure 4.18). In this

case, the impedance function is represented by terms for the rocking (% Jand translation
(kfoundation vibration modes. A vertical foundation degree of freedom also exists

(impedance term kv), but does not affect Tor &-
Veletsos and Meek (1974) found that the flexible-base period of the oscillator in
Figure 4.18 subject to horizontal excitation can be evaluated as
T ek
T '..' k, Kk 4.5)

where T=+kim;g the fixed-base period of the oscillator in Figure 4.18, k, and ky are the

real parts of F.and kg 'respectively, and h is the height of the mass above the base of the
oscillator. The quantity T/Tin Equation 4.5 is referred to as a period lengthening ratio.
The flexible-base damping ratio has contributions from the viscous damping in the
structure as well as radiation and hysteretic damping in the foundation. Jennings and
Bielak (1973), Bielak (1975, 1976) and Veletsos and Nair (1975) expressed the flexible-

base damping Cas
- - F

;=§“+ﬁ (4.6)

F . . .
where =uis referred to as the foundation damping factor and represents the damping
contributions  from foundation-soil interaction (with hysteretic and radiation

components). A closed-form expression for Cois presented in Veletsos and Nair (1975).

For the simple case of a circular foundation with radius » on a uniform halfspace with
velocity ¥ and hysteretic damping ratio P, the relationships between the fixed- and
flexible-base oscillator properties depend on A/r and the dimensionless parameters
defined below:

hi(VsT)

4.7
m

prihn (4.8)

m

These parameters represent the ratio of the soil-to-structure stiffness and structure-to-soil
mass, respectively. For conventional building structures, 4/(Vs7)<0.5 and y,,~0.1 to 0.2 (a
representative value of y,=0.15 is recommended by Veletsos and Meek (1974)).

The variations of T/Tand Sewith h/(VsT) and h/r based on the analytical solution of
Veletsos and Nair (1975) are shown in Figure 4.19. The results show that T/Tincreases

with 4/(VsT) and h/r, for h/r>1. Flexible-base damping Gcan actually increase or decrease

relative to { depending on T/Tand foundation damping factor &,. In Figure 4.19, Sois seen



to increase with h/(VsT) and decrease with h/r, indicating that lateral movements of the
foundation (which dominate at low A/r) dissipate energy into soil more efficiently than
foundation rocking (which dominates at high %/r). The contributions to foundation
damping from radiation and hysteretic damping are compared in Figure 4.19 (the solid
lines represent the sum of the hysteretic and radiation damping, the dashed lines represent
radiation damping only); the significance of hysteretic damping is seen to increase with
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increasing A/r due to the decreased radiation damping effect.
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FIGURE 4.19 Period lengthening
ratio and foundation damping factor
for single degree-of-freedom structure
with rigid circular foundation on
viscoelastic halfspace (v=0.4,

n=0.15).
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Earthquake Spectra, 19, 677-696,
2003b. With permission.)

The above analysis procedure for T'/Tand Cohas been found to reproduce reasonably
accurately SFSI effects on first-mode vibration properties of actual structures, as inferred
from system identification analyses of recorded motions (Stewart et al., 1999). These
case history studies revealed that the single most important parameter controlling the
significance of inertial interaction is //(VT), and that inertial SFSI effects are generally
negligible for //(V,T)<0.1. This condition occurs for flexible structures such as moment
frame buildings located on competent soil. Conversely, inertial SFSI effects tend to be
significant for stiff structures such as shear wall or braced frame buildings, particularly
when located on soft soil.

The effect of inertial SFSI on the base shear for a building structure is illustrated in
Figure 4.20 (note that peak base shear is commonly computed from spectral acceleration

at the first mode). The spectral acceleration for a flexible-base structure (5, )is obtained
by entering the spectrum drawn for effective damping ratio &at the corresponding

elongated period T.For buildings with periods greater than about 0.5 sec, using ain lieu
of Sa typically reduces base shear demand, whereas in very stiff structures SFSI can
increase the base shear.

4.5.2.2 Analysis of Impedance Functions

4.5.2.2.1 Basic Case

The impedance function for a rigid foundation is represented in Figure 4.18 by k.and %o
and may also include a coupling spring. Simplified impedance function solutions are
available for rigid circular or rectangular foundations located on the ground surface and
underlain by a uniform, visco-elastic halfspace. A thorough listing of impedance
functions for these and other shapes is provided in Gazetas (1991a, 1991b). To illustrate
the formulation of impedance functions and to provide a widely applicable solution, we
discuss here in detail the solution for circular foundation shapes. It should be noted that if
a distributed spring model such as that shown in Figure 4.16 is used, the stiffness of the
distributed springs is calculated by normalizing the complete foundation stiffness by area
or moment of inertia, as described further in Section 4.5.4. Accordingly, analysis of the
foundation impedance function is always a required step in substructure-based SFSI
analyses.
Terms in the impedance function are expressed in the form
k. =k (@, 0)+i0 ¢ fa,v)
4.9)

where j denotes either deformation mode u or 6, ® is angular frequency (rad/sec), ao is a
dimensionless frequency defined by ag=w r/Vs, r=foundation radius, Vs=soil shear wave
velocity, v=soil Poisson
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FIGURE 4.21 Foundation stiffness
and damping factors for elastic and
viscoelastic halfspaces (v=0.4).
(Adapted from Veletsos, A.S. and
Verbic, B., J. Earthquake Eng. Struct.
Dyn., 2,87-102, 1973.)

ratio and i=+-1.Foundation radii can be computed separately for translational and
rotational deformation modes to match the area (4) and moment of inertia (I of the

=AW= R ) There are corresponding (ag), and (ag)y

actual foundation (i.e.,
values as well.
The real stiffness and damping of the translational and rotational foundation springs
and dashpots are expressed, respectively, by
koK, o =p
Vs (4.10a)
K,r
ko= K c, =fp, =22
L] [ ] (] L] 1"‘5 (410b)

where a,, B, 0, and By express the frequency dependence of the impedance terms, and K,

and K, represent the static stiffnesses of a disk on the surface of a halfspace,
B & . 3
K = Gr, K,=-———0r
I R [ E) R (4.11)
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where G is the soil dynamic shear modulus. The frequency-dependent values of a,,, B, ag,
and Py for a rigid circular foundation on the surface of a visco-elastic halfspace are
presented in Figure 4.21 (Veletsos and Wei, 1971; Veletsos and Verbic, 1973).

Validation studies for the above and similar impedance function formulations have
been conducted by Lin and Jennings (1984) and Grouse et al. (1990) for small
foundations (<3 m plan dimension), and by Luco et al. (1988), Wong et al. (1988) and de
Barros and Luco (1995) for larger scale building foundations (up to 25 m plan
dimension). These studies have generally found reasonably good agreement between
experimental observations and analytical predictions, although the data for damping are
especially sparse.

The above solutions for rigid, circular foundations on a halfspace can provide
reasonable estimates of foundation impedance in many cases. However, the potentially
significant effects of nonuniform soil profiles, embedded foundations, noncircular
foundation shapes, flexible foundations and piles or piers beneath the base slab should be
accounted for in some cases. The following briefly discusses the effects of these factors
on impedance functions.

4.5.2.2.2 Nonuniform Soil Profiles

Gazetas (1991b) provides solutions for the impedance of rigid foundations overlying soil
for which the shear stiffness increases with depth according to prescribed functions. For
profiles having a gradual increase of stiffness with depth, foundation stiffness can often
be reasonably estimated using halfspace impedance function formulations in which soil
properties are taken as average values between the surface and a depth of about 0.75r, or
0.75ry (Stewart et al, 2003b). The use of equivalent halfspace formulations is less
effective for damping, however, particularly at low frequencies (Gazetas, 1991b). At
these low frequencies, wave reflections reduce the radiation damping effect. Hence the
impedance model overestimates damping at low frequencies. Gazetas (1991b) provides
alternative models for this condition.

For the case of a finite soil layer overlying a much stiffer material, the presence of the
stiff material increases the static stiffness and changes the frequency dependence of
stiffness and damping. The increased static stiffnesses can be estimated as follows
(Kausel, 1974),

i Lr, - I x
{Ku]u =R"[1+-'.;ﬂ!_r] {KB}H__RF[I : (,; ] (4.12)

P

where (K,)r; and (Ky)r; are the static horizontal and rocking stiffnesses of the foundation
on a finite soil layer, and ds is the depth of the layer. These corrections are generally
appropriate when the surface layer has a shear wave velocity less than half of that for the
deeper layer (Stewart et al., 2003b).

The frequency dependence of stiffness terms follows the general trends for a halfspace
in Figure 4.21, but has oscillations associated with the natural frequency of the stratum at
low levels of soil damping. For hysteretic damping exceeding about 7%, Roesset (1980)
found that the oscillations can be neglected. With regard to damping, the key issue is a
lack of radiation damping at frequencies less than the fundamental frequency of the finite
soil layer. Halfspace damping ratios can be used for frequencies greater than the soil
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layer frequency, and a transition to zero radiation damping at smaller frequencies can be
defined as per Elsabee and Morray (1977).

4.5.2.2.3 Embedded Foundations

The impedance of embedded foundations differs from that of shallow foundations in
several important ways. First, the static stiffness of embedded circular foundations is
increased according to the factors given below,

k), =kf1e2E) (), ket 1)

o

where e=embedment depth. The second important difference between embedded and
surface foundations is that the embedded foundations have much larger damping due to
the greater foundation-soil contact area.

An approximate model for the impedance of embedded foundations consists of the
modified static stiffness terms from Equation 4.13 coupled with the dynamic modifiers
for a surface foundation in Figure 4.21. This solution provides reasonable estimates of
foundation damping for embedment ratios e/r<0.5 (Stewart et al., 1999). For more deeply
embedded foundations, alternative formulations should be used such as Bielak (1975) or
Apsel and Luco (1987). Caution should also be exercised for embedded foun-dations
with poor quality backfill against basement walls—for such foundations, gapping is
likely and impedance functions should probably be formulated using shallow foundation
models.

4.5.2.2.4 Foundation Shape

Impedance functions for foundations of arbitrary shape are commonly analyzed as
equivalent circular mats, provided that the foundation aspect ratio in plan is less than 4:1
(Roesset, 1980). As described previously, an equivalent radius for translational stiffness
is derived by equating the areas of the mats, while an equivalent radius for rocking
stiffness is derived by equating the moments of inertia of the mats.

Combining a number of analytical impedance function solutions from the literature for
foundations of arbitrary shape, Dobry and Gazetas (1986) found that the use of equivalent
circular mats is acceptable for aspect ratios less than 4:1, with the notable exception of
dashpot coefficients in the rocking mode. The radiation damping component of rocking
dashpot coefficients was found to be underestimated by the equivalent disk assumption at
low frequencies. Hence, radiation dashpot coefficients for oblong, noncircular
foundations should be calculated using impedance function formulations for rectangular
foundations, such as those found in Gazetas (1991a, 1991b).

4.5.2.2.5 Foundation Flexibility

Impedance functions for flexible circular foundation slabs supporting shear walls have
been evaluated for a number of wall configurations, including: (1) rigid core walls
(Iguchi and Luco, 1982), (2) thin perimeter walls (Liou and Huang, 1994) and (3) rigid
concentric interior and perimeter walls (Riggs and Waas, 1985). These studies focused on
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the effects of foundation flexibility on rocking impedance; the horizontal impedance of
flexible and rigid foundations is similar (Liou and Huang, 1994). Foundation flexibility
effects on rocking impedance are most significant for a rigid central core with no
perimeter walls. For this case, the flexible foundation has significantly less stiffness and
damping than the rigid foundation. The reductions are most significant for narrow central
cores and large deviations between soil and foundation slab rigidity. Hence, corrections
for foundation flexibility effects should be made to rocking impedance terms for
structures having central core shear walls in accordance with the analytical results of
Iguchi and Luco (1982). Use of the rigid foundation assumption introduces much smaller
errors to rocking impedance terms for other wall configurations.

4.5.2.2.6 Pile or Drilled Shaft Foundations

The presence of piles or drilled shafts beneath foundation grade beams or a base mat can
significantly affect impedance functions. If the shallow elements (base slab, grade beams)
remain in contact with the soil, these elements may significantly contribute to the lateral
stiffness and damping of the foundation, whereas the deep foundations will control the
lateral response if a gap is present between the base slab and the soil. The rocking
impedance is significantly affected by deep foundation elements because of their large
axial stiffness relative to the soil. In practice, pile caps are generally assumed to be not in
contact with soil due to anticipated soil settlement. This leads to low assessments of
stiffness and damping if cap-soil contact is actually present during earthquake shaking.

The vertical and lateral stiffness of deep foundation elements are generally analyzed
on a site-specific basis using models in which distributed Winkler springs are attached to
beam-column structural elements to represent the pile (e.g., programs APILE and LPILE,
Reese et al., 1998, 2000). The damping behavior of single piles and pile groups can be
analyzed for small strain conditions using analytical solutions such as those presented by
Gazetas (1991b). However, complexities of the nonlinear pile response, including gap
formation and pile-to-pile interaction, make the analysis of damping for realistic, large
strain conditions a challenging topic that remains an active subject of research.

4.5.3 Kinematic Interaction

As noted in Section 4.5.1, kinematic interaction results from the presence of stiff
foundation elements on or in soil, which causes foundation motions to deviate from free-
field motions as a result of base-slab averaging and embedment effects. In this section,
these phenomena are described and simple models for the analysis of transfer functions
for shallow foundations at the ground surface, embedded shallow foundations and pile
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FIGURE 4.22 Amplitude of transfer
function between free-field motion and
FIM for vertically incident incoherent
waves (Veletsos and Prasad, 1989;
Veletsos et al, 1997).

foundations are presented. Following the presentation of these formulations for transfer
functions, recommendations are provided regarding how transfer functions can be used to
modify a free-field response spectrum or time history suite to estimate foundation input
motions for use in practice.

4.5.3.1 Shallow Foundations at the Ground Surface

Base-slab averaging results from inclined or incoherent incident wave fields. Motions of
surface foundations are modified relative to the free-field when incident waves impinge
upon the foundation with an angle to the vertical axis, av, or when the incident wave is
incoherent. The first case is referred to as the wave passage effect and the second case as
the ground motion incoherence effect. In the presence of these wave fields, translational
base-slab motions are reduced relative to the free-field, and rotational motions are
introduced. The reductions of base-slab translation, and the introduction of torsion and
rocking, are all effects that tend to become more significant with increasing frequency.
The frequency dependence of these effects is primarily associated with the increased
effective size of the foundation relative to the seismic wavelengths at higher frequencies.
In addition, ground motions are more incoherent at higher frequencies.

Veletsos and Prasad (1989) and Veletsos et al. (1997) developed useful models for
base-slab averaging that combine an analytical representation of the spatial variation of
ground motion with rigorous treatment of foundation-soil contact. The models evaluate
the response of rigid, massless circular and rectangular foundations on the surface of an
elastic halfspace to incoherent SH waves propagating either vertically or at an angle av to
the vertical. Results are expressed in terms of a transfer function between translational
and torsional foundation motions and free-field motion. The translational component of
foundation motion is denoted with subscript u and the torsional rotation component with
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subscript #Torsional motions at the foundation edge or circumference (denoted S.;.) are
represented by the product of foundation dimension and rotational angular distortion
(e.g., Sar = V-Sgefor rectangular foundations). The transfer function amplitudes computed
by Veletsos and his co-workers are presented in Figure 4.22 for circular and rectangular
foundations subject to vertically incident incoherent SH waves. Similar curves are
available for nonvertically incident coherent waves in the references. These figures are
prepared such that the foundation dimension 20 is measured parallel to the direction of
SH wave polarization, and 2b is the perpendicular dimension. The transfer functions for
translational and circumferential torsional motions on the base slab are denoted as

5. 18 , . ,
Ve g and V3 s rwhere S.. and Sg, denote power spectral density functions of the

. . . . 8 /5 =u_lu
foundation translation and free-field motion, respectively (note that ¥ wl Sy =W H

where .is the Fourier amplitude of motion u;;). The transfer functions in Figure 4.22
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are plotted against the dimensionless frequency parameter e sdefined as follows for
circular and rectangular foundations, respectively,
day =ay /v +sin o, Circular

i, = b, x4 sinzar[ :’ ] Rectangular 4.14)
! _rr

T

where ap=wr/V;,, Vi, denotes a strain-reduced shear wave velocity, b =~ab ,and
denotes a ground motion incoherence parameter that is quantified below.

Figure 4.22 indicates that the lateral transfer functions for circular and various
rectangular geometries are similar to each other for small #:+As noted by Veletsos et al.
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(1997), the near equivalence of the results for different aspect ratios (a/b=1/4—4) of
rectangular foundations suggests that translational transfer functions primarily depend on
the foundation area. The torsional transfer function results show a relatively high degree
of sensitivity to a/b, with higher torsional motions occurring for lower a/b.

Kim and Stewart (2003) calibrated the above analysis procedure against observed
foundation and free-field ground motion variations as quantified by frequency-dependent
transmissibility function amplitudes, |H|. The above analytical models were fit to |H| for
the assumed condition of a rigid base slab and vertically propagating, incoherent incident
wave field. The ground motion incoherence parameter, k, was calibrated from the fitting
process. Since the limiting assumptions of the model were not strictly satisfied for actual
structures, the results of the identification were denoted apparent k values (k,) that reflect
not only incoherence effects, but also possible foundation flexibility and wave inclination
effects. Parameter k, was found to be correlated to average soil shear wave velocity as
shown in Figure 4.23. These values of k, can be used with Figure 4.22 (assuming 0,=0)
to define site-specific transfer functions given the foundation radius (r) and effective

. . . . =.[A; /R
velocity (V). In these procedures, effective foundation radius is defined as "=V and

the effective ¥V for the site is defined as r/(travel time for shear wave to travel from depth
r to ground surface). Depth is measured down from the base of the foundation.

Limitations of this approach include: (1) foundations should have large in-plane
stiffness, ideally a continuous mat foundation or interconnected footings and grade
beams; (2) for nonembedded foundations, the foundation dimension should be less than
60 m unless the foundation elements are unusually stiff; (3) the approach should not be
used for embedded foundations with e/r>0.5; (4) the approach should not be used for
pile-supported structures in which the cap and soil are not in contact; and (5) the
approach should not be used where significant wave inclination effects are likely, such as
sites near basin edges.

4.5.3.2 Embedded Shallow Foundations

When subjected to vertically propagating coherent SH waves, embedded foundations
experience a reduction in base-slab translational motions relative to the free-field, and
rocking motions are introduced. The rocking is caused by incompatible shear strains
along the sides of the excavation and the free-field.

Elsabee and Morray (1977) and Day (1978) have developed analytical transfer
functions relating base-slab translational and rocking motions to free-field translations for
an incident wave field consisting of vertically propagating, coherent SH waves. Base-slab
averaging does not occur within this wave field, but foundation translations are reduced
relative to the free-field due to ground motion reductions with depth and wave scattering
effects. Day (1978) used finite element analyses to evaluate the base motions of a rigid
cylindrical foundation embedded in a uniform elastic halfspace (f=0, v=0.25) and
subjected to vertically incident, coherent SH waves. Elsabee and Morray (1977)
performed similar studies but for the case of a visco-elastic soil layer of finite depth over
a rigid base (f=0.05 and v=0.33). The amplitude of the halfspace and finite soil layer
transfer functions is shown together in Figure 4.24 for foundation embedment-to-radius
ratio e¢/r=1.0. The primary difference between the two solutions is oscillations in the
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finite soil layer case at high frequencies. The following approximate transfer function
amplitudes developed by Elsabee and Morray (1977) are also shown in Figure 4.24:

€05 an i, =0.7-a,
translation: |Hu{f.|:|}= r - T 4.15)
0453 a, »0.7-a,
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where @ = ™21/¢ -Normalized frequency #icorresponds to the fundamental frequency of
the soil from the surface to depth e (% = 287/Vs where f;=V,/4e).

The results in Figure 4.24 can be contrasted with the behavior of a surface foundation,
which would have no reduction of translational motions and no rocking motions when
subjected to vertically incident coherent shear waves. Transfer function amplitudes in the
presence of more realistic incident wave fields can be estimated at each frequency by the
product of the transfer function ordinates from the previous section (for base-slab
averaging) and those from this section at the corresponding frequency.
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FIGURE 4.24 Transfer function
amplitudes for embedded cylinders.
(Day, 1978; Elsabee and Morray,
1977).

Elsabee and Morray (1977) found these transfer functions to also be applicable to
nonhomogeneous soil profiles, provided V, is averaged across the embedment depth.
Mita and Luco (1989) found that solutions for circular foundations can be extended to
square foundations, provided the radius of the equivalent cylinder is the average of the
radii necessary to match the area and moment of inertia of the square base.

The analysis procedure described herein has been verified against recorded motions
from two relatively deeply embedded structures with circular foundations having e/r=0.9
and 2.9 (Kim, 2001). Embedment effects dominated the kinematic interaction for these
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deeply embedded foundations; for foundations with e/r<0.5 Kim (2001) found that the
embedment and base-slab averaging models should be coupled to accurately simulate
observed transfer functions.

4.5.3.3 Pile Foundations

The seismic response of a pile-supported foundation differs from that of a surface
foundation due to the increased stiffness of the pile-soil system as compared to soil only,
and due to scattering of seismic waves off the piles. Most theoretical studies of kinematic
effects associated with pile-soil interaction have been performed for single piles or pile
groups with a rigid cap not in contact with the ground. These studies have shortcomings
for buildings for which soil settlement away from the pile cap is unlikely, such as friction
piles installed in stiff soils. Relatively few studies have investigated kinematic interaction
effects for pile-supported foundations with cap-soil contact.

Fan et al. (1991) summarized the results of a series of previous numerical studies on
the kinematic response of vertical piles in elastic soil subjected to vertically incident
harmonic shear waves and bonded to a massless rigid cap suspended above the ground
(references in Fan et al. (1991)). The results were presented as a set of dimensionless
graphs that enable evaluation of the effects of relative pile rigidity (E,/Ey), pile
slenderness (pile length/diameter, L/d), soil layering, pile spacing (s/d), pile head fixity
and number of piles. These results generally indicate significant effects of E,/E,, head
fixity and soil layering on the kinematic response of single free-head piles subject to
vertically incident shear waves. The effect of L/d was relatively minor. Pile groups
subjected to vertically incident shear waves were generally found to have similar
horizontal transfer functions to those of single piles. Pile group effects are more
pronounced for torsional and rocking vibration modes. Additional results for piles subject
to nonvertically incident waves have been presented by Mamoon and Ahmad (1990), and
indicate less kinematic interaction (i.e., transfer function ordinates closer to one) at low
frequencies.

Verification studies by Kim and Stewart (2003) of the analysis procedure by Fan et al.
showed that these procedures are generally not capable of reproducing observed
foundation and free-field ground motion variations. The observed variations were better
explained by the procedures for shallow foundations presented above. The poor
comparison likely resulted from slab-soil contact at many of the building sites considered
by Kim and Stewart (2003).

4.5.3.4 Application of Transfer Functions to Calculation of
Foundation Motions

The analysis of free-field motions generally results in the specification of a design-basis
acceleration response spectrum. Sometimes suites of time histories are specified that are
compatible with this spectrum. The question addressed in this section is how this
spectrum or time history suite should be modified once the transfer function amplitude
for the site has been evaluated using the analysis procedures described above.

When free-field motions are specified as time histories, modified time histories
representing the foundation input motion can be evaluated as follows:
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1. Calculate the Fourier transforms of the free-field time histories.

2. Multiply the amplitude of the free-field motions by the transfer function amplitude at
corresponding frequencies.

3. Use the amplitudes from step 2 along with the phase angles of the free-field motions,
and perform reverse Fourier transforms to estimate FIM time histories.

4. If needed, a revised response spectrum that accounts for kinematic interaction effects
could be calculated from the FIM time histories.

It should be noted that maintaining the free-field phase angles in step 3 is not strictly
correct. However, models for phase adjustment are not available for kinematic interaction
effects, and the assumption of consistent phase should not significantly bias the
amplitude of estimated FIMs.

When free-field motions are specified only as response spectral ordinates, the
evaluation of a modified response spectrum consistent with the FIM is needed. Veletsos
and Prasad (1989) evaluated ratios of foundation and free-field response spectral
ordinates (at 2% damping) for conditions where the corresponding transfer function
ordinates could be readily determined. A comparison indicates that transfer function
ordinates provide a reasonable estimate of response spectral ratios for low frequencies
(e.g, <5 Hz), but at high frequencies (>10 Hz) transfer function ordinates are significantly
smaller than response spectrum ratios. The inconsistency at high frequencies is attributed
to the low energy content of free-field excitation and the saturation of spectral ordinates
at these frequencies. Response spectral ordinates at these high frequencies can be
conservatively estimated using the transfer function ordinates at about 5 Hz. Accordingly,
the following procedure is recommended:

1. For frequencies <5 Hz, estimate foundation response spectral ordinates as the product
of free-field response spectral ordinates and the transfer function amplitude at the
corresponding frequency.

2. For frequencies >5 Hz, estimate foundation response spectral ordinates as the product
of free-field response spectral ordinates and the transfer function amplitude at 5 Hz.

It should be noted that the free-field spectrum assumed by Veletsos and Prasad (1989)
has a frequency-energy distribution typical of active tectonic regions. Where motions are
likely to have much higher frequency contents (i.e., mid-plate tectonic regions),
saturation frequencies higher than 5 Hz would likely be appropriate.

4.5.4 Implementation in Seismic Design Standards

4.5.4.1 Inertial and Kinematic Interaction

Formal provisions for soil-structure interaction are included in several important design
standards for earthquake engineers: the NEHRP Recommended Provisions for Seismic
Regulations for New Buildings and Other Structures (BSSC, 2001) and ATC-40: Seismic
Evaluation and Retrofit of Concrete Buildings (ATC, 1996), which forms the basis of the
FEMA-273 and 356 guideline documents (FEMA, 1997, 2000).

The NEHRP guidelines for new buildings employ a force-based specification of
structural capacity and seismic demand. Seismic demand is represented by a base shear
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force that is proportional to the product of building mass and first mode spectral
acceleration. Inertial interaction effects are accounted for through analysis of a period
lengthening ratio and foundation damping factor, which modify the base shear in a
manner similar to the schematic illustration in Figure 4.20. However, the NEHRP
provisions employ a flat spectral shape at small periods and restrict the flexible-base

damping (&)to values larger than the fixed-base damping (). These restrictions ensure
that SFSI can only decrease the base shear demand. Kinematic interaction effects are
ignored in the provisions, which is conservative since kinematic interaction effects reduce
seismic demand.

It should be noted that the NEHRP SFSI analysis procedures have a significant
shortcoming, which is the lack of a link between base shear reduction factors intended to
represent structural ductility (i.e., R-values) and SFSI effects. As noted by Grouse (2001),
existing R-values may to some extent reflect beneficial effects of SFSI, and modifying
base shear for both effects may be unconservative in some cases. Accordingly, there is a
research need to revisit R-values, and define values that truly represent only structural
ductility effects.

U.S. seismic design practice for existing buildings uses a displacement-based
representation of structural capacity (ATC 40, FEMA 273, FEMA 356). The system
performance is represented by a lateral force-displacement relationship calculated using a
so-called pushover analysis. In a pushover analysis a prescribed vertical distribution of
static lateral load is applied to a structure, and the nonlinear deformation response of the
structure-foundation-soil system is evaluated based on an appropriate system model. The
cumulative lateral load (i.e., base shear) can be plotted against a control point
displacement to provide a concise representation of the nonlinear system behavior. This
curve is referred to as the
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et al, Earthquake Spectra, 16, 241—
262, 2000.)

capacity curve. A point on this curve defines a damage state in the building, since the
deformation of all of the structural components can be related to the control point
displacement.

The expected seismic structural performance is assessed by combining the capacity
curve with an acceleration-displacement response spectra (ADRS) as illustrated in Figure
4.25. The ADRS represents the seismic demand, and consists of a plot of elastic spectral
acceleration (Sa) versus spectral displacement (S,). The demand spectrum is reduced, as
appropriate, to account for the inelastic deformation of the structure. The ADRS is
compared to the capacity spectrum, which is the capacity curve normalized by building
mass and corrected for higher mode effects. The capacity and demand spectra meet at the
performance point, which represents the expected structural performance given the
seismic demand. Additional details on these methods of analysis are provided in Chapter
9.

The effects of SFSI on the above process are two-fold. First, SFSI affects demand
spectra through the effective system damping (inertial interaction) and spectral shape
(kinematic interaction). These SFSI effects are neglected in current design documents
(e.g., ATC-40 and FEMA 273, 356) because demand spectra in these documents
represent expected free-field shaking levels and the system damping is taken as 5%,
which is generally intended to represent structural damping only. Second, capacity
assessment is controlled by nonlinear component models used to evaluate the capacity
curve. Among these nonlinear component models are distributed foundation springs (e.g.,
Figure 4.16) that are described by an elastic-plastic force-displacement relationship
evaluated as follows:

1. The foundation stiffness is evaluated using the full dimension of the foundation system
for vertical (k,), rocking (k) and translational (k,) vibration modes. Procedures for this
analysis are presented in Section 4.5.2.2.

2.The lateral spring stiffness is taken as the value from (1), and the foundation is assumed
to be rigid laterally.

3. The stiffness intensities of distributed vertical springs are calculated once as k, divided
by the foundation area (4, and again as ky divided by foundation moment of inertia
(1. If the difference between the two is small, a representative average is taken. If the
difference is large and the footing is vibrating primarily in vertical translation or
rocking, the stiffness intensity for the dominant deformation mode is used. The
stiffness of a particular vertical spring element is then calculated as the stiffness
intensity multiplied by the tributary area for the spring.

4. The spring force is limited to the foundation bearing capacity, which is evaluated using
traditional methods. The spring is plastic (i.e., continues to deform at constant force)
after yield at the bearing capacity.
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4.5.4.2 Design of Foundation Elements

Existing code-based design procedures for shallow foundations in new buildings are
based on providing adequate capacity to ensure lack of flexural or shear failure in
foundation components (ICBO, 1997; SEAOC Seismology Committee, 2001). These
analysis procedures employ simplified soil pressure distributions, and no analyses of
foundation element deformations are performed.

Design procedures in ATC-40 for shallow foundations call for direct structural
modeling of foundation components with the soil reactions and structural loads placed on
the foundation (ATC, 1996). These analyses can employ distributed spring models for
foundation-soil interaction as illustrated in Figure 4.16, or for very stiff foundation
systems, the foundation may be assumed to be rigid.

The structural design of deep foundation elements generally requires direct structural
modeling of pile response to head loads. These models generally model the pile as a
beam-column element and the soil with distributed reaction springs. In some cases,
additional kinematic loading associated with the free-field soil response may also be
accounted for in the analysis (e.g., Nikolaou et al., 2001; Mylonakis, 2001); such effects
can be especially important in liquefied soil or soft clays. The analyses produce estimates
of axial load, shear and moment distributions, which are used to appropriately detail the
structural section to resist those loads.

4.6 Ground Failure

Under low to moderate levels of shaking, free-field soil deposits will experience little or
no permanent deformation. When the response to earthquake shaking is very strong,
permanent strains may occur within the deposit due to volume change in the soil or due to
shear deformations that accrue during increments of shaking where the applied shear
stresses exceed the strength of the soil. These permanent strains result in permanent
deformations that are often referred to as ground failure. Ground failure can be observed
in the form of landslides, flow slides and lateral spreads, and can contribute to the failure
of foundations and retaining structures.

4.6.1 Liquefaction

Liquefaction is a term used to describe a range of phenomena in which the strength and
stiffness of a soil deposit are reduced due to the generation of porewater pressure. While
it is possible for liquefaction to be caused by static loading, it is most commonly induced
by earthquakes. Liquefaction occurs most commonly in loose, saturated, clean to silty
sands but has also been observed in gravels and nonplastic silts. Ground failures with
characteristics similar to liquefaction failures have also been observed in low-plasticity
silty clays. Liquefaction can produce damage ranging from small slumps and lateral
spreads to massive flow slides with displacements measured in tens of meters. It can
cause foundations and retaining structures to settle and tilt, or can tear them apart through
large differential displacements.
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4.6.1.1 Examples

Liquefaction has occurred in numerous earthquakes, and left its mark in the geologic and
historical record. Evidence of past liquefaction (Figure 4.26a), termed paleoliquefaction,
has been used to evaluate seismic hazards in areas where instrumental and historical data
are sparse. The subject of liquefaction came to the forefront of geotechnical earthquake
engineering with the 1964 earthquakes in Niigata, Japan and Alaska. In Niigata,
liquefaction caused lateral spreading (Figure 4.26b) and loss of bearing capacity (Figure
4.26¢). More recently, strong earthquakes in California, such as Loma Prieta (1989) and
Northridge (1994), Japan (1995), Turkey (1999) and Taiwan (1999) have provided
additional evidence of the damaging effects of liquefaction (Figure 4.26d).

FIGURE 4.26 (a) Paleo-evidence of
liquefaction in the form of buried sand
boil (photo: U.S. Geological Survey),
(b) lateral spreading damage to Showa
bridge from 1964 Niigata earthquake
(photo: J.Penzien), (c) bearing failure
of foundations for Kawagishi-cho
apartment buildings in 1964 Niigata
earthquake (photo: J.Penzien), (d)
subsidence of waterfront area in 1999
Turkey earthquake (photo: K.Elwood).
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4.6.1.2 Terminology

The basic mechanisms that produce liquefaction behavior can be divided into two main
categories. Flow liquefaction can occur when the shear stresses required to maintain
static equilibrium of a soil mass are greater than the shear strength of the soil in its
liquefied state. If liquefaction is triggered by earthquake shaking, the inability of the
liquefied soil to resist the required static stresses can cause large deformations, or
flowslides, to develop. The second mechanism, cyclic mobility, occurs when the initial
static stresses are less than the shear strength of the liquefied soil, and occurs more
frequently than flow liquefaction. Cyclic mobility leads to incremental deformations that
develop during earthquake shaking; the deformations may be small or quite large
depending on the characteristics of the soil and the ground shaking. In the field, cyclic
mobility can produce lateral spreading beneath even very gentle slopes and in the vicinity
of free surfaces such as riverbeds.

4.6.1.3 Susceptibility

Not all soils are susceptible to liquefaction, so the first step in the performance of a
liquefaction hazard evaluation is determination of liquefaction susceptibility.
Liquefaction susceptibility can be evaluated using historical, geologic, compositional and
state criteria.

Because liquefaction has frequently been observed to occur at the same location when
site conditions are unchanged (Youd, 1984), evidence of the historical occurrence of
liquefaction, either observed or in the form of paleoliquefaction, can be taken as evidence
of liquefaction susceptibility. Geologic conditions can also indicate susceptibility to
liquefaction; soils deposited in fluvial deposits, and colluvial and aeolian deposits when
saturated, are likely to be susceptible to liquefaction. Liquefaction is also observed in
alluvial-fan, alluvial-plain, beach, terrace, playa and estuarine deposits, but not as
consistently as in those listed previously. Younger soil deposits are generally more
susceptible to liquefaction than older deposits. The physical composition of a soil deposit
will play a strong role in determining its liquefaction susceptibility (Kramer, 1996).
Uniformly graded clean sands composed of rounded particles are inherently most
susceptible to liquefaction. Well-graded soils and soils with angular particles are less
susceptible. The presence of fines, particularly plastic fines (P/>10), tends to decrease
liquefaction susceptibility.

The liquefaction susceptibility of a given soil is also influenced by its state, i.e., its in
situ effective stress and density conditions. The tendency of a soil to contract, or density,
under cyclic loading conditions has long been known to be influenced by both density
and effective stress. Loose soils are much more susceptible to liquefaction than dense
soils and, for a given density, soils under high effective confining pressures are more
susceptible to liquefaction than soils at a low effective confining pressure. High values of
the state parameter (Been and Jeffries, 1985), defined as the difference between the void
ratio and the steady state void ratio, indicate increasing contractiveness and, hence,
increasing susceptibility to liquefaction; the state parameter can be estimated from CPT
resistance (Been et al., 1986, 1987).

Clayey soils can also exhibit strain-softening behavior when subjected to earthquake
shaking, which can produce failures that have many of the same characteristics as
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liquefaction failures. Wang (1979) proposed the following four criteria (which were
subsequently adopted by Seed and Idriss, 1982), the satisfaction of all of which would
indicate the potential for strain-softening behavior:

1. Clay fraction (finer than 0.005 mm) >15%
2. Liquid limit, LL<35%

3. Natural water content, w>0.9LL

4. Liquidity index <0.75

These criteria have been the subject of considerable discussion among geotechnical
engineers. To account for the differences in Chinese and U.S. practice, the U.S. Army
Corps of Engineers modified the measured index properties by decreasing the clay
fraction by 5%, increasing the liquid limit by 1% and increasing the natural water content
by 2% before applying these criteria to a clayey silt in the foundation of Sardis Dam
(Finn et al., 1994). Andrews and Martin (2000) recommended that soils with clay
contents (using 0.002 mm threshold) <10% and a liquid limit of the —#40 fraction less
than 32% be considered susceptible to strain softening, that soils with more than 10%
clay content and LL>32% be considered nonsuscep-tible and other soils be sampled and
tested for susceptibility. More recently, investigations of ground damage in the 1999
Turkey and Taiwan earthquakes (e.g., Sancio et al., 2003) have found that the first
criterion (clay fraction) was ineffective in distinguishing between sites where damage did
and did not occur; these results suggest that this criterion could be eliminated without loss
of predictive capability.

4.6.1.4 Initiation

If a soil deposit has been determined to be susceptible to liquefaction, the second step in a
liquefaction hazard evaluation is consideration of the potential for initiation of
liquefaction. This generally involves characterization of the intensity of seismic loading
that the soil will be subjected to and characterization of the liquefaction resistance of the
soil. By characterizing both loading and resistance in common terms, the two can be
compared to determine the liquefaction potential of the soil.

4.6.1.4.1 Approaches

Several approaches to the characterization of loading and resistance have been proposed
for the liquefaction problem. Historically, the cyclic stress method has been commonly
used for evaluation of liquefaction potential. More recently, energy-based methods have
been proposed. Each approach has advantages, and both are described in the following
paragraphs.

The most well documented and commonly used procedure for evaluation of
liquefaction potential is referred to as the cyclic stress approach. In the cyclic stress
approach, both the loading imposed on the soil by the earthquake and the resistance of the
soil to liquefaction are characterized in terms of cyclic shear stresses. By characterizing
both loading and resistance in common terms, they can be directly compared to quantify
the potential for liquefaction. The cyclic stress approach benefits from the fact that cyclic
stress amplitudes can be computed relatively easily and accurately, and from the fact that
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it has been verified as a conservative predictor of liquefaction by field observations. Its
drawbacks include its potential conservatism and the fact that liquefaction is not as
closely related to shear stress amplitude as it is to other aspects of soil response. The
cyclic stress method represents the classic approach to evaluation of liquefaction
potential. It has been thoroughly tested and validated as a useful practical approach for
evaluation of liquefaction potential and, therefore, its continued use is recommended for
at least the near future.

Although the cyclic stress method has seen widespread use in geotechnical
engineering practice, it is well established that pore-pressure generation is more closely
related to strain amplitude than stress amplitude. As a result, methods based on strain
amplitude (e.g., Dobry et al., 1982) would be expected to provide more reliable
predictions of liquefaction. However, the difficulty in predicting strain amplitude has
kept strain-based approaches from being used in practice. A quantity that reflects both
cyclic stress and strain amplitude is dissipated energy. Nemat-Nasser and Shokooh
(1979) developed a relatively simple theory that related soil densification (drained
conditions) and pore-pressure generation (undrained conditions) to dissipated energy.
Others have since attempted to characterize the relationship between excess pore pressure
and dissipated energy experimentally. Arias intensity (Arias, 1970) is a ground motion
parameter that reflects the total energy absorbed by a population of single-degree-of-
freedom oscillators. This relationship to energy makes it attractive as a potential measure
of liquefaction loading and resistance. Kayen and Mitchell (1997) developed a procedure
by which Arias intensity could be used to evaluate liquefaction potential. Because Arias
intensity reflects the amplitude, frequency content and duration of earthquake motion, the
use of proxies such as the magnitude scaling factor (MSF) necessary for the cyclic stress
approach, is not required. The Arias intensity approach is very promising, with a number
of distinct advantages over the cyclic stress method. It should be considered for use in
parallel with the cyclic stress method for important projects to provide a check on the
results of the cyclic stress method and to allow identification of liquefaction potential
under conditions for which the cyclic stress method is not particularly sensitive, such as
in the vicinity of strong impedance contrasts that tend to affect shear strain (and Arias
intensity) much more than shear stress.

4.6.1.4.2 Characterization of Liquefaction Loading

The level of loading imposed on a potentially liquefiable soil is a function of the ground
motion the soil is subjected to. It is important to recognize that the entire ground motion
affects the soil; therefore, the amplitude, frequency content and duration of the motion
are all potentially important.

Cyclic Stress Approach—For the purposes of liquefaction evaluation using the cyclic
stress approach, loading is typically characterized in terms of the cyclic stress ratio, CSR,
which is defined as the ratio of the equivalent cyclic shear stress, Ty, to the initial
vertical effective stress, T -

CSR=—
g, 4.17)
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The equivalent cyclic shear stress is generally taken as equal to 65% of the peak cyclic
shear stress, a value arrived at by comparing rates of porewater pressure generation
caused by transient earthquake shear stress histories with rates caused by uniform
harmonic shear stress histories (Seed et al., 1975; Liu et al., 2001). In the widely used
simplified method, the peak cyclic shear stress is estimated from the peak ground surface
acceleration and a depth reduction factor, r;, which represents the average rate at which
peak shear stress attenuates with depth. In the simplified method, therefore, the cyclic
stress ratio is defined as

C5p =065

Herun T
L

O (4.18)

where ay,, 1s the peak ground surface acceleration that would be expected to occur in the
absence of liquefaction, i.e., the value of am,y predicted by an attenuation relationship or a
total stress ground response analysis in which excess pore pressure generation is not
considered (Youd et al., 2001), o,, and Tware the initial total and effective vertical
stresses, and r, is a depth reduction factor (Figure 4.27) that accounts for the effect of soil
compliance on shear stress amplitude. It should be noted that this value of a,,,x may differ
from the actual value of amax that would occur at the surface of a liquefiable soil profile.
The simplified method is very commonly used in geotechnical engineering practice.

To account for the fact that peak acceleration alone is an insufficient measure of
earthquake loading, frequency content and duration effects are accounted for using
earthquake magnitude as a proxy in the form of a magnitude scaling factor, MSF. Youd
et al. (2001) recommend estimation of the MSF using

(75Y
MsF =[M_,,] (4.19)

where n is within the range of 2.56 to 3.3 for M,,<7.5, and is equal to 2.56 for M, >7.5.
The magnitude scaling factor can be used to define a magnitude-weighted peak
acceleration
amaXaM7.5:amax/MSF
(4.20)

from which the cyclic stress ratio for any arbitrary magnitude can be defined as

. = ‘)'65 Prnas b7 5 ﬁ-.._
CSRuas P rd

o (4.21)

Energy Approach—Kayen and Mitchell (1997) noted that Arias intensity is equal to the
total energy absorbed by a population of simple oscillators spaced evenly in frequency,
and proposed that the lique-
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FIGURE 4.27 Variation of depth
reduction factor, r,, for simplified
cyclic stress method. (Modified from
Youd, T.L. et al. J. Geotech.
Geoenviron. Eng., ASCE, 127, 817—
833, 2001. With permission.)

faction potential could be evaluated using Arias intensity. Arias intensity (two-
component) can be computed from two orthogonal accelerograms as
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FIGURE 4.28 Variation of depth
reduction factor, 7, for Arias intensity
method. Variable P represents number
of standard deviations above mean
value. (Modified from Kayen, R.E. and
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Mitchell, J.K. (1997). J. Geotech.
Geoenviron. Eng., ASCE, 123, 1162—
1174. With permission.)

1 t

,m 2’; J:!f[r]:!! +faia (4.22)
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where ¢, is strong motion duration. Kayen and Mitchell proposed alternative methods for
estimation of Arias intensity and its variation with depth within a given soil profile. As
with the cyclic stress method, Arias intensities can be computed using site-specific
ground response analyses; computed accelerograms at depths of interest can be integrated
to obtain Arias intensities. In an analog to the simplified method, Kayen and Mitchell
defined an Arias intensity depth reduction factor,
s Iz)
T Lz=0) (4.23)
which varies with depth as illustrated in Figure 4.28. Kayen and Mitchell also developed
attenuation relationships for two-component ground surface Arias intensity as functions
of magnitude and source-site distance
Rock sites: log I,=M—4.0—2log r*+0.63P

(4.24a)
Alluvium sites: log [,=M—3.8-2 log r*+0.61P

(4.24b)
Soft soil sites: log /,=M-3.4-2 log r*

(4.24¢)

I3

where r* = r'+ 4", P=exceedance probability relative to standard deviation about mean
(P=%1 for + 1o), r=closest surface distance to fault rupture plane and A=earthquake focal
depth. Travasarou et al. (2003) present a more sophisticated attenuation relationship for
Arias intensity.

The use of Arias intensity as a scalar measure of loading and resistance offers
potential advantages relative to the vector measures (peak acceleration and earthquake
magnitude) used in the cyclic stress approach.

4.6.1.4.3 Characterization of Liquefaction Resistance

Liquefaction resistance is also typically expressed by means of the same parameters used
to characterize earthquake loading. For the cyclic stress approach, liquefaction resistance
is expressed in terms of a cyclic stress ratio commonly referred to as the cyclic resistance
ratio, CRR. The cyclic resistance ratio is defined as the cyclic stress ratio that just causes
initial liquefaction. In the Arias intensity approach, liquefaction resistance is expressed in
terms of the level of Arias intensity required to trigger initial liquefaction. In practice,
liquefaction resistance is typically determined by correlation to in situ penetration
resistance. These correlations are based on case histories of sites at which surficial
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evidence of liquefaction, primarily in the form of sand boils and ground failure, was and
was not observed. Both SPT- and CPT-based correlations are available, as discussed in
the following sections.

Cyclic Stress Approach—Early procedures for evaluation of liquefaction potential
using the cyclic stress approach determined liquefaction resistance from the results of
laboratory tests. Subsequent investigations showed that laboratory test results were
significantly influenced by a number of factors, such as soil fabric, that could not be
reliably replicated in laboratory test specimens. As a result, it is now most common to
relate cyclic resistance ratio to corrected standard penetration test resistance, i.e., (Ny)go Or
corrected CPT tip resistance, ¢.;. The SPT has the advantage of a long history of use and
the ability to recover a physical sample of the soil (which can be used for classification
and index testing), but it is generally performed at discrete intervals. The CPT provides a
continuous record of penetration resistance that can resolve thin seams and layers that
would likely be missed by SPT testing; however, the CPT
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FIGURE 4.29 Variation of CRR with
corrected standard penetration
resistance, (N;)60. (From Youd, T.L. et
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ASCE, 127, 817-833, 2001. With
permission.)
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provides no sample so classification must be performed by inference. Ideally, both
techniques would be used together to estimate liquefaction resistance for a given project
site.

SPT-Based Resistance—Liquefaction resistance is known to increase with increasing
soil density, hence, it should increase with in situ parameters that also increase with the
density. Standard penetration resistance has long been used as an indicator of liquefaction
resistance. In recent years, however, the variability of measured SPT resistance has been
increasingly recognized and steps have been taken to standardize the equipment and
procedures used to perform that test. The use of these standards, and correction of test
results to account for deviations from those standards, allow more reliable evaluation of
liquefaction hazards. Youd et al. (2001) presented a graphical relationship between CRR
and (N1) (Figure 4.29) that is a modest update to earlier work by Seed et al. (1985). Note
that the CRR has a threshold value of 0.05, which indicates that motions producing
CSRy<0.05 would not be expected to cause liquefaction. This graphical relationship was
originally developed for magnitude 7.5 earthquakes; when used with CSRy; values
developed using the magnitude-weighted peak acceleration, it can be used for any
magnitude. The graphical relationship of Figure 4.29 for clean sands (fines content <5%)
can be approximated by the equation

1 N 30 1

= ———t + =
3¥-N 135 [!ﬂN+4:’>i- 200 (4.25a)

where N=(N)go and is limited to values below 30. For silty sands, an equivalent clean
sand penetration resistance can be computed as

(NYsocs=0+B(N)so

(4.25b)
where
0 for FC = 5%
o= exp[l.?é-— (1907 F-::f]] for 5% < FC <35% (4.25¢)
5.0 for  FC235%
1.0 for FC<5%
B=10.99+(FC" /1000) for 5% < FC <35% (4.25d)
1.2 for FC235%

Under sloping ground conditions and at depths that produce high effective confining
pressures, the CRR obtained from Figure 4.29 can be modified by correction factors for
initial shear stress and effective confining pressure. The modified CRR can be expressed
as
CRR,,~CRR KK,
(4.26)

where K is a confining pressure correction factor (Figure 4.30) and K, is an initial shear
stress correction factor (Harder and Boulanger, 1997). Boulanger (2003) presents a
promising approach to estimation of K, as a function of relative density and effective
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confining pressure. The use of the initial shear stress correction factor, K, was recently
discussed at length by a group of experts who concluded that the Harder and Boulanger
(1997) K, curves “should not be used by nonspecialists in geotechnical earthquake
engineering or in routine engineering practice” (Youd et al., 2001).

Other investigators (e.g., Liao et al., 1988; Youd and Noble, 1997; Toprak et al., 1999;
Seed et al.,, 2001) have evaluated uncertainty in liquefaction resistance. Seed et al.,
reviewed liquefaction (and nonliquefaction) case histories with very careful consideration
of loading, resistance and model uncertainties, and used a Bayesian updating approach to
develop an expression for the probability of liquefaction given various loading and
resistance parameters:

Nuol1#0.0M4FC) - 13.32In{CSR]

—29.53-]n[Mw)—_‘a.?ﬂ-ln{nf,}*ﬂ.ﬂﬁﬂ.'+4-I.9?
R B BT S —

4.27)
2.70

where @ is the standard normal cumulative distribution function. Seed et al. also present
procedures by which deterministic liquefaction evaluations can be performed using
standard terms such as r; and K;; however, the relationships for those terms are defined
differently for use with Seed et al.’s procedure. It is critically important that relationships
for different procedures be used consistently—mixing terms from different procedures
can lead to erroneous results.

CPT-Based Resistance—CPT tip resistance can also be used to estimate CRR. Early
procedures for CPT-based estimation of CRR were based on case histories in which the
available SPT data were converted to equivalent CPT data using common empirical
correlations. In recent years, however, more case histories with direct CPT measurements
have become available.

Robertson and Wride (1998) presented a curve relating CRR to the corrected,
normalized CPT tip resistance for clean sands in magnitude 7.5 earthquakes. The clean
sand curve can be approximated by

:].ﬂ}.‘r{q' i),
1K)

CRR, = :
Q{M] +0.08  for  50=(q,,) <160

L4005 for [‘Lm‘}“ <30 (4.28)
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where (g.in)es 1S clean sand CPT tip resistance normalized to approximately 100 kPa (1
atm). The normalized tip resistance can be computed from

IR TR
Guas —h‘[m-[ - ] (4.29)

where
K, = max [1.0 —0.403[ + 558117 —21.131" +33.75] -17.88]

Jr=11

Q:q _Ew[ P: ]
P, 9,

F= S = 100
q‘ _u'h'

(3.-;?— 10;;{3}! + [1 224 log F}:

q. is the measured tip resistance and » is an exponent that varies with soil type. Because
the CPT does not provide samples from which soil type can be determined, the selection
of n requires classification of the soil through interpretation of CPT results (n values of
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0.5 and 1.0 are appropriate for clean sands and clays, respectively; silts and silty sands
will have intermediate values).

Toprak et al. (1999) applied a logistic regression technique to a USGS database of
liquefaction observations from the 1989 Loma Prieta earthquake, and obtained the
relationship

Logit P, = In [—Pt—] = 11.6896 — 0.0567 (q,,) + 4.0817 In(CSR)

-, (4.30)
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FIGURE 4.31 Variation of Arias
intensity required to trigger
liquefaction with corrected standard
penetration resistance, (Ny) (Modified
from Kayen, R.E. and Mitchell, J.K., J.
Geotech. Geoenviron. Eng., ASCE,
123, 1162-1174, 1997. With
permission.)

This relationship should only be used with recognition of the limited database from
which it was developed.

Now, SPT-based procedures are most commonly used in practice, in part because of
the relatively robust database on which they are based and in part because of the
familiarity of most practicing geotechnical engineers with the SPT test. The databases for
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other in situ tests, particularly the CPT, are rapidly growing, and as familiarity with these
tests and interpretation of their results increase, it is anticipated that their use for
liquefaction hazard evaluation will increase.

Arias Intensity Approach—Experimental studies have shown that excess pore pressure
increases with increasing energy, and that the energy required to produce initial
liquefaction increases with increasing soil density. The relationship between energy and
excess pore pressure, however, is scattered and soil specific. As a result, the level of
Arias intensity required to produce initial liquefaction is usually obtained by empirical
correlation to penetration resistance.

SPT-Based Resistance—Kayen and Mitchell reviewed case histories in which
liquefaction had and had not been observed and estimated Arias intensities for each.
Using this information and available SPT data, they were able to estimate the level of
Arias intensity required to trigger initial liquefaction, /y,, as a function of (N))g (Figure
4.31).

Silty sands are typically observed to have a lower SPT resistance than clean sands
with the same resistance to liquefaction. Kayen and Mitchell recommend that correction
for fines content be accomplished by

(N1)soes=(N1)TAN,

(4.31)

where (V))gos=clean sand equivalent SPT resistance, (V))qos=silty sand SPT resistance
and AN,= correction factor for fines content (F'C) given by
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from Kayen, R.E. and Mitchell, J.K., J.
Geotech. Geoenviron. Eng., ASCE,
123, 1162—-1174, 1997. With
permission.)
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CPT-Based Resistance—Kayen and Mitchell also used the available field data and the
empirical CPT/ SPT relationship of Robertson and Campanella (1985) to develop the
relationship between corrected cone tip resistance, ¢.;, and triggering Arias intensity, /y,
shown in Figure 4.32.

4.6.1.4.4 Evaluation of Liquefaction Potential

The potential for initiation of liquefaction in a particular earthquake is usually expressed
in terms of a factor of safety against liquefaction. The factor of safety is defined in the
usual way—as a ratio of capacity to demand. In the case of liquefaction, the factor of
safety can be expressed as
Cyclic Stress Approach: FS=CRR/CSR
(4.33)
Arias Intensity Approach: FS=l/I,
(4.34)

Factor of safety values less than 1 indicate that initial liquefaction is likely. It should be
noted that this factor of safety does not distinguish between flow liquefaction and cyclic
mobility, and provides no information on postliquefaction behavior. Because it is based
on case history data where liquefaction is evidenced by ground surface disruptions such
as sand boils, cracks, ground oscillation, etc., it provides an indication of the likelihood of
such effects at the site of interest. Probabilistic methods for evaluating triggering of
liquefaction (e.g., Seed et al., 2001) quantify the potential for the initiation of liquefaction
with a probability of liquefaction (Py) in lieu of FS.

4.6.1.5 Effects

Liquefaction can affect a wide variety of civil structures and facilities through
modification of the ground motion and development of permanent deformations.
Liquefaction has caused surficial structures to settle, suffer bearing failure and move
laterally. It has produced landslides and failures of retaining structures, and caused light,
buried structures to float. The effects of liquefaction depend on the characteristics of the
soil and the loading—in some cases, liquefaction occurs relatively early in a ground
motion and produces severe effects, but in others liquefaction may not occur until near
the end of the record, in which case effects may be relatively modest. The primary effects
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of liquefaction, and available procedures for estimating their severity, are described in the
following paragraphs. It should be noted that analytical techniques for predicting
liquefaction effects are generally much less maturely developed than techniques for
predicting liquefaction initiation (as described in Section 4.6.1.4).

4.6.1.5.1 Alteration of Ground Motion

Soil deposits will tend to amplify some components of a ground motion and attenuate
others. The most strongly amplified components will be those at and near the
characteristic site period, which is a function of the stiffness and thickness of the soil
deposit. As excess porewater pressures increase in a liquefiable soil, the stiffness of the
soil decreases, leading to a lengthening of the characteristic site period during shaking.
As this transition takes place, the tendency of the soil deposit to amplify high frequency
components of the ground motion will generally decrease. Thus, the development of
liquefaction can lead to an overall decrease in acceleration amplitudes (which generally
reflect the higher frequency components of a ground motion), and to an increase in
velocity and displacement amplitudes. In some cases, the cyclic displacements that occur
at the surface of a liquefiable soil deposit are large enough to fracture and disrupt the
surface; this phenomenon is referred to as ground oscillation.

4.6.1.5.2 Surface Manifestation of Liquefaction

Liquefaction may or may not result in significant permanent deformations of the ground
surface. Ishihara (1985) and Youd and Garris (1995) found through detailed analysis of
field case history data that the occurrence of liquefaction in some layer of a deposit is not
necessarily associated with damage to structures and disruption of the ground surface.
Ishihara states: “Only when the development of liquefaction is sufficiently extensive
through the depth of a deposit and shallow enough in proximity to the ground surface do
the effects of liquefaction become disastrous, leading to sand boiling and ground
fissuring with various types of associated damage to structures and underground
installations.”

Ishihara (1985) investigated the conditions under which liquefaction effects are
manifest at the ground surface in terms of the thickness of liquefiable strata and overlying
nonliquefiable strata. A widely used outcome of these analyses is the boundary curves
shown in Figure 4.33. Using a larger data set than that of Ishihara, Youd and Garris
(1995) found the boundary curves in Figure 4.33 are accurate for sites not subject to
ground oscillation or lateral spread. Criteria for evaluating the potential for lateral
spreading are provided in Section 4.6.1.5.5. Sites are likely to be subject to ground
oscillation if they have laterally continuous liquefiable strata that enable decoupling of
the surface soil layers from the liquefiable strata. In addition, it should be noted that
Figure 4.33 applies essentially for sandy soils. Its reliability for fine-grained materials has
not been verified, and such verification work remains a research need.
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4.6.1.5.3 Settlement

Sands tend to densify when subjected to cyclic loading, a fact taken advantage of when
vibratory rollers are used to compact them. Densification due to the vibrations of
earthquakes, however, leads to settlement of the ground surface and potential damage to
surficial and buried structures. This densification can occur in both unsaturated soils and
saturated sands, although they occur much more quickly (almost immediately) in
unsaturated soils than in saturated sands (in which they may take a day or more to
develop). Ground settlement due to contractive volumetric strains in unsaturated soil is
referred to as seismic compression. Tokimatsu and Seed (1987) developed procedures for
estimation of seismic compression of sands; the procedures were recently updated by
Stewart and Whang (2003) for applications involving compacted soils.
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FIGURE 4.33 Empirical relationships
for estimating conditions under which
surficial evidence of liquefaction can
be expected. Surficial evidence can be
expected for H,—H, pairs that plot
above each of the indicated curves.
(From Ishihara, K., Proceedings,
Eleventh International Conference on
Soil Mechanics and Foundation
Engineering, 1, 321-376, 1985. With
permission.)
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FIGURE 4.34 (a) Estimation of
volumetric strain from liquefaction
from CSR,, 75 and SPT penetration
resistance and (b) volumetric strain
from seismic compression as function
of shear strain amplitude and relative
density. (From Tokimatsu, K. and
Seed, H.B., J. Geotech. Engrg., ASCE,
113, 861-878, 1987. With permission).

TABLE 4.3 Magnitude Scaling Factor (MSF)
Values for Volumetric Strain Computation
(CSRm=75=MSFXCSRy,)

Magnitude, M 514 6 6> 7" g2
MSF 1.50 1.32 1.13 1.0 0.89

The dissipation of excess porewater pressure generated by earthquake shaking leads to
settlement of saturated sands. Although settlement of saturated sands occurs more slowly
than seismic compression of unsaturated soils, both phenomena are influenced by the
same primary factors (i.e., soil density, shaking amplitude, number of cycles of shaking,
etc). For example, the chart in Figure 4.34a allows estimation of the volumetric strain
following liquefaction from the magnitude-corrected cyclic stress ratio, CSR,,—7 5 (Table
4.3) and SPT resistance. The chart in Figure 4.34b allows estimation of volumetric strain
from seismic compression of dry sand from shear strain amplitude and relative density.
Details on the application of these procedures are described in Tokimatsu and Seed
(1987). Ishihara and Yoshimine (1992) developed an alternative procedure for estimation
of postliquefaction settlement that also allows estimation of volumetric strain based on



Geotechnical aspects of seismic hazards 171

the FS for liquefaction triggering coupled with SPT blow count, relative density or CPT
tip resistance.

4.6.1.5.4 Stability

Liquefaction can lead to a marked reduction in soil strength and, hence, to potential
instability. When liquefaction occurs the shear strength of the soil can be reduced to a
residual strength that is a function of the density of the soil. Moderately dense soils may
dilate upon unidirectional shearing and develop a relatively large residual strength, but
the residual strength of loose soils can be quite low. If the residual strength is lower than
the shear stress required to maintain static equilibrium, flow liquefaction can occur; the
result can be a flow slide, a loss of supporting capacity or other failure. Evaluation of the
potential for such instabilities requires estimation of the residual strength of the liquefied
soil.

While three primary approaches have been proposed for evaluation of residual
strength, each has significant limitations that leave the geotechnical profession unable to
estimate residual strength with high accuracy. Given the high sensitivity of residual
strength to in situ density, the difficulty of determining the in situ density of the types of
soils that are most susceptible to liquefaction and flow sliding, and the inherent spatial
variability of soil density, these difficulties are not unexpected. The uncertainty in
residual strength estimates must be recognized, however, and taken into account in
evaluation of postearthquake stability.

A laboratory testing-based approach to evaluation of residual strength was proposed
by Poulos et al. (1985). This approach involves careful undisturbed sampling, laboratory
testing of undisturbed specimens consolidated to confining pressures high enough to
ensure contractive behavior and correction of the measured test results for confining
pressure effects to obtain an estimate of the strength under in situ confining pressures.
The procedure is rational, but the user must be aware of the sensitivity of its results to
uncertainties in the input parameters, particularly the in situ void ratio of the soil and
potential void redistribution effects.

Other approaches recognize that the undrained conditions assumed in the laboratory-
based approach do not exist in all flow failures in the field. These approaches correlate
the residual strengths backcalculated from actual flow failures to in situ test parameters,
particularly (Ny)s. Seed and Harder (1990) analyzed a series of flow slides and found that
the residual strength varied with the clean sand corrected SPT resistance, (N1)60-cs, as
shown in Figure 4.35. The clean sand value is given by

(Nl) 60-cs:(]vl)60+Ncorr

(4.35)

where N, is obtained from Table 4.4. As Figure 4.35 shows, there is a wide band of
residual strengths for a given (N)g.cs value. A normalized strength approach has also
been applied to the residual strength problem. Assuming that the consolidation curve and
steady-state line of sand are parallel, the residual strength should be proportional to the
major principal effective stress prior to earthquake shaking. Stark and Mesri (1992)
proposed that the strength ratio should be proportional to (N)sp.cs but Olson and Stark
(2002) recently modified this approach to predict strengths using
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FIGURE 4.35 Estimation of residual
strength of liquefied soil from SPT
resistance. (From Seed, R.B. and
Harder, L.F., Proceedings, H. Bolton
Seed Memorial Symposium, Vol. 2,
351-376, 1990. With permission.)
TABLE 4.4 Fines Content Correction, in Terms of
Increment of SPT Resistance to be Added to (Ny)eo
for Estimation of Residual Strength Using
Procedure of Seed and Harder (1990)
Percent Fines 0 10 25 50 75
AN 0 1 2 4 5
-“i’- = (L03 + 0.00143(g,, ), 003 for g, = 6.5 Mpa
Lo 4.37)

where the +£0.03 term is interpreted as approximating one standard deviation about the
trendline, which also implies significant uncertainty in residual strength.
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4.6.1.5.5 Lateral Spreading

Lateral spreading can produce significant and damaging lateral displacements of the
ground surface. The mechanics of the processes by which lateral spreads develop is
sufficiently complex that their permanent deformations are generally predicted by
empirical means. Youd et al. (2002) modified the work of Bartlett and Youd (1992) to
correct errors, add new case histories and adjust the functional form of a predictive
equation for lateral spreading displacement. The modifications were made in a step-by-
step process with new regression at each step. The modifications resulted in a more
robust equation, but the predicted displacements were of approximately the same
accuracy (within a factor of plus or minus two) as those of Bartlett and Youd (1992). The
final predictive equation developed by Youd et al. (2002) is as follows:

Too

L = Distance from toe of frea face to site

H = Height of fraa face (crest alev. — toe alav.)

W = Frew-face ratio = (HLH100), n parcant

& = Slope of nalural grownd toward chanmel, in percen

FIGURE 4.36 Illustration of variables
used in Youd et al. (2002) lateral
spreading model.

10gD:B0+Boff+B]M+B2 10gR*+B3R+B4 10gW+B510gS +B610gT15
B7 log(lOO—F15)+Bglog(D5015+O.lmm) (438)

where T)s is the cumulative thickness (in meters) of soil with (N))s<15, R is the
horizontal distance from the seismic source in kilometers, S is the slope of the ground
surface in percent (see Figure 4.36), W is the free-face ratio in percent (see Figure 4.36),
F5 is the average fines content in the materials contributing to 75 in percent, D505 is the
mean grain size of the materials contributing to 7’5 in millimeters and

R*=R+10©39M-5.64)

The resulting displacement D is in units of meters. The coefficients of either the log S or
log W term must have a value of zero, i.e., the site must be treated as an infinite slope or a
free-face. Likewise, when the coefficient for log S is zero, Bog should also be zero (i.e.,
the Bosr term should be used only if there is also a free-face).
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TABLE 4.5 Parameters for Youd et al. (2002)
Lateral Spreading Model

Bo Bosr Bi B2 B3 B4 Bs Bs B Bs R*(%)

-16.213 -0.500 1.532 -1.406 -0.012 0.592 0.338 0.540 3.413 —0.795 83.6

4.6.2 Landslides

4.6.2.1 Types of Landslides and Conditions under Which They Occur

Landslides, defined for the purpose of this discussion as seismically induced permanent
shear deformations within geologic media, represent a significant source of ground
failure during earthquakes. These shear deformations need to be distinguished from
ground settlements associated with volumetric strains that arise from postliquefaction
pore pressure dissipation or seismic compression. Earth slopes strongly shaken during
earthquakes can be subject to surface displacements from both shear and volumetric
strain accumulation. The subject of this section is related to the shear deformation
problem; volumetric strains are covered separately in Section 4.6.1.

Whether induced by earthquakes or other processes, landslides can be subdivided into
several generalized categories (Varnes, 1978; Keefer, 1984):

1. Masses of disrupted slide material, such as rock falls or avalanches

2. Relatively coherent slide masses whose displacement is accommodated along well-
defined slip surfaces or across relatively broad, distributed shear zones

3. Lateral spreads and flow slides associated with soil strength loss due to pore pressure
increase

Examples of these types of landslides are shown in Figure 4.37. Local geologic,
hydrologic and topographic conditions provide the principal means of evaluating which
type of landslide mechanism is most likely for a given site. This is a crucial step in
engineering analyses of slope stability, because different analysis procedures are
appropriate for different landslide mechanisms.

As described by Keefer (1984) and illustrated in Figure 4.37a, disrupted slides and
falls occur in areas of high topographic relief (slopes steeper than 35-40°) and tend to
involve closely jointed or weakly cemented materials. Rock avalanches are a particularly
damaging type of disrupted slide, involving slide masses that originate in steep terrain
and disintegrate into streams of rock that travel large distances (on the order of
kilometers) at high velocities. A critically important feature of many disrupted rock and
soil falls is a significant loss of shear strength upon initiation of slide movement. This
loss of shear strength is a characteristic feature of cemented materials, and has important
implications for analysis (as discussed further below).

Coherent landslides can occur in rock or soil materials and at slope angles much lower
than those for disrupted slides and falls. Coherent slides in rock typically involve slip
along basal surfaces weakened by weathering, jointing or prior shearing, or along
bedding planes and other discontinuities that dip out of slope (e.g., Figure 4.37b). Keefer
(1984) reports that coherent slides in rock masses have occurred on slopes as shallow as
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15°. Coherent slides in soil can occur along basal slip surfaces or relatively distributed
shear zones. These slides most commonly involve fill embankments (sliding occurring
within the embankment materials or in relatively soft foundation soils, e.g., Rogers
(1992), Bardet et al. (2002)), but have also been widely documented in natural alluvial
soils (Keefer, 1984).

Lateral spreads and flows can occur in soil on very mild slopes or behind a free-face if
the soil is geologically young, has a granular texture and the groundwater table occurs at
shallow depths. The principal technical issues associated with these types of slides are
related to the triggering of liquefaction and the estimation of postliquefaction residual
strengths. Both of these issues are addressed in Section 4.6.1. If these postliquefaction
strengths exceed static shear stresses, the problem is one of cyclic mobility, which in a
slope stability context is analogous to lateral spreads. If the postliquefaction strengths are
less than static shear stresses, flow slides will occur that can involve very large
displacements, such as shown in Figure 4.37c.

4.6.2.2 Static Analysis Methods

Slope stability analyses involve a comparison of the gravity induced stresses in a slope to
the available soil strength and any externally provided resistance (e.g., retaining walls).
For slopes in which the shear stresses required to maintain equilibrium under static
gravitational loading approach the available shear resistance, the additional dynamic
stresses needed to produce instability would be small. Accordingly, the seismic stability
of a slope can be closely related to its static stability. For this reason, as well as the close
link between many static and seismic stability analysis procedures, static stability
analysis procedures are briefly summarized here.

Procedures for the analysis of slope stability under static conditions include limit
equilibrium methods and stress-deformation methods. A state-of-the-art review of these
methods is presented by Duncan (1996). The following sections discuss critical issues
related to the use of limit equilibrium and stress-deformation methods of analysis.
Strength parameter selection, perhaps the most important component of any slope
stability analysis, is discussed in Section 4.2 and by Blake et al. (2002).

4.6.2.2.1 Limit Equilibrium Methods—Definition and Use of Factor of
Safety

Limit equilibrium methods solve for one or more of the three equations of equilibrium:
horizontal force, vertical force and moment. The equilibrium calculations are performed
for a rigid slide mass over a defined slip surface. An assumption inherent to limit
equilibrium methods is rigid-perfectly plastic soil
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FIGURE 4.37 (a) Example of
disrupted landslide—rockfall in central
Taiwan from 1999 Chi Chi Taiwan
earthquake (photo: J.P. Bardet). (b)
Head scarp of coherent landslide at
Junliau Switching Station, Taiwan
induced by 1999 Chi Chi earthquake
(photo: J.P.Stewart). Slide movements
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of approximately 1.0 to 1.5 m occurred
along a bedding plane in rock, (c) Flow
slide at Tapo Canyon Tailings Dam,
California, 1994 Northridge
earthquake (photo: Y.Moriwaki).

Shear siress,

Shear strain, ¥

FIGURE 4.38 Stress-strain curve for
rigid-perfectly plastic material, which
is the assumed condition in limit
equilibrium slope stability analyses.

behavior, which is depicted in Figure 4.38. The results of limit equilibrium analyses are
expressed as a factor of safety (FS), which is defined as
. Available Shear Strength

- Equililrrium Shear Stress (4.39)

The slope is considered to be at the point of failure when the factor of safety equals one,
i.e., the available soil shear strength exactly balances the shear stress induced by gravity.
A slope has reserve strength when FS>1. Typical minimum FS values for use in slope
design are about 1.5 for static long-term stability and 1.25 for static short-term stability.
Generally, the probability of slope failure decreases as the factor of safety increases.
However, a unique relationship between probability of failure and FS cannot be
established because of the wide variability of uncertainties in input parameters from site-
to-site. In most cases, the largest sources of uncertainty in a slope stability analysis are
the soil strength and groundwater conditions. Other factors contributing to uncertainty
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include the imperfect nature of mathematical models for slope stability calculations and
the ability of the analyst to find the critical failure surface geometry.

The potential failure surfaces that should be analyzed for slope stability are any
geometric configuration on which the slope might reasonably be envisioned to experience
failure. The intent of analyses is to consider all such surfaces so that the critical surface
having the lowest factor of safety can be identified. Examples of the types of failure
surfaces that should be considered are illustrated in Figure 4.39 and are described below:
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FIGURE 4.39 (a) Examples of use of
circular failure surface geometry, (b)
Example of use of specified failure
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surface geometry for existing
landslide, (c) Potentially critical failure
surfaces for slope with daylighted
bedding planes, (d) Example of
composite failure surfaces combining
along-bedding and cross-bedding
failure. (From Blake, T.F. et al. Report
published by Southern California
Earthquake Center, 2002. With
permission.)

* Circular failure surfaces (Figure 4.39a): Slopes with laterally supported bedding, fill
slopes and embankments

* Predefined failure surface geometries established from geologic exploration (Figure
4.39b): Slopes having layers of weak materials or weak interfaces such as bedding
planes, existing landslide slip-surfaces, faults or joints

* Planar failure surfaces (Figure 4.39¢): Most commonly occurs in rock slopes with
unsupported bedding planes. The most critical surface in such a slope may be defined
by the lowest bedding plane exposed by the slope face, or deeper seated surfaces as
indicated in Figure 4.39c.

» Composite failure surfaces (Figure 4.39d): Composite failure surfaces that consist of
linear slip-surfaces along bedding planes in the upper portions of the slope in
combination with slip surfaces across bedding planes and through fill in the lower
portions of the slope. This condition occurs when bedding planes form a
nondaylighting dip-slope.

In conjunction with any of the above geometries, it may be appropriate to consider the
formation of tension cracks near the top of a slope, especially if the slide material
possesses cohesion and low factors of safety are used in design.

TABLE 4.6 Characteristics of Commonly Used

Methods of Limit Equilibrium Analysis

Method Date Equilibrium Shape of Assumptions
Conditions Slip
Satisfied Surface
Friction circle method 1937 Moment and force  Circular Resultant tangent to friction
(Taylor) equilibrium circle
Ordinary method of 1927 Moment Circular Normal force on base of slice is
slices (Fellenius) Equilibrium of W cos a and shear force is W sin
entire mass a
Method of slices 1910 Force equilibrium No interslice forces
(Fellenius) of each slice

Richon’s modified 1955 Vertical eanilibrinm  Circular Side forces are horizontal
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method and overall moment
equilibrium
Janbu’s simplified 1968 Force equilibrium  Any shape Side forces are horizontal
Modified Swedish 1970 Force equilibrium  Any shape Side force inclinations are equal
method (U.S. Army to the parallel to the slope
Corps of Engineers
method)
Lowe and Karafiath’s 1960 Vertical and Any shape Side force inclinations are
method horizontal force average of slope surface and slip
equilibrium surface (varies from slice to
slice)
Janbu’s generalized 1968 All conditions of Any shape Assumes heights of side forces
method equilibrium above the base vary from slice to
slice
Spencer’s method 1967 All conditions of Any shape Inclinations of side forces are the
equilibrium same for every slice; side force

inclination is calculated in the
process of the solution

Morgenstern and 1965 All conditions of Any shape Inclinations of side forces follow
Price’s method equilibrium a prescribed pattern; side forces
can vary from slice to slice
Sarma’s method 1973 All conditions of Any shape Magnitudes of vertical side
equilibrium forces follow prescribed patterns

Source: Blake, T.F. et al., Report published by Southern California Earthquake Center, 2002. With
permission.

4.6.2.2.2 Limit Equilibrium Methods—Analysis Procedures

Table 4.6 presents a number of commonly used limit equilibrium methods of slope
stability analysis. Relatively simple methods that do not satisfy all conditions of
equilibrium were developed before the use of computers was widespread. More complex
methods are most practical for computer application. The various methods of limit
equilibrium analysis differ from each other with regard to the equilibrium conditions
satisfied and the assumptions made regarding the location and orientation of the internal
forces between the assumed slices (which also balance the number of unknowns in the
problem with the number of equations).

The methods of Morgenstern and Price, Spencer, Sarma, Taylor and Janbu’s
generalized procedure of slices satisfy all conditions of equilibrium and involve
reasonable assumptions. Bishop’s modified method does not satisfy all conditions of
equilibrium, but is as accurate as methods that do, provided it is used only for circular
surfaces. Duncan (1996) has found all of these methods to provide answers within 5% of
each other.
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4.6.2.2.3 Stress-Deformation Methods

Stress-deformation methods of slope stability analysis within a finite element (FE) or
finite difference (FD) framework allow the stress-strain behavior of soil or rock to be
taken into consideration. A state-of-the-art review of several such methods is provided by
Duncan (1996). The use of such methods is required for assessments of static slope
displacement, and maybe desirable for stability calculations if a complex subsurface
stratigraphy is encountered.

Advantages of the FE and FD approaches to slope stability analysis over limit
equilibrium methods are:

* No prior assumption needs to be made about the shape or location of the failure surface.
Failure occurs through the zones within the soil mass where the shear strength is
unable to sustain the applied shear stresses.

* Because FE and FD methods do not utilize slices there is no need to make simplifying
assumptions about slice side forces. FE and FD methods preserve global equilibrium
until failure occurs.

« If realistic soil constitutive models are used with well-defined model input parameters,
FE and FD methods can provide insight into deformations at working-stress levels.

* FE and FD methods illustrate progressive failure up to and including overall shear
failure. By contouring shear strains, it is possible to identify potential failure surfaces.

Unfortunately, the above benefits can be offset by difficulties in defining parameters for
some material constitutive models. Accordingly, selection of an appropriate constitutive
model and definition of the model parameters is a critical step in stress-deformation
methods of analysis.

For nonlinear analyses using complex constitutive models that attempt to reproduce
volumetric changes accurately in undrained or partially drained conditions, the
incremental application of gravity can produce different results than would be obtained if
gravity is applied all at once or if the depositional process (natural or man-made) is
explicitly modeled. However, if a simplified elasto-plastic model is used in FE and FD
analyses, the factor of safety appears to be unaffected (Griffiths and Lane, 1999).
Therefore, if the primary goal of the FE and FD analyses is to obtain a factor of safety, a
simplified Mohr-Coulomb elasto-plastic model can be used with an instantaneous gravity
turn-on procedure (Griffiths and Lane, 1999). To determine the factor of safety from FE
and FD analyses, the shear strength reduction technique can be used (Matsui and San,
1992). In that procedure, the FS of a soil slope is defined as the number by which the
original shear strength parameters must be divided to bring the slope to the point of
failure (as indicated by displacements deemed to be exessive based on project
rerquirements). Comparative studies among FE, FD and limit equilibrium methods have
shown that similar results can be obtained by each of them (Griffiths, 1980; 1989; Potts et
al, 1990; Matsui and San, 1992; Griffiths and Lane, 1999).

FE and FD methods are powerful tools that can provide significant insight into the
potential slope performance to an experienced user. A user should be thoroughly familiar
with the soil constitutive model and solution algorithm before relying on the results of
these types of analyses.
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FIGURE 4.40 Schematic illustration
of slope geometry considered by
Ashford and Sitar (2002) for steep
slopes of weakly cemented rock/soil.

4.6.2.3 Seismic Analysis Methods

4.6.2.3.1 Introduction and Overview of Applications for Different
Categories of Landslides

An analysis of seismic slope stability begins with an assessment of whether the
earthquake is likely to significantly weaken the slope material, for example through soil
liquefaction or through the initiation of deformation in a weakly cemented soil or rock
mass that subsequently de-aggregates. If the slope material is potentially susceptible to
liquefaction, the engineer must first evaluate whether liquefaction is likely to be
triggered, using the procedures in Section 4.6.1. If liquefaction is likely, appropriate
postliquefaction residual strengths must be accounted for in slope stability analyses. If
these strengths are sufficient to maintain static stability (static FS>1), the problem is
classified as cyclic mobility, and is typically analyzed using displacement-based analysis
procedures for a coherent slide mass, or for very flat slopes, the lateral spread analysis
methods presented in Section 4.6.1. Flow slides occur if the static FS < 1 using
postliquefaction strengths (Section 4.6.1.5).

If the problem involves weakly cemented rock and soils, pseudo-static analysis
procedures can be used to check whether the shear stress during earthquake shaking
approaches the peak (cemented) strength. If this strength is reached, a disrupted slide or
fall can occur (Ashford and Sitar, 2002).

Stability analyses for slopes comprising materials whose strength is unlikely to be
significantly compromised by the earthquake tend to focus on prediction of the slope
deformations that might accumulate during earthquake shaking. These procedures are
formulated differently than those for weakly cemented rocks and soils described above.
As noted previously, these displacement-based analysis procedures can also be used for
cyclic mobility problems in liquefiable soils, although consideration must be given to
strength degradation over the duration of earthquake shaking.
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The remainder of this section is organized into subsections presenting three different
methods of analysis: pseudo-static, displacement-based analysis and stress-deformation
approaches. The application of these methods to the different classes of stability failures
introduced in Section 4.6.2.1 is synthesized below:

* Disrupted slides and falls: Best analyzed using pseudo-static procedures

* Coherent slides: Generally analyzed using a displacement-based approach or pseudo-
static methods calibrated for a particular realization of slope displacement. Stress-
deformation approaches are also possible

* Lateral spreads and flows: Beyond the scope of this section. See Section 4.6.1.5 for
lateral spreads. If a site is subject to a flow slide condition, further analysis of slope
stability is not warranted, the critical issue becomes one of mitigation (Section 4.7).

As with any stability analysis, proper assessment of shear strength for seismic slope
stability analyses is crucial. This topic is covered in Section 4.3.3.

Results from all site mociels
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FIGURE 4.41 Seismic coefficient
profiles evaluated for steep slopes
compared to a range of values from
Makdisi and Seed (1978). (From
Ashford, S.A. and Sitar, N., J.
Geotech. Geoenviron. Eng., ASCE,
128, 119-128, 2002. With permission.)
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4.6.2.3.2 Pseudo-Static Methods

Pseudo-static methods of seismic slope stability analysis involve the use of a
destabilizing horizontal seismic coefficient (k) within a conventional limit equilibrium
slope stability calculation. The seismic coefficient represents the fraction of the weight of
the sliding mass that is applied as an equivalent horizontal force acting through the
centroid of the slide mass. The factor of safety against shear failure is evaluated with the
equivalent horizontal force applied to the slope.

The key step in a pseudo-static analysis is the selection of the seismic coefficient, £. In
modern practice, there are two principal applications of pseudo-static methods of
analysis: (1) as the primary method of analysis for slopes potentially subject to disrupted
slides and falls; and (2) for coherent landslides, as a screen analysis tool intended to
distinguish sites with low potential for earthquake-induced landslide development from
those sites for which more detailed analyses are warranted.

Application to Disrupted Slides and Falls—Ashford and Sitar (2002) recommend the
use of a pseudostatic approach for the analysis of landslide potential in steep, weakly
cemented slopes. The slope geometry utilized in the analysis procedure is shown in
Figure 4.40. The seismic coefficient is evaluated as follows:

1. Evaluate the maximum horizontal acceleration in the free-field behind the slope crest
(MHA,,p). In this context, free-field refers to motions not influenced by surface
topography. If the site condition behind the slope crest is not a standard reference site
condition (i.e., rock or soil), ground response analyses or the use of site amplification
factors may be appropriate for the estimation of MHAq,

2. Estimate the maximum horizontal acceleration at the slope crest as
MHA ;es=1.5%*MHA,,. The factor of 1.5 is intended to account for topographic
amplification effects.

3. Estimate the slope height H and the distance from the slope crest to the base of slide
plane, .

4. Estimate the maximum seismic coefficient likely to occur within the slope (k) using
Figure 4.41. Ashford and Sitar indicate that the upper end of the range of
kmax/(MHA es/g) Values should be used for steep slopes (around 75°), whereas the
average of the Makdisi and Seed range is appropriate for less steep slopes (45°).
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FIGURE 4.42 Relationship between
Jeq (= kIMHA,) as a function of MHA,
and seismological condition for slope
displacement level of 5 cm. (From
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Stewart, J.P. et al, Earthquake Spectra,
19, 697-712, 2003a. With permission.)

TABLE 4.7 Features of Various Screen Analysis
Procedures for Seismic Slope Stability

Seed [1979] H-G & F Bray et al. Stewart et al.
[1984]" [1998] [2003a]
Application Dams Dams Landfills Residential,
commercial
Limiting 100 100 15t0 30 S5to 15
Displacement (cm)
Assumed seismicity 6.5 and 8.25 3.8t07.7 8 user-selected m and r
(most 6.6)
Seismic coefficient 0.1 for M=6.5,0.15 0.5 * MHAr/gb 0.75 * foq*MHA,/g, f.q in
for M=8.25 MHA,/g° Figure 4.42°
Factor of safety 1.15 1.0 1.0 1.0

* H-G&F=Hynes-Griffin and Franklin [1984]
® MHA,=maximum horizontal acceleraton for reference site condition, generally taken as firm rock

5. The horizontal seismic coefficient is taken as 0.65xkmax, and a pseudo-static stability
analysis is performed using peak strengths for the slope material. The factor 0.65 is
intended to offset other potential sources of conservatism in the analysis procedure,
and is not intended to suggest that these slopes, which often comprise brittle materials,
have a deformation tolerance (Ashford, 2002, personal communication). Slopes with
FS$>1 will theoretically be stable, although higher factors of safety will generally be
desirable for use in design given uncertainties in strength parameters and the analysis
procedure.

Application to Coherent Landslides in Ductile Soil—Pseudo-static methods have been
used for many years as a screen procedure to differentiate sites with low potential for
earth quake-induced landslide development from those sites for which more detailed
analyses are warranted. Most screen procedures used in modern practice are calibrated
based on more sophisticated displacement-based analysis procedures, which are
described in the next section. Several such screen procedures include the following:

* Seed (1979) procedure for application to earth dams

* Hynes-Griffin and Franklin (1984) procedure for application to earth dams

* Bray et al. (1998) procedure for application to solid-waste landfills

* Stewart et al. (2003a) procedure for application to hillside residential and commercial
construction

Important conditions that underlie these screen procedures include the level of
displacement considered tolerable for a specific application and the seismological
conditions (i.e., magnitude, site-source distance) associated with the ground motions used
to calculate displacements. For the above screen procedures,
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these conditions are listed in Table 4.7 along with the recommended seismic coefficients
and their associated minimum factors of safety. The seismic coefficients that have been
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recommended for residential and commercial construction, shown in Figure 4.42,
demonstrate the important effect of magnitude on seismic coefficient for a given tolerable
displacement.

Another important consideration associated with screen procedures is the level of
conservatism employed in their development. The procedures for dams and landfills were
formulated very conservatively, meaning that a large percentage of the sites that fail the
screen would be expected to have slope displacements smaller than the threshold values
used in the development of the screen if the design ground motion amplitude of MHA,
were to occur at the site. The procedure for residential and com-mercial construction was
developed less conservatively. The differing levels of conservatism account for the fact
that f;, values in Figure 4.42 (u=5 cm) for magnitude 6.5 earthquakes approximately
match the 0.5 value recommended for dams by Hynes-Griffin and Franklin (1984, #=100
cm).

4.6.2.3.3 Displacement-Based Methods of Analysis

Newmark Integration Procedure for Sliding Rigid Block—A pseudo-static seismic
coefficient and its associated factor of safety represent a relatively crude index of seismic
slope stability because they do not account for the time-varying nature of the seismic
excitation of a slide mass. Newmark (1965) developed an improved indicator of slope
stability by recognizing that displacements accrue in a slope as a result of increments of
time during which the seismic excitation causes the factor of safety to drop below one. As
illustrated in Figure 4.43, Newmark drew an analogy between this situation and that of a
rigid block resting on an inclined plane, which will slide down the plane whenever the
inertial excitation produces basal stresses that exceed the shear strength at the block-plane
interface.

Using Newmark’s model, the displacement of a rigid block can be calculated for any
base excitation time history if the acceleration that causes the initiation of slip is known.
This acceleration is known as the yield acceleration, and is denoted a,. There is a
corresponding seismic coefficient that is referred to as k,=a,/g, where g=acceleration of
gravity. Parameter k, can be calculated using conventional limit equilibrium stability
calculations by introducing static lateral forces of AxW (where W=weight of the slide
mass) through the centroid until the value of k that reduces the factor of safety to one is
identified. This value of & is equal to &,.

As illustrated in Figure 4.44, the calculation of displacement given an accelerogram
and a, involves first integrating across the portion of the accelerogram where the block
and the base will have differing velocities. As shown in the figure, the differential
velocity begins at the instant of time when acceleration first exceeds a, (point A in Figure
4.44) and increases throughout the time period during which a>ay. When the acceleration
drops below a, (point B in Figure 4.44), the differential velocity is at a local maximum.
Differential velocity will decrease while a<a, until it goes to zero (point C in Figure
4.44), at which time the block and base will again resume coherent motion until the next
occurrence of basal slip. Once the time history of differential velocity has been computed
as described above (and as represented in the middle frame of Figure 4.44), the
differential displacement is simply calculated by integrating across the differential
velocity time history (as shown in the bottom frame of Figure 4.44).
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The above procedure is convenient to apply, especially with the availability of modern
computer programs that can efficiently perform calculations for many time histories (e.g.,
Jibson and Jibson, 2003). However, a number of issues can critically affect the outcome
of such analyses, and should be borne in mind by the engineer, such as:

* The slide mass above a basal slip plane is not truly rigid, and the dynamic response of
the mass could give rise to: (a) amplification or de-amplification of the base motion
depending on the velocity structure of the site and the potential for resonance between
the input motion and slide mass, and (b) wave reversals within the slide mass
depending on the frequency content of incident waves and depth and shear wave
velocity structure of the slide mass. These effects will be collectively referred to as
vertical ground motion incoherence, and have been investigated by a number of
researchers including Kramer and Smith (1997) and Bray and Rathje (1998).

* Calculated displacements are highly sensitive to characteristics of the input motions
such as amplitude, duration and frequency content. Moreover, even for a set of time
histories for which these characteristics are consistent, calculated displacements can
show significant variability due to essentially random phasing of the waveforms.
Accordingly, time histories must be carefully selected to match the expected seismic
loading for a project site (for example, as evaluated from the results of de-aggregated
probabilistic seismic hazard analyses), and a sufficient number of time histories should
be selected to enable both the median displacement and the standard deviation of
displacements to be reliably characterized.

» The shear strength parameters used to evaluate yield coefficient k, must be appropriate
for the seismic loading condition. These parameters will typically be different from
those used for static stability analyses, as discussed in Section 4.3.3.

* The occurrence of basal slip of a slide mass causes its motions to deviate from those
that would be present in the absence of slip. When analysis of the dynamic response of
the slide mass is performed independently of the analysis of relative displacement, the
analyses are said to be decoupled. A coupled analysis considers the dynamic response
and the basal slip together. Displacements calculated from de-coupled and coupled
analyses generally differ (Lin and Whitman, 1983; Gazetas and Uddin, 1994; Kramer
and Smith, 1997; Rathje and Bray, 2000).

The implication of the vertical ground motion incoherence effects discussed above is that
acceleration time histories selected from a strong motion database should not be used in
their as-recorded state for Newmark sliding block analyses if the dynamic response of the
slide mass is likely to be significant. The slide mass response is insignificant if the
wavelength of the incident waves significantly exceeds the slide depth or, expressed
another way, the period of the slide mass (7;) is much smaller than the mean period of the
input motion (7, evaluated from Rathje et al., 1998).

Bray and Rathje (1998) recommend that if 7,/7,<0.2, the slide mass response is
insignificant, and the mass can be considered to be rigid. However, for 7,/7,>0.2, a
ground response analysis should be performed that is appropriate for the site geometry to
evaluate the horizontal equivalent acceleration time history, HEA(t). HEA/g represents
the ratio of the time-dependent horizontal inertial force applied to a slide mass during an
earthquake to the weight of the mass. The maximum value of HEA is denoted MHEA,
which can be related to the maximum seismic coefficient by k,.,=MHEA/g. HEA time
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histories can generally be evaluated from one- or two-dimensional ground response
analyses using computer programs such as SHAKE or QUAD4M (Idriss and Sun, 1992;
Hudson et al., 1994). Rathje and Bray (1999) have found that 1-D analyses generally
provide a conservative estimate of HEA(t) for deep sliding surfaces within two-
dimensional slope geometries and a slightly unconservative estimate for shallow surfaces
near slope crests.

The implication of the difference between sliding block displacements evaluated from
de-coupled and coupled analyses is that the more conventional, de-coupled analyses can
produce biased estimates of slope displacement. Rathje and Bray (2000) found that de-
coupled analyses are significantly conservative for 7,/7,<1.0. For larger period ratios, de-
coupled displacements maybe conservative or unconservative, the unconservative
situation being more likely for k/km.,>0.4. As of this writing, there are no widely
distributed computer programs available for the analysis of coupled sliding block
displacements.

Simplified Procedures for Estimating Newmark Displacements—A number of
simplified procedures have been developed that can be used to estimate Newmark sliding
block displacements. The investigators listed in Table 4.8 have developed these
procedures by performing de-coupled displacement analyses for a range of slope
configurations and input motions. As listed in Table 4.8, factors distinguishing these
models include the ground motion intensity measures that are correlated to displacement,
the inclusion (or noninclusion) of vertical incoherence effects within the slide mass, the
slope geometry and the number of earthquake motions used in the analyses.

A good example of these procedures is the method proposed by Bray and Rathje
(1998) and Bray et al. (1998). This procedure was originally developed for landfills but
has also found recent widespread use for hillside residential and commercial construction
(Blake et al., 2002). The procedure has two basic steps: analysis of the seismic demand
accounting for vertical incoherence effects, and evaluation of normalized displacement.

Bray and Rathje (1998) and Bray et al. (1998) define the spatially averaged peak
acceleration of a slide mass as the maximum horizontal equivalent acceleration (MHEA).
MHEA is evaluated as a function of MHAr from calculations of wave propagation
through an equivalent one-dimensional slide mass. As shown in Figure 4.45,

TABLE 4.8 Simplified Procedures for Estimating
Newmark Sliding Block Displacements

Reference Slope Vertical Input Motion No. of
Configuration  Incoherence (Y/N) Intensity Measures  Motions

Franklin and Dam (2-D) N Kmax 354

Chang [1977]

Makdisi and Seed Dam (2-D) Y Kmaxs To 4

[1978]

Yegian et al. Dam (2-D) N Kmaxs Negs To 354

[1991]

Bray and Rathje  Landfill (1-D) Y Kiax> D5-95, T 309

[1998]




Earthquake engineering 190

M7 T 7T T T T
=18 ——— Reck site median, and 18th and B4th ]
wo prababdity of excesdance lines i
5[ ]
2 ke Mttdockiol NEE

o = :.3 —
E 12Fy o2 el
< 10 P 04 100
S 08 [ 0% osr ]
jo=n o (KL oRr 4
< 08 - (i 052 ]
% 04 | 08 0.78 3
=02 —

0.0 e

0.0 10 Z0 i0 40 50 6O 70 BO

TT.

FIGURE 4.45 Normalized MHEA for
deep-seated slide surface versus
normalized fundamental period of slide
mass (From Bray, J.D. and Rathje,
E.M., J. Geotech. Geoenviron. Eng.,
ASCE, 124. 242-253. 1998. With
permission.)

10000 L L T

1000 B -
= :
gw F ]
EE 100 3
8- ]
= g [ :
3‘1‘55 10 E -
@ x 3
2 [ ]
85 'F & s N
g W MwiD X

< Mwdn
o1 F ® E
E ———  Madian pediction E
F — — 185 probabiity of svoesdance
0.01 M 1 " 1 M [] |
0.0 02 04 06 08 10
Kyl Ko

FIGURE 4.46Normalized sliding
displacement (Modified from Bray,
J.D. and Rathje, E.M. (1998). J.



Geotechnical aspects of seismic hazards 191

Geotechn. Geoenviron. Eng., ASCE,
124, 242-253, 1998. With permission.)

MHEA is normalized by the product of MHA, and a nonlinear response factor (NRF),
which accounts for nonlinear ground response effects as vertically propagating shear
waves pass through the slide mass. Parameter MHA, is used as the normalizing ground
motion even for sites where the foundation materials are soil because site condition was
not found to significantly affect MHEA (except for deep soft clay sites such as NEHRP E
sites, for which site-specific analyses were recommended). The ratio MHEA/(MHA,
xNRF) differs from unity as a result of vertical ground motion incoherence within the
slide mass, and is related in Figure 4.45 to the ratio of the small-strain period of the
sliding mass (7y) to the mean period of the input motion (Tm) The ratio
MHEA/(MHA XNRF) is less than unity for 7s/Tm>~0.5, and is variable with an average
of about 1.0 for 7,/T,,<~0.5.

Bray and Rathje (1998) developed a statistical model that relates slope displacements
from a Newmark-type analysis (#) to the amplitude of shaking in the slide mass
(knax=MHEA/g), significant duration of shaking (measured as the time between 5 and
95% normalized Arias intensity, Ds ¢s) and the ratio ky/ ky.. A statistical model was
established from regression analysis of 309 Newmark-displacement values calculated
from ground motion records from magnitude 6.25 to 8 earthquakes at each of four ky/k,,,.
ratios. The model and data are shown in Figure 4.46, and indicate a lognormal
distribution of normalized displacement u/(ky.xDsos) for a given ky/k,,. ratio. The
median of this lognormal distribution is described by

( 1 k,.

I"‘Frm =1.487-3.477.

0 (4.40)

TR = s

where u is the median displacement in centimeters and Ds_os is in units of seconds. The
standard deviation of the normalized displacement is 0.35 in log; units.

Whether evaluated through formal Newmark integration or the simplified procedure
described above, the calculated displacement u should be recognized as an index of slope
performance, and does not necessarily correspond to the actual displacement of the slope.

4.6.2.3.4 Stress-Deformation Methods of Analysis

The pseudo-static and displacement-based methods described above are by far the most
widely used procedures for seismic slope stability analysis. However, both provide
relatively crude indices of slope performance. For some applications, more sophisticated
stress-deformation analyses, implemented in dynamic finite element or finite difference
computer codes, may be able to provide improved insight.

In modern practice, stress-deformation approaches are most commonly implemented
in finite element or finite difference analyses that employ nonlinear inelastic soil models.
The nonlinear methods can be formulated in terms of effective stresses to allow modeling
of the generation, redistribution and eventual dissipation of excess pore pressure during
and after earthquake shaking, e.g., DYNAFLOW (Prevost, 1981), FLAC (Itasca
Consulting Group, 1998) and OpenSees (http://www.opensees.berkeley.edu/). Such
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approaches may be desirable for stability problems involving potentially liquefiable soils,
but require relatively sophisticated soil constitutive models. Examples of several such
constitutive models include those of Iai (1991), Manzari and Dafalias (1997), Elgamal et
al. (1998) and Li (2002). Some of these models require a significant number of
parameters, some of which may be poorly constrained by data. Engineers applying such
methods must consider the trade-off between model rigor and the effect of uncertainty in
model parameters on analysis results.

Other programs employ cyclic stress-strain models formulated in terms of total
stresses, which can be a relatively efficient yet effective method of analysis for slide
masses not subject to liquefaction (Finn et al., 1986). More approximate methods of
stress-deformation analyses have also been developed, including the strain potential
approach (Seed et al., 1973) and stiffness reduction approach (Lee, 1974; Serff et al.,
1976). An overview of these approaches can be found in Section 10.6.1.4 of Kramer
(1996).

FIGURE 4.47 Schematic illustration
of retaining wall.

4.6.3 Retaining Structures

Earth retaining structures can be subjected to lateral loads during earthquake shaking that
are substantially increased from those present under long-term static conditions. Damage
to various types of retaining structures has been observed in past earthquakes. Free-
standing stiff retaining walls maintain equilibrium through a combination of active,
passive and sliding forces as the wall tends to translate and rotate under their action.
Coulomb earth pressure theory, which assumes that the shear strength of the backfill soil

is mobilized on a planar potential failure surface, predicts a static active thrust of

I
By= IK.«T”

(4.41)

where
cos’ (- 6)
[ sin(& + @)sin(g - B) ’
| cos(d + B)cos(ff - ) ]

Ka=

(4.42)
cos’ Bcns{ﬁ + 3] [] -
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9is the friction angle of the soil, § is the angle of interface friction between the wall and
the soil, and B and 6 are as shown in Figure 4.47. The static active thrust is considered to
act at a height H/3 above the base of the wall.

Okabe (1926) and Mononobe and Matsuo (1929) developed a pseudo-static extension
of Coulomb theory to estimate the total thrust acting on a wall under seismic conditions.
Assuming pseudo-static accelerations of a,=k,g and a,=k,g in the horizontal and vertical
directions, respectively, the Mononobe-Okabe active thrust is given by

1 "
o= K et (1=,
Pae=5 Kaet Hi(1-k,) (4.43)

where
cos [6—B-y)

B =
cosWeos Beos Vi ]'I :1}5{5 +H+l.pl] Ct]h{ﬂ—ﬂ]

Kas (4.44)

and y=tan '[ky/(1—k,)] subject to the condition # =B 2 ¥.Experimental results indicate
that the dynamic component of the total active thrust, i.e., APag=Pag—Pa, acts at a height
of approximately 0.6H above the base of the wall. Procedures for estimation of the
permanent displacement of gravity retaining walls, based on an approach analogous to
the Newmark sliding block procedure described in Section 4.6.2.3.3, have been presented
by Richards and Elms (1979) and Whitman and Liao (1985).

There are many types of retaining structures other than the conventional stiff walls
described above. Ebeling and Morrison (1993) provide a thorough review of the seismic
design of retaining structures commonly used in waterfront structures. Ling et al. (1997)
describe seismic design procedures for reinforced earth-type retaining structures.

4.7 Soil Improvement

When earthquake hazard investigations indicate significant ground failure potential,
improvement of the in situ soils may be warranted. Soils have been modified to reduce
their compressibility and increase their stiffness and strength in response to static loads
for many years. Many of these soil improvement techniques also provide benefits for the
case of seismic loading, and the need to mitigate seismic hazards has led to the
development of new techniques.

Currently, there are a variety of soil improvement techniques available for mitigation
of seismic hazards. The most commonly used can be divided into four main categories:
densification techniques, reinforcement techniques, grouting and mixing techniques and
drainage techniques. The following subsections provide brief descriptions of these
techniques and the conditions under which their use is most appropriate. More detailed
information can be found in textbooks such as Van Impe (1989), Hausmann (1990), Bell
(1993) and Mosely (1993). Also, organizations such as the Geo-Institute of ASCE and
the International Society for Soil Mechanics and Geotechnical Engineering (ISSMGE)
have technical committees on soil and ground improvement that organize technical
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conferences on a regular basis; up-to-date information on a variety of soil improvement
techniques can often be found in the proceedings of these conferences, including Rollins
(1994), Hryciw (1995), Schaefer et al. (1997) and Johnsen et al. (2003).

4.7.1 Densification Techniques

The method of soil deposition or placement affects soil particle structure, which, in turn,
influences the soil behavior. Soils deposited by settling through water, whether naturally
or as hydraulic fill, will generally have a loose particle structure. Loose soils are
generally weak and compressible, which are undesirable characteristics in almost any
case, and are also highly contractive when sheared. The contractive nature of these soils
renders them susceptible to liquefaction under seismic loading. As a result, the
engineering properties of most soils, but particularly granular soils, can be improved by
densification.

Because densification techniques decrease the total volume of the soil, they produce
some amount of ground surface settlement. Some techniques minimize settlement by
placing additional soil below the ground surface during densification; the volume of
added soil is intended to balance the volume change due to densification. They do not
eliminate settlement, though, so their use must be evaluated carefully if structures or
utilities that could be damaged by settlement are present.

4.7.1.1 Vibratory Techniques

Cohesionless soils, particularly those that are most susceptible to liquefaction, can
generally be densified efficiently by vibration. Several vibratory techniques are available
and commonly used for mitigation of seismic hazards.

Vibroflotation uses a torpedo-shaped probe (the vibroflot) with rotating weights
mounted eccentrically on its central shaft. Electrical or hydraulic power is used to rotate
the weights, which provide horizontal vibrations. The vibroflot is lowered by a crane to
the bottom of the deposit to be densified (using a combination of vibration and air or
water jetting). The vibroflot is then withdrawn while vibrating in a series of 2 to 3 ft
increments at an overall rate of about 1 ft/min. The vibrations of the probe produce local
liquefaction of the soil around the probe; following pore pressure dissipation, the soil
comes to equilibrium in a denser state. The conical depression that usually forms above
the probe at the ground surface can be filled with clean sand or gravel. Alternatively,
bottom-feed systems can introduce gravel or crushed stone through the tip of the
vibroflot, leaving behind a stone column that provides the benefits of reinforcement and
drainage in addition to densification. Vibroflotation is usually performed in a gridlike
pattern across a site. The spacing of the individual penetration points depends on the soil
type and the power of the vibroflot, but is usually on the order of 6 to 10 ft.

Vibro rod systems use vibratory pile driving hammers to vibrate long probes into the
soil in a grid pattern. The probe is pushed into the soil and then pulled out while being
vibrated. The Terraprobe system uses 30-in. diameter steel pipe piles; the Vibro-Wing
system uses a thin central rod to which radially projecting wings have been attached.
Vibro rod systems apply vertical, rather than horizontal, vibrations to the soil so the
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reduced horizontal radius of influence requires somewhat closer grid spacings than used
with vibroflotation.

Dynamic compaction requires no penetration of the ground surface; a heavy weight (6
to 30 t) is raised by a crane to a predetermined height (35 to 100 ft) and dropped. The
weight is usually dropped three to eight times in one place before moving to an adjacent
grid point. The ground surface is heavily disrupted (with impact craters) and requires
surface rolling, but the impact energy produces densification to depths of 30 to 40 ft.
Densification follows porewater pressure dissipation that, depending on the permeability
of the treated soil, can take from 1 to 2 days (clean sands and gravels) to 1 to 2 weeks
(sandy silts) to complete.

Blasting has also been used to densify soils, and may be particularly useful in soils
that contain many boulders or other obstructions that could hamper the effectiveness of
vibratory probes. Because it produces strong vibrations and considerable noise, it is most
commonly used in relatively remote environments.

4.7.1.2 Compaction Grouting

Pumping a low slump grout into loose soils under high pressure, a process known as
compaction grouting, can also densify the soil. This process forms an intact bulb or
column of grout by displacing the soil around the end of the grout pipe; the soil is
densified and subjected to increased confinement due to the pressure imposed on the
grout during pumping. The hardened grout also acts as a stiff and strong inclusion within
the soil. Grout point spacings of 3 to 15 ft have been used; larger spacings are typically
used with larger treatment depths since the higher overburden pressure permits the use of
higher grouting pressures.

4.7.1.3 Discussion

Densification techniques can be used in different soils, but vibratory techniques are best
suited to relatively clean sands and gravels (fines contents less than 20% and clay
contents less than 3%). Blasting is most effective in loose sands with less than 20% silt
and less than 5% clay; its effectiveness can be dramatically reduced by larger quantities
of fines or seams of fine-grained soils. Dynamic compaction and compaction grouting
can be used in cohesive soils, but their seismic applications are usually for the mitigation
of liquefaction hazards. Disturbance of the surrounding environment, in terms of noise,
vibration and permanent ground deformation, is an important consideration that
frequently controls the selection of a soil improvement technique.

4.7.2 Reinforcement Techniques

The overall strength and stiffness of some soil deposits can be increased efficiently by the
installation of discrete inclusions that reinforce the soil. The inclusions can consist of
structural elements or of geoma- terials such as gravel or crushed stone.
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4.7.2.1 Stone Columns

Installation of dense columns of gravel or crushed stone, known as stone columns, can
provide substantial improvement of a potentially liquefiable soil. The column is generally
installed by displacing the native soil by driving a capped casing through which the stone
is later installed, or through the use of vibroflotation. The compacted stone is denser and
stronger than the native soil; installation of a grid of stone columns can provide
significant reinforcement of the native soil. Vibrations during installation tend to densify
the native soil, and installation of the stone may also increase the effective lateral stresses
in the surrounding soil. Stone columns may provide additional improvement by acting as
drains that inhibit the development of high porewater pressures during earthquakes.

4.7.2.2 Compaction Piles

Loose, granular soils can be improved by the installation of displacement piles, usually
prestressed concrete or timber piles, which are left in the soil after driving. The vibration
and displacement during driving densify and produce increased lateral stresses in the
surrounding soil. The shear, flexural and tensile strength of the piles themselves also
provide resistance to soil deformations.

4.7.3 Grouting and Mixing Techniques

Soil properties can often be improved by injecting or mixing cementitious grouts into the
soil. Grouts improve the soil by cementing the contacts of the particles and by filling the
voids between particles with low-compressibility material. Grouting involves injection of
grout materials in such a manner that the structure of most of the soil remains intact;
mixing intentionally destroys the structure of the soil by mechanically or hydraulically
mixing grout materials with the soil. Grouting and mixing techniques are generally
somewhat expensive, but can be accomplished with little vibration or surface deformation
and hence can be used in situations where other soil improvement techniques cannot be
used.

4.7.3.1 Grouting

Permeation grouting refers to the injection of liquid grout of such low viscosity that it can
permeate the voids of the soil without disturbing the soil structure. Both particulate grouts
(aqueous suspensions of cement, fly ash, bentonite, microfine cement or a combination
thereof) and chemical grouts (silica and lignin gels or phenolic and acrylic resins) can be
used. Selection of grout type is strongly influenced by the pore size of the soil; although
nearly any type of grout can be used in soils with large voids (e.g., gravels and coarse
sands), lower viscosity chemical grouts may be required to achieve permeation in fine
sands. The effectiveness of permeation grouting can be strongly reduced by the presence
of fines. Grout pipe spacings are typically on the order of 4 to 8 ft; soil improved by
permeation grouting can have shear strengths of 50 to 300 psi.

Intrusion grouting is a procedure in which a more viscous (and generally stronger)
grout is injected into the soil under pressure to cause controlled fracturing of the soil.
Upon initial grouting, fractures develop along planes of weakness, which may be bedding



planes or minor principal stress planes. After allowing the initial grout to cure, intrusion
grouting is often repeated to fracture the soil along different planes. Eventually, a
network of intersecting grout lenses can be formed. While some densification may occur
due to displacement by the viscous grout, most of the improvement is thought to result
from the increased stiffness and strength of the soil mass from the hardened lenses of
grout.

4.7.3.2 Mixing

Soil mixing is a process in which cementitious material is mechanically mixed into the
soil using a hollow stem auger and mixing paddle arrangement. Soil mixing rigs may
have single augers or groups of two to eight augers. As the augers penetrate into the soil,
grout is pumped through their stems and mixed with the soil by the auger flights and
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and compressibility of the native soil into which they are installed. Stone columns may
therefore achieve a degree of liquefaction hazard mitigation by suppressing the buildup of
porewater pressure sufficiently to prevent initial liquefaction from occurring; it is
important to recognize, however, that postearthquake settlement may still occur.

4.8 Future Challenges

Geotechnical Earthquake Engineering has seen a number of changes in its short history.
While many impressive advances have been made, new techniques and procedures are
being developed to address the many challenges that remain.

Characterization of sites and soil behavior will always remain a crucial aspect of
seismic design and hazard mitigation. Procedures for more accurate characterization of
the three-dimensional geometry and the spatial variability of soil properties are needed as
analytical tools and techniques become more powerful. Methods for the detection and
characterization of thin seams of low permeability soils or preexisting failure surfaces are
needed. Techniques for more accurate characterization of in sifu soil behavior, including
in situ material damping and behavior at moderate to large strain levels are also needed.

With respect to ground motions and site response, the development of attenuation
models and site factors that apply for consistent reference site conditions, including
empirically validated yet physically robust models for basin amplification effects is
needed. To provide estimates of ground motions for conditions where recorded data are
unavailable, validated seismological simulation procedures are needed. For improving the
accuracy with which geotechnical hazards (e.g., slope stability, liquefaction, response of
specific classes of buildings, etc.) can be evaluated, identification of the ground motion
intensity measures that are most critical for use in specific applications, and subsequent
development of attenuation models and site amplification factors for those intensity
measures are needed. Finally, there remains a need for development of attenuation
models and site factors for tectonic regimes where ground motion recordings are sparse
or unavailable, such as the central and eastern United States.

Perhaps the greatest challenges in the area of soil-foundation-structure interaction are
related to the incorporation of SFSI models into practice. Unlike most of the other topics
discussed in this chapter, SFSI effects are routinely ignored in practice, which stems in
large part from engineers’ lack of familiarity with the topic. Important technical issues
that remain to be addressed include kinematic interaction effects for piles and pile groups,
evaluation of foundation damping for nonlinear foundation and soil conditions and
complex foundation configurations and the development of field test inventories that
enable robust validation and calibration of theoretical models.

Soil liquefaction remains an important part of geotechnical earthquake engineering
practice. The historical emphasis in liquefaction hazard evaluation has been on
identifying liquefaction-susceptible soils and their potential for liquefaction under given
levels of earthquake shaking. Important recent advances in characterization of
liquefaction resistance from SPT and CPT resistance have been made, but there appears
to be opportunity for additional advances with improved characterization of the loading
associated with earthquake shaking. Future developments in liquefaction are likely to
focus principally on the effects of liquefaction, particularly with regard to prediction of
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the permanent deformations of liquefied soil masses and structures supported on or
within them.

In the early days of geotechnical earthquake engineering practice, the stability of
landslides and retaining structures was commonly evaluated using simple, pseudo-static
techniques, and the use of those techniques persists to a large degree even today.
Evaluation of the stability of natural and man-made geotechnical structures, however, is
clearly moving toward prediction of permanent deformations. Practical and more
advanced procedures for prediction of permanent deformations of these structures are
available, but have not been adequately validated against field case-history data.
Accordingly, calibration work for these procedures remains an important research need.
Because of the difficulty inherent in making a priori predictions, characterization of the
true uncertainty in permanent deformation predictions (i.e., by comparisons with case-
history data) will also be required.

Mitigation of geotechnical seismic hazards will continue to be a significant part of
geotechnical earthquake engineering practice, and further advances in the development
and application of soil improvement techniques will be needed. Improved procedures for
validation of the effectiveness of various soil improvement techniques are needed, as are
procedures for better defining the geometric extent of improvement required for different
levels of hazard mitigation.

Finally, the continuing emergence of performance-based earthquake engineering
(PBEE) poses new challenges to geotechnical earthquake engineers. PBEE will require
improved characterization of uncertainties in the parameters on which geotechnical
performance predictions are based, and improved understanding of how those
uncertainties affect uncertainties in performance. PBEE will require geotechnical
earthquake engineers to work more closely with seismologists, other earth scientists and
structural engineers; geotechnical earthquake engineers will need to become more
familiar with the theories, procedures and tools of those related professions. PBEE will
require, for many structures, explicit consideration of all of the factors described in the
preceding paragraphs, and will provide a framework for their consideration in evaluation
of overall performance. Continuing development of PBEE will aid the geotechnical
earthquake engineering profession in meeting many of these future challenges.

List of Symbols
Af  area of foundation

a, b halfwidth of foundation in direction normal and perpendicular to horizontal projection of
inclined incident wave ray path, respectively

amax  peak absolute acceleration

F:S dimensionless frequency parameter accounting for incoherence and wave inclination
ag normalized frequency,=wr/Vy

a yeild accelertion

b Aab

CSR cyclic stress ratio
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CRR cyclic resistance ratio

Ds_ duration parameter (5-95% on Husid plot)

95

E,  Young’s modulus of pile material

E; Young’s modulus of soil

e foundation embedment

F dimensionless cone penetration test sleeve resistance

FIM  foundation input motion (motion on base slab that accounts for kinematic interaction
effects)

FS factor of safety against shear failure

F, F, ground motion amplification factors at short- and mid-periods, respectively

G secant shear modulus

Guax  maximum shear modulus
acceleration of gravity

1. soil behavior type index

I moment of inertia of foundation

Iy Arias intensity

Ka static active earth pressure coefficient

Kag pseudo-static active earth pressure coefficient

K, correction factor to CRR for effects of initial static shear stress

K. principal stress ratio

Ky correction factor to CRR for effects of initial effective overburden stress

Ky, Ky dynamic and static rotational stiffnesses for foundation on halfspace

Kmax peak value of spatially averaged seismic coefficient within landslide mass

K, K, dynamic and static translational stiffnesses for foundation on halfspace

k, seismic coefficient that reduced the factor of safety for a slope to unity, also known as the
yield coefficient

L/d pile length to diameter ratio

LL liquid limit

MHA  maximum horizontal acceleration (same as PHA)

MSF  magnitude scaling factor

M, moment magnitude

Neorr fines content correction for SPT resistance

(N1)60 corrected standard penetration resistance



sid
Py
PAE
PHA
PI
PL

Pa

qc
qcl

Ty To
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pile spacing to diameter ratio

static active thrust on retaining wall
pseudo-static active thrust on retaining wall
peak horizontal acceleration (same as MHA)
plasticity index

probability of liquefaction

atmospheric pressure

dimensionless cone penetration test tip resistance
cone penetration test tip resistance

normalized cone penetration test tip resistance

radii that match the area and moment of inertia, respectively, of assumed circular
foundation in impedance function formulations to the actual foundation area and moment
of inertia

Arias intensity depth reduction factor

shear stress depth reduction factor

undrained residual strength of liquefied soil
flexible-base period for fundamental mode of structure

generic response spectral period, or in context of soil-structure interaction, the fixed base
structural period

period of landslide mass

mean period of earthquake ground motion

shear wave velocity

average shear wave velocity in upper 30 m

inclination angle of incident seismic waves with respect to vertical

dimensionless parameters expressing the frequency dependence of foundation translational
stiff— ness and damping

dimensionless parameters expressing the frequency dependence of foundation rocking
stiffness and damping

equivalent linear hysteretic damping ratio
Ratio of structure-to-soil mass

shear strain

ground motion incoherence parameter
soil density

standard error term (in natural logarithmic units)



Earthquake engineering 202

o,  vertical effective stress
initial vertical effective stress
o, mean effective stress

Tmax  Maximum shearing resistance
Tee  cyclic shear stress

¢ E  fixed- and flexible-base damping ratios for fundamental mode of structure
g, Foundation damping factor

) Soil Poisson ratio
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Engineering Characterization of Ground
Motion

Yousef Bozorgnia
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5.1 Introduction

“The basic data of earthquake engineering are the recordings of ground accelerations
during earthquakes. A knowledge of the ground motion is essential to an understanding
of the earthquake behavior of structures” (Housner, 1970a). Recorded ground motion
time series contain valuable characteristics and information that are used directly, or
indirectly, in seismic analysis and design. Parameters such as peak ground motion values
(acceleration, velocity and displacement), measures of the frequency content of the
ground motion, duration of strong shaking and various intensity measures play important
roles in seismic evaluation of existing facilities and design of new systems.

This chapter presents engineering characteristics of strong ground motion. Seismological
aspects of ground motion, which are related to the topics presented in this chapter, are
covered in Chapter 2. In Section 5.2, we provide a historical perspective of strong-motion
recordings and present numerous examples of ground acceleration and velocity time
series, followed by a list of the agencies that provide strong ground motion records. In
Section 5.3, we discuss the characteristics and applications of various strong-motion
spectra and their associated parameters. These include Fourier spectra, elastic response
spectra, elastic design spectra, drift spectra, inelastic spectra, inelastic design spectra,
energy spectra, damage spectra and other parameters such as Housner Spectrum Intensity
and Arias Intensity. Strong-motion spectra have widespread applications in probabilistic
and deterministic seismic hazard analysis, seismic analysis and design, quantification of
damage potential of ground motion, near real-time post-earthquake response, among
many others. Discussions about the recent ground motion relations, or atfenuation
relations, used in the 2002 U.S. National Seismic Hazard Maps are presented in Section
5.4. These maps provide the fundamental data for the latest seismic design requirements
in the United States. Also presented in Section 5.4 are recent advances on the engineering
characteristics of fault rupture directivity, vertical ground motion and hanging wall and
footwall effects. In Section 5.5, the methodology and technical reasons behind the
representation of the ground motion in the International Building Code (IBC),
0-8493-3143-9/04/$0.00+$1.50
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which includes recent seismic design provisions in the United States, are elaborated.
The chapter is concluded with a discussion about the future challenges on characterizing
strong ground motion for engineering applications.

5.2 Strong-Motion Recordings

5.2.1 Historical Perspective

After the 1925 Santa Barbara, California earthquake, a program to study strong ground
motion was initiated in the United States. In 1932, strong-motion instruments were
deployed at selected sites in California, and the first significant strong motions were
recorded during the March 10, 1933 Long Beach, California, earthquake (M, 6.4). In
1940, the M,, 6.9 Imperial Valley, California, earthquake was recorded in the basement of
a concrete building located in El Centre. The site was located about 6 km from ground
rupture observed during the earthquake. For many years, the El Centre recording was
used throughout the world for seismic analysis and design. In recent years, however,
several studies have shown that, compared with more recent near-source recordings, the
El Centro record has limited damage potential (e.g., Mahin and Bertero, 1981; Bozorgnia
and Bertero, 2002). In 1966, at a site located about 80 m from ground rupture associated
with the M, 6.1 Parkfield earthquake in central California, the first strong-motion
recording in excess of 0.5 g(g=acceleration of gravity=981 cm/ sec”) was recorded. There
was considerable debate at the time whether or not even higher ground motions were
possible.

Near-source recordings in excess of 0.5 g have now become commonplace, and
several accelerations exceeding 1 g have been recorded. The largest recording to date
(larger than 2 g) is the vertical acceleration obtained during the M, 6.8 Nahanni
earthquake, which occurred in 1985 in a remote area of the Northwest Territories, Canada
(Campbell, 2000a). There are now tens of thousands of strong-motion instruments
located throughout the world. Several earthquakes have triggered over 50 accelerographs,
including the 1971 San Fernando (M, 6.6), 1984 Morgan Hill (M,, 6.2), 1987 Whittier
Narrows (M,, 6.0), 1989 Loma Prieta (M,, 6.9), 1994 Northridge (M,, 6.7), 1995 Hyogo-
ken Nanbu (Kobe, Mw 6.9) and 1999 Chi-Chi (M,, 7.6). Dense networks in urban areas
form the backbone of recording systems designed to provide a near real-time assessment
of ground shaking within minutes after an earthquake to aid in emergency response and
post-earthquake applications. For example, in California, TriNet (Wald et al, 1999) and
CISN (Lin et al., 2002) automatically generate contour maps (a program called
ShakeMap) of basic strong-motion parameters and
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from the recording site to surface
projection of fault rupture plane
(epicentral distance for the Nisqually
earthquake).

post them on the Internet in near real-time. Due to their success, similar networks and
programs are being developed in different regions of the country as well.

5.2.2 Examples of Acceleration and Velocity Time Series

Ground motions recorded at different sites and in different earthquakes will vary
significantly due to several factors, including, but not limited to, earthquake magnitude,
faulting mechanism, distance from the recording site to the earthquake source, local site
condition, depth of sediments, basin and other wave-focusing effects and source
directivity effects. Figure 5.1 presents plots of selected recorded ground
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FIGURE 5.2 Ground accelerations
recorded during the March 3, 1985
Chile and September 19, 1985 Mexico
earthquakes.

accelerations (plotted on the same scale) and the corresponding time variation of the
ground velocity. In this figure, the largest peak ground acceleration is 1.17 g for the 1971
San Fernando earthquake recorded at Pacoima Dam and the largest peak ground velocity
is 178 cm/sec for the 1994 Northridge earthquake at Rinaldi Receiving Station. Special
characteristics of the ground motions affected by fault rupture directivity are discussed in
Section 5.4.5. In some instances, a large peak velocity may be associated with a so-called
fling step displacement pulse. An example of such a case for the 1999 Chi-Chi, Taiwan
earthquake is presented in Chapter 2. Depending on various factors, especially
earthquake magnitude and local site response, recorded ground motions can have a long
duration. Examples of long duration ground motions with repeated cycles of ground
oscillations are shown in Figure 5.2 for the 1985 earthquakes in Chile (M, 7.8) and
Mexico (M,, 8.1). Generally, long duration strong motions will have high damage
potential. Structural members and systems subjected to repeated cycles of strong motions
become increasingly vulnerable (e.g., see experimental studies by Bertero et al., 1977).
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Hence, duration should also be taken into account in the quantification of damage
potential of earthquake ground motion.

5.2.3 Processing Strong-Motion Records

The primary strong-motion recording device used throughout a large region of the United
States is the SMA-1 analog mechanical-optical system. SMA-1 instruments are rapidly
being replaced by digital accelerographs. Digital instruments extend the dynamic range of
strong-motion recordings to accelerations as small as 0.00 1g and to frequencies as high
as 50 Hz or greater (Campbell, 2000a). The analog traces of ground motion must be
digitized, processed for baseline distortion and instrument response, filtered and
integrated to obtain velocity and displacement (see Hudson, 1979; Campbell, 2000a for
more details). Ground accelerations recorded by digital instruments also usually need
corrections for offset in the acceleration baseline (Boore et al., 2002; USGS, 2002). This
correction usually affects only the long period portion of the response spectrum.

Various computer programs can process digitized accelerograms. The United States
Geological Survey (USGS) developed BAP, strong-motion processing software for
personal computers (Converse, 1992), and its mainframe version called AGRAM. These
programs provide various useful data processing functions. There are also other computer
programs that can be used for specific computations using strong-motion records. For
example, SPECEQ (Nigam and Jennings, 1968; NISEE, 1999) is widely used for the
computation of elastic response spectra. Other computer routines are also available
through the National Information Service for Earthquake Engineering (NISEE, 1999).
Commercially available software packages such as MATLAB® (2002) and Strong
Motion Analyst (SMA) (Kinemetrics, 2003) can also be employed for data processing
and analyzing recorded ground motion.

5.2.4 Sources of Strong-Motion Records

Various federal, state and local agencies, as well as many universities, operate strong-
motion networks. For example, in the United States, the USGS National Strong Motion
Program (NSMP) has the responsibility of operating and producing strong-motion
networks and data at the federal level. In California, the major source of strong-motion
data comes from the California Strong Motion Instrumentation Program (CSMIP) of the

TABLE 5.1 Selected Sources of Strong-Motion
Recordings and Their Parameters

Source Web Site and Reference
California Strong http://www.consrv.ca.gov/cgs/smip/
Motion

Instrumentation

Program (CSMIP)

California Integrated http://docinet3.consrv.ca.gov/csmip/cisn-edc/default.htm
Seismic Network
(CISN)
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U.S. Geological
Survey (USGS)

U.S. Geological
Survey (USGS)

Consortium of
Organizations for
Strong-Motion
Observation Systems
(COSMOS)

‘TriNet’, and
‘ShakeMap’

University of
Southern California
(USC)

US National
Geophysical Data
Center
(NGDC/NOAA)

Pacific Earthquake
Engineering
Research (PEER)
Center

SAC steel project,
strong-motion
database

Caltech strong
motion database
(SMARTS)

Pacific Northwest
Seismograph
Network (PNSN)

European Strong-
Motion Database
(ESD)

Japan, Kyoshin Net
(K-Net); National
Research Institute
for Earth Science
and Disaster
Prevention (NIED)

Tanan KiK-Net*

http://nsmp.wr.usgs.gov/

CD ROM of digitized strong-motion accelerograms of North and Central
American Earthquakes, 1933-1986

(Seekins et ah, 1992; http://nsmp.wr.usgs.gov/cdrom.html)
http://db.cosmos-eq.org/

http://www.trinet.org/

http://earthquake.usgs.gov/shakemap
http://www.usc.edu/dept/civil _eng/Earthquake eng/

http://www.ngdc.noaa.gov/seg/hazard/strong.html

http://peer.berkeley.edu/smcat/search.html

http://nisee.berkeley.edu/data/strong_motion/sacsteel/ground _motions.html

Diskettes of selected records

(http://www.eerl.caltech.edu/smarts/smarts.html)

http://www.geophys.washington.edu/SEIS/PNSN/SMO/

http://www.isesd.hi.is’ESD_Local/frameset.htm

http://www k-net.bosai.go.jp/

http://www kik.bosai.go.jp/kik/index_en.shtml
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National Research
Institute for Earth
Science and Disaster

Prevention (NIED)

Mexico, Guerrero http://www.seismo.unr.edu/ftp/zeng/GUERRERO/guerrero.html

Accelerograph

Network

Switzerland, http://seispc2.ethz.ch/strong_motion/home.jsp

National Strong

Motion Network

Taiwan, Central http://www.cwb.gov.tw/V4e/index.htm

Weather Bureau

(CWB)
For the 1999 Chi-Chi earthquake, a CD of strong motion records was also
produced by Lee et ah (2001)

Turkey, General http://angora.deprem.gov.tr/indexen.htm

Directorate of

Disaster Affairs

California Geological Survey (CGS). Strong-motion recordings and a summary of
recorded strong-motion parameters can be obtained from a variety of sources, including
those listed in Table 5.1.

5.3 Characteristics of Strong-Motion Spectra

5.3.1 Introduction

Various types of ground-motion parameters and spectra can quantify numerous
characteristics of strong ground motion. Ground-motion spectra are used in a wide
variety of applications, such as seismic hazard analysis, seismic design, ground motion
scaling for analysis and design, quantification of damage potential of recorded motions
and performance-based earthquake engineering.

Some of the strong-motion parameters and spectra discussed in the following sections
are based solely on the recorded free-field ground motion and are, therefore, independent
of any structural model and response. Other strong-motion parameters and spectra are
based on the elastic and inelastic response of single-degree-of-freedom (SDF) systems, or
other generic models, each excited by the free-field ground motion.

5.3.2 Fourier Spectra

One way to characterize the frequency content of a recorded ground motion is to
represent the ground motion in the frequency domain through its Fourier spectrum. The
Fourier transform of the ground acceleration time series, ay(t), is defined as
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FIGURE 5.3 Fourier amplitude
spectrum (FAS) and zero-damped
spectral velocity (SV) of the ground
acceleration recorded at Sylmar
County Hospital (NS component)
during the 1994 Northridge, California,
earthquake.

Fiw) = |® a.(t)e=di
I" e (5.1)

where F(o) is the Fourier transform of the ground acceleration, @ is circular frequency
(rad/sec), Ty is time duration and i=(—1)"?. Given the Fourier spectrum, F(o), the time
series a,(t) can be recovered through the inverse Fourier transform

. it
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Equation 5.1 can be rewritten as

To
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]

=) =5{i)

T;
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where, it is evident that F(o) is a complex-valued function, which can be represented by
its amplitude (modulus) and a phase angle. The amplitude of F(w), called the Fourier
amplitude spectrum, FAS(®), and the phase of F(w), called the Fourier phase spectrum,
®(w), are calculated by (e.g., Clough and Penzien, 1993; Hudson, 1979)

F.-".Sim] = ‘-.'IC?[.U'}] +S’{w]

O(o)=—tan '[S(m)/C(m)]

(5.42)

(5.4b)

Given a digitized, or digitally recorded, ground acceleration time series, the computation
of the Fourier spectrum is usually performed by a discrete Fourier transform and fast
Fourier transform (FFT) technique (Clough and Penzien, 1993; Humar, 1990; Press et al.,
1992). Various computer programs can be employed to calculate FAS(®), usually
shortened to FAS, including BAP (Seekins et al., 1992) and MATLAB (2002). Slightly
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different definitions of the Fourier transform may be used in different computer
programs; thus, care should be taken in interpreting the output results. The FAS of the
processed ground accelerations are usually published by the various recording agencies.
An example of published FAS is shown in Figure 5.3 for the north-south component of
the ground acceleration recorded during the 1994 Northridge earthquake at the Sylmar
County Hospital. In this figure, the FAS is plotted versus period (=2m/w). Spectral
velocity (SV) is also plotted in this figure for comparison. The definition and
characteristics of SV are provided in Section 5.3.3.

Ground motion is either recorded digitally or digitized (sampled) in the time domain.
Therefore, there is a limit on the amount of short- and long-period information that can be
extracted from it. The shortest
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FIGURE 5.4 Example of a transfer
function and coherence between the
vertical accelerations recorded at the
roof and base of a 14-story steel
building located in El Segundo,
California, during the Northridge,
California, earthquake. (Adapted from
Bozorgnia et al. (1998). Vertical
response of twelve structures recorded
during the Northridge earthquake.
Earthquake Spectra, 14, 411-432.)

period that can be represented by the Fourier spectrum is referred to as the Nyquist
period, which is two times the time digitization (or sampling) interval of the ground
motion (Humar, 1990; Takahashi et al, 1972). For example, if the interval of digitization
of an acceleration record is 0.02 sec, the shortest period in the Fourier spectrum of the
record is 0.04 sec. In the computation of the FAS using the discrete Fourier transform, the
frequency resolution, (that is, the shortest frequency interval at which the FAS can be
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computed) is inversely proportional to the record length (Humar, 1990). This is a
practical limit on the frequency resolution of the Fourier spectrum.

Applications of Fourier spectra are widespread in earthquake engineering and
seismology and serve as the fundamental means of examining the frequency content of
recorded ground motion or structural response. Also, other functions commonly used in
spectral analysis techniques are dependent on Fourier spectra. These functions include the
power spectral density function (or autospectrum) as well as the cross-spectrum,
coherence function and transfer function between two motions recorded at different
locations. Definitions and details of these functions can be found in Bendat and Piersol
(1980). Two of these functions are mentioned herein. The Power spectral density (PSD)
function can be computed as FASYT,. In practice, however, there are different methods
to reduce the variance of the computed PSD (e.g., see the signal processing toolbox of
MATLAB). The coherence function between two recorded motions, x(t) and y(t), is
defined as

]

Te= E‘S*}' - ;'II{'E“S.W:] (5.5)

where |Sxy| | is the amplitude of the cross-spectrum of x(t) and y(t), and Sxx and Syy are
their PSD functions. In Equation 5.5, all the terms are functions of frequency. A high
value of coherence at a given frequency indicates that the two recorded signals are highly
correlated at that frequency. In structural earthquake engineering, coherence, cross-
spectra and transfer functions can be used to examine the recorded structural response
(e.g., Celebi, 1993). Examples of a transfer function (TF) and coherence function are
presented in Figure 5.4 for a pair of vertical motions recorded at the roof and base of a
14-story steel building (Bozorgnia et al., 1998). The TF may be used to identify the
natural frequencies of the system and the correlation of the motions at a given frequency
can be examined through the coherence function. For example, using Figure 5.4, a
frequency of about 3.9 Hz can be identified as the vertical natural frequency of the
system, which also corresponds to a high coherence, that is, the roof and base vertical
motions are strongly correlated at that frequency. There are also various applications of
Fourier spectra and their related functions in engineering seismology. For example,
Abrahamson et al. (1991) used the complex-valued coherency function to study the
spatial variation of ground motion (see Chapter 2). Another important application of
Fourier spectra in engineering seismology is its use in the so-called stochastic method
which is used to estimate ground motion from fundamental seismological parameters in
areas where there are an insufficient number of strong-motion recordings (e.g., Campbell,
2003d; Boore, 2003). These stochastic motions are then used to develop attenuation
relations for these areas. Fourier spectra are also used in site-response studies, such as
those done with one-dimensional, vertically propagating seismic-wave analysis.

5.3.3 Elastic Response Spectra
5.3.3.1 Definitions and Examples

The concept of elastic response spectrum was introduced by Maurice A. Biot (Biot 1933,
1934, 1941; see also Bozorgnia, 2003; and Chapter 1). The technique is now a
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fundamental method in earthquake engineering (Housner 1941; Housner et al., 1953;
Hudson, 1962). The elastic response spectrum represents the maximum response (over
time) of a linear elastic SDF system versus its natural period (or frequency) when excited
by a ground acceleration time history. The natural period, 7 (sec), of the SDF system is
related to the circular frequency, m(rad/sec) and cyclic frequency, f (cycles/sec or Hz),
through the expression
o=\ (k/m)=27f=27/T
(5.6)

where k and m are the stiffness and mass of the system, respectively. The SDF system can
have different values of damping ratio, usually specified as a percentage of the critical
damping (e.g., see Chopra, 2001). The response quantity of the SDF system can be one of
the following:

Sg=maximum deformation of the SDF system relative to the ground

SV=maximum velocity of the SDF system relative to the ground

SA=maximum absolute (total) acceleration of the SDF system

S, (or PSV)=pseudo-velocity=mS4

S, (or PSA)=pseudo-acceleration=mS,

For response spectra, the absolute values of these quantities are used. The maximum
elastic restoring force (or the base shear) in the SDF system is

F=kS/=m &°Sd=m S,

5.7

The elastic seismic coefficient, a term commonly used in earthquake-resistant design, is
defined as
C~F Jw=S,/g
(5.8)

where w is the weight of the system and g is the acceleration of gravity. Because of their
physical interpretations and practical applications, S, and S, are the preferred choices by
earthquake engineers as opposed to SV and SA. Examples of S,, S, and Sy response
spectra are presented in Figure 5.5 for a 5% damped SDF system subjected to the ground
motion recorded at the Rinaldi Receiving Station during the 1994 Northridge earthquake.

Applications of response spectra are extensive in earthquake engineering, including its
use in the characterization of ground motion and in the elastic dynamic structural analysis
by the modal superposition method (Clough and Penzien, 1993; Chopra, 2001).

It is evident from the definition of the response spectrum as compared with the FAS
that the response spectrum, in a sense, combines the characteristics of the ground motion
excitation and the response of the structure (Hudson, 1962). It thus brings together under
one representation the major parameters of
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FIGURE 5.5 Elastic pseudo-
acceleration (Sa), pseudo-velocity (Sv),
and relative displacement (Sd)
response spectra for 5% damping for
the ground motion recorded at the
Rinaldi Receiving Station during the
1994 Northridge, California,
earthquake.

interest to the earthquake engineer. It can be shown (Hudson, 1979), as is also evident
from Figure 5.3, that the FAS ordinates (of acceleration records) are less than, or equal
to, the undamped SV ordinates.

The difference between S, and SV and between S, and SA are generally negligible for
most of the typical period and damping ranges of engineering interest (Hudson, 1962).
For zero damping (an undamped system), S,=SA but S,#SV (Hudson, 1979). At very
long periods (for example, for very flexible structures), the absolute (or total)
deformation of the mass will become very small and consequently the relative
deformation of the mass with respect to the ground will approach the ground
displacement. Therefore, at very long periods, Sy will approach the peak ground
displacement; SV will approach the peak ground velocity; and SA will approach zero.
However, for the same case (very long periods), S, and S, both approach zero. Thus, at
long periods, there is a considerable difference between SV and S, (Hudson, 1979). At
very short periods, (for example, very stiff structures), the relative deformation of the
mass with respect to the ground will be very small; therefore, the total acceleration of the
mass will approach the ground acceleration. Hence, SA and S, approach the peak ground
acceleration (PGA) for all damping ratios.
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By definition, elastic response spectra are for linear elastic systems and unless they are
modified appropriately, they will not include features of inelastic structural response. For
the same reason, elastic response spectra do not include the cumulative damage due to the
number of inelastic cycles of structural deformations and the cumulative damage due to
the foreshocks, the main shock and the aftershocks. A function that does include these
cumulative effects is the hysteretic energy spectrum (see Section 5.3.8).

5.3.3.2 Effects of Damping on Response Spectra

The effect of damping on response spectra is to reduce the spectral ordinates; however,
the amount of this reduction depends on various factors, including the period of the
structure and the frequency content of the ground motion. Because of the basic
characteristics of response spectra at very short and very long periods, viscous damping
does not have much influence in these period ranges. In the intermediate period range,
however, damping has its greatest effect on the response reduction. Figure 5.6 shows
response spectra of the Rinaldi Receiving Station (S48W component) record for various
damping ratios. Approximate procedures to scale an elastic design spectrum for different
damping values are presented in Section 5.3.4.
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FIGURE 5.6 Elastic pseudo-
acceleration (S,), pseudo-velocity (Sy)
and relative displacement (Sq4) response
spectra for 2, 5, 10 and 20% damping
for the ground motion recorded at
Rinaldi Receiving Station (S48W
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component) during the 1994
Northridge, California, earthquake.

5.3.3.3 Scaling of Response Spectra with PGA

As mentioned before, at very short periods, the spectral acceleration approaches the peak
ground acceleration (PGA). PGA has been traditionally widely used by earthquake
engineers to characterize the severity of ground motion. In practice, however, the
importance of PGA alone to quantify the damage potential of the recorded ground motion
may have been overemphasized. It should be noted that scaling of the entire amplitude of
a ground acceleration time history results in scaling of its elastic response spectrum over
the entire period range. However, a single high acceleration spike in a record, resulting in
a spurious PGA, is not necessarily associated with high spectral ordinates over the entire
period range and, hence, it does not necessarily represent a high damage potential of this
ground motion. This is demonstrated in Figure 5.7. In this figure the response spectrum
of the recorded motion at Diizce (EW component) during the August 17, 1999 Kocaeli,
Turkey, earthquake is plotted. Also shown in this figure is the response spectrum in
which time history has been altered by increasing the amplitude of the peak acceleration
pulse by a factor of 2. Similarly, the response spectra for the original and the altered
records of the El Centro ground motion are also plotted in Figure 5.7(c). It should be
noted that in these cases, the entire time history is not scaled but only the amplitude at the
peak spike is increased. It is evident from Figure 5.7 that from a practical point of view,
an increase in the amplitude of the acceleration pulse of the time history mainly affects
the short-period (high frequency) range of the response spectrum.

5.3.3.4 Response Spectra in Near Real-Time

Elastic response spectra of recorded ground motions are usually published by the
recording agencies for 0, 2, 5, 10 and 20% damping ratios. Also, following an earthquake
in the United States, in near real-time, maps of spatial distributions of elastic spectral
accelerations of the recorded ground motions at selected periods are generated by TriNet
(Wald et al., 1999) and CISN (Lin, et al., 2002) (see also Chapter 2). Called ShakeMaps,
these maps are automatically generated and posted on the Internet for various post-
earthquake applications. Although originally these maps were developed for Southern
California, ShakeMap has been or is being implemented for many other regions of the
United States, including Northern California, Utah and the Pacific Northwest. The current
list of available regions and ShakeMaps are accessible on the Internet at
http://earthquake.usgs.gov/shakemap/
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FIGURE 5.7 (a) Ground acceleration
recorded at Diizce (EW component)
during the August 17, 1999 Kocaeli,
Turkey, earthquake; the original and
modified peak accelerations are
marked, (b) The corresponding
pseudoacceleration response spectra
(S,) for 5% damping, (c) The response
spectrum (5% damping) for the El
Centre (NS component) recording
from the 1940 Imperial Valley
earthquake, and the spectrum for the
modified record. The El Centre time
history (not shown) was modified in
the same manner as in the top figure
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FIGURE 5.8 An acceleration-
displacement (AD) diagram, also
referred to as an acceleration-
displacement response spectrum
(ADRS) for 5% damping for the Diizce
(EW component) recording of the
August 17, 1999 Kocaeli, Turkey,
earthquake.
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FIGURE 5.9 Elastic horizontal design
spectrum according to Newmark and
Hall. (Adapted from Chopra and Goel
(2001). Direct displacement-based
design: use of inelastic vs. elastic
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design spectra, Earthquake Spectra,
17, 47-64.)

5.3.3.5 Different Formats of Response Spectra

The data associated with response spectra can be presented in different formats. The most
commonly used format, as mentioned previously and plotted in Figures 5.5 and 5.6, is a
plot of the spectral ordinate (acceleration, velocity, or displacement) in linear scale versus
natural period or natural frequency (in linear scale). This format is also used in most of
the seismic design codes. However, more details of the spectra at shorter periods can be
revealed by using a logarithmic scale for the period (Figure 5.7).

Another format for presenting the response spectrum is the acceleration-displacement
(AD) diagram, also referred to as the acceleration-displacement response spectrum
(ADRS). It is a plot of S, versus Sy with periods represented by lines radiating from the
origin. An example of an AD diagram is shown in Figure 5.8. The AD format of the
response spectrum has been used by structural engineers for simplified analysis
procedures to estimate the deformation demanded by the earthquake ground motion
(Freeman, 1995; Chopra and Goel, 1999). The AD format has the visual advantage of
being able to overlay the acceleration-displacement demand and the capacity diagrams of
a structure on the same plot (see for example, Figure 9.6 in Chapter 9). A disadvantage of
the AD diagram is that for long periods the spectral points become close to each other.

The spectra can also be shown in a tripartite logarithmic format. In this format, the
three response spectra parameters S,, S, and Sy are combined such that S, is on the
vertical axis and period is on the horizontal axis, both on a logarithmic scale. S, can be
read off an axis rotated 45° counterclockwise and S4 can be read off an axis rotated 45°
clockwise from the vertical axis. Thus, the lines with 45° slopes represent constant S,
lines and the lines with 135° slopes represent constant Sy lines (Figure 5.9). Apparently,
this type of paper was first introduced sometime before 1958 by Edward Fisher (Housner,
1997). In recent years, practical applications of the tripartite logarithmic format have
been curtailed.

5.3.3.6 Housner Spectrum Intensity

Spectrum intensity (SI) is defined as the area under the pseudo-velocity response
spectrum (S,) over the period range 0.1 to 2.5 sec (Housner, 1952). It is a measure of the
intensity of ground shaking for elastic structures. As Housner (1975) states:

The spectrum intensity is a single number that is a good measure of the
intensity of ground shaking as regards its effect on the elastic vibrations of
structures. It has, however, been observed that it is not necessarily a good
measure of the severity of shaking as indicated by the damage. This was
demonstrated, for example, by the 1966 Parkfield, California earthquake
where the motion close to the fault had an unprecedentedly large spectrum
intensity but caused very little observed damage. This was attributed to
the fact that, although very intense, the strong shaking had a very short
duration.



Earthquake engineering 232

The computed SI at different recording stations can be used to construct a contour map of
SI in a geographical area affected by the earthquake (Bozorgnia and Bertero, 2001a).
Such a map can be used to examine the spatial distribution of the general intensity of the
ground motion that impacts elastic structures.

5.3.4 Elastic Design Spectra

5.3.4.1 Introduction

Whereas a response spectrum is computed for a specific ground motion, for design
purposes it is more appropriate to use a design spectrum. A design spectrum is based on a
statistical analysis of a collection of numerous spectra of different recorded ground
motions in different earthquakes, with possible modifications based on engineering
experience. In the history of earthquake engineering, design spectra have been proposed
by various engineers. Biot (1941) suggested that: “When we possess a collection of
earthquake spectrums at a given location, it is suggested that a simplified envelope should
be used as a standard spectrum for the purpose of design in that region.” Widely used
design spectra were developed by Housner (1970b), Seed et al. (1976), Newmark et al.
(1973) and Newmark and Hall (1982). Also, various editions of building codes and
seismic design guidelines have recommended design spectra. In Section 5.5, the design
spectrum recently recommended in the International Building Code (IBC, 2000) is
discussed. In the following sections, two additional examples of design spectra are
presented. The first is the design spectrum proposed by Newmark and Hall (1982), which
has been used extensively in research and engineering practice, and the second is a design
spectrum proposed by FEMA-356 (2000).

5.3.4.2 Newmark-Hall Elastic Design Spectrum

The design spectrum proposed by Newmark and Hall (1982) is schematically plotted in
Figure 5.9. This figure is plotted in the format of a tripartite logarithmic plot, the
preferred plotting method proposed by these authors for reasons that will become obvious
below. The Newmark-Hall procedure to construct an elastic design spectrum is as
follows:

1. Estimate peak ground acceleration (PGA), peak ground velocity (PGV) and peak
ground displacement (PGD); e.g., using an attenuation relation and relationships
between these parameters as discussed below. Draw PGA, PGV and PGD lines on a
tripartite logarithmic plot at constant values of S,, S, and Sy, respectively (see Figure
5.9).

2. Parallel to the PGA, PGV, and PGD lines, draw another set of lines at values equal to
AxPGA, VXPGV and DXPGD, where A, V and D are dynamic amplification factors
for acceleration, velocity and displacement, respectively, as specified next. Values of
A, V and D for use in developing a median design spectrum (50% probability of
nonexceedance of the spectral ordinates), are given in Equation 5.9 and those
proposed for use in developing a median plus one standard deviation spectrum (84.1%
probability of nonexceedance) are given in Equation 5.10:
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A=3.21-0.68 In &; V=2.31-0.41 In §; D=1.82-0.27 In & (5.9)

A=438-1041n& V=338-0.67In§ D=273-045n¢ o

where & is the damping ratio in percent (i.e., for 5% damping ratio, £&=5). Equation
5.10 obviously results in a more conservative design spectrum than Equation 5.9.
3. Approximate periods for corner points a, b and e, are shown in Figure 5.9. Corner
points ¢ and d are the crossing points of the AXPGA, VXPGV and DxPGD lines. In
practice, periods for points ¢ and d fall in ranges of approximately 0.5-0.7 and 3—4
sec, respectively.
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FIGURE 5.10 Elastic horizontal
design spectrum recommended by
FEMA-356 [2000]. Corner periods are
Ts=(Sx1 Bs)/(SXs B]) and T0=0.2 Ts.

4. For periods shorter than about 0.03 sec, the design spectrum follows the constant PGA
line.

As mentioned above, the first step in constructing a Newmark-Hall design spectrum is to
estimate PGA, PGV and PGD. In practice, however, it may be difficult to accurately
estimate PGD. This is, in part, due to its sensitivity to the filtering parameters used to
process the acceleration record during double integration. To simplify the construction of
the design spectrum, Newmark and Hall (1982) suggested approximate rules to estimate
PGV and PGD for a given value of PGA. Based on an analysis of several strong-motion
records, they suggested that the ratio of PGV/PGA may be taken as 48 and 36 inches/sec/
g for competent soil and rock, respectively; and the dimensionless ratio
(PGAXPGD)/PGV? may be taken as 6 (consistent units should be used in this relation to
make it unitless).
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5.3.4.3 FEMA-356 Elastic Design Spectrum

According to FEMA-356 (2000), a pre-standard document for seismic rehabilitation of
buildings, different levels of ground motion are used to achieve different structural
performance levels. Two Basic Safety Earthquake (BSE) levels, BSE-1 and BSE-2 are
defined, where the BSE-2 level is a more severe level of ground motion than the BSE-1
level. For example, the basic safety objective achieves the dual goals of (a) life safety
structural performance for the BSE-1 ground-motion level; and (b) collapse prevention
for the BSE-2 ground-motion level.

The procedure to construct the elastic spectra for the BSE-2 and BSE-1 ground motion
levels, is as follows:

1. For the BSE-2 ground motion level, the spectral accelerations Sg (at period of 0.2 sec)
and S; (at period of 1.0 sec) are obtained using the approved contour maps for the
Maximum Considered Earthquake (MCE). These maps can be found on the USGS
Internet web site at http://geohazards.cr.usgs.gov/eq/ The MCE ground motion is
based on a combination of deterministic and probabilistic estimates and may be
interpreted as a “collapse ground motion” (Leyendecker et al, 2000). The details of the
characteristics of the MCE ground motion are presented in Section 5.5.

2. Sg and S, for the BSE-2 ground-motion level are adjusted for local site conditions.
These adjusted spectral accelerations are denoted Sxs and Sx;. The procedure to adjust
the spectral ordinates for local site conditions is similar to that of the IBC (2000) and
is outlined in Section 5.5.2.

3. For the BSE-1 ground motion level, the spectral accelerations Sxs and Sy, are taken as
the smaller of the following:

* The values of Sg and S; taken from approved contour maps of spectral accelerations for
10% probability of exceedance in 50 years, adjusted for local site conditions (see
Section 5.5.2).

* 2/3 of the values of the spectral ordinates determined for the BSE-2 ground motion level
(step 2, above).

4. Given spectral accelerations Syg and Sy, the elastic horizontal spectra for the BSE-2
and BSE-1 ground motion levels are constructed according to Figure 5.10. In this
figure, Bs and B, are damping modification factors (or damping coefficients, in
FEMA-356 terminology) to modify Sxs and Sy, respectively, for damping values
other than 5%. The recommended values of Bg and B1 are given in Table 5.2 A more
detailed discussion about the damping modification factors is provided in Section
5.3.4.4. In summary, given Sxs, Sxi, Bs and B, one can determine the corner periods
T, and T, (see Figure 5.10), and the design spectrum can be constructed as indicated in
the figure. For 5% damping, Bs and B, are unity, and the ratio of the peak of the
design spectrum over the zero-period acceleration is 2.5. This amplification factor is
consistent with the previous editions of the Uniform Building Code, e.g., UBC (1994).
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TABLE 5.2 Damping Modification Factors®

Newmark and Hall (1982)"

Damping Ratio Acceleration  Velocity  Displacement FEMA-356 (2000)

0,
(%) (A) W (D) B 5
2 0.77 0.81 0.85 0.80 0.80
5 1.00 1.00 1.00 1.00 1.00
10 1.29 1.21 1.16 1.30 1.20
20 1.80 1.53 1.37 1.80 1.50
30 2.36 1.80 1.54 2.30 1.70
40 3.02 2.07 1.68 2.70 1.90
50 3.85 2.34 1.81 3.00 2.00

# See also Naeim and Kircher (2001) for more details.
b Using Equation 5.9 of this chapter.

5.3.4.4 Modification of Design Spectra for Damping Values

It is common practice to specify a design spectrum for a 5% damping ratio. However,
depending on the structural (or fluid) material behavior and the level of ground motion
excitation, a design spectrum for other damping values may be needed. For example, a
steel liquid storage tank located at a rock site has a damping ratio of 2 to 3% for the
horizontal impulsive mode (Whittaker and Jury, 2000). Approximate equivalent viscous
damping values for various systems are given, for example, by Newmark and Hall
(1982).

An approximate procedure to derive a design spectrum for a damping ratio other than
5% is to divide the 5% damped spectral ordinates by a damping modification factor.
There are different procedures and damping modification factors, including those by
Newmark and Hall (1982), Rosenblueth (1980), Idriss (1993), Abrahamson and Silva
(1996), FEMA-356 (2000), among others (see also a summary of selected procedures by
McGuire et al, 2001). The Newmark and Hall (1982) and FEMA-356 (2000) procedures
are presented below.

Equation 5.9 or 5.10 by Newmark and Hall (1982) can be used to compute the
damping modification factors. For example, between points b and ¢ in Figure 5.9, a 2%
damped median design spectral ordinate may be approximately derived by dividing the
5% damped median design spectral ordinate by a factor of (3.21-0.68 In 5)/(3.21-0.68 In
2)=0.77. The damping modification factors calculated by this procedure are listed in
Table 5.2 (Naeim and Kircher, 2001). These modification factors are for adjusting the
dynamic amplification factors A, V and D (see Figure 5.9) of the 5% damped spectrum to
derive a spectrum for other damping values.

As mentioned previously, FEMA-356 (2000) also recommends damping modification
factors Bs and Bl to scale spectral accelerations at periods of 0.2 and 1.0 sec,
respectively (see Figure 5.10). These factors are also listed in Table 5.2. As Naeim and
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Kircher (2001) have pointed out, for damping ratios less than about 20%, Bg and B, are
almost the same as those recommended by Newmark and Hall (1982) for the
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FIGURE 5.11 Pseudo-acceleration
(S,) spectra for the average of the two
horizontal components for 5%
damping at a stiff soil site and for
strike-slip faulting, based on the
Campbell and Bozorgnia (2003)
ground motion (attenuation) relations.
Here r,.; is the shortest distance from
the site to the seismogenic rupture
zone of the fault (see Section 5.4).

acceleration and velocity dynamic amplification factors, respectively. For damping ratios
higher than 20%, Bg and B, are less than the factors recommended by Newmark and Hall
(1982), i.e., the FEMA-356 spectrum becomes more conservative than that proposed by
Newmark and Hall. This is due to the decision by code and guideline development
groups to choose conservative damping modification factors for design of highly damped
systems (Naeim and Kircher, 2001).

It should be noted that the validity of the damping modification factors given in Table
5.2, for response spectra of near-fault ground motions that are dominated by severe long-
period pulses has yet to be determined.

5.3.4.5 Scaling a Fixed-Shape Spectrum

In general, the shape of a smoothed spectrum is a function of different parameters,
including magnitude, source-to-site distance, local site conditions and direction of fault
rupture propagation. An example is presented in Figure 5.11. This figure shows
horizontal spectral acceleration for 5% damping at a stiff soil site, strike-slip faulting, M,,
5.5 and 7.5 and distances of 10 and 40 km from the seismic source. The spectra are based
on statistical analyses of 443 recordings from 36 worldwide shallow earthquakes of
magnitude 4.7 to 7.7 (for details, see Campbell and Bozorgnia, 2003). In Figure 5.11,
compare, for example, the two spectra for M,, 7.5 and M,, 5.5, both at a distance of 10 km
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from the source. It is evident that the larger magnitude results in larger spectral ordinates,
but more at long periods than at short periods.

In the same figure, compare the spectrum of the M,, 5.5 earthquake at distance of 10
km with that of M,, 7.5 earthquake at a distance of 40 km. These spectra have comparable
PGA values (compare the spectra at a very short period). However, the spectrum of the
smaller earthquake at smaller distance is richer at short periods than that of the larger
earthquake at larger distance.

Therefore, using a fixed spectral shape and scaling it with a single parameter such as
PGA to account for the effects of magnitude and other factors, is not conceptually
justified. The shape of a design spectrum should take into account the effects of various
parameters including magnitude, distance, local site conditions, fault rupture directivity
effects, among other factors.

5.3.5 Arias Intensity and Strong-Motion Duration

Arias intensity (1) is a ground motion parameter related to the spectrum of the energy
demanded by a strong-motion record, as defined below. Because I, is closely related to a
widely used definition of strong-motion duration, a discussion of duration is also
provided in this section.

The commonly used version of Arias intensity (Arias, 1970) is the sum of total energy
per unit weight in a set of undamped elastic SDF systems having frequencies uniformly
distributed in the range of zero to infinity, evaluated at the end of the ground motion
record. It can be shown (Arias, 1970; Trifunac and Brady, 1975) that the above definition
can be translated into the following expression for the Arias Intensity:

d

w=(mi2gh | ladn)ide (5.11)

where ag(?) is the ground acceleration, #, is the total duration of the record and g is the
acceleration of gravity.

Influences of source-to-site distance, magnitude and local site condition on I, have
been recently examined. For example, Kayen and Mitchell (1997) examined the
correlation of I5 with magnitude and distance for different soil conditions and used the
Arias intensity approach to assess the liquefaction potential of soil deposits during
earthquakes (see also Chapter 4). Recently, Travasarou et al. (2003) used a larger number
of recordings and developed the following attenuation relation for I,

In  (I)=crre(My—6)+c; In  (Myl6y+c, In (1., +h)"’

H(s11+51(Mp—6)] Scts21+50(My—6)] Sptfi Fxtfs Fr (5.12)

where I, is the average Arias intensity (m/s) of the two the horizontal components; My is
moment magnitude; r,,, is the closest distance to the rupture plane (km); 4 is a fictitious
depth term (km) determined by the regression; Fy and Fj are indicator variables for the
fault mechanism and are respectively both 0 for strike-slip faults, 1 and 0 for normal
faults, and 0 and 1 for reverse or reverse-oblique faults; Sc and S, are indicator variables
for the soil type and are respectively both 0 for site category B, 1 and 0 for site category
C, and 0 and 1 for site category D, where B is for competent rock, C is for weathered soft
rock and shallow stiff soil, and D is for deep stiff soil. The computed values of the
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coefficients are as follows: ¢;=2.80, ¢,=—1.981, ¢;=20.72, ¢,=—1.703, h=8.78, 5;;=0.454,
5;770.101, 5,;=0.479, 5,,=0.334, fi=—0.166 and f,=0.512. The model is applicable for
earthquakes with M,, between 4.7 and 7.6. The standard deviation of the random error in
the above relationship was found to be a function of the median predicted Arias intensity
and soil type. In fact, the error is smaller for soil sites D, larger for soil sites C and the
largest for soil sites B.

Travasarou et al. (2003) also found that the average I, of two horizontal components
is insensitive to forward directivity in the near-fault region; however, the Arias intensity
in the fault-normal direction was approximately 20% higher and in fault-parallel direction
was approximately 20% lower than the average I4.

Strong-motion duration is an important parameter that may contribute to the
performance of structural and geotechnical systems during earthquakes. For example,
experimental studies have shown that structural systems and components subjected to
cycles of inelastic deformations become more vulnerable due to cumulative damage (e.g.,
Bertero et al., 1977). This is usually the case if the strong-motion duration is relatively
long. Therefore, strong-motion duration may play an important role in assessing the
damage potential of earthquake ground motion. The cumulative effects of strong-motion
duration are included in hysteretic energy and damage spectra (see Sections 5.3.8 and
5.3.9).

Strong-motion duration can be defined in different ways. A review of various
definitions is given by Bommer and Martinez-Pereira (1999). Chapter 2 also provides
more discussion about the strong-motion duration. Most commonly used definitions of
strong-motion duration are defined below.

Bracketed duration was defined by Bolt (1973) as the elapsed time between the first
and last acceleration excursions greater than a given level (e.g., 0.05g).

Significant duration is defined based on the time variation of the integral of the square
of the ground acceleration time history. This definition is related to the Arias intensity, as
defined previously, if #; in Equation 5.11 is replaced with time t; and hence, the result of
Equation 5.11 will become a function of time. Two common definitions of the significant
duration are the time intervals between 5 and 95% and between 5 and 75% of the integral
of the square of the ground acceleration (Trifunac and Brady, 1975; Stewart et al., 2001).
An example of the evolution of 1, is presented in Figure 5.12 for the 1978 Tabas, Iran,
earthquake (M; 7.4) recorded at Tabas (N16W component). As marked in this figure, the
time interval between 5% and 95% of I, represents a significant duration of the record.
An example of the use of significant duration in engineering practice is the evaluation of
seismic slope stability (see Section 4.6.2.3.3 in Chapter 4: Displacement-Based Methods
of Analysis).
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FIGURE 5.12 Ground acceleration of
the 1978 Tabas, Iran, earthquake
(M=7.4) recorded at Tabas (N16 W
component), and the corresponding
evolution of the Arias intensity.

5.3.6 Drift Spectrum

The drift spectrum represents approximately the story drift ratio in multi-story buildings
demanded by the ground motion (Iwan, 1997). The formulation is based on the linear
elastic response of a uniform continuous cantilevered shear beam model, where interstory
drift is computed as the first derivative of the displacement response of the beam model
(see also Kim and Collins, 2002). The drift spectrum has been proposed for quantifying
the seismic demand on linear elastic systems subjected to near-fault pulse type ground
motions. To generate the drift spectrum, ground velocity and displacement time histories
are needed as input motions (Iwan, 1997). Hence, accurate processing of the ground
motion records, especially for near-fault ground motions, is important for developing a
drift spectrum.

The story drift of the shear beam model can be computed at different heights of the
model, though it is commonly computed at the base. As an example, Figure 5.13 presents
the drift spectrum evaluated at the base of a shear beam model for the Northridge
earthquake recorded at Sylmar County Hospital (NS component).

The drift spectrum has the same fundamental limitations as the other linear elastic
response parameters, i.e., it does not directly reveal information about inelastic response.
Recently, Kim and Collins (2002) have also found that for ground motions that exhibit a
permanent ground displacement, the formulation of the drift spectrum predicts residual
drift values at the end of the record. This is inconsistent with the linear elastic behavior
assumed in developing the model. As a result, Kim and Collins (2002) have proposed
improved models for computing drift spectra. However, the improved models do not have
the computational simplicity of the original drift spectrum model.
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5.3.7 Inelastic Response Spectra

5.3.7.1 Introduction and Definitions

A severe ground motion generally demands large deformations on various structural
systems, and inelastic structural response and hysteretic energy dissipation are generally
inevitable in typical structures. This fact has been recognized since the early years of
earthquake engineering. For example, Biot (1941) realized that a severe ground motion
can demand excessively high stresses in an undamped elastic structural model; and he
concluded:

Observations of the effect of actual earthquakes indicate that for most
structures such high stresses are not reached and this points out the
importance of the damping or other causes of stress reduction.
Considerable hysteresis damping will set in as soon as the yield point in
some part of the building is reached.

For a structure to behave elastically during a severe ground shaking, its strength, in
general, must be considerably higher than the minimum requirements recommended in
building codes. Therefore, in a major earthquake, many types of structures respond
inelastically, and in fact, their survival depends on
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FIGURE 5.13 Drift spectra (elastic)
for 0, 2, 5 and 10% damping evaluated
at the base of the building model for
the Sylmar County Hospital (NS
component) recording of the
Northridge, California, earthquake.

proper inelastic behavior and hysteretic energy dissipation. Therefore, an elastic response
spectrum, although a very important concept with widespread applications, has a limited
capability to predict structural damage in severe earthquakes. An inelastic response
spectrum (IRS) includes some fundamental features of inelastic dynamic behavior.

An IRS represents the maximum response of an inelastic (nonlinear) SDF system
versus its initial (elastic) natural period when it is excited by a ground acceleration
record. As discussed before, for the computation of an elastic response spectrum, only
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two system parameters must be specified: natural period and damping ratio. For
computation of an IRS, in addition to these parameters, the complete force-deformation
characteristics of the SDF system must be specified, including its loading, unloading and
re-loading behavior. The inelastic force-deformation relationship of the SDF system can
be idealized as bilinear, trilinear, stiffness and strength degrading, among others.

One of the traditional parameters used in the IRS as well as in seismic design is the
displacement ductility ratio (i), which is defined as

U=Unaxl U,

(5.13)

where u,,x and uy are, respectively, the maximum and yield deformations of the SDF
system (the deformations are all relative to the ground). By definition, p<1 indicates an
elastic response and p>1 indicates inelastic behavior.

In the process of constructing an inelastic spectrum, the following variables are also
commonly used in research and practice. Consider a generic force-deformation
relationship as shown in Figure 5.14. In this figure, F, is the equivalent yield strength; F;
is the design strength according to the seismic provisions and F. is the elastic strength
demand if the system were to remain elastic. The relationships among these forces are as
follows (Uang and Bertero, 1991; Uang, 1991; FEMA-369, 2001):

F=FJR

(5.14a)
F=F.R,

(5.14b)
Q=F/F,

(5.14c)

where, in terms of building code terminology, R is the response modification coefficient
to compute the design strength F; from the elastic design strength F. (obtained from an
elastic design spectrum; see Equation 5.7 and also Section 5.3.4); Ry is the reduction
factor due to the available ductility of the system; and Q represents the system
overstrength factor which relates the design strength (F;) to the equivalent yield strength
of the system (Fy). In seismic design, usually R>1.0; thus, structures are designed for
forces smaller than demanded for a completely elastic response (FEMA-369, 2001).
Values of R, Ry and Q are dependent on the basic seismic-force-resisting structural
system (SEAOC, 1999; IBC, 2000). For example, according to the International Building
Code (IBC, 2000), for special steel moment frames R=8.

5.3.7.2 Different Formats of Inelastic Response Spectra

Inelastic response spectra can be presented in different formats. The most commonly
used formats are given below.
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FIGURE 5.14 Elastic and inelastic
force-deformation relationships.
(Adapted from Uang, C.M. (1991).
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5.3.7.2.1 Displacement Ductility Spectrum

Given the characteristics of an inelastic SDF system, including its force-deformation
relationship with specified yield strength and damping ratio, the IRS can be presented in
a plot of the computed (or demanded) displacement ductility (p) versus the initial elastic
period (7). In this format, the yield strength of the SDF system is specified, and the
maximum deformation u,,, and displacement ductility factor u demanded by the ground
motion, are computed. In practice, the equivalent yield strength can be determined either
according to the seismic provisions in a building code, i.e., based on a reduced elastic
design spectrum, or using the results of a static nonlinear (pushover) analysis.

An example of IRS is plotted in Figure 5.15. The different inelastic spectra in this
figure are for a 5% damping ratio and a bilinear force-deformation relationship (i.e., two
different linear force-deformation relationships for u<u, and u>uy) with a post-yield
stiffness equal to 1% of the initial elastic stiffness. For Figure 5.15, the yield strength of
the system is specified based on the elastic spectrum recommended in the UBC (1994)
for soil type S, in seismic zone 4, reduced by the factor Ry (see Figures 5.14 and 5.15(a),
and Equation 5.14b). Figure 5.15 shows that using a period-independent reduction factor
(Ry), can result in large ductility demands, especially at short periods. IRS for other
recently recorded nearsource ground motions have also been computed by Bozorgnia and
Mahin (1998).

Figure 5.16 presents an example of the effects of multiple events on inelastic spectra.
Figure 5.16(a) shows the ground acceleration time histories recorded at Diizce during the
August 17, 1999 Kocaeli and November 12, 1999 Diizce earthquakes in Turkey. The time
history plot includes 10 seconds of zero ground acceleration added in between the
recorded ground motions in the two events. Figure 5.16(b) shows displacement ductility
spectra of the first and second ground motions independently, as well as the ductility
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spectrum for the combined acceleration time histories. The inelastic spectra shown in this
figure are for an SDF system with 5% damping and an elastic-perfectly-plastic (EPP)
force-displacement relationship with yield strength based on the elastic spectrum of UBC
(1997) reduced by R4=3.4. Figure 5.16(b) shows that the displacement ductility spectrum
for the combined ground motions is predominated by the November 1999 event and may
not necessarily include strong cumulative effects of the first and second events
(Bozorgnia and Bertero, 2002). Other parameters such as hysteretic energy include
stronger cumulative effects of multiple events (see Section 5.3.8).

5.3.7.2.2 Constant Ductility Spectrum

An IRS can also be presented as a plot of the computed yield strength (Fy) of an SDF
system versus its initial elastic period for a given value of ductility (1). An example of
such IRS is plotted in Figure 5.17. To construct such a constant-ductility IRS, first
various values of period T and F, are assumed and the displacement ductility demands are
computed. Then, through an interpolation process, the required values of F, are
determined to result in a pre-specified value of displacement ductility ratio. Figure 5.17
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FIGURE 5.15 Given C; (top figure),
the computed inelastic response
spectra, in terms of displacement
ductility ratios, are plotted (bottom
figure). The inelastic response spectra
are for the 1994 Northridge,
California, earthquake recorded at
Rinaldi Receiving Station (S48W
component). The SDF system has 5%
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damping and a bilinear force-
deformation relationship.
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FIGURE 5.16 Ground accelerations
(a); and displacement ductility ratio
spectra (b); for the Diizce (EW
component) recordings of the August
17, 1999 Kocaeli (M,,=7.4) and
November 12,1999 Diizce (M,,=7.1)
earthquakes in Turkey.

shows the results of this process for the 1994 Northridge earthquake recorded at Rinaldi
Receiving Station. The IRS in this figure are for a 5% damping and a bilinear force-
deformation relationship with a post-yield stiffness equal to 1% of the initial elastic
stiffness. The curve for p=1 corresponds to the elastic response spectrum. It is evident
from this figure that for the intermediate period range, if the structural system can
provide a moderate ductility, a substantial reduction in the required yield strength (Fy)
can be achieved.
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FIGURE 5.17 Constant-ductility
inelastic response spectra for the 1994
Northridge, California, earthquake
recorded at Rinaldi Receiving Station
(S48W component). The SDF system
has 5% damping and a bilinear force-
deformation relationship.

5.3.7.3 Computer Programs to Construct Inelastic Response Spectra

There are various computer programs with different capabilities to compute inelastic
response spectral ordinates. General purpose inelastic dynamic analysis software
packages can also be used for this task. Publicly available computer programs for the
generation of inelastic response spectra include NONSPEC (Mahin and Lin, 1983);
BISPEC (Hachem, 2000); and NSPECTRA (Reinhorn et al, 1999). For example, the
results shown in Figures 5.15 and 5.16 were computed using NONSPEC with additional
post-processing.

5.3.7.4 Inelastic Design Spectra

Inelastic response spectra are for specific ground motions; however, for general use,
smoothed inelastic design spectra may be more applicable. Examples of proposed
inelastic design spectra are given below:

5.3.7.4.1 Newmark-Hall Inelastic Design Spectrum

Given the elastic design spectrum and assumed (or available) displacement ductility ratio
(w) of an SDF system, an inelastic design spectrum is constructed by modifying the
elastic design spectrum. The procedure is as follows. The first step is to construct an
elastic design spectrum (see Section 5.3.4.2 and Figure 5.9). Consider an elastic-
perfectly-plastic (EPP) force-deformation relationship, which is a special case of the
bilinear force-deformation relationship with a zero postyield stiffness. The Newmark-
Hall procedure to construct an inelastic design spectrum for such a system is summarized
in Figure 5.18. In the short period range, the flat portion of the elastic acceleration
spectrum is reduced by a factor of (2(1-1)0.5. This is based on an assumption that the
areas under the force-displacement curves for the elastic and inelastic systems are equal
(see Figure 5.14). At longer periods, the elastic acceleration design spectrum is reduced
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by a factor of p. This is based on an assumption (Newmark and Hall, 1982) that the
maximum deformations of the EPP and the elastic systems are approximately the same,
i.e., Ue=Un.x in Figure 5.14. In Figure 5.18, point ¢’ is obtained as the intersection of the
flat and decaying portions of the inelastic design spectrum. Thus, given the period and
available displacement ductility (n), and using the inelastic design spectrum (Figure
5.18), the design yield strength (Fy) can be determined.

5.3.7.4.2 Other Inelastic Design Spectra

The process of generating the inelastic design spectrum shown in Figure 5.18 may be
further simplified by using a period-independent (constant) reduction factor Ry, instead of
using two factors Ry, and Ry,. This simplified version of constructing an inelastic design
spectrum is conceptually similar to the procedure used in various building codes to
reduce an elastic design spectrum to determine the strength (base shear) of the system.
Other researchers have also proposed to use values for the strength reduction factor Ry as
a means to reduce an elastic design spectrum to construct an inelastic design spectrum.
For example, Krawinkler and Nassar (1992) proposed the following reduction factor Ry
for a bilinear force-deformation relationship:

Re=[c(u—1)+11"¢ where c(T, a)=[T*/(1+T*)]+[b/T]
(5.15)
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FIGURE 5.18 Inelastic design
spectrum according to Newmark and
Hall (1982). Points b, ¢ and d
correspond to those marked in Figure
5.9. See also Mahin and Bertero
(1981).

where T is the natural period and parameters a and b are functions of a (the ratio of post-
yield stiffness over initial elastic stiffness). For example, for 0=0, the following values
are used: @=1.0 and #=0.42. Similarly, for a=2%, one should use a=1.0 and #=0.37; and
for 0=10%, one should use a=0.8 and 5=0.29.
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Miranda and Bertero (1994) also examined numerous reduction factors previously
proposed and concluded that the strength reduction factor is a function of available
displacement ductility, period of the system and the site condition. Other recent studies
on this subject include that by Vidic et al. (1994). A summary and comparison of some of
the recent studies on Ry values have been provided by Chopra and Goel(1999).

5.3.8 Energy Spectra

The elastic response spectrum, although an important measure with extensive
applications, has limitations in quantifying the damage potential of ground motion. For
example, among its other limitations, it does not directly include the effects of inelastic
structural response, which are generally associated with damage. Inelastic response
spectra, in the form of maximum deformation ductility and inelastic design strength
spectra, reveal some fundamental features of inelastic response and structural damage.
However, among their other limitations, an IRS does not necessarily reveal information
on the cumulative effects of number of cycles of inelastic deformations. The energy
spectrum, especially the hysteretic energy spectrum defined below, can provide
additional important information about the damage potential of the earthquake ground
motion related to these cumulative effects.

Seismic input energy to an inelastic SDF system (E,) is balanced as follows (Uang and
Bertero, 1990; Bertero and Uang, 1992)

EI:EHJ"EKJ"ESJ"E&

(5.16)

where Ey, Ex, Es and E; are irrecoverable dissipated hysteretic energy, kinetic energy,
recoverable elastic strain energy and dissipated viscous damping energy, respectively.
The absorbed energy E, is given by
EA=Ey+Es=| F du
(5.17)

where F is the restoring force and u is the deformation response (relative to the ground)
of the mass of the SDF system. Hysteretic energy (Ey) is the amount of energy the
structure must dissipate through inelastic nonlinear response. If the structure can dissipate
the hysteretic energy demanded by the earthquake, it will survive without collapsing. If
the structure remains elastic, i.e., no significant damage is expected, Ey will be zero. In
general, a high hysteretic energy demanded by the ground motion is an indication of a
high degree of damage. The details of the time history of the inelastic deformation can
also play an important role in this process. Hysteretic energy by definition includes the
cumulative effects of repeated cycles of inelastic response. Therefore, the cumulative
damage effects of strong-motion duration are also included in this parameter.



Earthquake engineering 248

3
g

I’ el il
T=175s58C

10000 -

Ey/m (cmisec)®

0

Py
0 0 20 3N 40 50 80 FO

Time (sec)

LN B T T T

FIGURE 5.19 Time variation of
hysteretic energy per unit mass at
period 7=1.75 sec for the ground
accelerations recorded at Diizce (EW
component) during the August 17,
1999 Kocaeli (M,,=7.4) and November
12, 1999 Diizce (M,,=7.1) earthquakes
in Turkey (see Figure 5.16(a) for the
input ground motion).
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FIGURE 5.20 Hysteretic energy
spectra per unit mass for the individual
ground motions recorded at Diizce
(EW component) during the August
17, 1999 Kocaeli and November 12,
1999 Diizce earthquakes in Turkey,
and for the combined ground motion
time histories (see Figure 5.16(a) for
input time histories).

An example of the time variation of Ey is presented in Figure 5.19 for the ground
motions recorded at Diizce during the August and November 1999 earthquakes in
Turkey. The characteristics of the inelastic SDF system are the same as those used for
Figure 5.16(b). It is evident from Figure 5.19 that Ey includes the cumulative effects of
the two events. The hysteretic energy spectrum presents the maximum (over time) of the
hysteretic energy for a series of inelastic SDF systems. Figure 5.20 shows Ey spectra per

unit mass for the 1999 earthquakes in Turkey recorded at Diizce (see Figure 5.16(a) for
the input ground motions). For this figure, the mechanical characteristics of the SDF
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system are the same as those used for Figure 5.16(b). Ey; spectra, such as those shown in
Figure 5.20, reveal the cumulative damage potential due to a multiple sequence of ground
shakings.

For practical reasons, it is convenient to use a normalized version of Ey. Various
versions of normalized Ey have been introduced. For example, Mahin and Bertero (1976,
1981) defined normalized hysteretic energy (NHE) as

NHE=Ey/(F, uy)

(5.18)

where Fy and u, are the yield strength and deformation of the SDF system, respectively
(see Figure 5.14). Equivalent hysteretic velocity Vy (Akiyama, 1985; Uang and Bertero,
1988) has also been defined as
V=2 Ey/m)"?
(5.19)

where m is the mass of the system. Other recent developments on various forms of energy
spectra include the use of energy-based concepts for seismic design and evaluation by
Fajfar (1992) and Fajfar and Vidic (1994), the investigation of various normalized
energy-based parameters by Bruneau and Wang
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FIGURE 5.21 Damage spectra for the
individual ground motions recorded at
Diizce (EW component) during the
August 17, 1999 Kocaeli and
November 12, 1999 Diizce earthquakes
in Turkey and for the combined ground

motion time histories (see also Figure
5.16(a)).

(1996), the investigation of the use of elastic input energy for seismic hazard analysis by
Chapman (1999) and Decanini and Mollaioli (1998), the attenuation of absorbed energy
spectra by Chou and Uang (2000) and the presentation of the relationship between elastic
input energy spectrum and Fourier amplitude spectrum of the ground acceleration by
Ordaz et al. (2003), among others.
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5.3.9 Damage Spectra

Structural performance and damage limit states can be quantified by a damage index
(DI). A well-defined damage index is a normalized quantity that will be zero if the
structure remains elastic (i.e., no significant damage is expected) and will be one if there
is a potential of failure. Other structural performance states (such as operational, life-safe,
near collapse, etc.) correspond to values of DI between zero and one. The damage
spectrum represents the variation of a damage index over structural period for a series of
SDF systems subjected to a ground motion record (Bozorgnia and Bertero 2001a, 2001b,
2003).

A damage spectrum, therefore, can quantify the damage potential of the recorded
earthquake ground motion. For example, Bozorgnia and Bertero (2001a, 2001b, 2002,
2003) defined an improved damage spectrum based on a combination of normalized
displacement ductility and hysteretic energy spectra for an inelastic SDF system

Dllz[(l_al) (u_ue)/(umon_l)]+0~1(EH/eHmon)

(5.20)

where P (=umax/uy) is displacement ductility ratio; pe (= Uensic/Uy) is the ratio of the
maximum elastic portion of deformation over the yield deformation; p,., is the
displacement ductility capacity of the system under monotonically increasing lateral
deformation; Ey is the hysteretic energy demanded by the earthquake ground motion;
€umon 1S the hysteretic energy capacity of the system under monotonically increasing
lateral deformation; and 0<o,<1 is a constant. Equation 5.20 is an improved version of
the DIps defined by Park and Ang (1985), which is a widely used damage index (for
more details see Bozorgnia and Bertero, 2001b). It can be shown that for an elastic-
perfectly-plastic SDF system, egpo, is related to pmon and, hence, Equation 5.20 is
greatly simplified.

If the system remains elastic (so that p.=p<1 and Ez=0), DI; will become zero. On the
other hand, under a monotonically increasing lateral deformation, if the maximum
displacement demand (uy,.«) reaches the displacement capacity of the structure (upon), 1.€.,
an indication of failure, DI; will be one. Also, it is evident from Equation 5.20 that the
normalized displacement ductility and hysteretic energy spectra are special cases of the
damage spectrum and that they can be derived by assigning o, values of zero and one,
respectively (Bozorgnia and Bertero, 2003). Examples of damage spectra are presented in
Figure 5.21 for the EW component of the ground motions recorded at Diizce during the
1999 earthquakes in Turkey. The basic characteristics of the inelastic SDF system are the
same as those used for Figure 5.16(b), with the following additional parameters: p,,,=8
and 0,=0.29 (Bozorgnia and Bertero, 2002). Other characteristics of damage spectra,
including the attenuation of damage spectral ordinates
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FIGURE 5.22 Distribution of the
computed damage spectral ordinate
(DI,) at a 1.0 sec period for the
horizontal ground motions recorded in
the Northridge, California, earthquake.
The epicenter and surface projection of
the fault plane are also shown.

with source-to-site distance, have also been examined (see Bozorgnia and Bertero, 2002,
2001b). Following an earthquake, near real-time contour maps of damage spectral
ordinates at selected periods can provide useful information on the spatial distribution of
damage potential of the recorded ground motions for specified types of structures. Figure
5.22 shows the distribution of the damage spectral ordinate at 1.0 sec period for the
horizontal motions recorded during the Northridge earthquake. For this figure, the basic
characteristics of the inelastic SDF system are the same as those used in Figure 5.21,
except Umon=12, 0;=0.27, and no near-source factors are used. Utilization of an up-to-date
inventory of existing structures together with the damage spectra can be used to identify
the expected damage or losses for post-earthquake applications.

The damage spectra presented in a format such as that in Figure 5.21 can be used for
seismic performance assessment of existing facilities. For performance-based design of
new structures, the value of DI (corresponding to the desired performance) can be
specified and the structural strength determined. For such applications, it is desirable to
construct strength spectra for constant values of DI (Bozorgnia and Bertero, 2002).
Figure 5.23 shows an example of such strength spectra for the El Centre (NS component)
recording of the 1940 Imperial Valley earthquake. In this figure, consistent with previous
results, a zero value for DI corresponds to an elastic spectrum. Also, as expected, the
design strength decreases by increasing the value of DI. In the lower range of DI, a
moderate increase in the value of DI (i.e., accepting minor damage) results in a
significant reduction in the design strength.
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5.3.10 Strong-Motion Spectra: A Summary

A wide variety of strong-motion parameters and spectra were discussed in Section 5.3.
To give an overall perspective, it is convenient to classify their characteristics using the
following categories:

* Parameters that are measures of free-field ground motion or reveal some basic ground
motion characteristics, independent of any structural systems and models. These
include peak ground motion values (acceleration, velocity and displacement), strong-
motion duration and Fourier spectra of the ground motion. Arias intensity, as related to
the integral of the square of the ground acceleration time history, falls in this category;
however, it belongs also to the next category, as explained below.

* Spectra and parameters that are related to elastic response of SDF and continuous shear
beam models. These include elastic response spectra, spectrum intensity, elastic design
spectra and drift spectrum. The Arias intensity falls also in this category, because, it is
defined as the sum of total energy per unit weight in a set of elastic SDF systems. This
category includes important spectra and parameters with extensive applications in
earthquake engineering. However, such spectra and
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FIGURE 5.23 Strength spectra for
constant values of damage index
(DI1=0, 0.1, 0.2, 0.4, 0.6, 1.0) for an
elastic-perfectly-plastic SDF system
with 5% damping subjected to the El
Centre (NS) recording of the 1940
Imperial Valley, California,
earthquake. (From Bozorgnia, Y. and
Bertero, V.V., 2002. Improved damage
parameters for post-earthquake
applications. Proc. SMIP02 Seminar
on Utilization of Strong-Motion Data,
Los Angeles, 61-82.)

parameters do not directly include the effects of amplitude and number of cycles
of inelastic structural deformations (which are generally associated with damage),
unless such effects are approximately and indirectly included.
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* Inelastic response spectra in the form of maximum displacement ductility and strength
spectra (for constant values of ductility) are based on maximum response of inelastic
SDF systems. The inelastic spectra reveal some fundamental features of inelastic
response and structural damage. However, they do not necessarily include the
cumulative effects of number of cycles of inelastic response.

* Energy spectra, especially the hysteretic energy spectrum, can provide additional
important information about the damage potential of the earthquake ground motion
related to the cumulative damage effects. Hysteretic energy spectrum represents the
dissipated hysteretic energy (due to yielding) in an inelastic SDF system. It includes
the cumulative effects of cycles of inelastic response and strong-motion duration. For
practical engineering applications, it is more convenient to normalize the demanded
hysteretic energy spectra with respect to a measure of energy dissipation capacity of
the system.

» Damage spectra represent variation of a damage index for an inelastic SDF system
versus period. A well-defined damage spectrum will be zero if the response remains
elastic and will be one if there is a potential of failure. Other structural performance
states (such as operational, life-safe, near collapse, etc.) correspond to values of the
damage spectral ordinates between zero and one. This makes the damage spectrum a
promising tool for performance-based damage assessment of existing structures and
performance-based design of new structures. If in the formulation of damage
spectrum, cumulative parameters such as hysteretic energy are included, the damage
spectrum would be influenced by the cumulative effects of strong-motion duration.

It is evident that there are some, but not total, overlaps in the information revealed by the
various spectra discussed herein. Also, some types of spectra are simpler than others,
requiring less input information and simpler computations. Besides their simplicity,
however, their reliable applicable ranges must not be overlooked.

5.4 Ground Motion (Attenuation) Relations

5.4.1 Introduction

An essential element in both deterministic and probabilistic seismic hazard analyses is the
ability to estimate strong ground motion from a specified set of seismological parameters.
This estimation is carried out using a ground motion relation, or what engineers
commonly refer to as an attenuation relation. A ground motion relation is a mathematical
equation (i.e., a model) that relates a given strong-motion parameter to one or more
parameters of the earthquake source, wave propagation path and local site conditions,
collectively referred to as seismological parameters. These parameters are discussed at
length below, but first it is useful to examine the mathematical structure and
seismological basis of the ground motion relation itself.

The ground motion relation, in its most basic form, can be described by a
mathematical equation of the form

In Y201+02M_C3 In R_C4R+8

(5.21)
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where In Y is the natural logarithm of the strong-motion parameter of interest, M is
earthquake magnitude, R is source-to-site distance or a term involving this distance and ¢
is a random error term with a mean of zero and a standard deviation of ¢ |, y. The
mathematical form of Equation 5.21 can be traced back to the basic principles of
earthquake seismology (Richter, 1958; Lay and Wallace, 1995). The term c,M is
consistent with the definition of earthquake magnitude as a logarithmic measure of the
amplitude of ground motion. The term —c; In R is consistent with the geometric spreading
of the seismic wave front as it propagates away from the earthquake source. The
parameter ¢; will vary with distance depending on the seismic wave type, such as
whether it is a direct (body) wave or a surface wave and the effect of crustal structure,
such as critical reflections off the base of the crust. The term —c4R is consistent with the
anelastic attenuation of seismic waves caused by material damping and scattering as they
propagate through the crust. In practice (e.g., see Section 5.4.4.2), ground motion
relations are more complex than implied by Equation 5.21. This additional complexity is
needed to account for the effects of near-source behavior, faulting mechanism, local site
conditions, source directivity and radiation pattern, the hanging-wall and footwall and
tectonic environment. Figure 5.24 shows a typical example of a ground motion relation
for peak ground acceleration (PGA).

The discussion in this chapter is limited to those ground motion relations that are used
in the most recent (2002) update of the USGS national seismic hazard maps (Frankel et
al., 2002). Even though these maps will not find their way into the building codes for
several years, the ground motion relations on which they are based will be adopted in
engineering practice almost immediately. Because of space limitations, only three of
these ground motion relations are provided in equation form (see Section 5.4.4.2). The
remainder of the relations are presented in Appendix A to this section that is posted on
the accompanying Internet web site of the book. The discussion in this chapter is focused
on providing guidance on the use of these relations and a description of how they were
applied in the development of the 2002 USGS hazard maps. Other more broadly based
compilations are given by Campbell (2003a, 2003b, 2003d).

5.4.2 Model Parameters

5.4.2.1 Ground Motion Parameters

Strong motion parameters typically used in engineering practice can be classified as
either time-domain or frequency-domain. PGA and PGV are the most common examples
of time-domain parameters. They represent the maximum absolute amplitude of the
ground motion measured from a recorded or synthetic time history. PGD is another,
albeit, less used peak-domain parameter. The most common frequency-domain
parameters are S,, S, and S, response spectral ordinates, which are related to one another
through the relationships given in Section 5.3.3.1.

5.4.2.2 Earthquake Magnitude

Earthquake magnitude is used to quantify the size of an earthquake. There are many
different scales that are used to define magnitude (see also Chapter 2), but all of the
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ground motion relations discussed in this chapter use moment magnitude (designated My
in this chapter but alternatively denoted M by many seismologists). By definition, My is
related to seismic moment, M,, a measure of the seismic energy radiated by an
earthquake, by the formula (Kanamori, 1978; Hanks and Kanamori, 1979)
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FIGURE 5.24 Example PGA ground
motion relation (top) and its associated
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recordings refer to analog or digital
acceleration time histories that have
not been processed and, therefore, can
only provide estimates of PGA.
Corrected recordings refer to
acceleration time histories that have
been processed to derive velocity and
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displacement time histories, response
spectra, and Fourier amplitude spectra.
(From Bozorgnia, Y., Campbell, K.W.
and Niazi, M. (1999). Vertical ground
motion: characteristics, relationship
with horizontal component, and
building-code implications.
Proceedings, SMIP99 Seminar on
Utilization of Strong-Motion Data, San
Francisco, California, 23—49.)

M, = 2]113 M, =107
3 (5.22)

where Mo =14,D 2uEg/Ac, p is the shear modulus of the crust in the source region, 4,

is the fault rupture area, D'is the average displacement over the fault rupture plane, Ac is
the average static stress drop over the fault rupture plane and Ej is the radiated seismic

energy. The definition based on A 3llows M, to be derived from geological faulting

parameters that are easily observed in the field, at least for large surface-rupturing
earthquakes. The definition based on EJ/Ac allows M, to be derived from instrumental
measurements routinely obtained from seismological networks.

5.4.2.3 Source-to-Site Distance

Source-to-site distance is used to characterize the diminution of ground motion in terms
of both geometric and anelastic attenuation, as it propagates away from the earthquake
source. Distance measures can be grouped into two broad classes depending on whether
they treat the earthquake as a point source or as a finite source. Point-source distance
measures include epicentral distance, r., and hypocentral distance, 74, where

o = Vo e

(5.23)

and Ay, is the focal (hypocentral) depth of the earthquake. Generally speaking, r,,; and
Tiypo are poor measures of distance for earthquakes with large rupture areas (i.e., large
magnitudes). They are primarily used for characterizing distances from small earthquakes
that can be reasonably represented by a point source. Experience has shown that ground
motion relations that use point-source measures should not be used to estimate ground
motions close to large earthquakes unless some approximate adjustment is made to
account for finite-faulting effects.

The three finite-source distance measures used in the ground motion relations presented
in this chapter are the closest horizontal distance to the vertical projection of the fault
rupture plane, rj, the closest distance to the fault rupture plane, 7,,, and the closest
distance to the Seismogenic part of the fault rupture plane, 7, The definition of ry,;;
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assumes that fault rupture within the near-surface sediments or shallow fault gouge is
non-seismogenic and not of engineering interest. These distance measures are
schematically defined in Figure 5.25. Although r;, is reasonably easy to estimate for a
future (e.g., Design) earthquake, the distance measures 7,,, and r; are not so easily
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FIGURE 5.25 Relationship between
distance measures used in the
development of the ground motion
relations.( From Abrahamson, N.A.
and Shedlock, K.M. (1997). Overview.
Seismological Research Letters, 68, 9—
23.)

determined, particularly when the earthquake is not expected to rupture the entire
Seismogenic width of the crust. In such cases, it is important to take into account the
expected depth to the top of the fault rupture plane. If rupture-specific information is not
available, the average depth to the top of the inferred fault rupture plane, d,,, or to the
seismogenic part of this plane, d,.;, can be calculated from (Campbell, 2000b)

A[H,+H -Wsin(8)] 428,

d=12 (5.24)

iH_ otherwise
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where the subscript i is equal to rup or seis depending on the distance measure of interest,
H,,, is the depth to the bottom of the seismogenic part of the crust, H,,, is the depth to the
top of the fault, H,,; is the depth to the top of the seismogenic part of the fault, § is the
dip of the fault, and W is the down-dip width of the fault rupture plane. There are many
relationships that can be used to calculate W, but one often used in engineering practice is
given by Wells and Coppersmith (1994)
logW =-101+0.32M,
(5.25)

where W is measured in kilometers and the standard deviation of log W is 0.15.

Campbell (1997) recommends restricting the seismogenic depth used to calculate 7
to Hy;s >3 km, even when the fault ruptures above this depth. This recommendation is
based on several factors, including: (1) observations of aftershock distributions and
background seismicity, (2) slip distributions on fault rupture planes derived from
earthquake modeling studies and (3) an independent assessment of the depth of
seismogenic faulting by Marone and Scholz (1988).

Many of the ground motion relations discussed in this chapter include near-source
distance terms that account for the widely held belief that short-period strong-motion
parameters should become less dependent on magnitude, i.e., they should saturate, close
to the causative fault. Most engineers and seismologists consider such behavior to be an
accepted behavior of near-fault ground motion. The ground motion relation shown in
Figure 5.24 exhibits such behavior at short distances.

5.4.2.4 Faulting Mechanism

The faulting mechanism, or style of faulting, of an earthquake characterizes the direction
of slip on the fault plane, seismologically defined as the rake (Lay and Wallace, 1995).
Rake is a continuous variable representing the angle between the direction of slip on the
fault plane and the orientation of the fault on the Earth’s surface (its strike). Rake has not
been used directly in any ground motion relation. Instead, the faulting mechanism has
been classified in terms of two or more faulting categories. These categories are typically
defined as strike slip, reverse and normal. The values of rake that correspond to these
categories are 0° for pure left-lateral strike-slip faulting, 180° for pure right-lateral strike-
slip faulting, 90° for pure reverse faulting and 270° for pure normal faulting (Lay and
Wallace, 1995). Alternatively, some seismologists use a rake of -90° to define pure
normal faulting. Thrust faulting is a special case of reverse faulting in which the dip of
the rupture plane is shallow, typically less than 45°. A combination of strike-slip and
either reverse or normal faulting (oblique faulting) has a rake that falls between those
given above. It has been common practice in the past to put strike-slip and normal-
faulting events into a single strike-slip category. However, a recent study by Spudich et
al. (1999) suggests that normal-faulting events, or for that matter strike-slip events in an
extensional tectonic regime, might have lower ground motions than other types of
shallow crustal earthquakes. All of the ground motion relations discussed in this chapter
predict higher ground motions for reverse and reverse-oblique earthquakes than for
strike-slip and normal earthquakes.
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A great deal of interest has been generated in blind thrust faults by seismologists and
engineers after unusually large ground motions were observed during the 1987 Whittier
Narrows, California, the 1988 Saguenay, Canada and the 1994 Northridge, California,
earthquakes. Whether similarly high ground motions can be expected from all future
blind thrust earthquakes is at present speculative. However, it cannot be ruled out,
considering the current limited observational database. The higher ground motions
observed during blind thrust earthquakes have been found to correspond to higher-than-
average stress drops. More theoretical and empirical studies will be needed before there is
a clear understanding why these three earthquakes produced such high stress drops and
how such events might be predicted in the future. The Campbell and Bozorgnia (2003)
ground motion relation is the only one discussed in this chapter that includes differences
between reverse and thrust events. This relation predicts higher short-period ground
motions for thrust events as would be expected if these differences were due to higher
stress drops.

5.4.2.5 Local Site Conditions

Local site conditions describe the type of deposits that lie beneath the site. They are
usually described in terms of surface or near-surface geology, shear-wave velocity and
sediment depth. The latter two descriptions are preferred because they represent physical
quantities that can be related directly to the dynamic response of the underlying
geological deposits. Traditionally, local site conditions have been classified as soil or
rock. Many ground motion relations discussed in this chapter still use this simple
classification. However, Boore et al. (1997), Rodriguez-Marek et al. (2001), Campbell
and Bozorgnia (2003) and Stewart et al. (2003) have clearly demonstrated the importance
of a more refined site classification scheme in the prediction of near-source ground
motion. Park and Elrick (1998) and Wills and Silva (1998) have also shown that a more
refined geological classification appears to be warranted based on measured shear-wave
velocities in various geological units in California.

There are typically two methods for classifying a site in terms of shear-wave velocity,
here denoted V. The first is the average value of Vs in the top 30 m (100 ft) of the
deposit, referred to here as 30-m velocity, V3o. The second is the average value of Vs over
a depth equal to a quarter-wavelength of a ground-motion parameter of specified period
or frequency, referred to here as effective velocity. The 1997 edition of the Uniform
Building Code (UBC) and the 2000 edition of the International Building Code (IBC) use
the 30-m velocity as the primary basis for defining National Earthquake Hazard
Reduction Program (NEHRP) site categories and their associated site factors that are used
to adjust design ground motions for local site effects (Table 5.3; see also Chapter 4).
Other properties of the soil profile such as standard penetration resistance, unconfined
shear strength and depth of soft soil are also used to define the NEHRP site class, but
these properties are not listed in Table 5.3, see also Chapter 4. The California Geological
Survey (Wills et al., 2000) modified the NEHRP site classification scheme to incorporate
boundary site categories, which they used for the purpose of developing a site conditions
map for California (Table 5.3; see also Chapter 4). The 30-m velocity is calculated from
the formula
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v, = Z d, Z{u IVy) (5.26)

where d; is the thickness and Vg is the shear-wave velocity of the ith soil layer.
Progressively deeper soil layers are used until the summation in the numerator of
Equation 5.26 equals 30 m (100 ft). Boore et al. (1997) developed the only ground
motion relation discussed in this chapter that uses V3 as a site parameter. However, Choi
and Stewart (2003) and Stewart et al. (2003) developed nonlinear site factors for NEHRP
site categories B through E that can be used with the ground motion relations of
Abrahamson and Silva (1997), Sadigh et al. (1997) and Campbell and Bozorgnia (2003).
The NEHRP site categories proposed by the California Geological Survey (CGS) were
defined by relating measured values of V3, to mapped geological units in California.
However, the CGS defined overlapping velocity ranges for their site categories that make
their use difficult in practice. For site categories E through BC, the CGS defines nominal
values of /3y (Table 5.3) in the GIS version of the California site-conditions map that
avoids the ambiguity in estimating V3 knowing the site category. The CGS assigns a
nominal 30-m velocity value of 1000 m/sec to NEHRP B, although the writers prefer the
nominal value given in Table 5.3, which is listed as 1130 m/sec, the midpoint of the
velocity range that defines this category. Because of the overlapping velocity ranges, an
ambiguity arises when attempting to assign a particular site to a CGS site category when
30-m velocity is known. Because there is no consensus on how this should be done, a
non-overlapping

TABLE 5.3 Definition of NEHRP Site Classes
Based on Shear-Wave Velocity

NEHRP Site Class® 30-m Velocity, V3, (m/sec)

Code CGS Soil Profile Name Code Cgs” Nominal®
A A Hard rock >1500 >1695 1890
- AB A-B boundary 1315-1695 1500
B B Rock 760-1500  945-1315 1130
- BC B-C boundary - 660-945 760
C C Very dense soil and soft 360-760 460-660 560

rock

- CD C-D boundary - 315-460 360
D D Stiff soil 180-360 225-315 270
- DE D-E boundary - 165-225 180
E E Soft soil <180 <165 150

* National Earthquake Hazard Reduction Program (NEHRP) site class definitions: Code, as defined
in the 1997 Uniform Building Code (UBC) and the 2000 International Building Code (IBC); CGS,
as defined by the California Geological Survey (Wills et al, 2000) and extended by the writers to
include A and AB site classes.
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® Approximate ranges of Vs, proposed by the writers to use in assigning CGS NEHRP site-classes
when V3 is known.

“Single best estimate of V3, to use for each NEHRP site class when no other information is
available.

range of V3, values is proposed and listed in Table 5.3. However, because there is no
unique way of defining these ranges, the user must apply his or her own judgment in
deciding what CGS site category should be used to correspond to a specific value of V3.
The values listed in Table 5.3 are meant to be used only as a guide. There is no such
ambiguity in the range of 30-m velocity for the code-based NEHRP site categories.
However, there is an ambiguity in defining a nominal value for the first and last building-
code categories, which are defined by inequalities in V3. In this case, a reasonable
estimate of the nominal value of V3, based on published sources is provided in Table 5.3.
The value for soft soil (E) is that given for intertidal mud by Wills and Silva (1998). The
value for hard rock (A) is that reported by Savy et al. (1987) for older sedimentary rock
sites in the eastern United States.

Joyner et al. (1981) proposed effective velocity as a site parameter, which is related to
the non-resonant amplification produced as a result of the energy conservation of seismic
waves that propagate vertically upward through a deposit of gradually changing velocity.
This parameter is defined as the average velocity from the surface to a depth
corresponding to a quarter-wavelength of a strong-motion parameter of specified period
or frequency. Effective velocity can be calculated from Equation 5.26 by summing to a
depth corresponding to a quarter-wavelength rather than to 30 m. This depth is given by
the equation (Boore, 2003)

!%Jf]=;;i (5.27)

where T=1/f is the period of interest. Progressively deeper soil layers are used in the

: . N dve=Tis : o
above summation until the equality z.—; e is achieved. Effective velocity is

used to calculate site amplification factors using the stochastic method (Boore, 2003).
This is important because several of the Eastern North America (ENA) ground motion
relations discussed in this chapter were developed using this method.

Sediment or basin depth is the depth to the basement-rock horizon beneath the site.
Basement rock is a geological term that is used to describe the more resistant, generally
crystalline rock that lies beneath layers or irregular deposits of younger, relatively
deformed sedimentary rock. This parameter is not generally used in engineering practice
and is not included in any of the ground motion relations discussed in this chapter. First
proposed empirically over several decades ago, its importance has been recently
recognized by several seismologists. For example, based on empirical and theoretical
considerations, Joyner (2000) found that long-period spectral amplifications predicted
from the sediment-depth term given in Campbell (1997, 2000b) were similar to those
derived from the effects of traveling surface waves generated at the edge of the Los
Angeles basin. Lee and Anderson (2000), Field (2000) and Field and the SCEC Phase III
Working Group (2000) found that sediment depth could be used to approximately
account for the modeled 3-D response of the Los Angeles basin. Rodriguez-Marek et al.
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(2001) found that the depth to bedrock with Vs>760 m/sec was an important parameter in
estimating site response from the 1989 Loma Prieta and 1994 Northridge, California,
earthquakes. Campbell and Bozorgnia (2003) evaluated sediment depth as a parameter in
their ground motion relation and also found it to be important, especially at long periods.
However, they chose not to include it in their relation at that time because they found
from past experience, e.g., in applications involving the ground motion relation of
Campbell (1997, 2000b), that it is often misunderstood and misinterpreted by engineers.

5.4.2.6 Stress Drop

Stress drop, or more correctly dynamic or Brune stress drop (Brune, 1970, 1971), is one
of the parameters that controls the high-frequency amplitude of ground motion. It is
related to the amount of stress that is relieved at the rupture front during an earthquake.
Theoretical studies have shown that higher stress drop results in higher short-period
ground motion. None of the ground motion relations discussed in this chapter explicitly
include stress drop as a parameter. However, stress drop is one of the parameters that is
included in the calculation of ground motion using the stochastic method, which was used
to develop several of the ENA ground motion relations discussed in this chapter.

As discussed above, relatively high stress drops are likely to have been the cause of
the relatively high ground motions observed during some recent blind thrust earthquakes.
On the other hand, low stress drops might have been the cause of the relatively low short-
period ground motions observed during the 1999 Chi-Chi (M,, 7.6), Taiwan, earthquake
(Tsai and Huang, 2000; Boore, 2001), the 1999 Kocaeli (M,, 7.4), Turkey, earthquake
(Anderson, 2000, 2003) and, at least based on preliminary ground motions available at
the time this book went to press, the 2002 Denali (M,, 7.9), Alaska, earthquake. The
observation of relatively low short-period ground motions during the Chi-Chi earthquake
is particularly significant because it is a large thrust earthquake, which had been expected
from previous empirical and theoretical studies to have relatively large ground motion.
This earthquake did, however, have relatively large ground motion on the hanging wall of
the rupture plane and relatively large PGV and long-period S, as had been expected. The
relatively low stress drops implied for the Taiwan, Turkey and Alaska earthquakes could
be a result of large total slip on the causative faults (Anderson, 2003) or large surface
ruptures (Somerville, 2000). More study will be needed to better understand the
phenomena that might have contributed to these low ground motions. If these
earthquakes are found to be typical of similar large earthquakes worldwide, the
implication is that the current ground motion relations might be overpredicting short-
period ground motions from large earthquakes, something that has been suggested from
observations of precariously balanced rocks near great earthquakes on the San Andreas
fault (Brune, 1999).

5.4.2.7 Hanging-Wall and Footwall Effects

Generally speaking, the hanging wall is that portion of the crust that lies above the
rupture plane of a dipping fault and the footwall is that portion of the crust that lies below
this plane. Sites located on the hanging wall of a reverse or thrust fault generally exhibit
higher-than-average ground motion. The hanging-wall effect is probably caused by a
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combination of radiation pattern, source directivity, decoupling of the hanging-wall and
footwall during rupture propagation and the entrapment of seismic waves within the
hanging-wall wedge of the crust (that portion between the rupture plane and the Earth’s
surface). Theoretical ground-motion modeling has consistently shown that higher ground
motion can be expected on the hanging wall of reverse and thrust faults and that lower
ground motion can be expected on the footwall of such faults (Anderson, 2003; Brune
2001). This is consistent with the observation of shattered rock on the hanging wall of
thrust faults in Southern California and the lack of such shattered rock and the presence
of precariously balanced rocks on the footwall of at least two thrust faults in this same
region (Brune, 2001). It is also consistent with observed ground motion from the 1994
Northridge earthquake (Abrahamson and Somerville, 1996) and the 1999 Chi-Chi
earthquake (Shin et al., 2000). Two of the ground motion relations discussed in this
chapter include a hanging-wall term (Abrahamson and Silva, 1997; Campbell and
Bozorgnia, 2003).

5.4.2.8 Tectonic Environment

Tectonic environment refers to the state of stress and the seismological properties of the
crust. It has a significant impact on the amplitude and attenuation of strong ground
motion. It has traditionally been classified into four basic types for the purpose of
estimating strong ground motion: (1) shallow crustal earthquakes in a tectonically active
region, (2) shallow crustal earthquakes in a tectonically stable region, (3) intermediate-
depth earthquakes (also known as Wadati-Benioff or intraslab earthquakes) within the
down-going crustal plate of a subduction zone and (4) earthquakes along the seismogenic
interface of the down-going and overriding crustal plates of a subduction zone. The
shallow crustal environment can be further subdivided into compressional and
extensional regimes. Each of these tectonic environments is represented by at least one of
the ground motion relations discussed in this chapter.

A detailed discussion of the different tectonic environments and their global
distribution is provided by Moores and Twiss (1995). A shallow crustal environment
refers to the seismogenic part of the crust, which generally varies from 10 to 30 km in
thickness, depending on the region. A tectonically active environment is one in which
large earthquakes are relatively frequent and tectonic deformation is relatively large. It is
usually located in the vicinity of tectonic plate margins. Such regions are typically
characterized by relatively low stress drops and relatively high anelastic attenuation. A
tectonically stable environment is one in which large earthquakes are relatively
infrequent and tectonic deformation is relatively small. It is usually located away from
plate margins in an intraplate region characterized by very old continental crust. Such
regions are typically characterized by relatively high stress drops and relatively low
anelastic attenuation. Johnston (1996) presents a series of maps that show the geographic
distribution of tectonically active and tectonically stable continental regions worldwide.
A compressional regime is one in which the crust is undergoing shortening. It is typically
associated with relatively high stress drops. An extensional regime is one in which the
crust is undergoing lengthening and is typically associated with relatively low stress
drops. Zoback (1992) presents a stress map that shows the geographic distribution of
compressional and extensional regimes worldwide.
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A subduction zone is a region in which one tectonic plate (usually oceanic crust)
thrusts beneath, or is subducted by, another tectonic plate (usually continental crust).
Subduction interface earthquakes, some of which are the largest in the world, occur along
the seismogenic boundary of the subducting and overriding plates. Depending on the age
of the subducting plate, this interface occurs to depths ranging anywhere from 20 to 50
km. So-called Wadati-Benioff, or intraslab, earthquakes occur within the subducting plate
below the subduction interface zone as it descends into the Earth’s mantle.

5.4.3 Analysis Methods

5.4.3.1 Strong Motion Database

In regions where strong-motion recordings are abundant, ground motion relations are
developed from statistical regression analysis. This requires a suitable strong-motion
database. Engineering estimates of ground motion are intended to provide estimates of
ground motion on level ground in the free field, unaffected by any man-made or natural
structures, or what engineers refer to as soil-structure interaction effects. This means that
these recordings should not be located on or near a large structure, in an area of strong
topographic relief, or below the ground surface. All of these situations have been shown
to significantly modify free-field ground motion in some situations. Although it is
generally agreed upon that non-free-field recordings should be excluded from a strong-
motion database, there is no consensus on what constitutes such a recording.
Furthermore, because the majority of the available recordings were obtained in or near a
man-made structure, it is impossible to restrict the database to truly free-field recordings
without restricting their number to the point where a statistical analysis might not be
meaningful. All of the empirical ground motion relations discussed in this chapter have
attempted to screen out non-free-field recordings to some degree, albeit using different
and sometimes conflicting criteria. A recent study by Stewart (2000) will help in
providing a more quantitative basis for identifying such recordings in the future.

Stewart (2000) evaluated the conditions for which recordings obtained at the
foundation of a structure can be expected to provide a reasonably unbiased estimate of
free-field ground motion with minimal uncertainty. He found that variations between
spectral accelerations recorded in the free field and those recorded on a nearby building
foundation correlated well with dimensionless parameters that strongly influence
kinematic and inertial soil-structure interaction phenomena, such as embedment ratio,
dimensionless frequency (the product of wave frequency and foundation radius
normalized by soil shear-wave velocity) and structure-to-soil stiffness ratio. Stewart also
found that low frequency components of spectral acceleration recorded on shallow
foundations provide reasonable estimates of free-field ground motion. However, such
was not the case for PGA or, in some cases, even PGV.

Stochastic, theoretical and hybrid empirical (semi-theoretical) analysis methods are
typically used to develop a synthetic strong-motion database in areas where there are an
insufficient number of strong-motion recordings. These synthetic data are used to develop
a ground motion relation in much the same manner that actual data are used. The
stochastic method uses a stochastic representation of the ground motion, shaped by
simple seismological models of the source spectrum and propagation path and a
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mathematical representation of the response of an SDF oscillator, to derive a set of
synthetic strong-motion parameters for a desired set of magnitudes and distances
(Campbell, 2003a, 2003b, 2003d; Boore, 2003). One of the important aspects of the
stochastic method is whether a single-corner or a double-corner source spectrum is used
(Atkinson and Boore, 1998), because the latter results in relatively low mid-to-long
period ground motions compared to the one-corner source spectrum. Of the five ENA
ground motion relations discussed in this chapter, three were developed using the
stochastic method (Atkinson and Boore, 1995, 1997; Frankel et al., 1996; Toro et ah,
1997) and, of these, only the Atkinson and Boore relation was based on the two-corner
source spectrum. The theoretical method uses kinematic or dynamic dislocation models
of the earthquake rupture process, together with empirical or theoretical Greens functions
and seismic ray theory, to develop synthetic strong-motion parameters. Because of its
greater complexity, only one of the ENA ground motion relations discussed in this
chapter used the theoretical method (in this case the kinematic approach) in its derivation
(Somerville et al., 2001). Because it has only recently gained the interest of
seismologists, only one of the ENA ground motion relations (Campbell, 2001, 2003c)
was developed using the hybrid empirical method. This method uses the stochastic
method to adjust empirical ground motion relations developed for one region, in this case
Western North America (WNA), to estimate synthetic strong-motion parameters in
another region, in this case ENA, where there are a limited number of strong-motion
recordings. These adjustments take into account differences in the earthquake source,
wave propagation and site-response characteristics between the two regions.

5.4.3.2 Regression Analysis

Whether developed from recorded or synthetic ground motion data, all ground motion
relations are derived using a statistical fitting procedure known as regression analysis
(e.g., Draper and Smith, 1981). Regression analysis is used to determine the best estimate
of the coefficients in the relation (e.g., the coefficients ¢; through ¢4 in Equation 5.21)
using any number of statistical fitting procedures, such as least squares or maximum
likelihood. Three different methods were used to develop the ground motion relations
discussed in this chapter: (1) weighted nonlinear least-squares regression; (2) two-step
least squares regression and (3) random-effects regression. Each of these methods has its
own strengths and weaknesses; however, they all attempt to mitigate the bias introduced
by the uneven distribution of recordings with respect to magnitude, distance and other
seismological parameters. An advantage of the latter two methods is that they provide a
direct estimate of the intra-ecarthquake and inter-earthquake components of randomness,
although these components can be derived, albeit indirectly, using the first method as
well.

5.4.3.3 Predicted Value

Because the predicted value from Equation 5.21 is the logarithm of Y, this prediction
represents the mean value of In Y, or what is referred to statistically as the median (50th-
percentile) value of Y. By definition, the median value is exceeded by 50% of the
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underlying observations. The 100x(1—a) -percentile estimate of the mean of n, future
observations of In Y is statistically given by the formula (Draper and Smith, 1981)

. by, oo
'r-’l..u—ln‘fifr,[ﬂt],H P (5.28)

where #,(a) is the Student’s t-statistic for an exceedance probability of a and for v=n—p
degrees of freedom (this statistic is widely available in statistic books), @iw¥is the standard
error of the mean value of In Y (a measure of modeling uncertainty) and o,y is the
standard error of regression (a measure of randomness). The standard error of regression
is given by

f a o
%= 1 ; Z[]n ¥, ~In¥,) (5.29)

where 7 is the number of recordings, p is the number of regression coefficients, In Y; is

the ith recorded value, and In¥.is the ith predicted value. The 100x(1—a) -percentile
estimate of a single future observation of In ¥, the most common application of Equation
5.28, is calculated by setting ny=1.

It is common engineering practice to calculate the 100x(1-a) -percentile estimate of a

single future value of I'“'ﬁby setting “&r © Oand replacing the #-statistic with the standard
normal variable, z. These assumptions reduce Equation 5.28 to its more commonly used
form
lIlYl_u =Iln Y+Za(51ny
(5.30)

where z, is the standard normal variable for an exceedance probability of a (this variable
is widely available in statistics books). Although statistically incorrect, results using
Equation 5.30 are not significantly different from those using Equation 5.28 unless the
predicted value is derived from an extrapolation of the regression equation or from a
regression equation that is based on very few recordings. In the first case, the value of
Tiris non-negligible and, in the second case, the z-statistic is inaccurate. When Equation
5.30 is used to predict ground motion, it is engineering practice to account for epistemic
uncertainty by using several ground motion (attenuation) relations to predict In Y.
However, even such practice will not necessarily account for all of the epistemic
uncertainty inherent in the estimation of ground motion.

5.4.4 Ground Motion (Attenuation) Relations Used by USGS

5.4.4.1 General Description

All ground motion relations have certain limitations. These limitations stem from issues
that arise during their development, such as the number and distribution of recordings,
the data selection criteria, the selection of a functional form, the theoretical assumptions
and the choice of seismological parameters used to define the source, path and site
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effects. It is dangerous to assume that any engineering model can be extrapolated beyond
its data, theoretical assumptions, or geographic region of applicability and still provide a
reliable estimate of ground motion. In fact, some of the ground motion relations
presented in this and the next section have specific caveats regarding their use, which are
noted when known. However, these caveats are often ignored in seismic hazard analysis
for practical reasons. Such is the case in the development of the 1996 and 2002 USGS
national seismic hazard maps.

The shallow crustal ground motion relations used in the 2002 USGS hazard maps are
segregated into two tectonic regions: WNA and ENA. WNA is further segregated into
extensional, compressional and subduction regimes. The division between WNA and
ENA has traditionally been taken as 105° W. Longitude. A somewhat more detailed
definition of this boundary has been proposed by Frankel et al. (1996, 2000, 2002).
Because ENA is tectonically stable, earthquakes in this region are typically associated
with higher stress drops and lower anelastic attenuation, resulting in higher ground
motion at short periods and large distances.

The USGS used four ground motion relations for compressional regimes in WNA;
namely, Abrahamson and Silva (1997), Boore et al. (1997), Sadigh et al. (1997) and
Campbell and Bozorgnia (2003). Although not specifically used in the development of
the hazard maps, the Sadigh et al. (1993) ground motion relation is presented along with
these authors’ 1997 relation because it is widely used in engineering practice to predict
the vertical component of ground motion for rock sites. For extensional regimes in WNA,
the USGS used the above four ground motion relations, each evaluated for strike-slip and
normal faulting (see discussion below) along with the Spudich et al. (1999) relation. All
of these relations were developed from regression analyses of strong-motion recordings
using the empirical method. The USGS used five ground motion relations for ENA;
namely, Atkinson and Boore (1995, 1997), Frankel et al. (1996), Toro et al. (1997),
Somerville et al. (2001) and Campbell (2001, 2003c). All of these relations were
developed from regression analyses of synthetic strong-motion parameters calculated
using either the stochastic, theoretical (kinematic), or hybrid empirical method and are,
therefore, non-empirical. The Atkinson and Boore relation was updated by D.Boore to
represent the NEHRP B-C Boundary site condition.

Great interface earthquakes of My 8.3 and 9.0 on the Cascadia Subduction Zone
(Cascadia S.Z.) dominate the seismic hazard along the western coasts of Oregon and
Washington. The USGS used two ground motion relations for modeling subduction
interface events; namely, Youngs et al. (1997) and Sadigh et al. (1997). The Youngs et al.
relation was evaluated for interface events and the Sadigh et al. relation for reverse-
faulting events (see discussion below). The hypocentral depth was fixed at 20 km when
evaluating the Youngs et al. relation. Weights for each relation are defined as a function
of distance so that the Youngs et al. And Sadigh et al. relations have equal weight at
relatively close distances and the Youngs et al. relation has 100% weight at relatively
larger distances. The USGS used a constant distance range of 70+15 km for the My, 8.3
event and 60+15 km for the My 9.0 event, independent of period, to define the distance
range over which the weights were linearly varied. However, in reality, this range is
period dependent. The maximum magnitude that is allowed in the Sadigh et al. relation is
8.5, so My was set to this value for the My 9.0 event. The USGS used the Youngs et al.
relation and two versions of a new relation developed by Atkinson and Boore (2003),
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both evaluated for intraslab conditions, for intermediate-depth (Wadati-Benioff) events
associated with the Cascadia S.Z. The hypocentral depth used in the Youngs et al.
relation and the depth to the top of faulting used to estimate r,,, in both relations was
fixed at 50 km.

Table 5.4 lists relevant information concerning the ground motion relations that were
used in the development of the 2002 USGS hazard maps. This information includes the
subregion in which they were applied, the weight assigned to them for the given
subregion, whether they predict the vertical component of ground motion (V) in addition
to the average horizontal component (H), the range of periods for which they are
applicable, the seismological parameters that are included in each, and the range of
magnitudes and distances for which they are considered valid. In parentheses, beneath the
region designation, is a description of the method that was used to develop each relation.
For the WNA relations, the subregion indicates whether they were used for
compressional and extensional regimes. The extensional regime includes the Basin and
Range province, which generally extends from the eastern front of the Cascade and Sierra
Nevada Mountains to the western front of the Rocky and Wasatch Mountains. This
regime includes eastern California (including Imperial Valley), eastern Oregon, eastern
Washington, southern Idaho, western Utah, Arizona, Nevada and New Mexico (Frankel
et al., 2002). For the ENA relations, the subregion indicates whether they were used for
faults and for background seismicity (also known as gridded or smoothed seismicity).
Explicitly modeled ENA faults include those responsible for the 1811-1812 New Madrid
sequence and the 1876 Charleston earthquake. Background seismicity can have a
maximum magnitude as large as My 7.5; nevertheless, the USGS did not use the
Somerville et al. (2001) relation for such earthquakes, even though the authors of the
relation recommend its use for events of My=>6. The model parameters enclosed in
parentheses are the alternative symbols used to describe the ground motion relations
presented in the Appendix A provided on the accompanying Internet site and in Campbell
(2003a, 2003b, 2003d). This alternative notation was used to provide a consistent set of
notation among the different ground motion relations.

Among the ENA models, only those of Somerville et al. (2001) and Campbell (2001,
2003c¢) explicitly include near-source scaling characteristics. The others, because they are
based on point-source seismological models, require their distance measures to be
modified or capped to give realistic ground-motion estimates at near-source distances. In
the development of the USGS hazard maps, the hypocentral distance used by Atkinson
and Boore (1995, 1997) and Frankel et al. (1996) was replaced by the closest distance to
the surface projection of faulting, r;, as suggested by Boore (2003). Furthermore, a
fictitious depth was used to force the relation to asymptotically approach a limiting
amplitude at short distances, similar to those relations that use a finite-fault distance
measure. In addition, absolute amplitude caps were applied to both the median estimates
and the upper tails of the aleatory distributions of PGA and selected spectral accelerations
in ENA (Table 5.5). All of the ground-motion aleatory distributions (the random
distribution of ground motion about the median), including those for the WNA and
Cascadia S.Z., were truncated at +3 standard deviations in the probabilistic seismic
hazard analysis. Two fictitious depths, 5 and 10 km, were used to limit near-source
ground motions computed from the point-source ground motion relations, depending on
whether the source was modeled as background seismicity or finite faulting, respectively.
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The depth of 5 km used for background seismicity was also used with those ground
motion relations that use the fault-distance measures r and 7, (Table 5.4).

Table 5.6 lists the faulting categories used in each of the WNA ground motion
relations. These categories are defined in terms of the rake and the values of the faulting
mechanism (style-of-faulting) parameters used in each relation, according to the
alternative notation used in the Appendix A published on the accompanying Internet site
and in Campbell (2003a, 2003b, 2003d). The rake is an important parameter because it
corresponds to a physically meaningful quantity of the earthquake source—the
orientation of slip on the fault—that ultimately determines the focal mechanism of the
earthquake. The faulting mechanism parameter is a convenient way of statistically
describing the effects of the rake on the predicted ground motion in the regression
analysis. Only the WNA ground motion relations include a faulting mechanism
parameter. However, some of these relations either do not specify the range of rakes that
correspond to a given faulting category or give an incomplete description of these rakes.
The values of rake included in Table 5.6 were determined based on discussions with the
authors of the relations. The faulting categories given in italics are those used in the
development of the 2002 USGS hazard maps. For purposes of developing these maps, all
faults were placed into one of three faulting categories, characterized as strike slip,
normal, or reverse. Reverse-oblique faulting was placed into the reverse-faulting
category. Although Spudich et al. (1999) distinguished between strike slip and normal
faulting, they found no significant difference in the two and, as a result, did not include a
faulting mechanism parameter in their ground motion relation. The Sadigh et al. (1997)
relation was evaluated for reverse faulting when used for estimating ground motions for
Cascadia S.Z. interface events. In addition to a faulting mechanism parameter, the
Abrahamson and Silva (1997) and Campbell and Bozorgnia (2003) ground motion
relations include a hanging-wall term. However, the USGS evaluated the Abrahamson
and Silva relation for hanging-wall effects only for reverse faults and for sites located
directly over the rupture plane or its horizontal extension, a restriction not imposed by the
authors. The USGS did not attempt to apply a more general hanging-wall model, such as
that described by Campbell (2003a, 2003b, 2003d), to all of the relations. Nor did they
attempt to apply a general source directivity term to any of the ground motion relations,
such as that described in Section 5.4.5.3. Such a directivity term is often used in
engineering practice.

TABLE 5.4 Ground Motion Relations Used in the
2002 USGS National Seismic Hazard Maps

Ground Region Subregion Weight Comp Periods Model Validity
Motion Parametersb
Relation
Abrahamson WNA Compressional 0.250 H,V  PGA, M (My), Ty 5.0sMy<8.0,
and Silva 0.02-5.0 F, S (LS{DI-I) 7p<100 km
HW, Pl
(ARocy)

(1997) (Empirical) Extensional 0.200
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Boore etal. WNA Compressional 0.250 H PGA, M(My), vy, 5.5<My<17.5,
0.10-2.0 by (c1y), brys  1<80 km
(c1o), bran
(e, Vs (Vo)
(1997) (Empirical) Extensional 0.200
Campbell WNA Compressional 0.250 H,V  PGA, M, Feeisy Tipe  4T<Mw=<8.0,
and 0.054.0 FRVr FTH’ rmpSIOO km
Bozorgnia Svrs, Ssr,
Srr, HW
(2003) (Empirical) Extensional 0.200
Sadigh etal. WNA Compressional 0.250 H,V PGA, M(My), 1y, 4.0<My<8.0,
0.07-4.0 (F), (Ssoi) 7p<100 km
(1993, (Empirical) Extensional 0.200
1997)
Spudichet WNA Extensional 0200 H PGA, MMy), rp,  5.0My<7.7,
al. 0.10-2.0 I(Ssoi) <100 km
(1999) (Empirical)
Atkinson ENA Background 0.286 H PGA, M(My), Tiypo.  4.0<My<8.2,
and Boore 0.10-1.0 (Speep) 10<74,,,,<1000
km°®
(1995, (Stochastic) Faults 0.250
1997)
Campbell ENA Background 0.143 H PGA, My, ¥pp 5.0<My<8.2,
0.02-4.0 71p<1000 km
(2001, (Hybrid Faults 0.125
2003c¢) Empirical)
Frankel et ENA Background 0.286 H PGA, M(My), R 4.4<Mp<8.2,
al. 0.1-2.0  (riypo) 10<#y,,,,<1000
km
(1996) (Stochastic) Faults 0.250
Toroetal. ENA Background  0.286 H PGA, M(My), ry, 4.5<My<8.0,
0.03-2.0 1<r%<500 km
(1997) (Stochastic) Faults 0.250
Somerville ENA Faults 0.125 H,V PGA, M(My), r(rp) 6.0<My<1.5,
et al. 0.04-4.0 7$<500 km
(2001) (Kinematic)
Youngs et Cascadia Interface 0.5-1* H PGA, M(My), ¥y, 5.0sMy<8.2,
al. S.Z. 0.08-3.0 H(hyypo), Zr  10<r,,<500

(). (Ssoit km
(1997) (Empirical) Intraslab 0.500
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Sadigh et al. Cascadia

S.Z.
(1997) (Empirical)
Atkinson Cascadia

and Boore S.Z.

(2003) (Empirical)

Interface

Intraslab:

Global

Intraslab:

Cascadia

0.5-0* H
0250 H
0.250

PGA,

M(My), 1y,

0.08-3.0 (F), (Ssoi)

PGA,

M(My),

0.04-3.0  Dyi(¥rp),

h(hhypo)r sl
(f3(4p)),
PGA,, Sc,
SDr SE

4.0<My<8.0,
Fup<100 km

5.5<My<8.3,
10<r,,<300
km

* Weights linearly range between values shown from r,,,=55-85 km for the A/,~8.3 scenario and from

7p=452-75 km for the My=9.0 scenario.
® Parameters in parentheses are alternative notation used in this chapter.
¢ Limits increased by D.Boore (personal communication, 2002) for use in the 2002 USGS national

seismic hazard maps.

TABLE 5.5 ENA Ground Motion Caps and
NEHRP B-C Boundary Adjustment Factors

Period (sec)

Ground Motion Caps (g)*

Median

Upper Tail

Adjustment Factors

PGA
0.1
0.2
0.3
0.5
1.0
2.0

1.5
3.0
3.0
3.0
3.0

3.0
6.0
6.0
6.0
6.0

1.52
1.74
1.76
1.72
1.58
1.34
1.20

*Caps are applied after applying the adjustment factors.

TABLE 5.6 Faulting Mechanism Categories Used
in the WNA and Cascadia Subduction Zone Ground
Motion Relations

Ground Motion Relation Faulting F FRV FTH Rake, A"

Category *
Abrahamson and Silva Strike slip 0 - - 0-30°, 150-210°, 330-360°
(1997)

Normal 0 - - 210-330°

Reverse-oblique 0.5

Reverse

1.0

30-60°, 120-150°

60-120°



Earthquake engineering 272

Unknown, random 0.5 — - Unknown or random rake
Boore et al. (1997) Strike slip s — - 0-30°, 150-210°, 330-360°

Normal Ccly — - 210-330°

Reverse Cl,. - - 30-150°

Unknown, random ¢, - — Unknown or random rake
Campbell and Bozorgnia Strike slip -0 0 0-22.5°,157.5-202.5°,
(2003) 337.5-360°

Normal - 0 0 202.5-337.5°

Reverse - 1.0 0 22.5-157.5° (6>45°)

Thrust - 0 1.0 22.5-157.5° (6<45°)

Reverse or Thrust — 0.5 0.5  Unknown or random dip

Unknown, random — 025 0.25 Unknown or random rake
Sadigh et al. (1993, 1997)  Strike slip 0 - - 0-45°, 135-225°, 315-360°
WNA

Normal 0 - - 225-315°

Reverse 1.0 - - 45-135°

Unknown, random 0.5 — - Unknown or random rake
Sadigh et al. (1993, 1997)  Strike slip 0o - - 0-45°, 135-225°, 315-360°
(Cascadia S.Z. interface) Normal 0 - - 225-315°

Reverse 1.0 — - 45-135°

Unknown, random 0.5 — - Unknown or random rake

Spudich et al. (1999)

Strike slip

Normal

0-45°, 135-225°, 315-360°
225-315°

 Faulting categories used in the 2002 USGS national seismic hazard maps are given in italics.

® Based on the convention of Lay and Wallace (1995).

Table 5.7 lists the site categories used in each of the ground motion relations. These
categories are defined in terms of the values of the specified site parameters, which in
turn are approximately related to an average or preferred value of 30-m velocity and a
corresponding NEHRP site category. Two sets of NEHRP site categories are given, one
originally defined for use in the building codes and one defined by the CGS (Wills et al.,
2000), which differ from the former in the specific use of boundary site categories (see
Section 5.4.2.5 and Table 5.3). The CGS’s NEHRP classification has been extended to
include the A and A-B boundary site categories in Table 5.7 for applications outside of
California. The site parameters are given in terms of the alternative notation used in the
Appendix A published on the accompanying Internet site and in



Engineering characterization of ground motion 273

TABLE 5.7 Site Categories Used in the Ground
Motion Relations

Site Parameter NEHRP Adjust
Site Class ment
. Fact
Ground ~ Site Swit Sves Sk Sex S Sc Sp Sg Vi Vao(m/s)® Code CGS ¢ 0"
Motion  Category”
Relation
Abrah Generic 0 - - - - - - - - 620 C C 1.0
amson rock
and Silva
(1997)
Generic 1.0 - - - = - - - = 310 D D -
soil
Booreet 30-m - - - - = - - = 1760 All  All Al 1.0
al. (1997) velocity
Campbell Firmsoil - 0 - 00 - - - - - 298 D D -
and
Bozorgnia
(2003)
Very fim - 10 0 0 - - - - = 368 C CD -
soil
Softrock - 0 1.0 0 - - - - - 421 C CD -
Firm rock - 0 0 1.0 - - - - - 830 B BC -
Generic - 0 0.5 0.5 - - - - = 620 C C  Exp(0.204
rock c6)
Generic - 0250 0 - - - - = 310 D D -
soil
Sadigh et Generic 0o - - - = - - - = 620 C C 1.0
al. (1997) rock
Generic 1.0 - - - = - - - = 310 D D -
soil
Spudich  Generic 0o - - - - - - - - 760 B BC 1.0
et al. rock
(1999)
Generic 1.0 - - - = - - - = 310 D D -
soil
Atkinson Very hard -  — - - = - - - - 2800 A A -
and Boore rock
(1995,

1997)
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Campbell
(2001,
2003c)

Frankel et
al. (1996)

Toro et al.
(1997)

Som
erville et
al. (2001)

Youngs et
al. (1997)

Sadigh et
al. (1997)

Atkinson
and Boore
(2003)

Firm rock
(BC)'

Deep stiff
soil

Very hard
rock

Firm rock
(BC)

Very hard
rock

Very hard
rock

Generic
rock

Generic
soil

Generic
rock

Generic
soil

NEHRP B

NEHRP
BC

NEHRP C
NEHRP D
NEHRP E

1.0

1.0

1.0

0.5

1.0
0
0

0 0
0 0
1.0 0
0 1.0

760

500

2800

760

2800

2800

620

310

620

310

1130

760

560
270
150

C
D
E

BC 1.0
C _
A See Table
5.5
BC 1.0
A See Table
5.5
A See Table
5.5
C 1.0
D —
C 1.0
D _
B _
BC 1.0
C _
D _
E _

* Site categories used in the 2002 USGS national seismic hazard maps to evaluate the ground motion relations
for the NEHRP B-C boundary are given in Italics. bValue of V30 that best represents the given site category
in the judgment of the writers. Additional multiplicative factors used by the USGS to adjust ground motions
to the B-C boundary (V3¢,=760 m/sec) in the 2002 USGS national seismic hazard maps: Campbell and
Bozorgnia (2003) adjustments are based on the site term of Boore et al. (1997), where the coefficient cg,
denoted b, by Boore et al. Is the period-dependent regression coefficient given in the Supplement on the
accompanying Internet site and in the compilations of Campbell (2003a, 2003b, 2003d); Adjustment factors
for very hard rock are from Frankel et al. (1996) and are listed in Table 5.5. ¢ Category added by D.Boore
(personal communication, 2002) for use in 2002 USGS national seismic hazard maps. “Recommended by
G.Atkinson (personal communication, 2002) for use in 2002 USGS national seismic hazard maps.
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Campbell (2003a, 2003b, 2003d). They can be related to the site parameters originally
defined by the authors of the relations using Table 5.4. The relationship between each site
category and V3, is admittedly crude, but useful, because V3, is the only site parameter
that corresponds to a physically quantifiable attribute of a profile’s site-response
characteristics. For those ENA ground motion relations listed in Table 5.7 that predict
ground motion on very hard rock (V3,=2800 m/sec), the USGS adjusted them to the
NEHRP B-C boundary (V3,=760 m/sec) using the adjustment factors given in Table 5.5
(Frankel et al. 1996, 2000, 2002).

The specific site categories used by the USGS to evaluate the WNA ground motion
relations for the NEHRP B-C Boundary are, in some cases, inconsistent with the
estimated values of V3 that correspond to these site categories. This apparent bias was
introduced either at the suggestion of the authors of the relations or by default (e.g., when
there was insufficient evidence to the contrary [Frankel et al. 2002]). At least in one case,
the coauthors themselves disagree as to an appropriate value of V3. For example,
W.Silva (personal communication, 2002) believes that the average value of V3, is around
510 m/sec for sites classified as generic rock in the Abrahamson and Silva (1997) ground
motion relation; whereas, N. Abrahamson (personal communication, 2002) believes that
this value lies somewhere between 510 and 760 m/sec, the value assumed by the USGS at
his suggestion. B.Youngs (personal communication, 2002) believes that the average
value of V3, for sites classified as generic rock in the Sadigh et al (1993, 1997) ground
motion relations is in the upper range that defines NEHRP C, much less than the 760
m/sec value assumed by the USGS at his suggestion. An independent assessment by Choi
and Stewart (2003) indicates that the lower V3, values originally recommended by W.
Silva and B. Youngs appear to be consistent with the generic rock sites used by both the
Abrahamson and Silva (1997) and Sadigh et al (1993, 1997) relations. Because of this
controversy, unless there is evidence to the contrary, the average value of V3, for generic
soil and generic rock should be taken as 310 and 620 m/sec, respectively (Table 5.7),
consistent with the recommendation of Boore and Joyner (1997). There is a project
currently under way by the Pacific Engineering Research Center (PEER) Lifelines
Program (http://peer.berkeley.edu/) that will hopefully resolve the ambiguities noted
above. The purpose of that project is to compile a comprehensive strong-motion database
and to have several WNA ground-motion experts, including those listed in Table 5.4,
develop the next generation of WNA ground motion relations. These new relations will
redefine the state-of-the-practice and will no doubt be used in future updates of the USGS
hazard maps.

5.4.4.2 Example Relations for WNA, ENA and Cascadia S.Z.

It is not possible to present the equations for all of the ground motion relations used in the
2002 USGS hazard maps discussed in this chapter. Instead, three relations representing
the three major tectonic environments in the United States are presented. These are the
Campbell and Bozorgnia (2003) relation, representing WNA, the Campbell (2001,
2003c) relation, representing ENA and the Youngs et al. (1997) relation, representing
Cascadia S.Z interface and intraslab events. The remaining ground motion relations are
given in Appendix A of this chapter on the accompanying Internet site and are discussed
extensively in Campbell (2003a, 2003b, 2003d).
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The WNA ground motion relation of Campbell and Bozorgnia (2003) is given by the
equation
InY=cithMwth(Mw, Fseiss STHE)Fa(S)HSs(Hpw, My, Teis)
(5.31)

where magnitude scaling is given by the function
fiMy)=c:Mytcs(8.5-My)’,
(5.32)

distance scaling and near-source (nonlinear) site response is given by the functions
ﬁ(MW’rseis; S):C4 In R,

(5.33)
R=1r, +g(5) [exple,M,, +e,(85- M, ), 534
g(S)=crtcs(SyrstSsr)tcoSrr,
(5.35)
the effects of faulting mechanism are given by the function
Ss(F)=cioFrytcenFm,
(5.36)
far-source (linear) site response is given by the function
Ju(S)=c12Syrstc13SsetciaSer
(5.37)
and hanging-wall effects are given by the functions
ﬁ(HVV’ MW: rseis:HWfé(F)fHW(MW)fHW(rseio)y
(5.38)
0 1,25 km or & =707
HW = (5.39)
(Sipe+ Sg ¥ Sp)(5-r,)/5 ry<5kmand 8 £70°
0 M, <55
_,r”h-il.,"'fw}= JHW—S‘.S 55< ’l‘fL‘..{ﬁ..r). (540)
1 M, =65
£l 18) M. <8km
Wiy d = .
i [ r,, 28km (54D

In these equations, Y is either the average horizontal or vertical component of PGA or
5%-damped S, (g), My is moment magnitude, r; is the closest distance to the
seismogenic part of the rupture plane (km) and rj, is the closest distance to the surface
projection of the rupture plane (km). The faulting mechanism parameters, F; and Fry,
are defined in Table 5.6 and the site parameters, Syrs, Ssz and Sgz, are defined in Table
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5.7. The hanging-wall parameter, HW, which quantifies the geometric and associated
effects related to the hanging wall, evaluates to zero for firm soil site conditions, for 7j,>5
km, or for a fault dipping greater than 70°. A more detailed definition of these parameters
can be found in Section 5.4.2

The standard deviation of In Y is defined as a function of magnitude according to the
expression

€6 = 0.07M,, M, <74
™ {cm ~0518 M, 274 (542)
or as a function of PGA according to the expression
€y +0.351 PGA <0.07g
Ty =16, ~ 0132 INPGA 0.07g < PGA <0257 . G43)
¢, +0.183 PGA 2(0.25g

The magnitude-dependent version of the standard deviation was used in the development
of the 2002 USGS hazard maps. The authors of the relation, however, prefer the PGA-
dependent version. The regression coefficients of this ground motion relation are listed in
Table 5.8. The relation is considered to be valid for 4.7<M<8.0 and r;<100 km.
Guidance on setting the faulting mechanism and site parameters is given in Tables 5.6
and 5.7. Figure 5.26 compares the spectral accelerations predicted by this relation with
those predicted by the other WNA relations listed in Table 5.4.
The ENA ground motion relation of Campbell (2001, 2003¢) is given by the equation

In Y=cth (M) oMy, 1) 4f5(rrp)

(5.44)
where magnitude scaling is given by the function
AMy)=c:Myrtes (8.5-My)’,
(5.45)
and distance scaling is given by the functions
ﬁ(MW’ =C4 In R(CS+CMW)rrup,
(5.406)
R=[r +[a: E':;d]J{t‘ M \.]-I“. .
A o (5.47)
o fp £ 70km
. (5.48)
L Y=1c,ilnr_ ~In70) 70<r, S130km.
‘r:.,[[n r..—In70)+¢ (lnr_ ~Inl30) T >130km

The standard deviation of In Y is defined as a function of magnitude according to the
expression
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6y tep M,

Ty =

i':I!

M, <7.16

M, 2706

(5.49)

In these equations, Y is the average horizontal component of PGA or 5%-damped S, (g),
Twp 18 the closest distance to the rupture plane (km), and all of the other parameters are as
defined previously. The regression coefficients of this relation are listed in Table 5.9. The
relation is considered to be valid for 5.0<M,<8.2 and 0<r<1000 km, but the WNA
empirical database on which it is based is restricted to earthquakes up to about magnitude
7.5 and distances up to about 100 km. The relation can be realistically extrapolated to
larger magnitudes and distances because of its physically based functional form and its
seismologically constrained geometric and anelastic attenuation. The relation predicts
ground motion for very hard rock typical of glacially scoured cratonic shield areas of
ENA (Table 5.7). Figure 5.27 compares the spectral accelerations predicted by this

relation with those predicted by the other ENA relations listed in Table 5.4.
The subduction-zone ground motion relation of Youngs et al. (1997) is given by the

equation
TABLE 5.8 Coefficients for the WNA Ground
Motion Relation
T(s) c ) c cy cs cq c7 cg cy cio cpy [ap) ci3 [an cis Cl6 ci7
Average Horizontal Component
PGA —4.033 0.812 0.036 —1.061 0.766 0.034 0.041 -0.005 -0.018 0343 0.351 -0.123 —0.138 —0.289 0.370 0.920 0.219
005 -3.740 0.812 0.036 —1.121 0.724  0.032 0.058 -0.004 -0.028 0.302 0.362 —0.140 —0.158 —0.205 0.370 0.940 0.239
0.075 -3.076 0.812 0.050 -1.252 0.648 0.040 0.121 -0.005 -0.051 0.243 0.333 -0.150 -0.196 —0.208 0.370 0.952 0.251
0.10 —2.661 0.812 0.060 —1.308 0.621 0.046 0.166 —0.009 -0.068 0224 0.313 -0.146 —0.253 —0.258 0.370 0.958 0.257
0.15 —2270 0.812 0.041 -1.324 0.613 0.031 0212 -0.033 -0.081 0318 0.344 —0.176 —0.267 -0.284 0.370 0.974 0.273
020 -2.771 0.812 0.030 —1.153 0.704 0.026 0.098 -0.014 -0.038 0296 0.342 -0.148 —0.183 —0.359 0.370 0.981 0.280
030 -2.999 0812 0.007 -1.080 0.752 0.007 0.059 -0.007 -0.022 0.359 0.385 -0.162 —0.157 —0.585 0.370 0.984 0.283
040 -3.511 0.812 —0.015 —0.964 0.842 —-0.016 0.024 -0.002 -0.005 0379 0438 —0.078 —0.129 —0.557 0.370 0.987 0.286
0.50 —3.556 0.812 —0.035 —0.964 0.842 -0.036 0.023 -0.002 -0.004 0.406 0479 -0.122 -0.130 —0.701 0.370 0.990 0.289
0.75 -3.709 0.812 -0.071 -0.964 0.842 -0.074 0.021 -0.002 -0.002 0.347 0419 -0.108 -0.124 -0.796 0.331 1.021 0.320
1.0 -3.867 0.812 -0.101 -0.964 0.842 -0.105 0.019 0 0 0329 0338 -0.073 -0.072 -0.858 0.281 1.021 0.320
1.5 —4.093 0.812 -0.150 -0.964 0.842 —0.155 0.019 0 0 0217 0.188 —0.079 —0.056 —0.954 0.210 1.021 0.320
2.0 —4.311 0812 -0.180 -0.964 0.842 —0.187 0.019 0 0 0.060 0.064 —0.124 -0.116 —0.916 0.160 1.021 0.320
3.0 —4.817 0.812 —-0.193 -0.964 0.842 -0.200 0.019 0 0 -0.079 0.021 -0.154 -0.117 -0.873 0.089 1.021 0.320
4.0 -5211 0812 -0.202 -0.964 0.842 -0.209 0.019 0 0 -0.061 0.057 -0.054 -0.261 -0.889 0.039 1.021 0.320
Vertical Component

PGA -3.108 0.756 0 -1.287 0.587 0 0.142 0.046 —0.040 0.253 0.173 -0.135 -0.138 -0.256 0.630 0.975 0.274
005 -1918 0.756 0 -1.517 0.498 0 0309 0.069 -0.023 0.058 0.100 -0.195 -0.274 -0.219 0.630 1.031 0.330
0.075 —1.504 0.756 0 -—1.551 0.487 0 0343 0.083 0.000 0.135 0.182 -0.224 -0.303 -0.263 0.630 1.031 0.330
0.10 -1.672 0.756 0 —1.473 0.513 0 0282 0.062 0.001 0.168 0210 —0.198 -0.275 -0.252 0.630 1.031 0.330
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0.15  -2.323 0.756 0 -1.280 0.591 0 0.171 0.045 0.008 0.223 0238 -0.170 -0.175 -0.270 0.630 1.031 0.330
0.20  —2.998 0.756 0 -1.131 0.668 0 0.080 0.028 0.004 0.234 0.256 -0.098 —0.041 -0.311 0.571 1.031 0.330
030 -3.721 0.756  0.007 -1.028 0.736  0.007 0.050 0.010 0.004 0249 0.328 —0.026 0.082 -0.265 0.488 1.031 0.330
040 -4.536 0.756 -0.015 -0.812 0.931 -0.018 0.012 0 0 0299 0317 -0.017 0.022 -0.257 0428 1.031 0.330
0.50 —4.651 0.756 -0.035 -0.812 0.931 -0.043 0.012 0 0 0243 0.354 -0.020 0.092 -0.293 0.383 1.031 0.330
0.75 —4.903 0.756 -0.071 -0.812 0.931 -0.087 0.012 0 0 0295 0418 0.078 0.091 -0.349 0.299 1.031 0.330
1.0 -4.950 0.756 -0.101 -0.812 0.931 -0.124 0.012 0 0 0266 0315 0.043 0.101 -0.481 0.240 1.031 0.330
1.5 -5.073 0.756 —0.150 -0.812 0.931 -0.184 0.012 0 0 0.171 0211 -0.038 -0.018 -0.518 0.240 1.031 0.330
2.0 -5.292 0.756 —0.180 -0.812 0.931 -0.222 0.012 0 0 0.114 0.115 0.033 —-0.022 -0.503 0.240 1.031 0.330
3.0 —5.748 0.756 —0.193 —-0.812 0.931 —0.238 0.012 0 0 0179 0.159 -0.010 —0.047 -0.539 0.240 1.031 0.330
4.0 —6.042 0.756 -0.202 -0.812 0.931 -0.248 0.012 0 0 0237 0.134 —0.059 -0.267 -0.606 0.240 1.031 0.330
Source: Adapted from Campbell, K.W. and Bozorgnia, Y. (2003). Updated near-source ground motion (attenuation) relations for the horizontal and vertical

components of PGA and acceleration response spectra. Bulletin of the Seismological Society of America, 93, 314-331.
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FIGURE 5.26 Comparison of 5%-

damped pseudo-acceleration (S,)
response spectra predicted by the

WNA ground motion relations listed

in Table 5.4. The relations are

evaluated for My=7, rj=r,~10 km,
Tseis—10.4 km (ds= 3 km), strike-slip

faulting, and generic rock site

conditions (see Tables 5.6 and 5.7).
PGA is plotted at 0.03-sec period. A &
S (1997) refers to Abrahamson and
Silva (1997) and C & B (2003) refers
to Campbell and Bozorgnia (2003).
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TABLE 5.9 Coefficients for the ENA Ground

Motion Relation

1(s) c (SR cs cs C c7 cs ¢ Cio cnCn ci3
0.01 0.0305 0.633 —0.0427 —1.591 —0.00428 0.000483 0.683 0.416 1.140 —0.873 1.030 —0.0860 0.414
0.02 1.3535 0.630 —0.0404 —1.787 —0.00388 0.000497 1.020 0.363 0.851 —0.715 1.030 —0.0860 0.414
0.03 1.1860 0.622 —0.0362 —1.691 —0.00367 0.000501 0.922 0.376 0.759 —0.922 1.030 —0.0860 0.414
0.05 0.3736 0.616 —0.0353 —1.469 —0.00378 0.000500 0.630 0.423 0.771 —1.239 1.042 —0.0838 0.443
0.075 —0.0395 0.615 —0.0353 —1.383 —0.00421 0.000486 0.491 0.463 0.955 —1.349 1.052 —0.0838 0.453
0.10 —0.1475 0.613 —0.0353 —1.369 —0.00454 0.000460 0.484 0.467 1.096 —1.284 1.059 —0.0838 0.460
0.15  —0.1901 0.616 —0.0478 —1.368 —0.00473 0.000393 0.461 0.478 1.239 —1.079 1.068 —0.0838 0.469
020 —0.4328 0.617 —0.0586 —1.320 —0.00460 0.000337 0.399 0.493 1.250 -0.928 1.077 —0.0838 0.478
030 —0.6906 0.609 —0.0786 —1.280 —0.00414 0.000263 0.349 0.502 1.241 —0.753 1.081 —0.0838 0.482
0.50 —0.5907 0.534 -0.1379 —1.216 —0.00341 0.000194 0.318 0.503 1.166 —0.606 1.098 —0.0824 0.508
0.75 —0.5429 0.480 —0.1806 —1.184 —0.00288 0.000160 0.304 0.504 1.110 —0.526 1.105 —0.0806 0.528
1.0 —0.6104 0.451 —-0.2090 —1.158 —0.00255 0.000141 0.299 0.503 1.067 —0.482 1.110 —0.0793 0.543
1.5 —0.9666 0.441 -0.2405 —1.135 —0.00213 0.000119 0.304 0.500 1.029 —0.438 1.099 -0.0771 0.547
20  -1.4306 0.459 -0.2552 —1.124 —0.00187 0.000103 0.310 0.499 1.015 —0.417 1.093 —-0.0758 0.551
3.0 22331 0492 -0.2646 —1.121 —0.00154 0.000084 0.310 0.499 1.014 —0.393 1.090 —0.0737 0.562
40 27975 0507 —0.2738 —1.119 —0.00135 0.000074 0.294 0.506 1.018 —0.386 1.092 -0.0722 0.575

Source: Adapted from Campbell, K.W. (2001). Development of semi-empirical attenuation relationships for CEUS. U.S.
Geological Survey, Award 0/HQGR00!1, final report; and from Campbell, K.W. (2003). Prediction of strong ground
motion using the hybrid empirical method and its use in the development of ground motion (attenuation) relations in

eastern North America. Bulletin of the Seismological Society of America, 93, 1012-1033.

In Y=c\+fi(Mp)+12(My, ¥yups Binypo)T13(Z1)

where magnitude scaling is given by the function

SfiMy)=c;My+c3(10-My)’,

distance and depth scaling are given by the functions

(5.50)

(5.51)
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FIGURE 5.27 Comparison of 5%-
damped pseudo-acceleration (S,)
response spectra predicted by the ENA
ground motion relations listed in Table
5.4. The relations are evaluated for
My=T, rj=rnp=10 km, ry,,,~14.1 km
(Anypo =10 km), and very hard rock site
conditions (see Tables 5.6 and 5.7).
PGA is plotted at 0.01 sec period. The
values of PGA and spectral
acceleration predicted by the Frankel et
al. (1996) relation are divided by the
factors given in Table 5.5 to adjust
them from firm rock to very hard rock
site conditions. The Frankel et al.
relation is plotted as single spectral
ordinates to emphasize the lack of
spectral ordinates below 0.1 sec.

SoMy, P Pipo)=c4 In RtCshyypo,

(5.52)

Rrtesexp(c:My),
(5.53)

and the type of event (interface or intraslab) is given by the function

Ss(Zr)=cgzr
(5.54)
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The standard deviation is given as a function of magnitude according to the expression
e, +c M, M, <80

Ty = .
e M, =80 (33

In these equations, Y is the average horizontal component of PGA or 5%-damped S, (g),
hupo is focal depth (km), z;=0 for subduction interface events and 1 for subduction
intraslab (intermediate-depth or Wadati-Benioff) events, and all of the other parameters
are as defined previously. The regression coefficients of this relation are listed in Table
5.10. The authors of the relation do not explicitly state the range of magnitudes and
distances for which they considered the relation to be valid, but the database is
constrained to 5.0<My<8.2 and 10<r,,,<500 km. Nonetheless, the relation is used to
evaluate ground motions for a My 9.0 earthquake on the Cascadia S.Z. in the 2002 USGS
hazard maps. Figure 5.28 compares the spectral accelerations predicted by this relation
with those predicted by the other subduction-zone relations listed in Table 5.4.

5.4.5 Effects of Near-Fault Directivity

5.4.5.1 Introduction

Under certain conditions, ground motions recorded at stations located near faults can
exhibit two special characteristics: (a) fault rupture directivity or directivity pulse; and (b)
a fling step (see Chapter 2). The fault rupture directivity can be either forward or
backward. Forward rupture directivity occurs when the

TABLE 5.10 Coefficients for the Subduction-Zone
Ground Motion Relation

1(s) C (%] C3 Cq Cs Ce C7 Cg Co Cio Cn

Generic rock

PGA 0.2418 1.414 0 —2.552 0.00617 1.7818 0.554 0.3846 1.45 —-0.1 0.650
0.075 1.5168 1.414 0 —-2.707 0.00617 1.7818 0.554 0.3846 1.45 —-0.1 0.650
0.1 1.4298 1.414 —0.0011 -2.655 0.00617 1.7818 0.554 0.3846 1.45 —0.1 0.650

0.2 0.9638 1.414 —0.0027 —2.528 0.00617 1.7818 0.554 0.3846 1.45 —0.1 0.650
0.3 0.4878 1.414 —0.0036 —2.454 0.00617 1.7818 0.554 0.3846 1.45 —0.1 0.650
0.4 0.1268 1.414 —0.0043 —2.401 0.00617 1.7818 0.554 0.3846 1.45 —0.1 0.650
0.5 —0.1582 1.414 -0.0048 —2.360 0.00617 1.7818 0.554 0.3846 1.45 —0.1 0.650
0.75 —-0.9072 1.414 —0.0057 —-2.286 0.00617 1.7818 0.554 0.3846 1.45 —0.1 0.650
1.0 —1.4942 1414 -0.0064 —2.234 0.00617 1.7818 0.554 0.3846 1.45 —0.1 0.650
1.5 —2.3922 1414 —0.0073 -2.160 0.00617 1.7818 0.554 0.3846 1.50 —0.1 0.700
2.0 —3.0862 1.414 —0.0080 -2.107 0.00617 1.7818 0.554 0.3846 1.55 —0.1 0.750
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3.0 —4.2692 1414 -0.0089 —2.033 0.00617 1.7818 0.554 0.3846 1.65 —0.1 0.850

Generic soil

PGA —0.6687 1.438 0 —2.329 0.00648 1.097 0.617 03648 1.45 —0.1 0.650
0.075  1.7313 1.438 —-0.0019 -2.697 0.00648 1.097 0.617 0.3648 1.45 —-0.1 0.650
0.1 1.8473 1.438 —-0.0019 -2.697 0.00648 1.097 0.617 0.3648 1.45 —-0.1 0.650

0.2 0.8803 1.438 —0.0019 —2.464 0.00648 1.097 0.617 0.3648 1.45 —0.1 0.650
0.3 0.1243 1.438 —0.0020 —2.327 0.00648 1.097 0.617 0.3648 1.45 —0.1 0.650
0.4 —0.5247 1.438 —0.0020 -2.230 0.00648 1.097 0.617 0.3648 145 —0.1 0.650
0.5 —1.1067 1.438 —0.0035 -2.140 0.00648 1.097 0.617 0.3648 1.45 —0.1 0.650
0.75 —2.3727 1438 —0.0048 —1.952 0.00648 1.097 0.617 0.3648 1.45 —0.1 0.650
1.0 —3.5387 1.438 —0.0066 —1.785 0.00648 1.097 0.617 0.3648 1.45 —0.1 0.650
1.5 —5.7697 1.438 -0.0114 —1.470 0.00648 1.097 0.617 0.3648 1.50 —0.1 0.700
2.0 —7.1017 1.438 —0.0164 —1.290 0.00648 1.097 0.617 0.3648 1.55 —0.1 0.750
3.0 —7.3407 1.438 —0.0221 —-1.347 0.00648 1.097 0.617 0.3648 1.65 —0.1 0.850
4.0 —8.2867 1.438 —0.0235 —1.272 0.00648 1.097 0.617 0.3648 1.65 —0.1 0.850

Source: Adapted from Youngs, R.R., Chiou, S.J., Silva, W.J. and Humphrey, J.R. (1997). Strong
ground motion attenuation relationships for subduction zone earthquakes. Seismological Research
Letters, 68, 58-73.
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FIGURE 5.28 Comparison of 5%-
damped pseudo-acceleration (Sa)
response spectra predicted by the
subduction-zone ground motion
relations listed in Table 5.4. The
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relations are evaluated for My=8.5,
7mp=30 km, and hy,p,= 15 km for
interface events (z;=0) and My=7,
7mp=50 km, and /,,,=50 km for
intraslab events (z;—1) for generic rock
site conditions (see Tables 5.6 and
5.7). PGA is plotted at 0.03 sec period.
Y97 refers to Youngs et al. (1997),
S97 refers to Sadigh et al. (1997),
evaluated for a reverse faulting
mechanism, and AB02 refers to
Atkinson and Boore (2003).
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FIGURE 5.29 Recorded ground
acceleration, and the computed
velocity, from the 1994 Northridge,
California, earthquake, Rinaldi
Receiving Station (S48W component).

rupture front propagates toward the site and the direction of slip on the fault is aligned
with the site (Somerville et al. 1997). Backward directivity occurs when rupture
propagates away from the site. Forward directivity will cause a large long-period pulse on
the strike-normal component of ground motion. The fling step occurs on the ground
displacement component parallel to the fault slip direction and is associated with a
permanent displacement of the ground (see Chapter 2).

Near-fault directivity pulses have been observed in numerous earthquakes, most
notably the 1971 San Fernando, 1978 Tabas, 1992 Landers, 1994 Northridge, 1995 Kobe,
1999 Kocaeli and 1999 Chi-Chi events. The structural damage potential of such near-
fault long-period pulses was first revealed by Bertero et al. (1978) and subsequently
confirmed by recorded motions in other earthquakes (e.g., Anderson and Bertero, 1987,
Hall et al. 1995; Bozorgnia and Mahin, 1998; Alavi and Krawinkler, 2001). Figure 5.29
shows an example of a strong near-fault pulse recorded in the 1994 Northridge
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earthquake at Rinaldi Receiving Station (CIT-SMART, 1996). It is evident from this
figure that the pulse is associated with a very large ground velocity.

A seismological overview of source directivity and radiation pattern is given in
Section 5.4.5.2 (see Chapter 2 for more details). In subsequent sections, the proposed
modification of ground motion relations to include fault rupture directivity effects is
presented and a brief discussion about engineering implications of near-fault records is
provided.

5.4.5.2 Seismological Overview of Source Directivity and Radiation
Pattern

Radiation pattern is the geographic asymmetry of the ground motion caused by the fault-
rupture process. It is closely related to faulting mechanism. The radiation pattern can be
perturbed by source directivity, which causes an increase or decrease in the ground
motion as a result of the propagation of the rupture, analogous to the Doppler effect in
sound. Ground-motion amplitudes in the forward direction of rupture propagation are
increased while those in the backward direction are decreased as a result of source
directivity. This effect is particularly important during unilateral faulting. The general
concept of radiation pattern and source directivity is shown schematically in Figure 5.30.
Source directivity has its largest positive effect on the long-period horizontal ground-
motion component that is oriented perpendicular or normal to the rupture plane (the fault-
normal or strike-normal component). A schematic showing the radiation pattern for a
vertical strike-slip fault and its effect on the fault-normal and fault-parallel components of
near-fault ground displacement is shown in Figure 5.31.

Source directivity is a well-known seismological property (Lay and Wallace, 1995)
and has been observed or proposed as a factor in controlling the azimuthal dependence of
strong ground motion during several past earthquakes (see discussions by Campbell,
2003a, 2003b, 2003d).

5.4.5.3 Modification of Ground Motion Relations for Source
Directivity

Source directivity was not used directly in the development of the ground motion
relations presented in Section 5.4.4. However, Somerville et al. (1997) and Abrahamson
(2000) have developed a simple empir- ically based engineering model that can be used
to estimate the effects of source directivity and radiation pattern on the prediction of the
fault-normal and fault-parallel components of spectral acceleration. Somerville et al.
(1997) also provide a list of near-source time histories that contain significant directivity
and other near-source effects that can be used in engineering practice.

It should be noted that Somerville (2000) suggests that the simple empirical models
proposed by Somerville et al. (1997) and Abrahamson (2000) might be too simplistic. He
has found that the near-fault directivity effects observed in recent earthquakes, including
the 1999 Chi-Chi and 1999 Kocaeli events, appear to manifest themselves as narrow-
band pulses, whose period increases with increasing magnitude. This increase in period
with magnitude can actually lead to lower values of spectral acceleration at mid periods
(T=1 sec) for events of My>7". This observation is inconsistent with the assumption of
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monotonically increasing spectral amplitudes with magnitude that is the basis for the
simple engineering model. However, the directivity pulse model needs more development
before it can be used in engineering practice. Until then, the simple engineering model of
Somerville et al. (1997) and Abrahamson (2000) presented below can be used to estimate
rupture directivity effects.

Unitateral

S-wave

FIGURE 5.30 Radiation pattern
showing the variability of
compressional and horizontal shear-
wave amplitude for a fault rupture
propagating from left to right. The
diagrams on the left are for a rupture
propagation velocity of 0.5 times the
shear-wave velocity of the crust and
those on the right are for a rupture
propagation velocity of 0.9 times the
shear-wave velocity of the crust. The
amplitude of the lobes represents the
relative amplitude of ground motion.
The larger lobes are an indication of
rupture directivity. Rupture directivity
increases with increasing rupture
velocity (From Lay, T. and Wallace,
T.C. (1995). Modern Global
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Seismology. Academic Press, San
Diego. With permission.)

Somerville et al. (1997) found that rupture directivity effects cause spatial variations in
the radiation pattern, as well as differences between the fault-normal and fault-parallel
components of horizontal ground motion. These effects are significant at periods of 0.6
sec and greater and generally increase in size with increasing period. Abrahamson (2000)
found that there were several aspects of the spatial component of the Somerville et al.
(1997) rupture directivity model that needed to be modified to make it more generally
applicable for engineering practice, such as in probabilistic seismic hazard analysis
(PSHA).

The proposed model for incorporating source directivity effects is given by

11’1 YDir:ln Y+f1 (DR’ é) T(rrup) T(MW)+f2(rr‘up: MW: é)

(5.56)
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FIGURE 5.31 Radiation pattern for a
vertical strike-slip fault showing its
effect on the fault-normal and fault-
parallel components of near-fault
ground displacement. (From
Somerville, P.G., Smith, N.F., Graves,
R.W. and Abrahamson, N.A. (1997).
Modification of empirical strong
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ground motion attenuation relations to
include the amplitude and duration
effects of rupture directivity.
Seismological Research Letters, 68,
199-222.)

where Y is the average horizontal component of PGA or spectral acceleration with
average directivity effects and Yp;, is the value of Y with these effects explicitly taken into
account, and where, for strike-slip faulting,

¢, +1.88¢, 5/ L)cos(8) for s/L 0.4

fIDRE)=
I ? ¢, +0.75¢, cos(B) for 5/[. =04 (.37

For dip-slip faulting,

For dip-slip faulting, FUIDRE) = ¢ 4, (d/W)cost
(5.58)
and where
[ .
-3[:::-;2.‘, e, +¢,Inlr,  +1)+e (M, -6)] for fault-normal (5.59)
[l M.B)= —%[(oszi'slf,ﬂlIn[a;l}—r,[MW-ﬁhi fior fault-paralle
0 for g 245
1 forr,, <30 km
) ) (5.60)
r, )=q1-(r,,—30)/30 for30<r,  <60km
] for r, 260 km
1 for M, 26,3
5.61
T(M,,)=11-(6.5— M, )/0.5 for 6.0< M, <65 (>-61)
0 for M, =6.0

The standard deviation of the predicted strong-motion parameter when directivity effects
are taken into account is calculated from the expression.
Oin ¥,Dir—Oln y_0.0SCz/l 333
(5.62)

where o, vy 1S the standard deviation of In Yp,;, and o, y is the standard deviation of In Y.

In these equations, 7,,, is the closest distance to the fault rupture plane (km); the length
and width ratios, DR=s/L and d/W, are defined as the fraction of fault rupture length, Z,
and fault rupture width, #, that ruptures toward the site for strike-slip faults and dip-slip
faults, respectively, and £&=0 and ®are the azimuth and zenith angles between the fault
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rupture plane and the ray path to the site for strike-slip and dip-slip faults, respectively.
These parameters are defined schematically in Figure 5.32

The regression coefficients for the Somerville et al. (1997) and Abrahamson (2000)
rupture directivity model are listed in Table 5.11. Note that in this table the values of ¢,
and ¢, depend on the faulting

TABLE 5.11 Coefficients for the Source

Directivity Model
Strike Slip Dip Slip
1(s) c1 c c c lox) Cy Cs
0.6 0 0 0 0 0.027 —0.0069 0
0.7 - - - - 0.050 -0.0127 0
0.75 —0.084 0.185 —0.045 0.008 0.061 —0.0155 0
0.8 - - - - 0.070 —0.0178 0
0.9 - - - - 0.088 —0.0220 0
1.0 —0.192 0.423 —0.104 0.178 0.104 —0.0255 0
1.5 —0.344 0.759 —0.186 0.318 0.164 —0.0490 0.034
2.0 —0.452 0.998 —0.245 0.418 0.207 —0.0613 0.059
2.5 - - - - 0.280 —0.0816 0.078
3.0 —0.605 1.333 -0.327 0.559 0.353 —0.1007 0.093
3.5 - - - - 0.415 -0.1172 0.106
4.0 —0.713 1.571 —0.386 0.659 0.456 —0.1282 0.118
4.5 - - - - 0.462 —0.1307 0.128
5.0 —-0.797 1.757 —0.431 0.737 0.450 -0.1269 0.137
6.0 - - - - 0.424 —0.1223 0.152

Source: Adapted from Somerville, P.G., Smith, N.F., Graves, R.W. and Abrahamson, N.A. (1997).
Modification of empirical strong ground motion attenuation relations to include the amplitude and
duration effects of rup-directivity. Seismological Research Letters, 68, 199-222; and from
Abrahamson, N.A. (2000). Effects of rupture directivity on probabilistic seismic analysis.
Proceedings, 6th International Conference on Seismic Zona-Palm Springs, California, 6 p.
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mechanism, where dip slip is a generic term for reverse, thrust and normal faulting.
According to this model, maximum spatial directivity effects for strike-slip faulting occur
when (s/L)cos0=0.4, My>6.5, and r,,,<30 km and can result in an increase of up to 68%
in the average horizontal component of 5-sec spectral acceleration. Minimum spatial
directivity effects occur at this same period when 7,,,<30 , My<6, or r,,,>60 km and can
result in a 55% reduction in spectral acceleration. Maximum and minimum spatial
directivity effects are smaller for dip-slip faulting for the same magnitudes, distances, and
period, or about +36% when d/Wlcos@=1and —35% when (d'Wlcos(@)=0.Maximum
fault-normal and fault-parallel effects occur at large magnitudes and long periods when
B=9=0.At 5 seconds, these effects can result in an increase of up to 39% in the fault-
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normal component of spectral acceleration and a decrease of up to 28% in the fault-
parallel component of spectral acceleration when My~=7.5 and r,,,-0 km. Because the
spatial and fault-normal directivity effects are multiplicative, the total maximum positive
directivity effects at 5 seconds can approach a factor of 2.3 for strike-slip faulting and a
factor of 1.9 for dip-slip faulting.

5.4.5.4 Engineering Implications of Near-Fault Ground Motions

Fault rupture directivity pulses have important practical implications for the seismic
design and analysis of civil engineering facilities. These near-fault pulses can cause very
large inelastic deformation demands on a structure. For example, Figure 5.15(b) shows
large displacement ductility demands over a relatively wide period range for the near-
fault ground motion recorded at the Rinaldi Receiving Station from the Northridge
earthquake. The effects of near-fault pulses on structures have been discussed by
numerous investigators, including Bertero et al. (1978, 1999); Mahin and Bertero (1981);
Anderson and Bertero (1987, 2002); Challa and Hall (1994); Iwan (1994, 1997); Hall et
al. (1995); Bozorgnia and Mahin (1998); Malhotra (1999); Alavi and Krawinkler (2001);
among others.

Pre-1997 editions of the Uniform Building Code (e.g., UBC, 1994) did not have
provisions covering near-source effects for fixed-base structures. In fact, fixed-base
structures located in the same seismic
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FIGURE 5.33 Vertical ground
acceleration recorded in the 1994
Northridge, California, earthquake at
Rinaldi Receiving Station.
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zone, with the same site category, were assigned the same elastic design spectrum,
regardless of their proximity to active faults. If one wanted to take these effects into
account, the only alternative was to develop a site-specific design spectrum. In the 1997
edition of the UBC, near-source factors were introduced in the main body of the code to
increase the design base shear (or strength) of structures located within 15 km of active
faults. The near-source elastic design spectra in the 1997 UBC are generally compatible
with the average of the two horizontal components; however, this code does not
specifically address the larger ground motion expected for the strike-normal component
(Somerville, 1998).

A recent U.S. seismic code, the International Building Code (IBC, 2000), does not
explicitly have nearsource factors, because the artificial truncation of ground motion in a
seismic zone is not a feature of this code, and the design spectral ordinates attain high
values in the vicinity of seismic sources that are judged capable of generating large
earthquakes (UBC-IBC Structural, 2000; see also Section 5.5). However, the 1996 USGS
hazard maps, which are the basis for the seismic provisions in the 2000 IBC, as well as
the 2002 USGS hazard maps do not specifically include directivity effects (Frankel et al.
2002). Therefore, these effects are only accounted for in an average sense through
somewhat higher near-fault ground motions and standard deviations at longer periods
represented by the ground motion relations used in the probabilistic seismic hazard
analysis.

5.4.6 Vertical Ground Motion

Characteristics of the vertical component of ground motion are significantly different
than those of the horizontal component. This is clearly evident in the recorded ground
acceleration time histories. Compare, for example, the vertical ground acceleration
recorded at Rinaldi Receiving Station during the Northridge earthquake (Figure 5.33)
with that of the horizontal component recorded at this same station (Figure 5.29). It is
evident from this comparison that the vertical component is richer in high frequency
content than the horizontal component. This results in high vertical response spectral
ordinates at short periods (Figure 5.5). Other examples of vertical response spectra are
plotted in Figure 5.34. This figure presents the median vertical response spectra for an
earthquake of My, 7.5 at distances of 3, 10 and 20
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km from the seismogenic part of the causative fault for a firm soil site, approximately
equivalent to NEHRP soil category D (Campbell and Bozorgnia, 2003). As this figure
shows, vertical spectral acceleration can be high at short periods, especially at sites close
to the fault. Other empirical models have shown similar behavior for soil sites.

High vertical spectral acceleration at short periods can affect structural systems and
components that have short vertical natural periods. In fact, vertical structural periods are
generally short, as have been measured, identified, or computed by a number of
investigators. For example, based on the recorded structural response of twelve
instrumented structures, Bozorgnia et al. (1995a, 1998) identified a range of 0.075 to 0.26
sec for vertical natural periods of several structural systems and components. Another
example is the study by Collier and Elnashai (2001), who analyzed a four-story
reinforced concrete frame building of typical 1960s European construction and computed
a vertical fundamental period of about 0.07 sec. In recent years, analyses of hundreds of
vertical ground motions recorded worldwide have identified distinct characteristics for
the vertical component and its relationship to horizontal components (e.g., Niazi and
Bozorgnia, 1989, 1991, 1992; Bozorgnia et al., 1995b, 1996, 1999; Watabe et al. 1990;
Silva, 1997; Amirbekian and Bolt, 1998; Darragh et al. 1999; Ambraseys and Douglas,
2000; Beresnev et al. 2002; Bozorgnia and Campbell, 2004).

The vertical-to-horizontal (V/H) spectral ratio is a strong function of natural period,
source-to-site distance, and local site conditions. Bozorgnia et al. (1999) showed that the
behavior of the V/H spectral ratio with distance is different for firm soil (NEHRP soil
category D) than for stiffer soil and rock sites. For firm soil sites close to active faults,
V/H spectral ratios can easily exceed unity, approaching a factor of 1.8 or greater at short
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periods. Some examples of V/H spectral ratios predicted from the ground motion
relations of Campbell and Bozorgnia (2003) for distances of 3, 10 and 20 km are plotted
in Figure 5.35. It is evident from this figure that a period-independent ratio of 2/3 is a
grossly unconservative approximation of the V/H spectral ratio at short periods, and is a
relatively conservative approximation at long periods (see also Bozorgnia et al. 1999, and
Bozorgnia and Campbell, 2004 for more details). Therefore, using the period-
independent ratio of 2/3 to derive a vertical spectrum from a horizontal spectrum, as
suggested in some engineering guidelines (e.g., Section 1.6.1.5.2 of FEMA-356, 2000) is
not justified, especially at firm soil sites located near active faults.

Investigators (e.g., Silva, 1997; Amirbekian and Bolt, 1998) have offered
seismological explanations for the observed dependence of the V/H spectral ratio on
distance and local site conditions. For example, Amirbekian and Bolt (1998) concluded
that the high-amplitude and high-frequency vertical accelerations that are observed on
near-source accelerograms are most likely generated by the conversion of shear-waves to
compressional waves within the transition zone between the underlying bedrock and the
overlying softer sedimentary layers. Recently, based on analysis of five significant
earthquakes in California, Beresnev et al. (2002) found that SV-waves dominate vertical
motions at periods longer than about 0.1 sec; and at shorter periods, P-waves may
become a significant contributor to the vertical motions.

5.5 Ground Motion Representation in the International Building Code

5.5.1 Introduction

Compared to previous editions of the Uniform Building Code (UBC, 1994, 1997), the
International Building Code (IBC, 2000) includes major revisions in the characterization
of ground motion for seismic design in the United States. It is intended to serve as a
single code for the entire country, which comprises very different seismic regions. The
challenge is to define a design earthquake that results in a uniform seismic safety margin
for these different seismic provinces.

The main steps involved in developing the seismic design spectra in the IBC (2000),
FEMA-368 (2001) and SEI/ASCE 7-02 (ASCE, 2002) are as follows:

* Given the site location, spectral accelerations at 0.2 sec and 1.0 sec are obtained from a
set of published contour maps. These maps represent the maximum considered
earthquake (MCE) ground motion (see Section 5.5.2). The MCE spectral accelerations
are adjusted for local site effects (see Section 5.5.2).

* The MCE ground motion may be interpreted as a “collapse ground motion”
(Leyendecker et al. 2000). For seismic design, the soil-adjusted MCE spectral
ordinates are multiplied by a factor of 2/3 (see Section 5.5.3).

* The seismic design spectrum is constructed given the design spectral ordinates at 0.2
and 1.0 sec (see Section 5.5.3).

In the following sections, the main concepts behind the MCE ground motion are
summarized, followed by the details of the steps in constructing the design spectrum.
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5.5.2 Maximum Considered Earthquake (MCE)

“The most severe earthquake effects considered” in the IBC is what is referred to as the
maximum considered earthquake, or MCE. This acronym is different than, and should
not be confused with, a similar one traditionally used to represent the maximum capable
earthquake or the maximum credible earthquake used in some previous publications and
regulations. The MCE ground motion is quantified by the MCE maps published as part of
the IBC. These maps are based on a combination of the results of probabilistic and
deterministic estimates of ground motion. The background and concepts behind the MCE
and the design spectrum in the IBC are discussed next.

5.5.2.1 Probabilistic Seismic Hazard Maps of the United States

The USGS has carried out comprehensive probabilistic seismic hazard analyses of the
entire United States (see Frankel et al. 1996,2000,2002 for more details). There are
hazard maps for different spectral ordinates and for different mean return periods. The
return periods include 475 years (corresponding to 10% probability of exceedance in 50
years; abbreviated as 10% in 50 years) and 2475 years (corresponding to 2% probability
of exceedance in 50 years, or 2% in 50 years). The latest USGS hazard maps, which were
the 2002 edition at the time this chapter was written, can be found at the USGS Internet
web site http://geohazards.cr.usgs.gov/eq/. These maps are updated approximately every
three years.

The USGS hazard maps have quantitatively revealed important differences between
the ground motion characteristics in different regions of the United States. For example,
they have shown that the difference between the ground motions for 10% in 50 years and
2% in 50 years in the western United States is typically less than the difference between
these two ground motion levels in the central and eastern United States (Leyendecker et
al., 2000). Figure 5.36 presents an example of such a difference. For a site in San
Francisco, California, the ratio of spectral accelerations for 2% in 50 years over that of
10% in 50 years is around 1.5; whereas, the ratio is greater than 4.4 at Charleston, South
Carolina. The significance of this observation, as related to the definition of the design
spectrum in the IBC, is elaborated in the following discussion about the structural seismic
safety margin.

5.5.2.2 Structural Seismic Safety Margin

The Seismic Design Procedures Group (SDPG), a committee of engineers and earth
scientists, examined the safety margin against collapse of conventionally designed
structures. The SDPG concluded that “the collective opinion of the SDPG was that the
seismic margin contained in the 1997 NEHRP Provisions provides, as a minimum, a
margin of about 1.5 times the design earthquake ground motion. In other words, if a
structure is subjected to a ground motion 1.5 times the design level, the structure should
have a low likelihood of collapse. The SDPG recognized that quantification of this
margin is dependent on the type of structure, detailing requirements, etc., but the 1.5
factor was considered a conservative judgment appropriate for structures designed in
accordance with the 1997 NEHRP Provisions.” (Leyen-decker et al. 2000).
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FIGURE 5.36 Uniform hazard
response spectra for 2% and 10%
probability of exceedance in 50 years
for San Francisco, California, and
Charleston, South Carolina. For
comparison, two thirds of the 2% in 50
years spectra are also plotted. (Adapted
from Leyendecker, E.V., Hunt, R.J.,
Frankel, A.D. and Rukstales, K.S.
(2000). Development of maximum
considered earthquake ground motion
maps. Earthquake Spectra, 16, 21-40.)

Considering a desire to prevent collapse if a relatively rare but high level of ground
motion associated with a 2% in 50 year probability were to occur, and taking into account
the approximate minimum seismic margin of 1.5 against collapse, the IBC generally
defines design ground motion as 1/1.5 (=2/3) times the 2% in 50 year ground motion.
There are, however, important exceptions to this rule, especially near active faults in
coastal California, as explained below. Referring to Figure 5.36, it is evident that for a
site in San Francisco, 2/3 times the uniform hazard spectrum for 2% in 50 years is
generally comparable to the traditional design spectrum for 10% in 50 years. However,
for Charleston, 2/3 times the spectrum for 2% in 50 years is higher than that for 10% in
50 years (Leyendecker et al., 2000). Therefore, the IBC design philosophy accounts, to
some extent, for the possibility of a rare but catastrophic earthquake in the eastern United
States.
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5.5.2.3 Ground Motions in Coastal California

In coastal California, the 2% in 50 year ground motion is generally conservative
compared with a spectrum defined as 1.5 times the design ground motion recommended
in the recent editions of the UBC. The 1.5 factor is the approximate seismic margin used
by the SDPG to bring the design ground motion to the MCE level. Considering this
comparison, as well as the observed performance of structures in coastal California in
recent earthquakes, the SDPG defined the MCE as the 2% in 50 year ground motion only
until it reaches 1.5 times the basic ground motion corresponding to Seismic Zone 4 in the
UBC. The limits on the probabilistically defined ground motion value are sometimes
referred to as plateaus (Leyendecker et al. 2000). Specifically, these plateaus are
quantified by two spectral accelerations:

-":m:mﬂim Accalaration
% In 50 years | MCE Ground Mation
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FIGURE 5.37 Procedure to integrate
probabilistic and deterministic ground
motions to obtain the Maximum
Considered Earthquake (MCE) ground
motion. (From Leyendecker, E.V.,
Hunt, R.J., Frankel, A.D., and
Rukstales, K.S. (2000). Development
of maximum considered earthquake
ground motion maps. Earthquake
Spectra, 16,21-40.) 1.5g for a spectral
acceleration at 0.2 sec and 0.6g for a
spectral acceleration at 1.0 sec. These
values include the 1.5 scale factor.

Above the plateau, the ground motion is specified according to 1.5 times the median
deterministic ground motions derived from the ground motion relations that were used to
develop the probabilistic values. However, the deterministic values are not used unless
they are less than the probabilistic values. The procedure to integrate the probabilistic and
deterministic values to obtain the MCE ground motion is illustrated in Figure 5.37.
Besides being the seismic margin, the scale factor of 1.5 also is an approximate factor to
scale up the median ground-motion value to the median plus one standard deviation
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value, or 84th percentile. For example, in the ground motion relation developed by
Campbell and Bozorgnia (2003), the median plus one standard deviation value of the
horizontal spectral acceleration at 1.0 sec can be obtained by multiplying the median
spectral acceleration by a factor of 1.65 when PGA>0.25 g.

Close to active faults, defining the design earthquake ground motion based on the
median deterministic value is also consistent with the concept of the Near-Source Factors
introduced in the 1997 UBC (Kircher, 1999). In the 1997 UBC the introduction of Near-
Source Factors became necessary in view of the artificial truncation of peak ground
acceleration at 0.4 g in Seismic Zone 4. In the IBC, these factors are not found because
the design ground motions can attain high values in the vicinity of the active faults
(UBC-IBC Structural, 2000). It should be noted, however, that the current MCE maps do
not include fault rupture directivity effects (Frankel et al. 2002); so in the fault-normal
direction these near-fault deterministic ground motions would even be higher if these
effects were taken into account (see Section 5.4.5).

5.5.2.4 MCE Maps

The MCE ground motion, as defined above, is quantified by two sets of contour maps of
elastic spectral accelerations. Given the site location, the spectral accelerations at short
structural period (0.2 sec), S5, and at 1.0-sec period, S|, are obtained from these MCE
maps. The maps are printed in the IBC and can also be found at the USGS Internet web
site http://geohazards.cr.usgs.gov/eq/. The spectral accelerations are for a 5% damping
ratio. The period of 0.2 sec was chosen to represent Sg because in the central and eastern
United States the spectral acceleration at 0.2 sec is larger than that at 0.3 sec and better
quantifies the larger short-period frequency content in this region. In the western United
States, there is little difference between the spectral accelerations at 0.2 and 0.3 sec (e.g.,
Figure 5.36).

5.5.2.5 Adjustment for Local Site Conditions

The reference site condition for the MCE maps is firm rock with a nominal average
shear-wave velocity of 760 m/sec in the top 30 m of the site profile (Frankel et al. 1996,
2000, 2002). This corresponds to the boundary of NEHRP site categories B and C as
defined in the IBC. For other site conditions, the MCE ground motions are adjusted by
using the site coefficients F, and F, specified in IBC Tables 1615.1.2(1) and 1615.1.2(2),
respectively (for FEMA-368, use FEMA Tables 4.1.2.4a and 4.1.2.4b, respectively; for
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SEI/ASCE 7-02, use ASCE Tables 9.4.1.2.4a and 9.4.1.2.4b, respectively). The details of
the site categories are discussed in Chapter 4 (see also Table 5.3). Given the site
coefficients F, and F), the site-adjusted spectral ordinates Sy (at 0.2-sec period) and Sy
(at 1.0-sec period) are defined as
SMS=F, Ss
(5.63)
Sui=F, S
(5.64)

These site-adjusted values are used to construct the design spectra, as explained below.

5.5.3 Design Spectra in the IBC

The MCE ground motion may be interpreted as a “collapse ground motion” (Leyendecker
et al. 2000). Thus, the actual ground motion used in seismic design is lower than this
level. In the IBC, the design ground motion is quantified by two spectral accelerations:
Sps, the design spectral acceleration at 0.2 sec, and Sp,, the design spectral acceleration at
1.0 sec. These elastic design spectral accelerations are defined as
Sps=(2/3) Sus
(5.65)
Spi=(2/3) Swn
(5.66)

Given the design spectral accelerations, Sps and Sp;, the 5% damped general elastic
design spectrum is constructed according to Figure 5.38.

It should be noted that, by comparing the design spectrum in Figure 5.38 to that given
in FEMA-356 (2000) as shown in Figure 5.10, the IBC design spectrum can be derived
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from the FEMA-356 spectrum by assigning a 5% damping ratio (i.e., Bs =B;=1.0) and
setting Sys=Sps and Sx1=Sp;.

5.5.4 Site-Specific Ground Motion in the IBC

The IBC allows for the development of MCE response spectrum using site-specific
methods in lieu of one developed using the general procedure described in Section 5.5.3
of this chapter. Such a study must account for the regional seismicity and geology; the
expected recurrence rates and maximum magnitudes of events on known faults and
source zones; the locations of the site with respect to these faults and source zones; near-
source effects, if any; and the characteristics of the subsurface site conditions. In general,
the MCE gound motion is defined as the 2% in 50 year site-specific ground motion.
However, if either the 2% in 50 year 0.2-sec or 1.0-sec spectral acceleration exceeds the
deterministic limits given in Figure 5.39, the MCE gound motion is taken as the lesser of
the probabilistic MCE ground motion or 1.5 times the deterministic site-specific median
ground motion resulting from a characteristic earth-
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FIGURE 5.39 Deterministic limit on
the site-specific MCE response
spectrum.

quake on any known active fault in the region, but shall not be taken as less than the
deterministic limit given in Figure 5.39. The site-specific design spectrum is the larger of
2/3 of the site-specific MCE spectrum or 80% of the general design spectrum described
in Section 5.5.3 of this chapter.

5.6 Future Challenges
As indicated in this chapter, in recent years there have been significant advances in the

engineering characterization of strong ground motion. There are, however, numerous
exciting challenges confronting earth scientists and earthquake engineers concerning the
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characterization of ground motion for engineering applications. These challenges include,
but are certainly not limited to, the following:

5.6.1 Development of the Next Generation of Ground Motion
(Attenuation) Relations

The next generation of ground motion relations will need to be applicable to a wider
range of magnitudes and distances than existing relations so it will not be necessary to
extrapolate them beyond their range of applicability as is currently done in engineering
practice. These future relations will also need to incorporate finer distinctions in site
categories (e.g., Hard rock, soft rock, very stiff soil, stiff soil and soft soil; instead of
simply soil and rock) or directly use the average shear-wave velocity in the top 30 m of
the site profile as defined in recent building codes to better account for site effects.
Additionally, future ground motion relations will need to systematically include near-
fault directivity effects, hanging wall and footwall effects, sediment depth and other
parameters that are used in one or more of the currently available ground motion
relations. There are ongoing research efforts to systematically develop such next
generation ground motion relations that are expected to take a major step towards
obtaining these goals.

5.6.2 Better Understanding and Modeling of Fault Rupture
Directivity and Fling

Currently used wide-band modifications of ground motion relations to develop elastic
response spectra need to be enhanced to include the observed narrow-band characteristics
of near-fault pulses. The observed period of such pulses increases with magnitude. Such a
characteristic needs to be reliably modeled and included in the engineering prediction of
ground motion. Also, there is a need to reliably quantify and simplify the effects of fault
rupture directivity and fling for the design of civil engineering facilities.

5.6.3 Inclusion of the Directivity Effects in Probabilistic Hazard
Analysis

In the United States, the 1996 and 2002 national seismic hazard maps that provide the
fundamental data for seismic design, do not include fault rupture directivity effects. The
hazard analysis for sites located near active faults should incorporate such effects, once
the wide-band versus narrow-band issues regarding near-fault pulses are resolved.
Inclusion of such effects can have important consequences on the seismic design of civil
engineering systems.

5.6.4 Near Real-Time Spatial Distribution of Damage Potential of
Ground Motions

Currently, after an earthquake, maps of various traditional ground-motion parameters,
including elastic spectral ordinates, are automatically generated in near real-time and
posted on the Internet. For rapid performance-based damage assessment of structures, the
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currently mapped parameters need to be supplemented with other damage-related
parameters, for example, strong-motion duration and damage indices. For practical near
real-time post-earthquake damage and loss assessments, it would also be desirable to
combine the mapped spatial distributions of these ground-motion and damage parameters
with an inventory of the existing structural and lifeline facilities.

5.6.5 Vertical Design Spectra

In recent years the understanding of the near-source characteristics of vertical ground
motion has greatly advanced. These characteristics will need to be reliably simplified and
translated into simple rules for developing vertical design spectra.

5.6.6 Ground-Motion Parameters for Performance-Based Earthquake
Engineering

There is a need to identify and predict improved and more reliable ground-motion
parameters for performance-based earthquake engineering. Such parameters should be
comprehensive enough to include the effects of various important seismological
parameters such as magnitude, source-to-site-distance, faulting mechanism and other
characteristics. This will require an even greater degree of interaction among earth
scientists and engineers than has been achieved in the past.

5.6.7 Modeling Cumulative Damage Potential of Earthquake Ground
Motions

Cumulative damage potential of ground motions in foreshocks, the main shock,
aftershocks and multiple events needs to be modeled and reliably simplified for practical
applications.
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Glossary

Anelastic attenuation—The diminution of ground motion with distance from the source
due to material damping and scattering of waves from inhomogeneities in the crust.

Attenuation relation—An equation or tabulation used to estimate a strong-motion
parameter from one or more seismological parameters; also known as a ground motion
relation.
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Basement rock—The more resistant, generally crystalline rock that lies beneath layers or
irregular deposits of younger, relatively deformed sedimentary rock.

Critical reflection—The incidence angle below which the ground-motion ray is
completely reflected off a layer of higher wave velocity.

Damage spectrum—A plot of variation of a damage index for an inelastic single-degree-
of-freedom (SDF) system versus undamped natural period or frequency, when excited
by a specified ground motion time history.

Epicenter—The point on the Earth’s surface directly above the hypocenter.

Faulting mechanism—The type or style of faulting defined by the direction of slip on
the fault rupture plane; usually referred to by such terms as strike slip, reverse, thrust,
normal or oblique.

Focus—See hypocenter.

Footwall—That portion of the crust that lies below the fault or fault rupture plane.

Frequency—The reciprocal of period—that is, the number of cycles of oscillation per
unit of time (e.g., One second). Usually measured in terms of hertz (1 Hz=1 cycle per
second).

Geometric attenuation—The diminution of ground motion with distance from the
source as the area of the wave front expands.

Ground motion—The vibration of the ground in the time or frequency domain measured
by a seismometer that records acceleration, velocity or displacement, or an estimate of
this vibration or a ground-motion parameter that characterizes this vibration.

Ground motion relation—Same as attenuation relation.

Hanging wall—That portion of the crust that lies above the fault or fault rupture plane.

Hypocenter—The point within the Earth where the earthquake rupture begins (see also
focus).

Hysteretic energy spectrum—A plot of the maximum hysteretic energy (due to
yielding) in an inelastic SDF system versus undamped natural period or frequency,
subjected to a specified ground motion time history at its base.

Inelastic response spectrum—A plot of the maximum response of an inelastic SDF
system versus undamped natural period or frequency, subjected to a specified ground
motion time history at its base.

Local site conditions—A qualitative or quantitative description of the material properties
of the soil and sedimentary rock layers above basement rock.

Magnitude—An instrumental or seismological measure of an earthquake’s size
proportional to the logarithm of the amplitude or energy of ground motion.

Maximum Considered Earthquake (MCE)—The most severe earthquake effects
considered in the International Building Code (IBC) and other recent U.S. codes and
standards.

Natural frequency—The reciprocal of natural period.

Natural period—The period of an oscillator or structure during free (i.e., unforced)
vibration.

Period—The duration of time (e.g., number of seconds) required to complete one
oscillation.

Radiation pattern—A geometric description of the amplitude of ground motion and the
sense of initial motion at the source which for shear waves has a low-order symmetry
that can be used to infer the faulting mechanism.
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Rake angle—The angle between the direction of slip on the fault rupture plane and the
fault strike.

Response spectrum (elastic)—A plot of the maximum response of a viscously damped
linear elastic SDF system versus undamped natural period or frequency, when
subjected to a specified ground motion time history at its base.

Seismogenic—That part of the Earth’s crust that is capable of generating ground motion
at periods of engineering interest, usually 10 sec or less.

Seismological parameter—A parameter used to characterize a seismological property of
the earthquake source, the propagation medium, or the response of the materials
beneath the site.

Shear-wave velocity—The speed at which shear waves travel through a material; shear
waves are waves whose amplitude is perpendicular to the direction of propagation and
are the most potentially damaging to man-made structures.

Source directivity—The azimuthal perturbation of the radiation pattern due to rupture
propagation on the fault in which the amplitude increases in the direction of rupture
and decreases in the opposite direction.

Stress drop—The amount of stress released at the rupture front during an earthquake.

Strike—The orientation of a fault on the Earth’s surface, usually measured clockwise
from north.

Strong ground motion—Ground motion having the potential to cause measurable
damage to a structure’s architectural or structural components; usually associated with
a PGA of 0.05g or greater.

Strong-motion parameter—A parameter characterizing the amplitude of strong ground
motion in the time domain (time-domain parameter) or the frequency domain
(frequency-domain parameter).

Time history—A data set, usually composed of one vertical and two orthogonal
horizontal components, describing a strong-motion parameter (such as ground
acceleration) as a function of time.

Tectonic environment—The type of tectonic deformation that occurs in a region;
usually described by such terms as active, stable, compressional, extensional or
subduction.

List of Symbols

Ground Motion Parameters
PGA Peak ground acceleration (g)

PGV Peak ground velocity (cm/sec)
PGD Peak ground displacement (cm)

SA Maximum absolute (total) acceleration of SDF system
Y% Maximum velocity of SDF system relative to the ground
Sq Maximum deformation of an elastic SDF system relative to the ground

S, PSV=Pscudo-velocity=mnS4



Sa
Y
Y, Dir

Ohny
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PSA=Pseudo-acceleration=o>S,
Peak ground motion (generic)
Peak ground motion (generic) including rupture directivity effects

Standard deviation of In ¥

om ypir  Standard deviation of In Yp,, (i.e., when directivity effects are included)

Magnitude Parameters

Mg
M
M,
My

Lg-wave magnitude used in eastern United States (equivalent to my in Canada)
Earthquake magnitude (generic)
Surface-wave magnitude

Moment magnitude (equivalent to M)

Distance Parameters

v epi
7, hypo
Tjb
Vrup

Fseis

R

Epicentral distance (km)

Hypocentral distance (km)

Closest distance to the surface projection of the rupture plane (km)
Closest distance to the rupture plane (km)

Closest distance to the seismogenic part of the rupture plane (km)

Distance to the earthquake source (generic)

Depth Parameters

dru[)
dseis
hhypo
H, bot
H top
Hreix

Average depth to top of the rupture plane (km)

Average depth to top of the seismogenic part of the rupture plane (km)
Hypocentral depth (also focal depth) (km)

Depth to the bottom of the seismogenic part of the fault (km)

Depth to the top of the fault (km)

Depth to the top of the seismogenic part of the fault (km)

Faulting Mechanism Parameters

F
Fry
Fry
w
A

Indicator variable for the type or style of faulting

Indicator variable for reverse faulting (6>45°) in Campbell and Bozorgnia model
Indicator variable for thrust faulting (§<45°) in Campbell and Bozorgnia model
Down-dip width of the fault rupture plane (km)

Rake (direction of slip vector on the fault plane):

0°, pure left-lateral faulting
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90°, pure reverse faulting
180°, pure right-lateral faulting

270° or —90°, pure normal faulting

Site Parameters

Sc Indicator variable for very dense soil and soft rock in building code site class
Sp Indicator variable for stiff soil in building code site class
Sk Indicator variable for soft soil in building code site class

Syrs  Indicator variable for very firm soil in Campbell and Bozorgnia site class

Ssr Indicator variable for soft rock in Campbell and Bozorgnia site class
Srr Indicator variable for firm rock in Campbell and Bozorgnia site class
Spey  Indicator variable for deep stiff soil in eastern North America

Ssoi  Indicator variable for generic soil in western North America

V3o Average value of Vs in the top 30 m (100 ft) of a site profile

Vs Shear-wave velocity (generic)

Hanging-Wall Parameters

HW  Indicator variable for a site located on the hanging wall of the rupture plane

Source Directivity Parameters

d Effective rupture width for estimating directivity effects for dip-slip faults

DR Fraction of fault rupture length (s/L) or width (d/W) rupturing towards a site

L Length of the fault rupture plane

s Effective rupture length for estimating directivity effects for strike-slip faults

&  Zenith angle between fault rupture plane and ray path to a site for dip-slip faults

0 Azimuth angle between rupture plane and ray path to a site for strike-slip faults

Generic Inelastic Systems and Seismic Code Parameters
F, Maximum restoring force if the system were to remain elastic

F

I’ Equivalent yield strength

Uppax Maximum deformation of the inelastic SDF system
u Yield deformation of the inelastic SDF system

p  Displacement ductility ratio=u,,, uy

R Response modification coefficient

Ss  Mapped MCE spectral acceleration (5% damping) at a period of 0.2 sec
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S Mapped MCE spectral acceleration (5% damping) at a period of 1.0 sec

Sys MCE spectral acceleration (5% damping) at a period of 0.2 sec, adjusted for site effects
Syn  MCE spectral acceleration (5% damping) at a period of 1.0 sec, adjusted for site effects
Sps  Design spectral acceleration (5% damping) at a period of 0.2 sec

Sp1 Design spectral acceleration (5% damping) at a period of 1.0 sec

Miscellaneous Parameters
/ Seismic wave or oscillator frequency (1/7, Hz)

g fraction of gravity (980.6550 cm/sec?)
T Wave or oscillator period (1/f, sec)
zr Indicator variable for subduction interface and intraslab events

8  Angle of the fault plane with respect to the Earth’s surface (dip angle)
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6
Methods of Analysis for Earthquake-Resistant
Structures
Filip C.Filippou
Gregory L.Fenves

6.1 Introduction

This chapter presents structural analysis methods for designing earthquake-resistant
structures. The focus is on structural models consisting of frame elements for modeling
beam, column and brace members, which is the common type of modeling for buildings
and bridges in current earthquake engineering practice. Structural analysis software often
used in engineering design incorporates one or more of the methods of analysis presented
in this chapter. The chapter discusses sources of nonlinear material and geometric
behavior. It covers plastic analysis methods for collapse load and plastic deformation
determination under the assumption of elastic-perfectly plastic material response. It
briefly describes nonlinear hysteretic material models and uses these to derive the
hysteretic response of sections under the interaction of biaxial moment and axial force.
This chapter further discusses concentrated inelasticity frame elements, and compares
two approaches for the derivation of the force-deformation relation of distributed
inelasticity frame elements. The effect of nonlinear geometry is presented in the general
form of the corotational formulation for frame elements under large displacements.
Consistent approximations are introduced to arrive at simplified nonlinear geometry
methods that suffice in many design situations, in particular, the so-called P-A geometric
stiffness. The chapter concludes with a discussion of linear and nonlinear dynamic
response under ground excitation. The key features of the analysis methods in this
chapter are illustrated with examples of static and dynamic nonlinear response of
components and structures. The chapter concludes with a few important observations and
a discussion of future challenges for improving structural analysis procedures for
earthquake-resistant design.

6.1.1 Structural Analysis Procedures

The analysis of a structural system to determine the deformations and forces induced by
applied loads or ground excitation is an essential step in the design of a structure to resist
earthquakes. A structural analysis procedure requires: (i) a model of the structure, (ii) a
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representation of the earthquake ground motion or the effects of the ground motion and
(ii1) a method of analysis for forming and solving the governing equations. There is a
range of methods from a plastic analysis to a sophisticated nonlinear, dynamic analysis of
a detailed structural model that can be used, depending on the purpose of the analysis in
the design process. This chapter presents structural analysis procedures for earthquake-
resistant design. The focus is on methods for structural models consisting of frame
elements for modeling beam, column and brace members, which is the common type of
modeling for buildings and bridges. Structural walls are often modeled with beam
elements at the centerline and rigid joint offsets, even though this does not properly
account for the uplift effect that may be important for this type of lateral load resisting
system.

An important decision in a structural analysis is to assume whether the relationship
between forces and displacements is linear or nonlinear. Linear analysis for static and
dynamic loads has been used in structural design for decades. Nonlinear analysis methods
are widely used, because emerging performance-based guidelines require representation
of nonlinear behavior. There are two major sources of nonlinear behavior. The first is a
nonlinear relationship between force and deformation resulting from material behavior
such as ductile yielding, stiffness and strength degradation or brittle fracture. The second
type of nonlinear behavior is caused by the inclusion of large displacements in the
compatibility and equilibrium relationships. This chapter presents the nonlinear methods
of analysis for both types of behavior. Linear methods are a special case.

An earthquake analysis generally includes gravity loads and a representation of the
ground motion at the site of the structure. Earthquake ground motion induces the mass in
a structure to accelerate, and the resulting response history can be computed by dynamic
analysis methods. In many design procedures it is common to perform a dynamic analysis
with a response spectrum representation of the ground motion expected at the site
(Chopra, 2001). For response history analysis, several analyses with different ground
motion histories of the earthquake hazard are generally required. (See Chapter 5 for more
information about the definition of earthquake ground motion in a structural analysis.)

TABLE 6.1 Structural Analysis Procedures for
Earthquake-Resistant Design

Category  Analysis Force- Displacements Earthquake Analysis

Procedure ~ Deformation Load Method
Relationship

Equilibrium Plastic Rigid-plastic Small Equivalent Equilibrium
Analysis lateral load analysis
Procedure

Linear Linear Static  Linear Small Equivalent Linear static
Procedure lateral load analysis
Linear Linear Small Response Response
Dynamic spectrum spectrum

Procedure I analysis
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Linear Linear Small Ground Linear response
Dynamic motion history analysis
Procedure 11 history

Nonlinear ~ Nonlinear Nonlinear Small or large  Equivalent Nonlinear static
Static lateral load analysis
Procedure
Nonlinear Nonlinear Small or large ~ Ground Nonlinear
Dynamic motion response
Procedure history history analysis

For many design procedures, however, it is common to use equivalent static loads that
represent the effects of the earthquake on the structure. Traditional design procedures use
a static linear analysis with a response modification coefficient to represent the effects of
ductile, nonlinear behavior. In contrast, newer design procedures utilize a nonlinear static
(pushover) analysis to determine the force-displacement relationship for the structure,
and the inelastic deformation of its members.

After a structural model and earthquake loading are defined, an analysis method is
needed to compute the response. The governing equations are formed using equilibrium,
compatibility and force-deformation relationships for the elements and the structure, and
are expressed in terms of unknown displacements (or degrees of freedom, referred to as
DOFs in this chapter). To elucidate the theory and provide a compact mathematical
representation, the fundamental relationships are expressed using matrix algebra. Since
the governing equations may have a large number of degrees of freedom, they must be
solved numerically using a computer-based analysis method. Nearly all structural
analyses for earthquake-resistant design are performed using software that incorporates
one or more of the analysis methods presented in this chapter. Modern software generally
includes graphical features for visualizing the forces and deformations computed from an
analysis. Before using any new structural analysis software, the engineer should conduct
an independent verification to ensure that the software provides correct solutions.

The structural analysis procedures used in earthquake-resistant design are summarized
in Table 6.1. Recent guidelines for seismic rehabilitation of buildings pioneered the
requirements for dynamic and nonlinear analysis procedures, particularly FEMA 356
(FEMA, 2000a) and the predecessor FEMA 273 (FEMA, 1997). The ATC-40 guidelines
for reinforced concrete buildings (ATC, 1996b) emphasize the use of a nonlinear static
(pushover) analysis procedure to define the displacement capacity for buildings. The
classification of analysis procedures in Table 6.1 is generally applicable to design
regulations for new buildings, such as in the 2000 NEHRP recommended provisions
(FEMA, 2001) and recent guidelines for steel moment frame buildings (FEMA, 2000b, c)
and for bridges (ATC, 1996a). These provisions and guidelines are required for the
selection of the analysis procedure depending on the seismic design category,
performance level, structural characteristics (e.g., regularity or complexity), response
characteristics (e.g., the fundamental vibration period and participation of higher
vibration modes), amount of data available for developing a model and confidence limits
(in a statistical sense) for performance evaluation. Design provisions for structures with
seismic isolation systems and supplemental energy dissipation generally require a
dynamic analysis procedure.
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The analysis procedures in Table 6.1 are in order of increasingly rigorous
representation of structural behavior, but also increasing requirements for modeling and
complexity of the analysis. As described in Section 6.2, plastic analysis only requires the
equilibrium relationships, and is useful for capacity design procedures (Paulay and
Priestley, 1992). For a given load distribution and flexural strength of members, plastic
analysis gives the collapse load and the location of plastic hinges in members. The linear
static procedure has been a traditional structural analysis method for earthquake-resistant
design (UBC, 1997), but it does not represent the nonlinear behavior or the dynamic
response of a structure caused by an earthquake ground motion. The simplest dynamic
analysis method is based on a linear model of the structure, which permits use of
vibration properties (frequencies and mode shapes) and simplification of the solution
with a modal representation of the dynamic response. An estimate of the maximum
structural response can be obtained with response spectrum analysis, or the maximum can
be computed by response history analysis with specific earthquake ground motion
records. Linear dynamic analysis methods are covered in depth by Chopra (2001).

Increasingly, engineers are using, and design guidelines are requiring, nonlinear
analysis in the design process, because a severe earthquake ground motion is expected to
deform a structure into the inelastic range. Nonlinear analysis methods can provide the
relationship between a lateral load representing the effect of the earthquake ground
motion and the displacements of the structure and deformations of the members. The
results are often presented as a pushover or capacity curve for the structure. More
detailed response history of a structure (sometimes called the seismic demand) can be
computed by nonlinear dynamic analysis methods, particularly the cyclic response,
degradation and damage measures for the members.

For the earthquake analysis of many types of structures it is reasonable to assume that
the foundation and soil are rigid compared to the structure itself and that the supports of
the structure move in phase during an earthquake ground motion. Soil-structure
interaction, as described in Chapter 4, modifies the input motion to a structure because of
wave propagation and energy dissipation in the soil, however, this phenomenon is not
discussed in this chapter. For two-dimensional analysis the ground motion is specified in
the horizontal and vertical directions; the two horizontal and the vertical ground motion
components are specified for three-dimensional analysis. The assumption of uniform
ground motion may not be valid for long-span bridges because of wave passage effects,
differential site response and incoherence of the ground motion.

6.1.2 Models of Structures

A structural analysis is performed on a model of the structure—not on the real
structure—so the analysis can be no more accurate than the assumptions in the model.
The model must represent the distribution and possible time variation of stiffness,
strength, deformation capacity and mass of the structure with accuracy sufficient for the
purpose of the analysis in the design process.

All structures are three dimensional, but it is important to decide whether to use a
three-dimensional model or simpler two-dimensional models. The analysis methods are
the same whether the model is two-dimensional or three-dimensional. Generally, two-
dimensional models are acceptable for buildings with regular configuration and minimal
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torsion; otherwise, a three-dimensional model is necessary with a representation of the
floor diaphragms as rigid or flexible components. Analysis of bridges is generally based
on three-dimensional models, although nonlinear analysis is typically used for two-
dimensional models of bridge piers (ATC, 1996a, Priestley et al, 1996).

A structural model of a frame consists of an assembly of frame elements connected at
nodal points (or nodes) in a global coordinate system, as illustrated in Figure 6.1. The
geometry of the structural model is described by the position of the nodes in a global
coordinate system, denoted by X, Y and Z. In the graphic representations of the structural
model, nodes have a small black square (see Figure 6.1).

Two nodes define a frame element, which may be either straight or curved. This
chapter is limited to straight elements because a curved element can always be
approximated by several straight elements at the expense of increased modeling effort
and computational cost. The element geometry is established in a local coordinate system
x, y, z (see Figure 6.1). As will be shown later in this chapter, the force-deformation
relationship for the element is obtained from the integration of functions of A: along the
element axis between the nodes. These functions represent the section forces (such as
shear, bending and axial forces), the corresponding section deformations and the
relationship between section forces and deformations.

The element response can be completely described by the relation between the force
vector p and the displacement vector u. For three-dimensional (3d) elements, the force
vector has 12 components: at each

local coordinate system

Ay

B.U

p.u

element b

FIGURE 6.1 Local and global
reference systems and notation.

node there are three forces in the local x, y, z coordinate system and three moments about
the axes of the local coordinate system. In the two-dimensional (2d) case there are two
forces and one moment at each node, providing six components of the force vector. The
displacement vector is defined in an analogous manner and includes translations in the
direction of the local axes and rotations about the local axes at each node.

Before concluding this section on structural modeling with frame elements, it is worth
noting that for many structural systems the joints connecting members may be substantial
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in size and have modes of deformation that affect the system behavior. In such cases the
model needs to account for at least the finite size of the joint region. The topic of joint
deformation is more advanced than the scope of this chapter but models for joints can be
included in the analysis methods presented herein.

Finite element methods with continuum elements (Bathe, 1995) can provide a more
refined distribution of stress and strain in solid, plate and shell models of structural
components such as walls, diaphragms and joints, but with the exception of walls, this
level of refinement is generally not warranted for earthquake-resistant design. This
chapter does not discuss the details of finite element methods for continuum elements,
although most of the solution methods are applicable for models that include continuum
finite elements as well as frame elements.

6.1.3 Loads and Boundary Conditions

Loads are specified forces applied to elements or nodes. Gravity loads may be applied to
elements or considered as nodal loads depending on the gravity load path. The vector of
nodal loads for a structure is denoted by P, with six components of force at each node for
3d problems and three components for 2d problems. In contrast with nodal loads, element
loads are included in the element force-deformation relationship as distributed loads w(x)
defined in the local coordinate system for the element.

Each node undergoes translations and rotations that can be combined into a
displacement vector of three translations and three rotations at each node in the 3d case.
The displacements of all nodes are collected into a single displacement vector U for the
entire model in which each component is a degree of freedom. We separate the set of all
global DOFs into two subsets: the DOFs with unknown displacement values and the
DOFs with specified displacement value. Each DOF in the model must be included in
one of the two sets. The unknown displacements are called the free DOFs and are
denoted by Uy. The second set of displacements corresponds to the restrained DOFs and
is denoted by Uy. The restrained DOFs are generally assigned a value of zero to indicate a
fixed displacement, but nonzero support displacement problems can be considered. The
selection of restrained displacements at the supports is an important step in the structural
modeling, and the supports of a model are commonly identified with the symbols shown
in Figure 6.2 for typical 2d cases. The arrows in Figure 6.2 indicate the restrained DOFs,
and thus the corresponding support reactions of each support type.

biob
A+ =P

FIGURE 6.2 Typical support symbols
for the 2d case.
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TABLE 6.2 Notation for Structural Analysis

Quantity Symbol
(a) Symbols for Structural (Global) System
Global coordinate system for structure X, Y,Z
Displacements of structure at DOFs U
Applied loads to structure DOFs P
Resisting forces for structure at DOFs P,
Structure equilibrium matrix for DOFs B
Structure compatibility matrix for DOFs A
Structural stiffness, mass and damping matrices K, M,C
(b) Symbols for Elements

Local coordinate system for element X,V,Z
Basic element deformations v
Element nodal displacements in local coordinate system and global coordinate system i, u
Basic element forces q
Element nodal forces in local and global coordinate system Bep!
Basic element flexibility and stiffness matrices f,k

Since the displacements are partitioned into two sets, so is the nodal force vector, P. The
nodal forces at the free DOFs of the model are specified as nodal loads, and are denoted
by Pr. For earthquake analysis this would normally include only the gravity loads with all
other nodal loads equal to zero. The forces at the restrained DOFs are the support
reactions and are denoted by Py. These can be evaluated once the equations for the free
DOFs are solved.

6.1.4 Notation

A consistent notation assists in elucidating the fundamental structural analysis concepts.
In general, uppercase symbols are matrices or vectors representing the structural system
(Table 6.2a), whereas lowercase symbols represent quantities associated with individual
elements (Table 6.2b). Vectors and matrices are written in boldface.

6.2 Equilibrium
All structural analysis methods in Table 6.1 require satisfaction of equilibrium. This

section presents the fundamental equilibrium relationships for nodes and elements in the
model.
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6.2.1 Node Equilibrium

With imaginary cuts around each node we separate nn nodal-free bodies and ne
element-free bodies, as shown in Figure 6.3, in which nn is the number of nodes and re is
the number of elements in the model. Three force equilibrium equations and three
moment equilibrium equations must be satisfied for each

plih:- p

FIGURE 6.3 Node and element free
body equilibrium.

node-free body for the 3d case and two force equilibrium and one moment equilibrium
equations for a node in the 2d case. Using the 2d case for simplicity and examining the
nodal equilibrium equations, it is apparent that the equilibrium equations involve the
summation of element forces at a node when all element forces are expressed in the
global coordinate system. An element is identified with a superscript in parentheses and
the correspondence between element DOF and global DOF can be supplied by an array,
known as an id-array with the number of entries equal to the number of element DOFs.
With the relationship between element and global DOF for each element, the force vector
for an element e/ can be mapped to the contribution of the element force vector to the
global resisting force vector, represented symbolically as p’ - P vin which P has
nonzero terms corresponding to the forces in the element, as represented by the id-array.
Using this relationship the nodal equations of static equilibrium are written as:

P-P =0 or [:’]—P, =0 with P =ZP,_':' =1}p""

6.1)

d

Equation 6.1 states that the applied forces P consisting of forces at free DOFs P¢ and
forces at restrained DOFs Py are in equilibrium with the resisting forces P, which are the
sum of the element contributions p®’. The mapping of element DOFs to global DOFs

followed by summation of the element contributions, as denoted by the symbol ~«
indicates assembly of all element contributions, which is known as the direct assembly
procedure.
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Equation 6.1 assumes that the loading is applied so slowly that the resulting
accelerations at the free DOFs can be neglected. If this is not the case, the equations of
static equilibrium are extended using Newton’s second law stating that

P-P=M U'

(6.2)

in which U" is the acceleration with respect to a fixed frame of reference. Equation 6.2 is
also known as the equation of motion for a structural model. It is worthwhile to state
explicitly the dependence of the resisting forces on the displacement and displacement
rate (velocity) vector.

P =P (U,U)

which allows for velocity-dependent resistance (viscous damping).

(a)
(b)
d EREEEREEEEEEEELY
qu __qz_lw,
Q1+W.L""§f ?—bm
q;gl'q:],‘_ Wy, L q?i'lla* wy L
L 2 L 2

FIGURE 6.4 Element forces in global,
local and basic reference systems.
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6.2.2 Equilibrium of Basic System of Element Forces

Turning attention to the free body for a 3d frame element, there are 12 unknown forces,
with six at the imaginary cuts at each end of the element but only six independent
equilibrium equations. Figures 6.4a and b show the end forces in the global and local
coordinate systems for a 2d frame element, with the quantities in the local system
denoted by a bar. A rotation matrix can be used to transform vectors between the two
coordinate systems.

Because the element forces need to satisfy the equilibrium equations they are not
independent. We select a subset of element forces and express the remainder in terms of
the subset to assure that the equilibrium of the free body is satisfied. The independent
element forces are called the basic forces, q. In the 2d case there are three basic forces,
and in this chapter we select the axial force and the two end moments, as shown in Figure
6.4c. The three equilibrium equations for the element-free body are used to express the
remaining element forces in terms of the basic forces.

The equilibrium equations can be satisfied in the undeformed configuration, if the
displacements are small relative to the dimensions of the structure. However, if the
displacements are large, the equilibrium needs to be satisfied in the deformed
configuration. The latter leads to nonlinear geometric effects, which are presented after
the geometric compatibility relationships are defined for large displacements.
Equilibrium of an element-free body in the undeformed configuration is shown in Figure
6.4c and stated as follows:

FIGURE 6.5 Force transformation
(equilibrium) for rigid-end offsets.
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If element loads are included, 6.3 is modified to include the effect of the element loads,
p=bg+p,

where Pwis the vector of element forces due to the loads on the element. Figure 6.4d
shows these forces for the case of uniform transverse and longitudinal distributed loads.
The matrix b represents the equilibrium transformation matrix from the basic system to
the complete system of element forces in local coordinates. We noted earlier that the
transformation of the element end forces from the local to the global coordinate system
involves a rotation transformation of the end forces at each end, expressed by p=bp.
Combining 6.3 with the rotation to the global coordinate system gives the element forces
in the global system expressed in terms of the basic forces and element loads:
p=b bg+b, p,
(6.4)

The statement of element equilibrium can be extended to other cases, such as for rigid-
end offsets to represent finite joint size. The element forces at the ends of the deformable
portion of the element are denoted by Prand the equilibrium of the rigid-end offsets is

shown in Figure 6.5. The equilibrium relationship is P=bpaang noting that

P=bba+bP. the element forces become P=PPPA+EDP. g, o compact notation the
element equilibrium in the undeformed configuration can be stated as
p=b.q+p, with b =bbb and p_=bbp,
(6.5)

in which the equilibrium matrix b, transforms the basic forces to the element end forces
in global coordinates and p,, accounts for the effect of element loading. The equilibrium
matrix by is made up of at least the product b,b. The transformation of the dependent

element forces Pwin 6.4 to the global coordinate system includes at least the rotation
matrix b,. After substituting 6.5 into the assembly operation in 6.1, the global resisting

force vector is
.PF =$p:rlj =${b;d:qm: +p‘-2r!}] (66)
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For convenience of later discussion in this chapter, the basic forces of all elements are
collected into a single vector Q. After noting that the assembly operation in 6.6 only
affects the rows of p and thus only the rows of b and p,, 6.6 can be written in the
compact form,
P=BQ+P,
(6.7)

The structure equilibrium matrix B results from the assembly of the rows of b, while the
columns are collected from each element. Partitioning 6.7 into free and restrained DOFs,
as indicated in 6.1, the equilibrium of the structure is represented by

PY (B
[ r =[ r%-'-PH
P, \B,

Equation 6.8 is very significant in structural analysis because it must be satisfied for any
frame element, made of linear or nonlinear material, under the limitation that equilibrium
is satisfied in the undeformed configuration. The number of equilibrium equations in the
free partition, nf, is the number of rows in By, and the number of columns is the number
of unknown basic forces, ng. For a statically determinate structure, nf and nq are equal,
and By is square and invertible, if the structure has a stable equilibrium configuration.
Hence, for a statically determinate structure, given the applied forces at the free DOFs,
Py, we can solve the first partition in 6.8 for the unknown basic forces Q. If the support
reactions are desired, the second partition in 6.8 can be evaluated for Py.

For a statically indeterminate structure the number of unknown basic element forces,
ng, is greater than the number of equilibrium equations, nf, at the free DOFs. Thus, the
size of the By matrix gives the degree of static indeterminacy NOS=ng—nf. In statistically
indeterminate structures, the equilibrium equations must be satisfied, but they are not
sufficient to give a unique solution.

6.2.3 Lower Bound Theorem of Plastic Analysis

Since structures designed to resist earthquakes are rarely statically determinate, the most
significant application of the structural equilibrium equations in 6.8 is for plastic analysis
(Livesley, 1975). Assuming perfectly plastic material response requires that the basic
element forces satisfy the plastic condition |Q|<Q,, where Q, are the plastic capacities of
the elements. The applied forces at the free DOFs in 6.8 are written as the product of a
load factor A and a reference force vector P that gives the distribution of the applied
loads, such as the equivalent lateral earthquake loads. The lower bound theorem of plastic
analysis states that the collapse load factor A. is the largest load factor that satisfies the
equilibrium equations in 6.8 and the plastic condition. We can write this as follows:
A=max) for AP..=B{Q and |Q|<Q,
(6.9)

Considering that the plastic capacity may be different under positive basic forces than
under negative ones, and collecting the unknowns of the problem A and Q into a single
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vector, the equations in 6.9 are written in the compact form of a linear programming
problem:

) 3 R o 1A (@
Alzmax[l U{Q] for [P“,r -B{l:ifﬂ and |:EI _]IQ]g[QE] (6.10)

Qs the plastic capacity for a positive basic force and Qs the capacity for a negative
basic force, respectively (both in absolute value), and I is the ng*nq identity matrix. The
linear programming problem in 6.10 can be readily solved using the simplex method with
widely available mathematical software packages such as Matlab® or Mathcad®.

The solution of the linear programming problem in 6.10 yields a unique collapse load
factor A, according to the lower bound theorem of plastic analysis. Even though the
collapse load factor is unique, the basic forces at collapse Q. are unique only if a
complete collapse mechanism forms. This requires that NOS+1 basic forces reach the
plastic capacity (in other words, that NOS+1 plastic hinges form), where NOS is the
degree of static indeterminacy. This requirement derives from the equilibrium equations
in 6.10, i.e., from the requirement that

:IIL" -
[P _Br{{lj‘ﬂ (6.11)

There are ng+1 unknowns and nf available equations of equilibrium in 6.11. Because
NOS=ng—nf, there are NOS+1 more unknowns than available equations of equilibrium.
With the value at NOS+1 basic forces equal to the corresponding plastic capacity at
collapse, there are as many unknowns in 6.11 as the number of equilibrium equations. A
partial mechanism forms if fewer than NOS+1 basic forces reach the plastic capacity. In
this case, there exist an infinite number of combinations of the remaining basic forces
that satisfy the equilibrium equations in 6.11. A unique solution can only be obtained
with an additional assumption about the force-deformation behavior of the elements
before reaching the plastic capacity, which we will pursue later in this chapter.

6.3 Geometric Compatibility

The statement of geometric compatibility is analogous to the process of establishing the
equilibrium equations of the structural model. Each node can undergo three translations
and three rotations in the 3d case; for the 2d case each node undergoes two translations
and one rotation. The displacements of all nodes in the model are collected in the
displacement vector U. From the compatibility between elements and nodes, the
displacements at the end of an element are equal to the corresponding DOF
displacements at the nodes (see Figure 6.6). This correspondence between global and
element DOFs is provided again by the id-array of each element, and the compatibility
can be written symbolically as
u“’=Uy
(6.12)
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Equation (6.12) indicates that an extraction from the global displacement vector U of
only the degrees of freedom corresponding to the entries in the id-array of the element el
takes place. The length of the vectors in 6.12 is, consequently, equal to the number of
element DOFs.

FIGURE 6.6 Compatibility between
nodal and element end displacements.
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FIGURE 6.7 Deformed configuration
of two-node one-dimensional element
under large displacements.

As described in Section 6.1.3, the displacement vector for the structure is partitioned into
free DOFs Ug, which are unknown at the start of the analysis, and the displacements at the
restrained DOFs Uy, which are specified.

6.3.1 Displacement-Deformation Relationship under Large
Displacements

Figure 6.7 shows a two-node frame element in the undeformed and deformed
configuration under given end displacements. Since the rigid-body displacement of the
element does not generate element deformations, Figure 6.7 shows three stages for
representing the relationship between displacement and deformation. Figure 6.7a
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provides the overview of the entire process and identifies the rigid-body translation of the

element. The relative displacements AU,and Min the local reference system are
convenient for describing the relative position of node j with respect to node i. This
relative translation results in an extension v, of the element in Figure 6.7b. As long as the
ends follow the rigid-body rotation of the element axes through the angle B, no other
deformation arises in Figure 6.7b, as illustrated by the rotation of the black squares
representing the end nodes. Since the end rotations are independent DOFs, each end is
subjected to an additional rotation past angle B and the element can deform, as shown in
Figure 6.7c. The rotation of the end tangent to the deformed shape relative to the chord
line for the element results from flexural deformation. There are two rotations caused by
the flexural deformations, v, and v;, in Figure 6.7c, one at each element end.
Counterclockwise rotations measured from the chord to the tangent are positive,
consistent with the sign convention for the end moments.

With the definition of element deformations, v, it is now possible to derive the
relationship between the element deformations and the end displacements, @ +in the local
coordinate system. Using Figures 6.7b and 6.7c, the element deformations for the general
case of large displacements and moderate deformations can be given as

v, = ;L{Li - I.j)

(6.13)
v,=u,—f
v,=u,—fp
with
with L, =,(L rau,) + [ﬁﬁ,}z (6.14)
uﬁ'
[ =arctan A,

In 6.13 we have used the definition of the Lagrange strain for the length change of the
element. In a typical structural analysis for earthquake engineering, the engineering strain
is a sufficient approximation, so the extension is v;=L,—L. The arctan function when

expanded by a Taylor series about the point 4Au, =0, b, =

Au [ Al
=—2 ] ——2 %,
=1 e

¢ gives for the chord rotation:

Similarly, expansion of the first equation in 6.13 gives the change in length of the

element:
~ An 't Au 't
-, 100 1887
L 2 L

Factoring L out on the right-hand side of the above expression gives
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1 .d.ﬁr :
"‘E[ I ] (6.15)

Au
In earthquake engineering applications the axial strain /L has values of order 107 to
1072, In this case the first quadratic term on the right-hand side of 6.15 is of order 10 to
10* and can be neglected. The relative transverse displacement (commonly called the
Au,
drift), is /L *of order 10 % to 10", so that the second quadratic term in 6.15 can be of
the same order as the linear term. In such situations the element deformation should be

approximated with
am, 1fau, )
n=t T”’E[Tr) (6.16)

The relation between the displacement components in the global and the local coordinate
systems uses the rotation transformation for the translation components, whereas the
rotations in the plane are not affected. The rotation angle for the transformation of the
translation components corresponds to the angle of the undeformed element x-axis
relative to the global X-axis (note that the positive element x-axis points from node i to
node ;). The translation components at each element end are transformed independently.
The transformation of the end displacements is expressed symbolically by ¥ =4 -

6.3.2 Linear Approximation of Displacement-Deformation Relation

AT
In the cases where the relative transverse displacement of the element, L 'is of order
10 or less, the quadratic term in 6.16 can be neglected and a linear compatibility relation
_ Au S/
remains ¥i = 8%, -/ the expression for the angle B the term /Lis very small relative to
unity and can be neglected in any case. With these approximations, the compatibility
relations between element deformations and end displacements in the local coordinate
system become linear:

EEI
) (6.17)
- — l.I‘,
v, =48, =u, -, vyt 0 01 0 o
Au, -, 1 A k1
VSl = — ~u}-E‘I—u'- or v=|v, (=0 ;— 1 0 -l_ 0 =au
A |F | i,
I TR -1, vy b - 0 0 - I
v1=“o__L_=“a__L_. L L i
u

Comparing 6.17 with 6.3, we note that the compatibility matrix a is the transpose of the
equilibrium matrix b. The same relation holds for matrices a, and b,. If the element has
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rigid-end offsets, the compatibility matrix a; between the displacements at the ends of the
deformable portion of the element and those at the ends of the complete element is
similarly the transpose of the equilibrium matrix b;. The generality of this observation
will be proven in the following section.
After combining the compatibility relationships, the element deformations can be
expressed in terms of the element end displacements in the global coordinate system:
v=au=aaau=au

(6.18)

The compatibility transformation matrix a is the transpose of the equilibrium matrix b in
6.5. With 6.12 the basic element deformations can now be expressed in terms of the
global displacement vector components that correspond to the element as v=a,u=a,U,,.

It is worthwhile to collect the element deformations into a single vector V for the
structural model. In this process the element compatibility matrices can be combined with
the aid of the id-array to give the structural compatibility matrix A. After this
combination, the compatibility between the element deformations and the free and
restrained DOFs at the nodes assumes the following form:

V=AU=[A, Adj[u"]
U, (6.19)

From the process of forming the structural compatibility matrix A, we observe that it is
the transpose of the equilibrium matrix B in 6.7 and 6.8. The same is obviously true for
submatrices A¢ and By and

A4 and By, respectively. In practice, only one of these matrices need be established and
the other is obtained as its transpose. In the following we assume that the compatibility
matrix A is assembled and the equilibrium matrix is obtained by transposition. Thus, we
alternate our reference to the equilibrium matrix as B or A", as circumstances require.

2.)
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FIGURE 6.8 Flexural deformations
for element with moment release.
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6.3.3 Compatibility Relationship for Elements with Moment Releases

It is worth looking in more detail into the case of a frame element with a moment release
at one end because of later consideration of plastic hinges. A moment release at one end
is achieved by introducing a hinge at the end. Referring to Figure 6.8 the element
deformations v are measured from the chord to the tangent at the element side of a hinge
at one end or the other. If an end moment is released to zero, the rotations at the ends are
no longer independent, and we will show later that for a prismatic, linear elastic beam the
deformation at a moment release is one half the value of the deformation at the opposite
end, but of opposite sign. The total deformations vat the element ends are measured from
the chord to the tangent at the node side of the hinge. These are the sum of the element
deformations v and the hinge deformations v;,. The following relationships for a moment
release at end i or end j can be established from Figure 6.8:

1 oy L}
¥, v, . . W ] ] ¥y . .
[ ']— _l 0 _‘] for hinge at end j [ ‘]—! 2 .‘J for hinge at end i
¥y 2 ¥y il o 1 [N

For convenience, the geometric relationships for the two cases can be combined into a
single relation by introducing a binary variable as moment release code for each end.
Variable mr assumes the value 0 when the end is continuous, and the value 1 when a
release is present at the corresponding end. With this variable we can write the above
transformation relations in a compact form,

-

v, ) l=mr, —;r{l—mrli)mrli ;!]
v,

s —%{1—::1.\;}"”1 1-mr, j /

which now holds also for the case without moment releases, a moment release at either
end and moment releases at both ends. After combining the flexural deformations with
axial deformation, which is unaf— fected by the moment releases, the basic compatibility
relationship is

I 0 0 (6.20)

1
vEa, v with a, =0 1=mr —:'|[1—.rr.|r_}mrI

1
0 —5[1 —mt, }ru r 1=rmr,
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FIGURE 6.9 Equilibrium of frame
element in deformed configuration.

A precise definition of the hinge rotation will be useful when plastic hinges are
considered. The hinge rotations v, are the difference between the deformations ¥and the
element deformations v. Consequently, hinge rotations are measured from the tangent at
the element side of the hinge to the tangent at the node side. We can, therefore, write the
hinge rotation as

v, =y-¥ ={1—ah]1}

where 1 is the identity matrix, and the total end deformations vare given by 6.18. In
conclusion, the geometric compatibility relationship v=apa,u covers all cases of frame
elements with or without end moment releases. This result will be used in the subsequent
discussion of plastic hinge rotations and in the development of the force-deformation
relationship of elasto-plastic elements.

6.4 Equilibrium in Deformed Configuration

With the definition of the element compatibility relationship under large displacements
we can now establish the equilibrium relationship for an element in the deformed
configuration. Assuming that the basic forces act on the deformed element, q; acts
always along the deformed element chord and it changes orientation as the element
deforms. This approach is known as corotational formulation (Crisfield, 1990,1991), but
other names such as member-bound reference system or physical coordinates have also
been used (Argyris, et al, 1979, Elias, 1986).

The element end forces in the reference frame of the deformed element can be
expressed in terms of the basic forces by satisfying the equilibrium equations of the
element-free body in the deformed configuration, as illustrated in Figure 6.9. These
equations are identical to those in Figure 6.4c except for the fact that the deformed
element length L, is used in place of L. Subsequently, all forces are transformed from the
member-bound coordinate system to the local coordinate system by a rotation through
angle B, defined as the angle between the chord of the deformed element and the
undeformed position (Figure 6.9). The equilibrium equations are
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(L+au,) Al A, ]
AN Lt e (6.21)
P, _Au, L+AU,  L+4AT,
L ! [
= PJ _ [H] ) f a | =h
p= 5. || Leau, Au, au, |7
_ L, L’ L'
P Au, LeAu,  L+Au,
1y L, Lt L*
0 0 1|

This relationship is equivalent to 6.3 except that equilibrium is now satisfied in the

deformed configuration. The subscript of the equilibrium matrix b, is a reminder that the

equilibrium depends on the end displacements. For applications in earthquake

engineering analysis, it is reasonable to approximate the equilibrium matrix in 6.21 by

expanding the terms of b, in a Taylor series and including only terms that have a

consistent order of magnitude. The expansion of the terms in the equilibrium matrix is
{L+ai_}‘_]~[ﬂ]z

L,

L

L1 I L
Au, Au| 4§, (A,
,n! LJ I I J
p— - r
Au S ﬂ.u}_

Recalling the order of magnitude of the terms 7Land /L in comparison with unity,
we conclude that we can neglect the factors in square brackets and the term in the first
expression. With these approximations the equilibrium relations in 6.21 simplify to
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Au Au
P i -1 = — —
. e I (6.22)
sl |85 1+ 1|
L L L q,
_ B 1 0
P=1- | Au Au 1, [=b.q
Ps 1 . i
_ _ L LY (9
P Au, 1 1
Ps ) L L L
| @ 0 1]

The relationship in 6.22 is a consistent representation of the effect of large displacements
on the equilibrium of a frame element. For many models undergoing moderate
deformations, it is reasonable to further simplify 6.22 by neglecting the contribution of
q9,+49,
the shear force I  to the axial force, because of the small magnitude of shear relative
Au
—
to the axial force, and because the transverse deformation, L does not exceed 0.1 in
most cases (about 10% drift of the element). With this approximation 6.22 simplifies
further to

Y [ 1 0 0
A T S (6.23)
: L L Lig
_ | B 0 1 0
P=|_ |* 9 [=bpq
P, 1 00
_ Au, 1 109
P -— T
. L I
\Ps) | 0 0 1]

The approximate equilibrium equation in 6.23 is often used in the so-called P-A analysis
of structures.

The transformation of the end forces Pfrom the local to the global coordinate system
and any further equilibrium transformations addressed earlier are not affected by the
equilibrium transformation of the basic system in Figure 6.9. Thus, the general case of
element equilibrium can be expressed as

p:bjbrbuq

By selecting the transformation matrix b, depending on the needs of the analysis, one can
accommodate large displacements with b, from 6.21, P—A geometry with b,=bp, from
6.23 and linear geometry under small displacements with b,=b from 6.5.
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6.5 Principle of Virtual Work

The virtual work principles are convenient representations of the equations of equilibrium
and the conditions of geometric compatibility. With virtual work we can express the
equilibrium and compatibility equations, which are vectorial, by a scalar work equation.
These principles are derived by starting from either the equilibrium or compatibility
equations of an element, converting these into integral form by multiplication with a
virtual field, performing integration by parts that introduces the boundary terms and then
summing up all element contributions. In the following we only state the final result of
the derivation.

6.5.1 Virtual Work Principles for the Structure

The principle of virtual displacements is equivalent to the satisfaction of the equations of
equilibrium in the structure. It states that the work done by a set of virtual displacements
on the external forces (external work) is equal to the work done by the compatible virtual
deformations on the element forces (internal work), if the external forces are in
equilibrium with the element forces, and vice versa. In the absence of element loads the
principle of virtual displacements is
SUTP=3V'Q
(6.24)

where the virtual displacements dU and deformations 8V satisfy the compatibility
requirement as 8V=AJU in 6.19. Substituting this condition for the virtual displacements
in 6.24 gives
SUTP=8VTQ=3U"ATQ—-3U"(P-A"Q)=0
(6.25)

If 6.25 holds for arbitrary virtual displacements U, then P—~A"Q=0 and the converse is
also true. Therefore the principle gives the equilibrium equations, P~A'Q=0 in 6.7,
demonstrating that the equilibrium matrix is equal to the transpose of the compatibility
matrix, B=AT.

The principle of virtual forces is equivalent to the satisfaction of the conditions of
geometric compatibility. It states that, if the deformations are compatible with the
displacements, then the complementary work of a set of virtual external forces on the
displacements is equal to the work of the virtual internal forces that are in equilibrium
with the external forces on the deformations. The reverse is also true. In compact form
the principle of virtual forces is

SPTU=8Q'V

(6.26)

Substituting the equilibrium requirement for the virtual forces 6P=B56Q, into 6.26 gives
SPTU=8Q'V—3Q'B"U=8Q'V—3Q " (B"U-V)=0

which provides the geometric compatibility requirement in 6.19 along with the condition
that B'=A.
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6.5.2 Virtual Work Principles for an Element

We now turn our attention to an individual frame element, see for example, Figures 6.4
and 6.7. The external work is done by the end forces on the corresponding displacements,
whereas the internal work is done by the basic forces on the corresponding deformations.
Without further derivation, we state this requirement as
du'p=8v'q
(6.27)

The condition of geometric compatibility of the virtual displacements is dv=a, Su , which
upon substitution into 6.27 gives
fu'p=fvq=du'alq — EuTl[p —a:qjl =0 — p-ajq=0
(6.28)
|
Comparing 6.28 with the element equilibrium equations in 6.5 shows that b, =a,.
We can generalize this fact by stating that if a set of displacements transforms from
one system to another according to the relationship v=a,u, then the forces corresponding

_ T
to these displacements transform according to the contragradient relationship F™ 9"
Similarly, if a set of forces transforms from one system to another according to p=b.q,

then the corresponding displacements transform according to ¥ = b:"' ‘Consequently, we
only need to establish either the force or displacement transformation relationship from
one coordinate system to another using the equilibrium or compatibility conditions,
respectively.

Returning now to the virtual work statement for a single element, we can derive the
internal work from the integral of the stress product with the corresponding virtual strains
over the element volume V:

dv'g= I&:TﬁdV
. (6.29)

where € is a vector containing the components of the strain tensor and ¢ is a vector with
the corresponding components of the stress tensor arranged in the same order. In many
applications of nonlinear structural analysis, we limit ourselves to the internal work of the
axial stress o, and shear stress T on the axial strain g, and shear strain vy, respectively. In
this case 6.29 reduces to

fv'q _J(ae,a, +dyt)av

. (6.30)

From the principle of complementary virtual work for the element we obtain the
corresponding compatibility relationship for the element:

5q'v= I{M‘E‘ +bry)dv

These virtual work statements will be used in the next section for deriving the force-
deformation relationships for linear and nonlinear elements.
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6.5.3 Upper Bound Theorem of Plastic Analysis

We return to the problem of plastic analysis and complement the earlier development in
Section 6.2.3 with the determination of the plastic collapse load factor by the upper
bound theorem of plastic analysis. To state the latter it is necessary to formulate the
external and internal plastic work past the point of maximum load. The assumption of
perfect plasticity leads to the conclusion that only plastic deformation increments arise in
the elements once a collapse mechanism has formed. The plastic deformation increments
must satisfy the conditions of geometric compatibility for the free DOFs, which is written
in a form similar to 6.19:
AVp:AfAUf
(6.31)

The external plastic work increment is A, P.../AU;. The internal work consists of the
product of the plastic capacities of the elements and the plastic deformation increments.
Because the plastic capacities have been defined as absolute values in 6.9, the plastic
deformation increments are defined as AV,’=AV, if AV >0, otherwise it is zero;
AV, =—AV, if AV <0, otherwise it is zero. With this definition the internal plastic work
increment becomes Qp+AVp++Qp7AVp7 and 6.31 changes to AV;—AV,{:Af AUy, noting
moreover that AV,>0 andAV,, >0.

The upper bound theorem of plastic analysis states that the collapse load factor Ac is
the smallest load factor satisfying the condition of incremental plastic work and
geometric compatibility. This is stated in a compact form as

A=min) for AP AU=Q, AV, +Q,~AV,~
AV, =AV,—=AAU; and AV, >0, AV, >0 (6.32)

Equation 6.32 can be written in the standard form of linear programming by constraining
P, AUF=1 and noting that the unknowns of the problem are now AUy, AVp+ and AV,
(Livesley, 1975). With these considerations, 6.32 is written in a compact form by
collecting the unknowns in a single vector:

AU, p T oo ol1%Y | 633
i o=mino Q' qQ, av, | for 1 &Y =[ﬂ] o
av, - AV

with AV 20, AV 20

Comparing 6.33 with 6.10 and recalling that A=B;', we conclude that the upper bound
theorem of plastic analysis in 6.33 is the dual problem of linear programming to the lower
bound theorem in 6.10, so that the solution of one satisfies the other. Consequently, the
collapse load factor from either 6.10 or 6.33 is the unique solution of the plastic analysis
problem. It is also interesting to observe from 6.31 that the columns of the compatibility
matrix represent the independent collapse mechanisms of the structural model. The
dependent collapse mechanisms can be obtained by linear combination of these columns.
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6.5.4 Example of Plastic Analysis

The two-story frame in Figure 6.10a (Home and Morris, 1982) illustrates the concepts of
plastic analysis. With the assumption that axial deformations are negligibly small, there
are ten free DOFs, as shown in Figure 6.10b. The plastic moment capacities of the
columns and girders are enclosed in a circle in Figure 6.10a and the reference loading is
also shown.
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FIGURE 6.10 (a) Two-story frame,
(b) Free global DOFs without axial
deformations.
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FIGURE 6.11 Typical deformed
shapes for global DOFs of two-story
frame.

The first step consists in setting up the compatibility matrix Ay relating the element
deformations to the DOFs of the model. The model has eight elements with two
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deformations each, since axial deformations are neglected. Thus, the compatibility matrix
has 16 rows and 10 columns. The deformed shapes for the vertical and horizontal
translation DOFs and for one rotation DOF are shown in Figure 6.11.

s TR
(a) (b

FIGURE 6.12 A few independent
collapse mechanisms.

Denoting the story height by % and the girder span by 21, the compatibility matrix is

0 o o 1k 0 0 o 0 0 0

1 o o Vh 0 0 0 0 0 0

1 =11 0 0 0 0 0 0 0 0

o =1/t 1 0 0 o 0 0 0 0

i} ) 1 0 0 o 0 0 0 0

o ¥ 0 0 1 i} 0 0 0 0

o 0 o L'k 1 o 0 0 0 0

A 0 0 o 1k 0 o 0 0 0 0
o y o -1k o o 0 o I'h [y
o 0 o L] o 1 0 ] Ik 0

] 0 0 ] o 1 =1 0 ] ]

0 0 [1] o 1] [1] —11 1 1] 1]

0 0 o 0o o o i 1 o o

0 0 o o o i} i 1] o 1

0 0 o —1/h o 0 o 0 Lih 1

| o 0 o —Ifk 1 0 o o Lh o |

The columns of the compatibility matrix represent the independent collapse mechanisms
of the frame. Columns 1, 3, 5, 6, 8, 10 represent the joint mechanisms, columns 2 and 7
the beam mechanisms and columns 4 and 9 the story mechanisms. Figure 6.12 shows the
beam mechanisms and the lower story mechanism in which a gray circle indicates a
plastic hinge. Plastic rotations are measured from the tangent at the element side of the
hinge to the tangent at the node side. Consequently, the lower girder rotation at the left
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end in Figure 6.12a is negative. The similarity of the shape for the mechanism with the
corresponding deformed shape in Figure 6.11 is evident.

The equilibrium equations of the problem are AP =BQ= "‘IQ'We can elect to solve
either the lower bound problem in 6.10 or the upper bound problem in 6.33. With either
approach the collapse load of the frame is 4,=2.50. Only six plastic hinges form at
collapse, as shown in Figure 6.13b, indicating a partial collapse mechanism since
NOS=6. Consequently, there are more unknown Q values than the available equations of
equilibrium in 6.11, and the moment distribution in Figure 6.13a is not unique. In this
regard, the double hinge at midspan of the upper girder counts as one.

T

{b) Coellapse Mechanism

FIGURE 6.13 Moment distribution
and mechanism at incipient collapse.
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6.6 Force-Deformation Relationships

The previous sections have developed the equilibrium and compatibility relationships for
a frame element, which only depend on the element geometry and not on the constituent
materials of the element. It is now necessary to relate the element basic forces to the
corresponding deformations. To do so in a systematic manner we start with the
consideration of the section response and show how it is established by integration of
material response. Subsequently, we briefly describe a few material models used in the
examples of this chapter.

6.6.1 Section Response

We return to the virtual work statement for an element in 6.30 and rewrite the integral
over the element volume as integration over the section at a location x followed by
integration over the element length:

Y

N

FIGURE 6.14 Cross section with
coordinate axes.

o' =j§ I{ﬁelt}& + By T)dA |dx (6.34)

LlLa

The strain and stress are functions of the position x along the element axis and the
position within the cross section specified in local coordinates y and z. The axial strain at
point M in Figure 6.14 can be written as the product of two functions,
&x(X, y, 2)=ay(y, z)e(x)
(6.35)

where e(x) are the section deformations and ay(y,z) represents the strain distribution at
section x. When shear deformations are small, Bernoulli’s assumption of plane sections
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remaining plane proves an excellent approximation. In this case the strain distribution at
section x is
ayy, 2)=[1-yz]
(6.36)

and the section deformation vector, e(x), consists of the axial strain at the coordinate
origin g,, the curvature about the z-axis «, and the curvature about the y-axis xy. Figure
6.14 shows an arbitrary section. The sign convention in 6.36 follows the right-hand rule
for rotation and the definition of tensile strain as positive. The integration of the virtual
work expression over the cross-section area 4 becomes
i1
Jﬁendﬂ =Ge! {x].[a"[ wz)adA =be "[x}j —y |odA =Be " {x)s(x)
A A &

L2
and the virtual work for the element in 6.34 can be written as

Gviq = j&: (sl dx
) (6.37)

The work terms corresponding to the section deformations e(x) are the section forces s(x)
defined according to

1 N(x)
5[1‘}=J— -y |GdA=| M_(x] (6.38)
Al =z M_,fxfl

The right-hand side of 6.38 is the standard definition for the axial force and bending
moments about the z- and y-axes, respectively.

We define the section stiffness matrix ky(x) as the partial derivative of the section
forces s(x) with respect to section deformations e(x). With this definition and the rules of
differentiation, the section stiffness is

| 1 oy o
: =@=J |90 % }_,1_=J. - 80_] - A= b A 6.39
vl [ Prrrcid e PR R : (639
Al 2 Al 2 A -z z

Equation 6.39 uses 6.35 for the derivative of the axial strain with respect to e(x). The
partial derivative of stress with respect to strain is the tangent modulus, E;, of the material
stress-strain relationship.

For the special case of linear elastic material with modulus £, 6.39 gives the standard
definition for the section stiffness under axial and flexural behavior,

1 -y z A g, a

¥

k0=Ef|-y ¥ -elu-go 1 1 (6.40)

¥E
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¥
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in which Q denotes the first moment and 7 the second moment of area, respectively. For
linear elastic material the section force-deformation relationship becomes
s(x)=k(x)e(x)
(6.41)

It is possible to select the origin at the centroidal axis of the section and the orientation of
the y-z axes along the principal axes, which renders the off-diagonal terms of the section
stiffness in 6.40 equal to zero. Although the centroidal axis is a useful reference point for
a homogeneous section with linear elastic material, it is meaningless for the general case
of a section with nonlinear materials.

In the general case of a nonlinear stress-strain relationship it is not possible to evaluate
the integrals in 6.38 and 6.39 in closed form. Therefore, numerical integration is needed,
which gives the value of an integral as a summation,

ril
‘[gi yo2)dA = g‘w.x{nz.l (6.42)

in which g(y, z) is the function to be integrated, n/P is the number of integration points
and w; is the weight at integration point i. Different integration rules can be used in 6.42,
but discontinuities associated with the stress distribution in 6.38 and the tangent modulus
in 6.39, particularly under cyclic load reversals, favor low order integration schemes such
as midpoint, trapezoidal or Simpson’s rule. The accuracy of integration is improved with
a larger number of integration points. The midpoint rule is the most common integration
scheme in the application of nonlinear analysis in earthquake engineering and gives rise
to the name layer model for y-integration or fiber model for y-z integration. It is worth
noting that the midpoint rule exactly integrates linear polynomials. Consequently, the
quadratic stiffness terms in 6.39 are not accurately represented even for the linear elastic
case. For the typical number of integration points the error is, however, very small.

We conclude this section by summarizing that the cross-section response can be
obtained by integration of the stress-strain response of the materials. A kinematic
assumption about the strain distribution is typically the starting point. In the general case
of including all components of the strain tensor g(x, y, z) we write

section kinematics or compatibility Elx pzl=a (yzlelx)
section equilibrium s(x)= Ia,T[}:z}ﬁdﬁ (6.43)
A
section stiffness k (x)= Ia.T{r,zlga,{hz]fM
A

Definitions for section deformations and corresponding forces need to be generalized
accordingly. Oc/0¢ is, in general, a 6x6 matrix representing the tangent material stiffness.
The examples of this chapter are limited to uniaxial material response.

Before completing the discussion of force-deformation relationships, we mention that
the section response can be directly defined in terms of explicit or implicit section force-
deformation relations. Such an approach is based on the extension of plasticity theory to
section force resultants and deformations (McGuire et al, 2000). While this approach is
an excellent choice for homogeneous sections of metallic material, it is doubtful whether
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it constitutes a robust alternative to the integration of material response for sections
composed of several materials. This is particularly the case under complex interactions of
the constituent materials that may lead to softening response, as is the case for reinforced
concrete sections.

6.6.2 Material Models

A key ingredient for establishing the section response with 6.43 is the constitutive model
of the material. Under the assumptions in the preceding section, uniaxial material models
suffice for many applications in earthquake engineering analysis. Thus, relatively
complex uniaxial material relations can be deployed without difficulty. However, the
high computational cost of integrating a complex material response, usually limits the
selection to a few relatively simple hysteretic models.

For applications in performance-based earthquake engineering it is important to
distinguish between path-dependent and path-independent material models. In a path-
independent model the current stress is a function of current strain only. Thus, the
material follows the same path whether it is loading or unloading. In static pushover
analysis of structures this may be sufficient, if one can assume that limited unloading, if
any, will take place. This is often the case. In cyclic static or dynamic analysis a path-
dependent material model is required. In this the current stress depends on the current
strain and several other variables, such as the strain history and internal variables, that
describe the state of material damage. The more complex the path of loading-unloading
of a material model, the higher the number of internal variables required in its description
with a consequent increase in computational cost.

For the purposes of this chapter we limit ourselves to a brief description of three
relatively simple material models which are used in the examples of this chapter: a
bilinear elasto-plastic model with kinematic and isotropic hardening and a more involved
version that includes the Bauschinger effect. Both models are suitable for describing the
hysteretic behavior of steel. Finally, we briefly describe a simple hysteretic model for
concrete.

Figure 6.15 shows a bilinear elasto-plastic model with kinematic and isotropic
hardening. The isotropic hardening depends on the amount of plastic strain in the
opposite stress direction, which is why it is only evident under compressive stress. The
bilinear model is a good representation of the behavior of metals and is often used in
earthquake analysis when the Bauschinger effect is not important for the simulations. It is
computationally advantageous for its simplicity. When the Bauschinger effect is
important, the stress-strain relation of Menegotto-Pinto in Figure 6.16 gives a very good
representation of the material response (Menegotto and Pinto, 1973). It is particularly
important for the computational economy of analysis of frame structures that the model
expresses stress directly as function of strain. The
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undeformed configuration of frame
element.

limitation of the model lies in its inability to reach the point of last unloading upon
reloading in the same stress direction. This is evident in Figure 6.16. Details of the model
implementation and parameter selection can be found elsewhere (Filippou et al., 1983).

Figure 6.17 shows a simple hysteretic model for concrete. The monotonic behavior in
compression is represented by a parabolic ascending curve followed by a linear
descending curve to a residual stress of between 10 and 20% of the compression strength.
The slope of the descending curve can be adjusted to represent the effect of concrete
confinement provided by transverse reinforcement (Scott et al., 1982). The unloading-
reloading path is also linear with decreasing modulus that follows the observations of an
extensive experimental study (Karsan and Jirsa, 1969). Several unloading-reloading
cycles are shown in Figure 6.17. The model in Figure 6.17 does not account for the
tensile strength of concrete and the effect of tension softening. On the other hand it is
computationally very simple. More sophisticated models of concrete response under
tensile stress are available at the expense of computational complexity (CEB, 1996).
Their use is important when the precracked and preyield response of reinforced concrete
structures is of particular interest.

6.7 Frame Elements

After having established equilibrium, compatibility and section force-deformation
relationships, we now develop nonlinear frame elements with a range of applicability in
structural analysis procedures for earthquake engineering. We discuss the advantages and
limitations of each approach in the formulation of the frame elements. Emphasis is placed
on a rigorous derivation of the element response and on the presentation of the element
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state determination process, which consists in computing the basic forces and the
stiffness matrix that correspond to given element deformations.

6.7.1 Basic Relationships

The differential equations of equilibrium for a frame element in the undeformed
configuration can be written, with reference to Figure 6.18, for axial and moment
equilibrium, as

?;:;:'”J”:” (6.44)

in which w, and w, are the axial and transverse components of the distributed element
load, respectively. An important characteristic of frame elements is that, under linear
geometry, the differential equations in 6.44 can be solved independently of the
displacements and of the material response. In the absence of element loading the
homogeneous solution of the differential equations in 6.44 gives a constant axial force
and a linear bending moment distribution. We use the basic forces q as boundary values
of the problem to obtain the statement of equilibrium:

) [N[X‘J] 4 ! xﬁ 4
x)= = [x e
M(x) lqz[;j-' 7] 0 (;"]

q, |=bixlgq (6.45)

e q 5 J
The matrix b(x) represents the force-interpolation functions and can be regarded also as
an equilibrium transformation matrix between section forces s(x) and basic forces q. In
the presence of element loads, the internal forces represent the particular solution of the
differential equations in 6.44, which only need to satisfy homogeneous boundary
conditions. For uniform element loads the axial force is a linear function and the bending
moment is a quadratic function. Denoting the particular solution by sy(x), the equilibrium
equations are

$(x)=b(x)q+s.(x)

= e o=

(6.46)

After setting up the equilibrium relations the geometric compatibility of the frame
element can be established with the principle of virtual forces. The complementary
virtual work is analogous to the virtual work principle in 6.37

GqTy = jas" (x)e{x)dx 647

Using 6.46 for the equilibrium relation of the virtual force system, ds(x)=b(x)dq, and after
substitution into 6.47 gives the compatibility statement as

v= Jb'{x}r{x‘.l:ix
(6.48)
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the individual basic deformation quantities in 6.48 can be evaluated with the force-
interpolation functions b(x) from 6.45:

L
v, = .I-E‘(I:HI (649)

( :E - 1)%:}&:

L

a

L
‘I"z ZJ

L

L
v, = JE Kixhdx

4 L
It is important to emphasize that the compatibility relationships in 6.46, 6.48 and 6.49
hold true for any material response as long as the transverse displacements are
sufficiently small that virtual force equilibrium can be satisfied in the undeformed
configuration.

For the special case of linear elastic material response, the section relationship in 6.41
can be inverted to give the section deformations in terms of the section forces. We can
generalize it by adding nonmechanical initial deformations ey(x), such as caused by
temperature and shrinkage strains

e(0)=[k.()] ' s(x)+eo(x) =/ (x)s(x)+eo(x)

(6.50)

with fy(x) the section flexibility matrix. Substituting 6.50 into 6.48 and using 6.46 gives
o= ol ol s, e
i (6.51)
v :Ub.r(x]f’tx}h[x}k } -l-J?:I'I (x)f (x)s, (x)edx +J'D" [x)e,(xhdx =Fqtv +v,
L

L L

in which f is the element flexibility matrix, v,, are the deformations due to element loads
and v, the deformations due to nonmechanical effects. In the general case of a tapered
frame element with variable cross section, substitution of the force-interpolation

functions from 6.45 gives

1
{4 (1-£)01-¢) {ut}t o
o 1-Ef1-8)  (1-E)&
f'f‘.[ o EI(E) EI(E) &
0 _(1-%)8 34
I EI(E) EIE)

with &=x/L. For general functions EA(E) and EI(E), 6.52 needs to be integrated
numerically. Among the various schemes, Gauss or Gauss-Lobatto integration is
preferred for the smallest number of function evaluations for a given accuracy level.
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Details of these integration schemes can be found in textbooks on finite element analysis
(Bathe, 1995). In the specific case of a uniform prismatic frame element, 6.52 simplifies
to

L
—_— L 0
EA (6.53)
f= Lo L
3EI 6El
A
aEl JEI

For the case of linear elastic material, the deformation-force relation in 6.51 is inverted to
give the force-deformation relation in the following form:
q=1"'(v-vy—vo)=kvtg,tqo

where K is the basic stiffness matrix as the inverse of the flexibility matrix, and qy, and qq
are the fixed-end forces under the element loads and the nonmechanical deformations,
respectively. With k=f"' and f from 6.53, the basic stiffness matrix of a prismatic frame
element is

1]
L (6.54)
k=r=| o & 28
L L
LoL
o 2 dE
L L

The use of moment releases at the ends of a frame element was presented in Section
6.3.3. For the case that the element has a moment release at end j and thus q3=0, 6.53

shows that * 2 *'as already used in the compatibility relation of a prismatic, linear
elastic frame element with a moment release in 6.20. For the frame element with a
moment release at one or both ends, the compatibility relation in 6.20 and the
contragradient property of force and displacement transformations give

q=a,q=aj(kv+q, +q,)=a ka,v+alq, +q,)=kv+q, +q,
For the case that there is a moment release at end j, with the stiffness matrix k from 6.54
this gives
100 EA
L
a, = 0 1 0 k=a-|'1luh= o 3EI

1
0 == 0
2
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6.7.2 Concentrated Plasticity Elements

6.7.2.1 Truss or Brace Element

The simplest nonlinear element is the prismatic truss or brace element. In this case there
is only one basic force q;, which is equal to the normal force in the truss element s;=N.
The normal force is equal to the axial stress multiplied by the cross-sectional area 4. The
axial stress is related to the axial strain by the material constitutive relation. Finally, the
axial strain is related to the element deformation v, by e=vi/L. Thus, the element state
determination is as follows: given v, determine €; use the material constitutive relation to
get the corresponding axial stress o finally, compute the basic force with q;=s;=64. The
tangent stiffness matrix of the element can be readily obtained by the chain rule of
differentiation

where E, is the tangent modulus of the material.

6.7.2.2 Elastic Perfectly Plastic Beam

The next element of interest is a frame element with concentrated flexural hinges at the
ends, where moments are assumed to be largest under the combination of gravity and
lateral forces due to earthquake excitation. Although this is correct for columns, it is often
an approximation for girders, where the combination of gravity and lateral forces,
particularly in higher building floors, may lead to the formation of a plastic hinge away
from the member ends. In such case, it is advisable to subdivide the member into two or
more frame elements. The limitation that plastic hinges can only take place at specific
locations along the span is sufficiently accurate, particularly if one allows for plastic
hinges to form at the outer quarter span points using three frame elements for the
member.

The simplest way of accounting for the interaction between axial force and bending
moment in the potential plastic hinge locations at the column ends is to use the axial
forces from an elastic analysis under gravity loading to determine the plastic flexural
capacity of the hinges. The girders are subjected to a small axial force so that the
variation of this force during the analysis can be neglected. If significant overturning
moments develop in the structure during the nonlinear pushover analysis under lateral
forces, the axial force in the columns changes appreciably during the analysis and more
sophisticated modeling of the axial force-bending moment interaction at the column
plastic hinges is required.

The state determination of the frame element can be undertaken with an event-to-event
strategy: given the element deformations v, estimate the basic forces by using as tangent
stiffness the elastic stiffness of the element k., i.e., kg=k. and q=k;;v. The end moments
are compared with the corresponding plastic capacities q . If these are not exceeded, then
the basic force estimate is correct and the tangent stiffness is equal to the elastic stiffness.

If the end moments exceed the corresponding plastic capacity, then the ratios 9:/9and
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9/ Ussexpress the amount of overshoot. The first event factor n; is the inverse of the

larger ratio:
7
9.: 1
M, = mint—‘“-. —’1]
9: s

The initial deformations are scaled with this ratio, known as an event factor, the moment
release code is set to unity for the end with the event factor, and a new tangent stiffness
matrix Ky, is formed. The new estimate of the basic forces is

q=knvtke(1-n))v

If another hinge has not formed, then the basic force estimate is correct and the tangent
stiffness of the element is kp. If a second hinge forms, then the last deformation
increment is scaled by the new event factor 1, the tangent stiffness is updated (which
turns out to be zero in the presence of two hinges) and the end forces become

q=kmv+keo(1-n,)

With this procedure a maximum of two iterations is required for convergence under
monotonic loading. Even under cyclic loading the number of iterations does not exceed
two, because the plastic hinges at the ends can be either open or closed. It is important to
note, however, that cyclic loading requires that the process be conducted with
deformation increments instead of total deformations and that the state of the hinges, the
basic forces and the tangent stiffness matrix be saved from one iteration of the global
equilibrium equations to the next.

6.7.2.3 Two-Component Parallel Model

The frame element with concentrated plastic hinges at the ends is straightforward in its
implementation, but is also limited to elastic-perfectly plastic behavior. Thus, it can be a
useful addition to the plastic analysis of Section 6.2.3 by providing the complete force-
displacement relation of the structural model up to incipient collapse. For a more realistic
representation of material behavior the inclusion of strain hardening is important. In such
case the simple elasto-plastic frame element needs to be combined in parallel with a
linear elastic frame element to form the two-component model (Clough et al, 1965).

The two-component model consists of an elasto-plastic element in parallel with a
linear elastic element. The latter represents the strain hardening response of the frame
member. The fact that the elements are in parallel implies that

V=V=V) 4=qctq, k=k 1k,

(6.55)

where subscripts e and p denote the elastic component and the elasto-plastic component,
respectively. The state determination process of the element is straightforward, because
of the first relation in 6.55: given v the deformations of each component are known. For
the elastic component the basic forces are q.=k.v. and for the elasto-plastic component
the state determination process of the preceding section determines the end forces. The
same is true for the stiffness. Once the end forces and tangent stiffness of the elasto-
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plastic element are determined, then the last two equations in 6.55 yield the resisting
forces and the stiffness of the entire element. This simplicity of the state determination
process is characteristic of elements with an assumption about the deformation
distribution.

The main difficulty with the two-component model is the calibration of the element
parameters. Under uniform curvature the section stiffness of the linear elastic component
can be set equal to the strain hardening section stiffness of the frame member. The initial
stiffness of the elasto-plastic component can then be determined to make up the
difference between the initial stiffness of the frame member and the strain hardening
stiffness. Unfortunately, the case of uniform curvature is of little use in earthquake
engineering analysis. Rather the calibration of the model parameters takes place under
antisymmetric curvature with the point of inflection at member midspan. Another
limitation of the two-component model is its inability to handle different plastic moment
capacities under positive and negative curvature. For these reasons the two-component
model has been superceded in earthquake engineering analysis by the one-component
model (Giberson, 1967). It is worth discussing in some detail the formulation of this
element, because it is characteristic of a class of elements that are based on an assumption
about the internal force distribution. These elements play an important role in modern
earthquake engineering analysis, because they represent exactly the force distribution in
the member and result in a robust numerical implementation.

6.7.2.4 One-Component Series Model

The one-component model consists of a linear elastic element connected in series with a
rigid-plastic linear hardening spring at each end. The conditions governing the response
of the element are
q=q=qp V=Vctv, f=fH,
(6.56)

It is convenient to establish these relations with a substructure approach to the statically

determinate structure. Limiting attention to the flexural contribution, the force-
interpolation functions for the basic forces q, and q; are

SR

and the composite flexibility matrix of the subelements is

£ 0 0 0
L _L
f= 3ET GET
“Jo - L L
&El 3EI
0 0 o f

where f; and f; are the spring flexibilities at ends i and j, respectively. From the product
b'f,b we obtain the last relation in 6.56 with f, given by the flexural terms in 6.53 and f,
by the following expression
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The flexibility coefficients f; and f; are zero for a moment less than the flexural plastic
capacity and then assume a value equal to the inverse of the strain hardening stiffness.
Because the two end springs are independent, their properties can also be specified
independently. Moreover, it is possible to specify a different plastic capacity and a
different strain hardening stiffness under a positive than under a negative curvature. This
makes the one-component model more versatile than the two-component model. Another
advantage of this model is its ability to account for the effect of element loads by the
inclusion of v, from 6.51 so that v=fq+v,, with f from 6.56. The calibration of the model
parameters takes place under antisymmetric curvature with the point of inflection at
member midspan. This may not be a reasonable approximation for the case of a different
plastic capacity under a positive than under a negative curvature.

It is important to discuss the process of element state determination for the one-
component model, because it is characteristic of the class of elements that are based on an
assumption about the internal force distribution. Because the element is implemented in a
standard computer program that is based on the direct stiffness method of analysis, it is
expected to return the resisting forces and current stiffness matrix for given element
deformations v. In order to highlight the fact that these deformations are given we denote
them with the symbol ¥.From the middle equation in 6.56 we have

vev=0 where v=v +v,

Because the deformations of the elastic and plastic components of the one-component
model are functions of the basic forces q we formally write that

v=vigl=0
(6.57)

and note that we are dealing with a nonlinear system of equations, because of the rigid-
plastic linear hardening component. The solution of the nonlinear system can be obtained
with the Newton-Raphson algorithm, as will be discussed in more detail in the following
section. We defer, therefore, the discussion of the state determination process of this class
of elements until then. We note at this stage, however, that 6.57 implies an iterative
process of state determination at the element level. An alternative approach that bypasses
the element iteration is also possible.

6.7.3 Distributed Inelasticity Elements

The limitation of concentrated plasticity elements is that inelastic deformations take place
at predetermined locations at the ends of the element. While this may be a reasonable
assumption in lower floors of moment-resisting frames, it does not account for the
possibility of inelastic deformations taking place within the element in the upper floors of
the building model. Another, in many respects more serious limitation, is the fact that
concentrated plasticity elements require calibration of their parameters against the
response of an actual or ideal frame element under idealized loading conditions. This is
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necessary, because the response of concentrated plasticity elements derives from the
moment-rotation relation of their components. In an actual frame element the end
moment-rotation relation results from the integration of the section response. This can be
achieved directly with elements of distributed inelasticity. In this case there are two
approaches: the force formulation or the displacement formulation.

In the force formulation we make use of the fact that the internal forces s(x) at a
distance x from end 7 of a two-node frame element are given as the product of the force-
interpolation functions b(x) and the basic forces q according to 6.45. In the presence of
element loads we need to modify this relation according to 6.46. It is important to note
that these relations hold for any material response, as long as the equilibrium can be
satisfied in the undeformed configuration. The element deformations can then be
established by the principle of virtual forces from 6.48. This implies that the section
deformations e(x) can be obtained from the section forces s(x). In reality, this relation is
not available, but its inverse is. Thus, e(x) needs to be established from the solution of the
nonlinear system of equations

b(x)q+s.(x)~s(e(x))=0

For the solution of the nonlinear system of equations in 6.57 we also need to establish the
change of the element deformations with q. This change is reflected by the derivative of
the expression in 6.48 with respect to q. We obtain

Jh‘[m[x:.-ix Ih’r delx) Bslx) Jh (2)F, ()bl x)edx
ds(x) dy

aq " (6.58)

where f;(x) is the section flexibility, which can be obtained as the inverse of the section
stiffness matrix in 6.39. The derivative of the section forces with respect to q is obtained
from 6.46. We call the expression in 6.58 the tangent flexibility matrix f; of the element.

In the displacement formulation we assume that the axial and transverse displacements
at distance x from the end node i are supplied by the product of suitable displacement
interpolation functions a(x) with the element deformations v. For a two-dimensional
element we write

W
alz) 0 0 !

ux}=alx)v = p aix) ax)

The displacement interpolation functions correspond to the solution of the differential
equation for a linear elastic, prismatic frame element. It is important to note that these
functions thus only approximate the response of a frame element with distributed
inelasticity. This has important ramifications under large inelastic deformations, as a later
example will demonstrate. The section deformations at x can be obtained by application
of the small deformation theory of beam kinematics: the axial strain g, at the reference
axis is the first derivative of the axial displacement, and the curvature is the second
derivative of the transverse displacement. We write formally
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¥
oty [ ofw o 01 (6.59)
elx)=| O N _| y v, [=a,(x)v
0 :?_I u,(x] 0 HT 0 alx) alx) .

The element forces q are established from the principle of virtual displacements in 6.37
using the variation of 6.59 for the virtual displacement field. We obtain

=Jajfx]s[r‘.ldr
i (6.60)
The section forces s(x) in 6.60 are directly obtained from the section constitutive relation
for given section deformations e(x). The latter, in turn, are directly obtained from the
given eclement deformations v by 6.59. Thus, the path from the given element
deformations v to the corresponding forces q is straightforward in the displacement
formulation, which explains its appeal. This should not distract from the serious
drawback of the method, which lies in the approximate nature of the displacement
interpolation functions.

The change of element forces q with deformation is also required. This is obtained
from the derivative of 6.60 with respect to v, which yields

dq au:xm{xn
- 1 2, T(x)s{x)elx = ‘[ 05 = f Tk (x)a (x)dx

(6.61)

where ky(x) is the section stiffness matrix from 6.39, and the derivative of the section
deformations with respect to v is obtained from 6.59. The expression in 6.61 is the
tangent stiffness matrix k; of the element.

The expressions in 6.48, 6.58, 6.60 and 6.61 for the state determination of the
distributed inelasticity elements involve integrals over the element length. The evaluation
of these integrals is accomplished numerically. In analogy with 6.42 the integrals are

evaluated as
nff

ng[x}dx = Z“’iﬂ{x-' ]

=i

The most suitable numerical integration methods use the Gauss or the Gauss-Lobatto rule
which optimize accuracy of smooth integrands for a given number of integration points
(Bathe, 1995). The Gauss-Lobatto rule is particularly suitable when it is important to
include the ends of the element in the evaluation. This is indeed the case in earthquake
engineering applications, where the largest inelastic deformations quite often take place
at the element ends. Four integration points suffice for the integrals in 6.48, 6.58, 6.60
and 6.61 as long as we are not interested in the effect of the midspan section. In the latter
case, which is important in girders under significant gravity loads, five integration points
are recommended. However, the inclusion of the effect of gravity loads can only be
accommodated with the force formulation. By contrast, in the displacement formulation,
the section forces in 6.60 are derived from the section deformations and do not include
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the effect of loads on the elements, such as due to gravity. The latter are included as
external virtual work contribution by modification of 6.60 according to

q+ Jﬂ Mahwlx)dy = Ja; ()l x)ds
(6.62)

We conclude from 6.62 that the initial or fixed-end forces of the displacement
formulation are not different from those of a linear elastic, prismatic frame element.
Moreover, in this case the element loads only affect the element forces and do not affect
the internal force distribution. This is another serious limitation of the displacement
formulation.

6.8 Solution of Equilibrium Equations

The equilibrium equations in 6.1 constitute the starting point for linear or nonlinear
structural analysis methods. We focus our attention on the free DOFs of the model and
write for the applied and resisting forces the system of equations:
Pf_P rf:O
(6.63)

The subscript f is dropped for brevity of notation, and the reactions at the restrained
DOFs can be evaluated after the equations for the free DOFs are solved. In the general
case the resisting forces are implicit functions of the displacements U at the DOFs of the
structural model and 6.63 becomes a set of nonlinear equations in the unknown
displacements U
P-P,(U)=0
(6.64)

where we assume that the applied forces P do not depend on the displacements U.
Equation 6.64 applies to static analysis. For dynamic analysis it will be generalized with
the inclusion of inertia effects in a later section.

6.8.1 Newton-Raphson Iteration

To develop a solution algorithm for the nonlinear system of equations in 6.64, the

resisting forces are expanded in a Taylor series about an initial displacement vector Uy:
ap | 18°F 1
— L (U =U_)+=—= (U=-U,) +..
dl.::"( 0 29U° "[ )

P,':LI}: P..[U,}]"' (665)

Truncating the Taylor series after the linear term and substituting the expression of the
resisting forces from 6.65 in 6.64 we obtain a linear system of equations for the unknown
displacements U. Denoting the displacement increment by AU=U-U,, the linearized
equilibrium relationship from 6.65 is
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) dF,
P-P(U,)== " AU=K AU

. (6.67)
Equation 6.67 includes the tangent stiffness matrix, K, for the free DOFs of the structural
model as the derivative of the global resisting force vector with respect to the
displacements. This derivative is evaluated at U, in 6.67. The term (I, m) of the stiffness
matrix represents the partial derivative of the resisting force at DOF [/ with respect to the
displacement at DOF m. The tangent stiffness matrix is obtained by direct assembly of
the tangent stiffness matrices of the elements in the structural model after the latter have
been transformed to the global coordinate system, as will be discussed later in this
section.

The solution of 6.67 yields the displacement increment AU. An improved estimate of
the solution to the system of equilibrium equations in 6.64 can be obtained with
U,;=Uy+AU. The repetition of this process will converge to the solution of the nonlinear
set of equilibrium equations in 6.64 under certain conditions. This iterative procedure is
known as Newton-Raphson algorithm. An important characteristic of the Newton-
Raphson iteration is that the process converges with a quadratic rate to the solution. This
can be observed by a slight modification of 6.65:

R N T oy
Pr[U:I_[":“J“:I EJU l"'|.+"": LI:]I-FZ(-}U:L{U l“'u]l
ae| AP 1P| :
P(U=P(U j+—= |U-U — |U-=U = {I U-u
r[ ) .-f ||:| au O'_ 1 u]+aU .-.[ I]H-Z‘T}U‘I{ ||]|
JP 1d°P z
0=—1 (U-UJ+-=—* (U-U
dU D{ ']+zal_r [ o)

i

where the last equation results from the use of 6.67 for the first two terms of the second
equation. By taking absolute values of the last expression we arrive at the desired result
|U-U,|<c|U-U,’, where c is a constant. This means that the error between the solution
and iterate is less than the square of the error for the previous iterate. This characteristic
is used in simulation studies to ascertain that the stiffness matrix is indeed tangent to the
structural response, because the latter fact can have important ramifications for the
convergence of the Newton-Raphson algorithm. The constant ¢ depends on the second
derivative of the resisting force, or the change in the tangent stiffness. Large changes in
stiffness result in large constants and slower convergence. As will be covered in the
following, the convergence can be improved by a load incrementation strategy.
The Newton-Raphson algorithm proceeds in the following steps:

1. At the start of iteration j, compute the resisting forces P,;-;=P(U;-;) and the tangent
stiffness K, for the displacements at the end of the previous iteration U;;.

2. Solve the linearized system of equations P,=P—P,;, ;=K ;AU; for AU;.

3. Update the displacement vector U=U; +AU, advance the iteration index and return to
step 1 repeating steps 1 to 3 until convergence. The convergence criterion will be
discussed later in this section.
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The convergence of the algorithm depends on the initial displacement to start the
iteration, the characteristics of the tangent stiffness matrix K; and the convergence
criterion. It is important that the initial guess be close to the actual solution.

6.8.2 Load Incrementation

To improve the convergence of the Newton-Raphson algorithm for nonlinear structural
analysis, it is necessary to incorporate a procedure for incrementing the load to limit the
changes in the structural state for each load increment. Instead of applying the load in one
step, the solution is divided into several steps, and it proceeds with load factor increments
whose magnitude can be adjusted depending on the state of the structure. Within each
load step the Newton-Raphson iteration process can be used to solve the equilibrium
equations.

We assume that the applied loads are grouped in load patterns with independent
histories. The simplest case is a single applied force pattern P, and this case has some
important applications in the nonlinear static analysis of structures under equivalent
lateral earthquake loads. The notation for the load incrementation procedure uses a
superscript in parentheses to denote the load step number with index & while a subscript
denotes the iteration number in each load step with index j. The applied force vector at
load step k can, therefore, be written as

P(k):X(k)Pre ;

where the load factor A results from a series of increments,
AB=p E=Dy A ®

so that the applied force vector at load step & can also be written as
PP=p* 1)+A}\4(]‘)Pref

The equilibrium equations at load step £ become
pO_p —pl-ipyWp —p®

and the starting displacement vector for satisfying the above equilibrium equations is
U,P=U%"), that is the state at the end of the previous load step. If the load factor
increment is held constant during the equilibrium iterations, then the iteration process
consists of the three steps presented earlier with the unbalanced force given by
P, =P  +A\PP P, Y. Only the resisting force vector is updated during the
equilibrium iterations.

6.8.3 Load Factor Control during Incrementation

The load factor increment can be changed in the Newton-Raphson algorithm so that large
increments are applied when the structure stiffness does not change much, and the
increments are reduced when
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FIGURE 6.19 Load-displacement
response with load factor control
during incrementation.

the stiffness changes. An excellent parameter for this purpose is the current stiffness
parameter (Bergan, 1978). This parameter is the scalar product of the reference force
vector and the corresponding displacements caused by the forces. Denoting the
displacements under the reference force vector with Uy, the stiffness parameter is defined
as

Sp:PrefTUt:PrefTK; ! Pref

The initial value of the parameter SP(O) is computed with the initial tangent stiffness
matrix. The (0) following expression gives the change in the load factor for load step &
(Bergan, 1978),
| ot |
AWM = AN ] (6.68)

k-1
S|

where SP(H) is the stiffness parameter at the end of the previous load step k—1, AL is the
load factor increment for the first load step with k=1, commonly selected to be about 30%
of the collapse load factor, and v is a constant between 0.5 and 1.2, with 1.0 being a
commonly used value. Figure 6.19 shows the load-displacement response of a structural
model with an exponent value of y=1. The model is a truss structure with nonlinear
material response. It is clear from the figure that with load factor adjustment during
incrementation it is possible to approach the maximum strength of the model even though
the tangent stiffness becomes nearly singular.

6.8.4 Load Factor Control during Iteration

Load incrementation allows the Newton-Raphson algorithm to approach the maximum
strength, but it cannot compute the postpeak response. For tracing the postpeak response,
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the incrementation procedure needs to be further modified so as to control the load during
the equilibrium iterations. In this case the applied force vector is updated during the
equilibrium iterations of a load step. With a subscript denoting the iteration number, the
unbalanced force is

i) _ ik Ihh _ ikl ikl i
i =P -PF, =P, +"!"?"J PP

wj il

(6.69)

During the first iteration, j=1, the first term on the right-hand side of 6.69 is equal to the

force vector at the end of the previous load step, ¥ A ‘Since all superscripts in 6.69
refer to load step k, these are not included in the following equations for brevity of
notation. Using the Newton-Raphson algorithm, the following system of linear equations
of equilibrium is solved at each iteration:

P,=K; |AU;
(6.70)
Substituting 6.69 into 6.70 gives
ij 1 +A)\'jPref_Plj* 1 :Ktjf 1 AUj:Ktjf 1 (AUU" 1 +A)\7‘U[j7 1 )
(6.71)

so that
P, —P,; =K AU, P =Ky 1, Uy

With the decomposition of displacement increments into two terms on the right-hand side
of 6.71, a separate condition can be introduced to determine the load factor increment
during iteration j. Several schemes have been proposed for the purpose and there is
extensive literature on the subject (Clarke and Hancock, 1990, Crisfield, 1991). The
schemes that prove particularly useful for the nonlinear static (pushover) analysis of
structures with equivalent lateral earthquake loads involve load control during iterations
under constant displacement at a single selected degree of freedom (sometimes referred
to as the control node). In this case, we impose a condition on degree of freedom #, such
that AU,=ANUy, j-1+AU,, ;1=0, to determine the load factor increment A,;. An alternative
is to use the condition of constant external work to determine the load factor, which leads
to the condition that AW=AU;'A\jP,.=0. After substituting AU; from 6.71, the load
factor is given by

Ak = -ﬂu”':Tp"r

1::1-| F::f

With load control during equilibrium iterations the steps of the Newton-Raphson
algorithm for a single load step are:

1. Start with the structure state determination for the displacements at the end of the
previous iteration j—1 in load step k and determine the tangent stiffness matrix K-
and resisting force vector P,; ;. The applied force vector P;_; is also known since
P =k Prey.
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2. Compute the displacements U,;—; under the reference force vector and the residual
displacement increments AU,,_; with the equations following 6.71. Since this step
involves the solution of a system of equations under different force vectors, the
tangent stiffness need only be factored once followed by separate back substitutions
for each system of equations.

3. Determine the load factor increment AAj and the resulting displacement increments
AU,’Z

AszAXjU;j—l"f_AUrj—l

4. Update the displacements and the load factor:
UmUjni+AU; A=hy- AL,
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FIGURE 6.20 Load-displacement
response with load factor control
during iteration.

Update the iteration index and repeat steps 1 through 4 until convergence. Convergence is
measured by the ratio of the relative work increment AW in iteration j to the initial work
increment at iteration j=1 where

AW=AU; (P +ANP Py )

Figure 6.20 shows the load-displacement response of the same truss structure as in Figure
6.19, for the case that the truss elements have a softening modulus equal to 10% of the
initial modulus. The figure shows how the load control algorithm permits the tracing of
the postpeak response.
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6.8.5 Structure State Determination

A key step in the Newton-Raphson algorithm is the structure state determination, which

involves the determination of the resisting force vector and structure stiffness matrix for

given structural displacements and their increments. The tangent stiffness matrix of the

structure is obtained by the partial derivative of the resisting forces with respect to the

displacements at the global DOFs. Applying the chain rule of differentiation to 6.1 gives
_E!PI__ (-} P.“-,_A&p'_""au[n-.

'TaU au& T e gu (6.72)

The assembly operation on the right-hand side involves row indexing and summation of

the element contributions. Each row of the element resisting forces will produce as many
ap*

columns as the number of element DOFs in vector u in the operation 4 au'"' "With 6.12

these columns will be postmultiplied by a matrix with a single nonzero term of unity in

each row. This unit value is located at the column that corresponds to the global DOF

number to which the element DOF in the corresponding row maps. Postmultiplication by
LN

dp
this matrix amounts to mapping the column numbers of du'*'to the column numbers
corresponding to the global DOF numbers for the DOFs of this element. From 6.72 we
conclude that the global tangent stiffness matrix K; of the structure can be obtained by
direct assembly (row indexing and summation) of the element stiffness coefficients in the
global coordinate system, as long as the columns of the element stiffness matrix are
mapped to the global DOF numbers corresponding to the element DOFs of the particular
element. This is written in compact form as

k= Ax
w

(6.73)

The assembly of the resisting force vector Pr follows 6.1.

The partial derivative of the element forces with respect to the element displacements
in the global reference system represents the element tangent stiffness matrix in the
global coordinate system. The tangent stiffness matrix of the element can be obtained
from 6.5 by the chain rule of differentiation,

kw":a—p:i[a'q]:a' da v _ vy

' du  odut ® u

——= a
Fovdu FOUF (6.74)

where k; is the tangent stiffness of the basic element. Linear geometry is assumed in 6.74
so that the transformation matrix a, does not depend on the displacements u, and 6.18 can
be used for the derivative of the element deformations with respect to u.

6.8.6 State Determination of Elements with Force Formulation

The Newton-Raphson algorithm can be used for the solution of the system of nonlinear
equations in 6.57. We present it here because the state determination of this class of
elements is not well known in the literature. For iteration j
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dv
\’—‘l’-,—ﬂ{ Ag. =0
i dq e i

Noting that the element stiffness is the inverse of the flexibility matrix, we can obtain the
increment of the element forces Aq; according to

ﬁq_i = k".l' I{; - '\'J_I]
and update the element forces to q=q;-;+Aq;. We solve for the section deformations and

increments at the integration points from

dJs
b{x)q, +5wJEx‘.I—[s, 1[::}4-5

ﬁ:_,ix]1=ﬂ

=1

noting that the derivative of the section forces with respect to section deformations is the
last section stiffness matrix kg-1(x). After determining Ae;(x), we update the section
deformations to ej(x)=e,;(x)+Ae;(x). Finally, we determine the current element
deformations from the principle of virtual forces

v, = [bTte (x)de
L

and return to the beginning of the algorithm with a new deformation residual ¥~ Vi

The above process implies an iterative element state determination for each iteration
of the solution of the global equilibrium equations (Ciampi and Carlesimo, 1986, Taucer
et al., 1991). An alternative scheme has also been used with success whereby the element
state determination consists of a single iteration that works in tandem with the global
equilibrium equations (Neuenhofer and Filippou, 1997). In either case by setting j=1 in
the element state determination algorithm we conclude that we need to store the element
forces q;-; and the section deformations e; ;(x) from a global iteration to the next.

6.8.7 Nonlinear Solution of Section State Determination

The section state determination forms part of the algorithm of the state determination of
elements with distributed inelasticity, but is also important in its own right in the
determination of moment-curvature and interaction diagrams of sections. Therefore, we
briefly describe the process of section state determination for a couple of cases. In the
simplest case the section deformations e are given. Using the assumption of section
kinematics we determine the strain at the integration points of the cross section g
according to the first equation in 6.43 and use the material constitutive relation to obtain
the corresponding stress and material stiffness. We then determine the section forces s
and the section stiffness k; by numerical evaluation of the integrals in 6.43. This is the
process used at every integration point of the distributed inelasticity elements during state
determination. The same process can be used to obtain the interaction diagram of a cross
section, in which case the section deformations e are set so as to describe the limit state of
the section.
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In the determination of the moment-curvature diagram the problem is slightly
different. In this case the curvatures are specified along with the axial force acting on the
cross section. The corresponding axial strain is determined from the single available
equilibrium equation, the axial force equilibrium. We write symbolically

N=N[e,k)=0

where the symbol over the axial force AT denotes the given value. Because this is a
scalar equation, different solution methods can be used. We show here the application of
the Newton-Raphson solution. For this we write for the step of load incrementation

- i dN
MN-|N_ +—Az + Ax =0
[ 1] 1?}&" a ax );

where N, denotes the axial force value of the last load step. We note also that the
derivatives of the axial force with respect to the section deformations correspond to terms
(1, 1) and (1, 2) of the section stiffness matrix k;. Because the curvature increment is
specified, we solve the above equation for the initial increment of the axial strain Ag,
according to

: P

a

During subsequent iteration corrections the curvature increment is set equal to zero.

6.9 Nonlinear Geometry and P-A Geometric Stiffness

The element tangent stiffness matrix in Section 6.8.5 was derived on the assumption of
linear geometry, in which case the element equilibrium equations are satisfied in the
undeformed configuration and the compatibility relation between element deformations
and end displacements in the global reference system does not depend on the
displacements. In the general case of nonlinear geometry, the element equilibrium
equations need to be satisfied in the deformed configuration according to Section 6.4, and
the compatibility relation between element deformations and end displacements in the
global reference system becomes nonlinear on account of large displacements. For
applications in earthquake engineering, approximations of the nonlinear equilibrium and
compatibility relations are possible, as will be discussed in the following.

6.9.1 Resisting Forces and Element Tangent Stiffness Matrix

As discussed in Section 6.4, the equilibrium in the deformed configuration is expressed in
the local coordinate system. Thus, the resisting forces Pfor given end displacements @ in
the local coordinate system are given by either 6.21, 6.22 or 6.23 depending on the
desired accuracy in the geometrically nonlinear analysis. The compatibility
transformation i=a,u is used to transform the end displacements from the global to the
local coordinate system. After obtaining the element end forces Pin the local coordinate
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- T
system from either 6.21, 6.22 or 6.23, the rotation transformation P=®: Ptransforms the
element resisting forces to the global coordinate system.
For the element stiffness matrix, we proceed in an analogous manner:
L =i{arﬁj=a' a—pﬂ=a'ﬁa
du du'’ "dudu T (6.75)

There is nothing special in this transformation process relative to linear geometry.
However, the tangent element stiffness matrix kin the local reference system requires
additional consideration for geometrically nonlinear analysis. Using the resisting forces
in 6.21, the chain rule of differentiation for the element stiffness matrix kin the local
reference system gives
- dp 4 b,
k:azﬁibuq}:a“ q+h

dy dv
“ dhv du (6.76)

The element stiffness matrix in the local coordinate system in 6.76 is composed of two

contributions: the geometric stiffness J"aarising from the change of the equilibrium matrix

with end displacements #, and the material stiffness ke which represents the
dq
transformation of the tangent basic stiffness *  @v to the local coordinate system.

Using the deformation-large displacement relations in 6.13 and 6.14, the derivative of
v relative to @ is as follows:

v, LA, L 1 _ _ -
E_TE'TE_(“‘“J AU, 0 L+au, G, 0]

i 0 1 0 0 uj_L_[ F-_ il S R

v Au L+ Au All,  L+Au
=2=0 0 0 0 o 1J—L[—* et n]
u

By comparison of the above expressions with 6.21, it is clear that contragradience holds,
so that

eh

—_—= = h J

e
when the difference between L, and L in 0v,/0ii is neglected. Thus, 6.76 becomes

K=k, +k, =20

Sy ut

da . dg
- u ¥ h k ===
T q+b kb —aiq+auk,a“ wit (==

(6.77)

The form of 6.77 reinforces the earlier statement that the material stiffness is equal to the
tangent basic stiffness transformed to the local coordinate system. Combining 6.77 with
6.75 gives the element stiffness matrix in the global coordinate system including the
geometric and material stiffness contributions:
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o
ke =a’ [d—a"-qﬂzk,_au ]a, =a ka, +alajk aa,
u

3 (6.78)

It is important to emphasize that 6.78 holds for all element types, as long as the element
force-deformation relation is defined in the basic system. Of equal importance is the fact
that by separating the geometric transformations from the actual element formulation in
6.78 different geometric theories can be implemented for the same element by selecting
the form of the compatibility matrix a,. Under linear geometry matrix a, simplifies to
6.17 and is displacement independent. Thus, the geometric stiffness is zero and the
element stiffness matrix reduces to 6.74 with a=aa,, as defined in 6.18 without rigid end
offsets.

6.9.2 Geometric Stiffness Matrix

There remains the task of determining the geometric stiffness Ksin 6.77 and 6.78 by
taking the derivative 0b,/00 . This operation is performed column by column noting that
the derivative of the first column multiplies the axial force ql and supplies the

contribution *ato the geometric stiffness matrix, whereas the derivatives of the second
and third columns multiply the end moments q, and qs, respectively. These can be

combined to give the contribution k_‘v-"'to the geometric stiffness matrix. From the

derivative of the first column of b, the Kaicontribution is
. . -

§ - 0 =5 s 0
- | T SR | (6.79)
pooalo 0 o0 0 0 0
oo L= o 0o & -5 0
g = 0 = & 0
o 0 0o 0o 0 o0
in which
L+Ad u
c=—+--u'- and g=—7"
f n "
From the second and third columns of b we obtain
= -t D L —¢* +5?
¢ =gt 2 s =25 (6.80)
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In the scalar factor for the matrix in 6.80, the deformed element length is used in the
denominator because the first term represents the shear force in the deformed element
configuration. With this identification a comparison of the two matrices in 6.79 and 6.80
is possible. In slender compression elements the shear force is often significantly less

than the axial force, so that the contribution Kessis in such cases significantly smaller than

Kyiand can often be neglected.

6.9.3 P-A Geometric Stiffness

We introduce now an approximation of nonlinear geometry that is often used in structural
analysis for earthquake-resistant design. It is known by the name P—A analysis, but this
name is confusing for the following reason: when referring to a single member it is
convenient to distinguish between the effect of axial force on the free body equilibrium of
the entire member, the so-called P—A effect and the effect of the axial force on the
internal forces in the deformed configuration, the so-called P—9 effect. Such distinction
is, however, not relevant when the member is subdivided into several elements. In such
case, even an element that only accounts for the P—A effect can approximate the effect of
the axial force on the internal forces of the member. The greater the number of elements
used to model a compression member the more accurate the approximation of the internal
forces.

To avoid confusion, we refer to the approximation of the exact geometric
transformation by the name P—A truss geometric stiffness. In this case we assume that the
equilibrium matrix is given by bp, in 6.23 and the resulting geometric stiffness matrix is

o 0 0 0 0 O
0 1 0 0 -1 0 (6.81)
i gl0 0 o 0o 0o o0
k =k, = b, ==k
O T ’-‘]q Lo o o o o o
o -1 0
D0 D0

Equations 6.81 and 6.79 are similar, leading to the observation that the former can be
obtained from the latter by setting ¢=1, s~0 and L,~L. A difficulty arises, however, in
using a consistent deformation-displacement relation for dv/dii. We do not pursue this
subject further here and note that commonly a, is set equal to the linear compatibility
matrix a in 6.77. With these assumptions, the element stiffness in the global coordinate
system is

k' =alk,a +ajka,

(6.82)

Although simple, the element stiffness matrix in 6.82 deviates quickly from the tangent
stiffness to the element-force deformation relation, thus resulting in poor convergence
behavior even under moderate displacements.

The geometrically nonlinear behavior with the exact transformation in 6.77 and the
matrices in 6.79 and 6.80, or, with the approximate geometrically nonlinear behavior in
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6.82 can be improved as necessary by subdividing the compressed member into smaller
elements. In such case, the deformations of the actual member relative to the chord of the
elements can be made as small as necessary, so that even a very simple basic force-
deformation relation can yield excellent results. Thus, the trade-off is between a smaller
number of elements with more accurate force-deformation relation and a large number of
very simple elements. The decision as to which approach to follow depends on the
element library of the computer software used for the structural analysis. The power of
the corotational approach lies in its ability to represent accurately nonlinear geometry
under large displacements with simple basic force-deformation relations. We will
illustrate this in the examples of the following section.
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FIGURE 6.21 Axial force-bending
moment interaction diagram of
rectangular section with elastic-
perfectly plastic material; analytical
and numerical solution with eight
midpoint evaluations.

6.10 Examples of Nonlinear Static Analysis

The examples in this section provide a brief overview of the type of problems that are
encountered in structural analysis for earthquake engineering.

The response of sections made of one or several materials is of interest in the
assessment of local response. Furthermore, it is an important ingredient in the
determination of hysteretic element response. The selection of the number of integration
points for sufficient accuracy is of particular interest. Figure 6.21 shows the axial force-
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bending moment interaction diagram of a rectangular section with bilinear elastic-
perfectly plastic material. Because the results are normalized with respect to the plastic
axial and flexural capacity, N, and M, respectively, the dimensions and material
properties are not relevant. Figure 6.21 shows clearly that the numerical solution with
eight (8) midpoint evaluations for the integrals of 6.43 gives excellent accuracy. The
same is true for the monotonic moment-curvature relation of the same section under three
different axial load levels of 0, 30 and 60% of the plastic axial capacity N in Figure 6.22.
In this example the closed-form solution is available and the comparison shows that a few
midpoint evaluations suffice for the accurate representation of the section response. The
section stiffness in 6.43 involves quadratic terms of the coordinates and is, therefore,
more sensitive to the number of integration points. Usually 10 to 15 midpoint evaluations
suffice for the purpose. Under biaxial loading 25 (5%5) to 64 (8x8) fibers yield excellent
accuracy. For wide flange sections three layers in each flange and four layers in the web
are recommended. In a reinforced concrete section the hysteretic response is dominated
by the behavior of reinforcing steel. Thus, it is important to represent the area and
distribution of reinforcement relatively well and then use 16 (4x4) or 25 (5%5) fibers for
the concrete. A larger number of fibers may be necessary for distinguishing between
cover concrete and core concrete confined by transverse reinforcement.

Figure 6.23 shows a three-story steel frame under the action of vertical and horizontal
forces. The material is assumed to be elastic-perfectly plastic. The vertical and horizontal
forces are collected into the same reference force vector, so that both are incremented in
the following nonlinear static pushover analyses. In typical analyses the vertical forces
due to gravity are kept constant, while the lateral forces are incremented to collapse.
Figure 6.24 shows the relation between load factor and top story horizontal
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FIGURE 6.22 Moment-curvature
relation for rectangular section with
elastic-perfectly plastic material;
analytical and numerical solution with
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eight midpoint evaluations under axial
force of 0%, 30% and 60% of Np.
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FIGURE 6.23 Geometry, member
sizes and reference loading for three-
story, one-bay steel frame.

displacement. The results are obtained with the elastic-perfectly plastic element of
Section 6.7.2.2. Figure 6.24 shows the load-displacement response for two cases:

* In the first case the plastic flexural capacity does not account for the effect of the axial
force

* In the second case a linear elastic analysis under the application of the vertical forces
yields the axial forces in the columns. These are used to reduce the plastic flexural
capacity of the members according to the LRFD specification. This approach does not
account for the change in axial force in the columns on account of the overturning
moments due to the lateral forces. Nonetheless, it gives a relatively accurate estimate
of the collapse load factor of the frame, as will be shown later. It is interesting to
observe that while the collapse load factor is not very different between the two cases,
a collapse mechanism forms at a significantly smaller horizontal displacement in the
case in which the effect of the axial force on the plastic flexural capacity is accounted
for. The cause for this is apparent from Figures 6.24b and c, which show the collapse
mechanism for the two
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FIGURE 6.24 (a) Load factor-top
story displacement relation for three-
story, one-bay steel frame with and
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(<)

cases. In the first case an almost complete collapse mechanism forms with nine
plastic hinges, as shown in Figure 6.24b. In the second case a partial first story
collapse mechanism forms, as shown in Figure 6.24c. Clearly, the difference in
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collapse mechanism of the two cases significantly affects the plastic rotations of
the first-story columns for a given horizontal displacement.

Figure 6.25 shows the load factor-top story displacement response of the same frame for
the case that a distributed inelasticity element with layer section is used. In this example
the force formulation of Section 6.7.3 is used with five control sections. Each section is
discretized into 20 layers, 5 in each flange and 10 in the web. Figure 6.25 shows the
results of two analyses: in the first case the geometry is linear, while in the second the P-
A geometric stiffness of Section 6.9.3 is included in the element formulation.

The comparison of the response in Figure 6.25 with that in Figure 6.24a, shows that
the axial force variation on account of the overturning moments results in a reduction of
the collapse load factor. With a layer discretization of the cross section this effect is
automatically accounted for. From the response in Figure 6.25 we conclude that the effect
of the P-A geometric stiffness becomes noticeable for values of
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FIGURE 6.25 (a) Load factor-top
story displacement relation for three-
story steel frame; distributed
inelasticity element with force
formulation and five control sections;
layer section with 20 layers, (b)
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Curvature (solid line) and axial strain
(dashed line) distribution for three-
story steel frame at maximum
displacement; distributed inelasticity
element with force formulation, (c)
Moment (solid line) and axial force
(dashed line) distribution for three-
story steel frame at maximum
displacement; distributed inelasticity
element with force formulation.

the top story horizontal displacement larger than 0.35 ft, which amounts to an average
story drift of 1%. Clearly, it is essential to include this effect in the pushover analysis of
frame structures. Finally, Figure 6.25 shows that the load control measures that were
discussed in Sections 6.8.3 and 6.8.4 permit the tracing of the load-displacement response
past the point of peak strength. This is true for the case of softening response and for the
case of linear geometry where the load factor remains practically constant after attaining
the maximum value. Figures 6.25b and ¢ show the distributions of section deformations
and section forces, respectively, at maximum displacement under linear geometry. In the
force formulation the distribution of section forces is always exact, as reflected by the
constant axial force and linear bending moment distributions in Figure 6.25¢. The section
deformations in Figure 6.25b show that large inelastic strains take place at the top and
bottom end sections of the first-story columns. The accuracy of the inelastic strain
estimate depends on the integration weight of the end sections in the element response. In
this respect four or five integration points yield results of comparable accuracy to
proposals of plastic hinge length estimation. Figure 6.25b shows that an element with
inelastic zones of finite length at the ends and an elastic core is an excellent compromise
between concentrated and distributed inelasticity elements for modeling the inelastic
response of columns. The distributed inelasticity elements are particularly suitable for the
representation of the inelastic response of girders with significant influence of gravity
loads.

Figure 6.26a to ¢ shows the response of the same frame under linear geometry with
elements based on the displacement formulation. With only one element per member, this
model overestimates the collapse load factor by almost 50%, as shown in Figure 6.26a.
The cause of this discrepancy is apparent in Figures 6.26b and c, which show the
distribution of section deformations and section forces at maximum displacement,
respectively. In the basic displacement formulation a constant axial strain and linear
curvature distribution is assumed, as shown in Figure 6.26b. The corresponding axial
force and bending moment at each section need to satisfy the material response, while
equilibrium is not satisfied in a strict sense, but only for the element. This results in the
rather unusual axial force and bending moment distributions of Figure 6.26¢. To improve
the accuracy of the results members with yielding should be subdivided into several
smaller elements, thus increasing significantly the computational cost. Alternatively,
higher order elements with internal nodes can be used permitting higher order



Earthquake engineering 376

polynomials for the displacement interpolation functions. Neither approach, however, is
completely successful, particularly under cyclic loading conditions, and the force
formulation is preferable for inelastic frame elements with distributed inelasticity.
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FIGURE 6.26 (a) Load factor-top
story displacement relation for three-
story steel frame under linear
geometry; distributed inelasticity
element with displacement formulation
and five integration points; layer
section with 20 layers, (b) Curvature
(solid line) and axial strain (dashed
line) distribution for three-story steel
frame at maximum displacement;
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distributed inelasticity element with
displacement formulation, (¢) Moment
(solid line) and axial force (dashed
line) distribution for three-story steel
frame at maximum displacement;
distributed inelasticity element with
displacement formulation.

6.11 Dynamic Analysis

The equations of motion at the structural DOFs according to 6.2 are
P(t)-P,(U,U)=M U
(6.84)

where a dot denotes differentiation with respect to time and we have explicitly noted the
variation of applied forces P(t) with time. M is the mass matrix of the structure, U'is the
total acceleration in a fixed reference frame, and the resisting forces P, in general depend
on the displacement and velocity at the global DOFs. If the resisting forces are simply
linear functions of velocity and displacement, we can simplify 6.83 to the following
Plt)-CU-KU=MU"
(6.84)

where C is the viscous damping matrix for the free DOFs of the model.

6.11.1 Free Vibration

Setting the forcing function P(?) equal to zero in 6.84 and assuming that the viscous
damping is zero and that the fixed reference frame is the base of the structure, hence
U’ =U ,gjve the free vibration problem:

MU+KU=0
(6.85)

The solution of 6.85 can be expressed in terms of the vibration mode shapes #and natural
vibration frequencies o, as defined by the eigenvalue problem:

K = oMb

The number of pairs of ®#that satisfies the eigenvalue problem is equal to the number of
free DOFs, although in practice much fewer modes are necessary to represent the
dynamic response under earthquake excitation. The eigenfrequencies can be collected in
a diagonal matrix and the eigenmodes in a matrix of the form
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These satisfy the equation
KO=M®Q’
(6.86)

The key characteristic of the mode shapes is that they are orthogonal with respect to the
mass and stiffness matrices. Premultiplying both sides of 6.86 by ®" gives the following
relationship:
O'KO=0'MOQ’
(6.87)

both sides of which are diagonal matrices because of orthogonality (Chopra, 2001). Since
the modes can be scaled arbitrarily we select a scaling such that ®" M®=I, where I is the
identity matrix. This is known as orthonormality property of the vibration modes. With
this scaling of the eigenmodes we obtain from 6.87 that
Q’=®'K®
(6.88)

6.11.2 Modal Analysis for Linear Response

Returning to the solution of the free vibration problem in 6.85 with initial conditions on
the displacement, U, and velocity, Ya-the displacement vector can be represented as
summation of contributions of the vibration modes:
U=0Y
(6.89)

in which Y=Y(t) are called the generalized coordinates. Usually much fewer generalized
coordinates are needed compared with the number of free DOFs. After substituting 6.89
into 6.85 and premultiplying the equation by ®" we obtain

O'MOY+® ' KOY=0

which on account of 6.88 and the orthogonality of the mode shapes gives
Y+ Y =0
(6.90)

6.90 are uncoupled second order initial value problems with the following solution for
mode k:

. Y,
Y, i)=Y, cosm,e + = sino,
k
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Using 6.89 the initial values for the generalized coordinates can be expressed in terms of
the initial conditions by premultiplying both sides of the equation with ®'M:
MU, =d"MBY, =Y, = Y, =0'MU,

MU, =d™MBY, =¥, = ¥, =0'MU,

For the more interesting forced vibration case with damping in 6.84 we obtain
D MPY +D'COY + D KDY = D'Pit)

which on account of the orthogonality properties of the vibration modes gives

Y+[@TCR]Y+2° Y =@ R(H)
(6.91)

For a general damping matrix all modes are coupled through the damping terms in 6.91.
However, since damping is generally assumed, it is reasonable to use the so-called
Rayleigh damping and express the damping matrix in terms of the mass and stiffness
matrix: C=0yM+a,K. Since the mode shapes are orthogonal to M, and K, they are also
orthogonal to this specific form of the damping matrix. Substitution of Rayleigh damping
into (6.91) gives
¥+ (o ]+ o 0°) Y +0° ¥ =0 'P(r)
(6.92)

The Rayleigh damping coefficients oy and a, are selected to match the desired damping
ratio for two modes, oftentimes the two lowest, but not always. Calling these modes k and
m we can write

o+ o) =20, o,

o, o, W) =20 m (6.93)

With given damping ratios {; and {,, we can solve the two equations in 6.93 for o, and a,
(Chopra, 2001). The damping ratio for another mode is given by
1f a,
== —Laq
I';l: 2 [w 1 n]

"

6.11.3 Earthquake Excitation

In the case of earthquake excitation the support DOFs are assumed to move together
through a specified ground acceleration history, U(z), in the global coordinate system,
which generally has two components for 2d problems (a horizontal and a vertical
acceleration) and three components for 3d problems (two horizontal accelerations and
one vertical acceleration). The key step is to define the acceleration with respect to the
fixed reference frame as the sum of the acceleration of the support DOFs and the
additional acceleration of the free DOFs relative to the supports, expressed as follows:
U'=U+RU, ()
(6.94)
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The number of columns in R is equal to the number of specified support acceleration
components. For each component, the column of R corresponds to the displacements of
the free DOFs due to a unit displacement of the corresponding support. If all supports
move as a rigid body, then R represents the rigid-body displacement of the entire
structure. For linear systems, this procedure can be generalized to include different
motions at the supports, in which case R represents the displacements of the free DOFs
due to unit displacement of each support and is obtained by solving the static support
displacement problem (Clough and Penzien, 1993).

Under the assumption of no applied nodal loads, the substitution of 6.94 into 6.83 or
6.84 gives the equations of motion due to earthquake excitation for the nonlinear and
linear models, respectively:

MO +P,(U, U} = -MRU, (1)
. ) (6.95)
MU +CU + KU =-MRU (1)

6.11.4 Numerical Integration of Equations of Motion for Linear
Response

Because of the difficulty of solving the linear differential equation for arbitrary variation
of forcing functions as a function of time (earthquake excitation is a particularly complex
case in point), it is necessary to use a numerical method to solve 6.95. In the case of
linear elastic response of the structural system we use modal analysis and thus integrate
numerically m single DOF differential equations of the form

¥, 4 [rxu ; rt._mf]‘f,._ re ¥, =Bt

where Pk(t)=—((DTMR)Ug(t). In general, the number of modes should be selected based
on the frequency content and spatial participation of the modes as indicated by the
participating mass (Chopra, 2001).

In the numerical solution of differential equations the acceleration, velocity and
displacement at time #+At¢ are defined in terms of the acceleration, velocity and
displacement at time ¢. To keep the notation short we use subscript i+1 for time #+A¢ and
subscript i for time ¢, respectively. Because the equations are the same whether we are
dealing with a single DOF or a multi-DOF system we use the latter in the following
presentation for generality.

Newmark introduced one of the most widely used methods of numerical integration in
earthquake engineering (Newmark, 1959). It uses the following relations between
displacement, velocity and acceleration at time steps i and i+/:

U, =U +(1-v)arU, +v4:0,
(6.96)
U, =U,+atl, ~[1E—ﬁ]m’ U +parl,

where subscript f for the free DOFs has been dropped for convenience. With the second

equation in 6.96, U..ican be expressed in terms of the displacement at time step i+1 and
the response at the previous time step:
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. _‘; N __1_ v | 1
""'.-'-I. - Mr: {U.-'-I U-) ﬂ.-’ll.! U- [EB ]]L-' (6.97)
Substituting 6.97 into the first equation in 6.96 gives the velocity, U
f
; ~ . _I . _ _l- m
U, =U,+(1-v)ary, "B ar [U u) Y LIB l]-:aru, (6.98)
(0. 1)
= L (0,,-0)+(1-2]0,+1- L |ary
part LB L 2P

We introduce now the following constants for a given time step At:
. 1 . 1 . Y oo 1 T ¥
C = - (= C,=2—te (O ===} O, =|==1| C, =|=—=1|At
opact Y par P par [2[1 ] ' [[3 ] : (1;5 ]

and rewrite 6.97 and 6.98 in a more compact form:
U, =¢(u,-U)-cu,-cu,

(6.99)
U, =c,(U,-U)-cU-C0,
(6.100)

We use 6.97 and 6.98 in two ways: first we substitute the velocity and acceleration in the
equations of motion 6.84 at time #+A¢, i.e.,
P HC[IE-I -KU,, = H':].-:
(6.101)

and obtain a system of equations for the unknown displacement at time #+At¢:
P, —C[c,(u,,-V)-cU -¢U]-xu, =Mcu, -u)-cu,-ci ]

4l

After collecting terms for the unknown displacement at time t+A¢ we get
[CM+CCH+R)U, =P, +U[CM+CC)+(CU +C0 M+ (CU +CD JC

or, in short, a system of linear equations:

KU 1=Pegyr
(6.102)

Solving for the displacements at time #+A¢ from 6.102, 6.97 and 6.98 gives the velocities
and accelerations at the free DOFs at time #+At, thus advancing the solution of the
equation of motion by one time increment. Repeating this process for the necessary
number of time steps gives the solution as a function of time.

Because a solution of simultaneous equations is required in 6.102, Newmark’s
numerical solution belongs to the class of implicit methods. The numerical stability and
accuracy of such methods are discussed elsewhere (Hughes, 2000).
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6.11.5 Numerical Integration of Equations of Motion for Nonlinear
Response

Newmark’s time integration algorithm can now be used to solve the equations of motion
for a general nonlinear model of a structure. In this case 6.101 is written as follows for
time +A?

P, -B(U._.U, )=MU,,

Assuming that the resisting forces are linearly dependent on the velocity, the equations of
motion become

P, -CU,_ -P(U,,]=MU

(6.103)

Since 6.103 is a nonlinear system of equations, the Newton-Raphson algorithm is needed
to solve it. In analogy with the static case, it is necessary to obtain the derivative of 6.103
with respect to the unknown displacements at time #+Atz. The velocities and accelerations
are expressed in terms of these displacements using the result from Newmark’s method.
Thus, the chain rule of differentiation on 6.103 gives the effective stiffness matrix at time
step i+1:

__2 ' —a
a= gy MU+ U, +B(U,)] . P (6.104)
3 dU d E}F,[U,,_.]
R =30, '["'“" ]'a NET ‘ U‘“} v,

where we note that the applied forces P;.; do not depend on the displacements U;,;. After
substituting 6.99 and 6.100 in 6.104, we conclude that the effective stiffness is similar to
the linear case except for the fact that the tangent stiffness matrix is used,

Ky =CM+CCHK,

_ (V)

where ™ 9Uii in accordance with the tangent stiffness definition in 6.72. The force
unbalance vector of the equation in 6.103 is also needed. It expresses the amount of
equilibrium error under inclusion of the mass and damping terms. It is given by

P,=F, _prEUm:I- MO, - -

]l

(6.105)

Substituting the expressions in 6.99 and 6.100 for the acceleration and velocity at time
t+At in a slightly modified form in 6.105 gives the unbalanced force vector as

P, =P, —P (U, )-M[CAU,, -CU,-CU,)-c[cau, -c,U,-CU)

(6.106)

where AU;;=U;;;—U;. Note that during Newton-Raphson iterations U;,, is updated during
each iteration, while U,, of course, remains constant and equal to the displacement values



Methods of analysisfor earthquake 383

at the previously converged time step. With this in mind we collect terms in 6.106 as
follows
Pu = P:'a:l + hi{clul +E|UE.F_C(C4U| +C'|U| }_P‘J{Uulj_cﬁ' Nlﬁuiu_{:: muin
' (6.107)

The first half of the right-hand side in 6.107, i.c., i * MIGUACOJ+C(CU+CO )

not change during a time step and can be considered the effective applied, force. The
second half, namely —P(U,.1)—~CyMAU;,;—C,CAU;, needs to be updated with every new
estimate of the displacements U, during equilibrium iterations and can be regarded as
the effective resisting force vector.

6.12 Applications of Linear and Nonlinear Dynamic Analysis

As an example of the structural analysis methods presented in this chapter, this section
presents the nonlinear dynamic analysis of a 20-story moment-resisting steel frame
building. The example building, designed for the seismic hazard in Los Angeles, has been
used in the SAC studies to assess the performance of steel moment-resisting frame
buildings (Gupta and Krawinkler, 1999). The building has 20 stories above ground level
and two basement levels. The total height above the ground is 265 ft and the story height
is 13 ft except for the ground level story of 18 ft height. The North-South frames consist
of five bays with perimeter box columns of 15x%15 with various thicknesses and interior
columns with wide flange sections varying from W24x335 to W24x84. The beams
consist of various wide flange section members ranging between W30x108 and W21x50.

The structural model of the NS frame, shown in Figure 6.27, consists of two-node frame
elements connected at nodes representing the joints. Centerline dimensions are used and
the joints are assumed to be rigid. The base of the columns is hinged and the perimeter
basement columns are constrained in the horizontal direction at the ground level to
represent the embedment of the basement, although a more refined model could include
soil-foundation-structure interaction effects. The frame elements represent distributed
inelasticity with five control sections. Each element has section properties with a
discretization of typically 60 layers (fibers), although as described in Section 6.10 a
smaller number can suffice. The material model for the steel is a bilinear plasticity model
with 2% strain hardening ratio. The structural model has 585 free DOFs for the
translational and rotational components at the nodes.

The mass of the building is represented by lumped masses at the nodes of the model.
The gravity resisting frames in the building are not included in the model, but they
contribute substantial P-A effects to the moment-resisting frame. To account for the
destabilizing effect of the gravity loads on the gravity resisting frames, the loads are
collected to an additional column member that is attached to the moment-resisting frame
by truss members. This is commonly known as leaning column approach. The geometric
compatibility transformation for the beams and columns, including the leaning column,
uses the P-A transformation presented in Section 6.9.3.
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FIGURE 6.27 Model for 20-story
moment-resisting frame (Gupta and
Krawinkler, 1999) and ground motion
for simulations.

The lower vibration mode shapes and periods, using the stiffness matrix of the
building under linear elastic behavior, are shown in Figure 6.28. For dynamic analysis,
Rayleigh damping is assumed based on a damping ratio of 0.02 in the first two vibration
modes.

The horizontal ground motion record used in this example analysis is obtained from
the simulation of a fault rupture and resulting wave propagation in a 10 kmx10 km region
(Bao et al., 1996). The location of the station is in the forward rupture directivity region
and is about 1 km from the surface
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FIGURE 6.28 Lower three vibration
modes and periods of 20-story
building.
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FIGURE 6.29 Displacement history
(in inches) at five floor levels in 20-
story building due to horizontal ground
acceleration.

projection of the fault. The simulated ground motion has a pulse with large peak ground
acceleration of 2 g. Although such large peak ground accelerations have not been
recorded to date under this condition, the simulated record has the large pulse that is
characteristic of near-source ground motion and it may be considered a very severe case
for the expected ground motion. The purpose of using the large simulated record is to
investigate the inelastic behavior of the frame in an extreme event. The ground motion
acceleration record is shown in Figure 6.27b, and it is applied as horizontal free-field
acceleration at the base of the model. For the nonlinear dynamic analysis, the Newmark
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FIGURE 6.31 Maximum plastic hinge
rotations in 20-story building due to
horizontal ground motion. Deformed
shape is the residual deformation after
the earthquake (magnified by 20).

6.13 Conclusions

The objective of this chapter has been to present the methods of structural analysis in a
manner that unifies static and dynamic analysis for linear and nonlinear models. The
emphasis has been on providing a consistent approach for satisfying the equations of
equilibrium, compatibility and force-deformation. The methods presented in this chapter
encompass the major structural analysis procedures used in earthquake-resistant design,
and they recognize the increasing importance of nonlinear analysis procedures. The
presentation has been limited to frame elements, although the methods can be extended to
include joints, walls, diaphragms and foundation components.

Plastic analysis methods are very useful in the capacity design of structures but are
limited to elastic-perfectly plastic behavior. Concentrated plasticity beam models are
computationally simple and are capable of accounting for the effects of axial force-shear-
bending moment interaction. These models, however, require calibration under idealized
assumptions about either the force or the deformation distribution within the member.
Furthermore, they require that the location of inelastic deformations be specified a priori
and, typically, do not include the effect of distributed element loading. Distributed
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inelasticity frame elements do not suffer from the limitations of calibration and a priori
specification of the location of inelastic deformation, but are computationally more
demanding. In the displacement formulation the assumed displacement interpolation
functions are not a satisfactory approximation of the deformation distribution in the
member, unless the latter is subdivided into several elements. Adaptive mesh refinement
methods have been proposed for the purpose. The force formulation offers the advantage
that the force-interpolation functions are exact under the assumption of linear geometry.
Consequently, a single element with several integration points (control sections) suffices
for the representation of the inelastic behavior of the member. Moreover, the force
formulation accounts directly for the effect of distributed element loads in girders, which
can cause inelastic deformations to arise within the member span, instead of the member
ends. Four integration points are recommended for the typical case without element
loads, while five integration points should be used in the presence of element loading. By
integrating the material response over the control sections with the so-called layer or fiber
section models, it is possible to directly account for the interaction of axial force and
bending moment. Simple uniaxial normal stress-strain models suffice for the purpose.
Studies show that a few layers or fibers suffice to yield an excellent representation of the
hysteretic response of the section. Under uniaxial bending eight to ten layers are usually
sufficient for rectangular sections. For wide flange sections three layers in each flange
and four layers in the web are recommended. Under biaxial loading 25 (5x5) to 64 (8x8)
fibers yield excellent accuracy. In a reinforced concrete section the hysteretic response is
dominated by the behavior of reinforcing steel. Thus, it is important to represent the area
and distribution of reinforcement relatively well and then use 16 (4x4) or 25 (5x5) fibers
for the concrete. A larger number of fibers may be necessary for distinguishing between
cover concrete and core concrete confined by transverse reinforcement.

Under nonlinear geometry the most significant contribution arises from the rigid-body
displacements of the frame element. It is possible to isolate this effect with the
corotational formulation, in which the element response is defined in the basic system
without rigid-body modes. The end forces of the basic system are then transformed
exactly to the local coordinate system of the undeformed element. In this case the tangent
stiffness matrix of the element is made up of two contributions: the transformation of the
material stiffness from the basic to the local system and the geometric stiffness matrix.
Consistent approximation of the displacement terms in the equilibrium equations and in
the deformation-displacement relations leads to approximate theories of nonlinear
geometry, such as the P-A geometric stiffness. The advantage of the presented approach
is that one element type can accommodate several nonlinear geometric transformations.
The effect of nonlinear geometry should be included in the nonlinear static (pushover)
analysis of buildings for average relative story drifts in excess of 1%. When the relative
story drift varies considerably over the height of the structure, it is important to include
the effect of nonlinear geometry when the maximum inter-story drift exceeds 2%.

The strength softening response of structural systems under nonlinear material and
geometry can be traced with load control strategies. Among these the load control
strategy under constant displacement at a particular degree of freedom proves very useful
in the nonlinear static (pushover) analysis of buildings, when the horizontal translation at
a floor is representative of the response of the entire building, or, a single soft story
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collapse mechanism forms. In more complex cases the load control strategy under
constant external work is an excellent alternative.

Most structural analysis is performed using computer software that implements one or
more of the analysis methods described in this chapter. When using computer software
for analysis, the engineer must confirm that the assumptions and limitations of the models
are appropriate for the structural analysis problem under consideration.

6.14 Future Challenges

Nonlinear structural analysis is becoming more important in earthquake-resistant design,
particularly with the development of performance-based earthquake engineering, which
requires more detailed information about the displacements, drifts and inelastic
deformation of a structure than traditional design procedures. Nevertheless, many
challenges remain in the field of structural analysis to meet the goal of providing
predictive simulations of the performance of a structure under earthquake excitation. The
challenges encompass the needs for research in analysis and simulation, improved
technology for structural analysis software and education of students and design
professionals in structural analysis advances.

The Pacific Earthquake Engineering Research Center has undertaken the development
of the Open System for Earthquake Engineering Simulation (OpenSees) to address these
challenges. The OpenSees software is called a framework because it is an integrated set
of software components used to build simulation applications for structural and
geotechnical engineering problems. OpenSees is not a “code,” by the usual definition of a
program, to solve a specific class of problems. Rather it involves a set of classes and
objects that represent models, perform computations for solving the governing equations
and provide access to databases for the processing of results. At its most fundamental
level, OpenSees can be viewed as a set of objects that are accessed through a defined
application program interface (API). The framework was designed using object-oriented
principles, and is implemented in C++, a widely used object-oriented programming
language. The development of OpenSees is open-source, meaning that all versions of the
program,  documentation, examples, are  available on the  website
(http://opensees.berkeley.edu/) for researchers, professionals and students interested in
using and contributing to the software.

PEER’s OpenSees research and development addresses three major future challenges.
The first challenge is to improve the models of structural behavior of components, and
particularly the representation of damage under cyclic loading. Although the
computational methods for analysis have become more sophisticated in the past decade,
the models used in many nonlinear analyses consist of very simple elements. Simple
nonlinear models, such as the lumped plasticity models described in Section 6.7.2,
provide an indication of the nonlinear behavior of a structure, but they do not include
several important aspects of behavior that can have an appreciable effect on performance.
For example, the interaction between flexure and shear, particularly in reinforced
concrete members, is poorly understood and current models only approximately attempt
to capture this phenomenon, if it is included at all. Beyond the component models,
system models of structures are generally very approximate. Quite often these models are
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two dimensional with the approximation of three-dimensional effects. In particular,
models for slabs and diaphragms are rarely used in earthquake analysis, and structural
walls are represented with beam-column elements. The simple system models can only
provide an approximate assessment of the failure sequence, particularly for structures
with components of limited ductility and brittle behavior, which then requires significant
judgment and interpretation on the part of the engineer about the performance of the
system. Another important system aspect rarely considered in an analysis is the
interaction between the structure, foundation components and soil during an earthquake.
In many cases, soil-foundation-structure interaction can affect the response and it should
be included in the model and analysis of the system. As with all models, there are great
challenges in validating the models using experimental and field-observation data and
characterizing the sensitivity of the modeled response in terms of the uncertainty in
identifying the parameters of the models. Each of these issues has been a subject of
research in PEER and new models and approaches, particularly for soil-structure-
foundation interaction, have been incorporated into OpenSees.

A second major area of challenge is the observation that the improvements in
structural analysis methods and software have not kept pace with the rapid improvement
in computing over the past decade. It is common for an engineer to perform a nonlinear
analysis of a structure on a desktop computer today. However, it is often with software
that uses simple models because the rate of innovation in the software has not been as
rapid as the hardware technology that produced the high-performance computer on the
desktop. There are tremendous opportunities with new technology for major
improvements in structural analysis for earthquake engineering. Considering hardware,
there will be increasing computational power on not only individual computers, but also
on networks of computers connected together in a design office or remote computational
centers that will allow for parallel computation transparent to the wuser. This
computational power will allow routine analysis of complete three-dimensional models.
Perhaps even more important are the challenges that must be met to develop the analysis
software of the future. New advances in software engineering of modularity and open
standards hold promise in the earthquake engineering field for advances in software
development to support analysis and design applications. In addition to modeling and
computational aspects, modular and open software can provide improved facilities for the
visualization of structural behavior, linkages to databases for experimental data and
validation studies and design databases. Software can provide support for engineers to
collaborate, not only on analysis, but also on integrating the analysis with the design
process. The OpenSees framework addresses these shortcomings by providing well-
defined interfaces to software components for modeling and analysis, and also software
tools for equation solvers, visualization, databases and distributed network
communication.

The third challenge is educating future and current earthquake engineers in modern
methods of structural analysis and application to earthquake-resistant design, and also
implementation in modern computational environments, such as OpenSees. This chapter
has presented the fundamentals of analysis in a way that can be integrated into
undergraduate and graduate curricula, serve as a framework for future advances and
provide the necessary background for engineers to use nonlinear analysis methods with
confidence. It is hoped that the consistent exposition of the fundamentals and examples of
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structural analysis applications is a step toward the goal of improving the education of
engineers on this important subject.
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Glossary

basic element forces—set of independent element forces in equilibrium equations of
element free body

concentrated or lumped inelasticity—inelastic deformations may arise at specific
locations along the element axis, typically at the element ends

corotational formulation—element force—deformation relation is set up in a reference
system that moves with the element as it deforms

distributed inelasticity—inelastic deformations may arise anywhere along element axis

element deformations—relative element end displacements excluding rigid body modes

layer or fiber section—integration of material response over the cross section in one or
two dimensions by midpoint rule

load factor control—relations for load factor adjustment during load incrementation
and/or equilibrium iterations
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local coordinate system—orthogonal Cartesian coordinate system with x-axis coinciding
with the line connecting the end nodes of the element

modal analysis—decomposition of linear dynamic response in eigenvector contributions

nonlinear geometry—large displacement compatibility relations and equilibrium in the
deformed configuration

nonlinear response—nonlinear relation between displacements at global degrees of
freedom and corresponding resisting forces

P-A geometric stiffness—small displacement compatibility relations and equilibrium in
the deformed configuration for axial force effect only

push-over analysis—step-by-step nonlinear analysis to collapse under constant gravity
loads and a reference lateral force vector with gradually increasing load factor

section deformations—deformation measures of infinitesimal slice of frame element

section forces—resultant forces at section of frame element

structural model—collection of points (structural nodes) in space interconnected by
structural elements






7
Probabilistic Aspects of Earthquake
Engineering
Yi-Kwei Wen

7.1 Introduction

Among the loadings on structures that engineers have to consider for performance
evaluation and design, seismic deformation is the most challenging, due to the large
uncertainty associated with the forces and structural responses that it produces. The
earthquake occurrence time, its magnitude, rupture surface features, seismic wave
attenuation and amplification, and finally the dynamic response behavior of the structure
and the structural capacity to withstand damage and collapse cannot be predicted with
certainty. Methods of probability and statistics are required to include these uncertainties
and their effects on the structural performance evaluation and design.

Until recently, probabilistic treatment of seismic loads was limited to the selection of
design parameters of earthquake ground motion on the basis of return period such as peak
or spectral acceleration. These ground motion parameters were then multiplied by a series
of factors to arrive at the design seismic loads. The uncertainty was treated implicitly by
allowing conservatism in the design forces on the basis of professional judgment and
experience and was calibrated such that the resultant designs did not deviate significantly
from acceptable practice. As a result, the reliability of such design to withstand damage
and collapse was unknown and undefined.

The major losses suffered during recent earthquakes such as the 1994 Northridge, 1995
Kobe, 1999 Turkey and 1999 Chi-Chi earthquakes, however, have prompted the
reevaluation of the entire design process and more concentration on the uncertainty issue.
As a result, considerable research has been undertaken and significan