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Preface

Biogeography may be defined simply as the study of the geographical
distribution of organisms, but this simple definition hides the great
complexity of the subject. Biogeography transcends classical subject
areas and involves a range of scientific disciplines that includes geogra-
phy, geology and biology. Not surprisingly, therefore, it means rather
different things to different people. Historically, the study of biogeogra-
phy has been concentrated into compartments at separate points along a
spatio-temporal gradient. At one end of the gradient, ecological
biogeography is concerned with ecological processes occurring over short
temporal and small spatial scales, whilst at the other end, historical
biogeography is concerned with evolutionary processes over millions of
years on a large, often global scale. Between these end points lies a third
major compartment concerned with the profound effects of Pleistocene
glaciations and how these have affected the distribution of recent
organisms. Within each of these compartments along the scale gradient,
a large number of theories, hypotheses and models have been proposed
in an attempt to explain the present and past biotic distribution
patterns. To a large extent, these compartments of the subject have been
non-interactive, which is understandable from the different interests
and backgrounds of the various researchers. Nevertheless, the distribu-
tions of organisms across the globe cannot be fully understood without a
knowledge of the full spectrum of ecological and historical processes.

There are no degrees in biogeography and today’s biogeographers are
primarily born out of some other discipline. As a subject, biogeography
is not generally introduced to students until third level, and even then it
is rarely taught in its own right but included as a component of a ‘unit’
within classical subject areas. This is largely reflected in the increasing
number of books that have appeared in recent years under the title of
Biogeography. They range from biological or ecological primers for
geographers, through limited scope works on ecology, dispersal
biogeography or vicariance biogeography to (a very few) well structured
reviews of the field.

The present volume originated from our own feelings of despair at the
lack of available texts which attempted to draw attention to major areas
of controversy, highlight areas of possible agreement and synthesis and
integrate, in an unbiased way, the multitudinous branches of the
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subject. Each research area has something to learn from another, but to
suggest that integration of the various schools of biogeographical
research is as yet attainable would be highly optimistic. Integration is
however clearly desirable if we are to conceptualize the joint roles of
ecological and historical processes in the formation of biogeographic
patterns. To this end, we have brought together researchers in ecologi-
cal, post-Pleistocene and historical biogeography from the fields of
botany, ecology, genetics, geology, palaeontology and zoology to pro-
vide a springboard towards such integration.

Ecological biogeographers often profess that they do not understand
the various divisions and controversies amongst historical biogeog-
raphers, whilst the latter often refute the significance of ecology to
historical biogeography. To overcome such problems, the brief we set
each contributor was to lay out clearly, and without confusing jargon,
the principles and visions of their own research school. Whilst we have
taken pains to eliminate infighting between competing schools and
accentuate integration, the reader will become aware that this has not
occurred without dissent. Where entrenched views are held, we have
asked contributors to state clearly their own views without attempting to
demonstrate the superiority of these by the destruction of competing
views. Readers can then evaluate the competing schools themselves.

Inevitably, with a subject so diverse, the arrangement of sections and
selection of chapters may not be to the liking of all readers. Further
chapters could usefully have been added but would have made the
volume unacceptably large. Within the constraints of size, we have tried
to assemble a balanced review of the various current fields of biogeog-
raphic research. The volume has been divided into a number of sections.
Section 1 is an overview, setting out the perspectives of the subject of
biogeography. Section 2 examines patterns, since it is the documenta-
tion of organism distribution patterns, which is the starting point of all
analytical biogeography. Section 3 deals with processes, an understand-
ing of which is the goal of the science of biogeography, and Section 4
looks at the methods of reconstruction of the events during the history
of life, which have led to present day and past distribution patterns.
We have attempted to provide a balanced background to the subject area
at the start of each section and also to highlight the main areas of
controversy.

We hope that the volume will be a vehicle for promoting synthesis
and a basis for future integration across the broad field of biogeography.
We wish to record our thanks to all the authors and acknowledge their
willingness to conform to the overall plan envisaged by us for the work,
despite the constraints which this placed upon them. We are grateful to
them for their cheerful acceptance of the various changes to their texts,
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which we requested for the sake of conformity. We thank them also for
the various constructive comments which they made to improve the
contributions and the overall structure of the volume. Finally, we thank
Alan Crowden, formerly of Chapman and Hall for his continuous
support and encouragement throughout the project.

ALAN MYERS and PAUL GILLER
Cork, 1988



Preface to the paperback edition

Two years have elapsed since this book first appeared in hardback, and
it has, during this period, received many positive and favourable
reviews. It is hoped that publication of this paperback edition will help
the book to reach an even wider audience, particularly final year
undergraduate and post-graduate students. The opportunity has been
taken to make a few minor corrections but otherwise this edition is
unchanged from the original.

ALAN MYERS and PAUL GILLER
Cork, 1990



PART 1

Biogeographic perspectives



CHAPTER 1

Process, pattern and scale
in biogeography

A. A MYERSand P. S. GILLER

1.1 INTRODUCTION

Patterns of distribution of organisms over the surface of the globe can be
demonstrated to be non-random. Once defined, this non-randomicity
requires explanation in terms of process or processes, before a recon-
struction of the events of biotic history that led to present day species
distributions can be achieved. Biogeography has evolved along the two
avenues of pattern definition and process identification, principally
from systematics, ecology and palaeontology. Biogeography is not,
however, a unified subject and this is due in part to these diverse
origins. Publications in biogeography occur in rather different journals,
each with its own clientele, further aggravating the lack of overlap
between disciplines. Biogeographers will always have different interests
born out of their different backgrounds. They include botanists, ecol-
ogists, geneticists, geographers, geologists, palaeontologists, taxono-
mists and zoologists. It is not surprising, therefore, that researchers in
these diverse fields tend often to talk past, rather than to each other. This
interdisciplinary nature has led to fragmentation rather than coopera-
tion which has been to the detriment of the subject as a whole. To
progress, biogeography must attempt to integrate these divergent
interests and determine how speciation, adaptation, extinction and
ecological processes interact with one another and with geology and
climate to produce distributional patterns in the world’s biota through
time.

The origins of biogeography lie in systematics and have been attri-
buted to Buffon (1761) who stated that the Old World and New World
had no mammal species in common. This led to the framing of Buffon’s
Law which postulated that different regions of the globe, though
sharing the same conditions, were inhabited by different species of
animal and plant. Linnaeus, the founder of modern systematics, post-
ulated (Linnaeus, 1781) that the world’s biota originated from a single
land mass, ‘paradise’, the only land not immersed by the sea, and then
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spread out to colonize other areas far and near as more primordial land
emerged from the sea. This ‘centre of origin/dispersal’ hypothesis still
forms a basic tenet, albeit in modified form, of much biogeographic
narrative. Later Candolle (1820) distinguished between historical
biogeography (his botanical geography) and ecological biogeography
(his botanical topography). These twin spearheads of biogeography
have, to a large extent, progressed along independent often diverging
pathways through to modern times. The difference between them is
largely one of scale based on temporal (short-term to evolutionary),
spatial (local to global) and taxonomic (species populations to higher
taxa) differences. We will return to this on p. 10.

1.2 PROCESSES

The processes implicated in forming biogeographic patterns, whether
abiotic or biotic, may not necessarily be specifically biogeographic, and
indeed it is questionable whether biogeographic processes per se exist.
Large scale abiotic processes include tectonic movements of plates,
eustatic changes in sea level and changes in climate and oceanic
circulation. These processes will almost always operate in concert, since
climate will be affected by movements of continents and changes in
ocean circulation; climate will influence eustasy through glacial-
interglacial periodicity; tectonic movements will affect ocean currents
and so on. On a more local scale, abiotic disturbances such as fire,
hurricanes, floods and volcanic eruptions also influence distribution
patterns in many types of habitat. The biotic processes are both evolu-
tionary (including adaptation, speciation and extinction) and ecological
(including varied biotic interactions such as predation and competition
and ‘dispersal’). Indeed ‘dispersal’ might have a claim to being a truly
biogeographic process although establishment of a population seeded
by propagules after a dispersal event is clearly an ecological process. The
term ‘dispersal’ (sensu lato) is retained throughout to cover all types of
geographical translocation by individuals or taxa. Dispersal, as used
here, incorporates several distinct biogeographic processes, which have
been surrounded by much semantics and confusion. They require
precise definition at the outset to avoid the misunderstanding that the
confused terminology has engendered in the past.

Movements away from parents are a normal part of the life cycle of all
organisms and theoretically the need to avoid competition among
relatives can maintain a dispersive phase even in a homogeneous
environment (Hamilton. and May, 1977). Many writers have distin-
guished this type of ‘dispersal’ from that which involves the movement of
propagules across uninhabitable territory (i.e. barrier crossing). Platnick
(1976) has used the term ‘dispersion’ for the former and ‘dispersal’ for



Process, pattern and scale in biogeography 5

the latter. However Schaffer (1977) has pointed out that ‘dispersion’ is
regularly used by ecologists to mean ‘pattern and location of items that
have dispersed’ and has suggested the alternative term ‘range expan-
sion’. Pielou (1979a) has used the term diffusion for the process of range
expansion and ‘jump dispersal’ for barrier crossing or chance dispersal.
Baker (1978) makes a distinction between ‘non-accidental’ and
‘accidental’” dispersal. Whatever the semantics, all these writers have
clearly identified two distinct processes. The terms ‘range expansion’
(natural movements away from parents) and ‘jump dispersal’ (barrier
crossing) are the most unambiguous and are adopted here. A
third process, ‘range shift’ can be recognized: this results from range
expansion coupled with differential extinction in parts of an organism’s
former range (Fig. 1.1). Range expansion and jump dispersal are oppo-
site probabilistic conditions of a tendency for young organisms to move
away from parents. Most will settle within the existing range, a few may
jump beyond it. Range shift, by contrast, is not probabilistic but is
mostly the consequence both of barriers (biotic or abiotic) and environ-
mental conditions changing through time. ‘Range contraction’ may also
occur and leads to isolation (refugia) and ultimately to extinction.

Two revolutionary process-oriented theories have had major implica-
tions for biogeography. On the one hand, MacArthur and Wilson's
(1963) equilibrium theory of insular zoogeography has strongly coloured
approaches to ecological biogeography, putting forward a framework
within which ecological processes and biogeographical patterns (see for
example the collection of papers in Oikos, 31, (1983)) and ecological
theories and palaeontological data (Gould, 1981; Hoffman, 1985a) could
be merged. On the other hand, the emerging science of plate tectonics,
which arose from the works of Snider-Pellegrini (1858) but more
influentially Wegener (1929), has had important consequences for
historical biogeography. The recognition of an unstable earth has
stimulated hypotheses that biota have been split (vicariated) into iso-
lated populations by the production of barriers to dispersal resulting
from tectonic activity, principally plate movements and associated
orogeny. Vicariance, of course, is not only a result of plate movements,
since eustatic changes in sea level, shifting climatic belts and zones, and
ecological processes can also vicariate populations. The influence of
many of these different processes forms the basis of any analysis of
patterns and is discussed further in the following section.

1.3 PATTERN ANALYSIS

The determination of species distribution patterns is a starting point for
all biogeographic analysis. Such patterns are amenable to analysis
without any assumptions of underlying processes, or they can be used
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to test (in the sense of falsify) hypotheses of process. Both historical and
ecological biogeographers have used observed patterns of organism
distribution indirectly to test hypothesized processes (hypothetico-
deduction). In addition, both have employed hypothetico-inductive
methods, inferring processes from empirical data (species distribution);
these include earth processes like vicariance and biotic processes such as
dispersal, species interactions and disturbance events. Only ecological
biogeographers have the option of testing the potential role and import-
ance of some of these processes experimentally (Chapter 15).

Because the twin spearheads of ecological and historical biogeography
have progressed largely independently, we shall examine these two
approaches separately and then see how placement on scale gradients of
space and time can lead to some reconciliation between the two avenues
of biogeographic research.

1.3.1 Historical biogeography

Historical biogeography attempts to reconstruct the sequences of origin,
dispersal and extinction of taxa and explain how geological events such
as continental drift and Pleistocene glaciations have shaped present day
biotic distribution patterns. Historical biogeography has however be-
come split into two camps, dispersal and vicariance biogeography.
Dispersal biogeography follows the premise that from a centre of origin,
a species undergoes jump dispersal across pre-existing barriers
(Fig. 1.1). Dispersal biogeographers are therefore concerned in the main
with the dispersal of species, involving movements of the organisms
themselves. Present day biota of an area results from the sum of the
potential dispersability of individuallineages. Vicariance biogeography by
contrast is concerned with discovering the commonality of the observed
distribution patterns shown by unrelated taxa which suggests a common
and simultaneous process. Hypotheses are based on the assumption that
the biota of an area is split up (vicariated) by the emergence of barriers
through, for example, continental drift, which separate parts of a once
continuous biota and alter the proximity of populations of organisms
irrespective of their own movements. Vicariance biogeographic hypoth-
eses are formulated to try to piece together the fragments and allow
determination of the sequence of disjunction of the various parts of the
once continuous biota and allow inferences to be made of the earth
processes that led to its fragmentation. Vicariance biogeography has
itself become polarized by the adoption of two philosophically different
approaches to biogeographic reconstruction. One approach is based on
the philosophy of Croizat (1952, 1958) and is termed Panbiogeography.
Croizat formulated a method of reconstructing distribution histories
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which commenced by drawing lines on a map (tracks) which connected
the known distributions of related taxa in different areas. When two or
more tracks of unrelated taxa coincided, he combined them into a
‘generalized’ track. The massed tracks were assumed to indicate the
pre-existence of widely distributed ancestral biota which had vicariated
as a result of the formation at some time in the past, of a barrier
(vicariant event). The plotting of numerous generalized tracks revealed
certain areas where many of the tracks converged. Croizat (1952) termed
these areas ‘gates’ and later (Croizat, 1967) ‘centres of dispersal’. They
are assumed to represent tectonic convergence where fragments of two
or more ancestral biotic and geologic worlds meet and interdigitate in
space and time (Craw, 1979, 1982).

In the panbiogeographic method phylogenetic relationships of taxa
have a subordinate position, indeed, panbiogeographic hypotheses are
said to be able to allow inferences of phylogeny to be made. By contrast,
the other (cladistic) method of vicariance biogeography is firmly rooted
in phylogenetic taxonomy. Careful phylogenetic reconstruction using
the cladistic techniques of Hennig (1966) is an essential prerequisite of
any biotic reconstruction through cladistic vicariance biogeography.
Relationships between areas inhabited by endemic species are deter-
mined on the basis of shared derived taxa (equivalent to shared derived
character states in taxonomy). Hypotheses are based upon the three
taxon-three area paradigm, i.e. given three taxa in three areas the two
areas which share the taxa with the more recent common ancestor will
be the more recently vicariated. Such hypotheses are based solely on
groups with endemic representatives in each of the three areas, since
non-endemic taxa have no useful information content in this context. To
the panbiogeographer, in contrast, both endemic and non-endemic taxa
have information content. Both panbiogeographers and cladistic
biogeographers consider that since jump dispersal is a stochastic pro-
cess, it can only result in a random pattern rather than the non-random
patterns documented. They therefore accept only post-barrier dispersal
as important. A counter argument is that while dispersal is stochastic,
polarized phenomena (such as winds and currents) and differential
survival (owing to variable establishment success) may result in a
non-random pattern which is indistinguishable in practice from that
resulting from vicariance.

These various divisions amongst historical biogeographers have led to
cluttering of the literature with confusing jargon, personal attacks and
self-serving statements which have done much to undermine the cause
of historical biogeography, particularly in the eyes of ecological biogeog-
raphers. Arguments have gone back and forth on increasingly narrow
issues (McCoy and Heck, 1983). Dispersal and vicariance are not,



Process, pattern and scale in biogeography 9

however, mutually exclusive and the two processes have probably
contributed jointly to biogeographic patterns the world over.

Both dispersal and vicariance mediated distribution patterns are
clearly modified over time by evolutionary and ecological factors. This
was evident more than a century ago when Wallace (1880) suggested
. . . the distribution of the various species and groups of living things
over the earths surface and their aggregation in definite assemblages in
certain areas is the direct result and outcome of . . . firstly, the constant
tendency of all organisms to increase in numbers and to occupy a wider
area, and their various powers of dispersion and migration through
which when unchecked they are enabled to spread widely over the
globe; and secondly, those laws of evolution and extinction which
determine the manner in which groups of organisms arise and grow,
reach their maximum and then dwindle away . . .”. The importance to
biogeography of the evolutionary processes of adaptation and speciation
driven by environmental change, and of subsequent differential extinc-
tion of poorly or non-adapted species, is clear. These processes lead to
changes in the species pool, which in turn leads to a change in
distribution patterns (Fig. 1.1, species pools A/A3).

The evolutionary history of species is also critical to historical
biogeography. Distributional data from clearly defined and taxonomical-
ly well researched monophyletic groups (in the Hennigian sense -
groups in which the included species have an ancestor common only to
themselves), are the building blocks of historical biogeographic analysis.
It is an unfortunate fact that well founded phylogenetic classifications
are the exception, and debate over phylogenetic methods is rampant.
When reviewing distributions of many unrelated taxa, monophyly must
often be taken on trust, since the reviewer will never be sufficiently
competent in all groups to be able to assess the ‘quality’ of the phylogen-
etic classifications used: in many cases the classification will not be
phylogenetic at all. When a small taxonomic group is used as a model,
the reviewer will usually be an expert in the particular taxon under
study and will have developed a satisfactory phylogenetic classification.
However, small monophyletic groups may have a unique history.

1.3.2 Ecological biogeography

At a different temporal and spatial level, ecological biogeography,
working largely with extant species, tries to account for distribution
patterns in terms of the interactions between the organisms and their
physical and biotic environment now and in the recent past. On one
scale, ecologists attempt to identify those processes that limit the
distribution of a species population and maintain species diversity. On a
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larger scale they seek to explain such phenomena as latitudinal and
other species richness gradients, and island colonization patterns.
Island biogeography theory has played a large part in the development
of some of these ideas over the past two decades. Natural biogeographic
experiments have also helped to elucidate the link between process
(speciation, extinction and immigration) and pattern (species richness
and equilibrium diversity based on, for example, area and isolation).
Hypotheses formulated from such studies have recently been applied to
the analysis of mainland communities and habitat islands (e.g. moun-
tain tops) and continental patterns (May, 1981; Giller, 1984). The
adoption of rigorous statistical tests to differentiate observed patterns
from random null hypotheses and the recent popularity of the labora-
tory and field experimental approaches have both greatly increased our
understanding of the relevant ecological processes (Strong et al., 1984b;
Diamond and Case, 1986; Gee and Giller, 1987).

From an ecological point of view, dispersal is thought of simply as an
adaptive part of the life history of an organism. An understanding of
ecological processes following dispersal and vicariance events helps to
explain local and intracontinental distribution patterns at the species
level (Fig. 1.1). For example, colonization and establishment, following
jump dispersal, can only occur provided suitable habitats are found
across the barrier by a minimum sized propagule and providing that
interspecific interactions do not drive the colonist to extinction (e.g.
through predation or competition). Vicariance events can also lead to
extinction of species, unless a viable population size exists in the
vicariated biota, and the species richness is not too large in relation to
the area of the vicariated habitat. Ecological interactions are of para-
mount importance in the formation of a biota following the breakdown
of a barrier and the merging of two previously separated biota (Fig. 1.1,
species pools A2, A4).

Ecological phenomena can also explain the great parallels between
community structure of different continental areas of similar climate and
topography. They cannot, however, explain the great difference in the
taxonomic composition which produces such structure nor intercon-
tinental distribution patterns at higher taxonomic levels.

1.4 SCALE

On the basis of the foregoing discussion, the historical and ecological
approaches to biogeography might be viewed as incompatible, due to
differences in scale. Firstly, on a temporal scale, i.e. short-term ecologic-
al periods (over tens of years) studying extant or recently extant species,
to long term evolutionary periods limited only by the origination time of
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the group(s) under study. Secondly, on a spatial scale, i.e. from local
(within habitat) intracontinental patterns, to global intercontinental
patterns and thirdly, on a taxonomic scale, i.e. from distributions of
species populations to those of species and higher taxa. Despite these
scale differences, Vuilleumier and Simberloff (1980) have rightly drawn
attention to the fact that the distinction between ecological and dispersal
biogeography is hazy, since both use principles of ecology, and disper-
sal forms a very important aspect of island biogeography theory. In
addition, both dispersal and ecological approaches explain distribution
in terms of process and some processes can be investigated ex-
perimentally. Vicariance biogeographers are however concerned princi-
pally, though not exclusively, with pattern, since past processes can
never be known, only hypothesized. However, the role of extant
ecological processes in the formation of these patterns following vicar-
iance events should not be underestimated. The joint roles of ecological
and historical processes in determining present and past distributions of
taxa have been acknowledged in hypotheses formulated by researchers
attempting to explain modern distributions with reference to the Pleis-
tocene glaciations. The effects of these glaciations were probably felt
worldwide through changes in climate and eustatic changes in sea level.
Glaciations have been implicated in creating refugia (and hence prob-
ably accelerating speciation, leading to increased diversity) and have
important consequences for island biogeography in relation to effects on
dispersal potential and species richness patterns as postulated by island
biogeography theory. Because of the recency of glaciations, post-
Pleistocene biogeographers tend, perhaps more than most others, to
combine elements of ecological biogeography (resource availability,
competition, population dynamics, predator-prey interactions and
species—area relations) and historical biogeography (climate, inter-island
distance, donor-recipient relations, vicariance and refugia) into their
hypotheses.

The ultimate goal of biogeography is to explain the distribution of
organisms over the surface of the world and hypotheses must therefore
be based upon a sound knowledge of animal and plant population
distributions. The scale and detail of such distributions used in analyses
depends largely on the questions being asked and the nature of the
answers sought. Past distributions may be known at a coarse level (from
fossils or pollen), but they more often than not have to be inferred by
hypotheses of vicariance or dispersal. Historical biogeographers must
therefore generally be satisfied with large scale, incomplete distribution-
al data which are nevertheless sufficient for testing historical hypoth-
eses. Finding an organism in, for example, North America, is the
important event when studying North Atlantic disjunction. The fact that
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it occurs in say some, but not all, eastern seaboard regions is largely
irrelevant. On the other hand, species distributions are not static; species
cross barriers (jump dispersal), colonize new areas from peripheral areas
of their distributional range (range expansion) and shift ranges through
a combination of range expansion and contraction and differential
extinction (range shift) (Fig. 1.1). These dispersal processes and estab-
lishment in new areas may largely be governed by ecological processes.
Ecological studies of the minutiae of distribution patterns (largely at the
population level) are important as a means of understanding the
underlying processes causing these changes in species distribution. In
such studies, the precise limits to species distributions are required and
these can be examined without paying any attention to historical factors.
Thus as the spatial and temporal frames of analysis increase, so the
delimiting lines of the distribution pattern become more and more
blurred in time and space, and the required precision of measurement
decreases.

It is these differences in scale of time and space which have largely
contributed to the fragmentation of biogeography. To understand why a
particular species is found in a specific place one requires knowledge of
the species’ adaptations and ecological interactions with the environ-
ment (i.e. factors limiting distribution). To understand why it occurs in
particular areas of oceans or land masses, on the other hand, may
require knowledge of recent climatic and geological history of the area.
To understand why particular taxa are found only in disjunct areas
requires knowledge of the evolutionary history, both of the taxa and the
area, coupled ideally with some information on the past distribution of
the taxa or their ancestors.

It is clear, therefore, that the distributions of organisms across the
globe cannot be fully explained or understood without a knowledge of
the full spectrum of ecological and historical processes. A reversal of the
hitherto divergent paths taken by biogeographers working on different
scales is clearly needed. Integration is desirable if we are to recognize the
joint roles of ecological and historical processes in the formation of
biogeographic patterns. One step in this direction is for each school of
researchers to state their position clearly and positively, to enable
members of the other schools to appreciate the value of their work. This
would, hopefully, provide a springboard for a more holistic and
all-embracing perception and study of biogeography.



PART I

Biogeographic patterns



Introduction

The raw material of biogeography is the distribution of species in space
and time. Lists of organisms in different areas must be accumulated
before one can proceed to the study of the more intractible problems of
how they got there. However, to quote from MacArthur (1972), “To do
science is to search for repeated patterns, not simply to accumulate
facts.” The existence of repeated non-random patterns in species
distributions implies the operation of some general causal processes and
from an understanding of these one can work towards a reconstruction
of the history of life that can explain the present day distribution of
species. However, there are serious questions that need to be addressed
about the very nature of biogeographical patterns, and there is even
ambiguity over the term ‘pattern’. An important point raised by several
contributors to this book is that success in pattern recognition seems to
require that we do not use all the apparently relevant data. Latitudinal
diversity gradients (Chapter 3) and species—area relationships (Chapter
4) are examples. How do we decide which data are useful? Any
satisfactory explanation of the patterns must encompass both support-
ing and conflicting data. Rosen (Chapter 2) sets out the philosophical
background to these problems with respect to historical patterns in
particular, but the ideas are relevant in all areas of biogeography.

PRIMARY PATTERNS

The study of patterns is primarily descriptive and the documentation of
patterns is relatively easy. Observations and rigorous quantitive studies
are followed by comparisons among features of different natural systems
or between natural systems and theoretical models. These can lead to the
delineation of species associations in replicated physical environments,
along natural environmental gradients or along statistically-derived
multifactorial gradients. There may, hopefully, be a relatively limited
number of general patterns to be discerned. A major problem in both
biogeography and community ecology has been to distinguish deter-
minate patterns from random ones. The patterns may be real but simply
a statistical property of the system rather than the end point of the action
of some deterministic processes. Were all observed patterns of this
random type, there would be no real controlling processes and we
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would be unable to understand and predict. Acceptance of some
pattern-seeking and theoretical studies over the past two decades has
certainly been tpo enthusiastic and uncritical (May, 1984). In reaction to
this, it is now becoming fashionable to test for the existence of patterns
of both biogeographic distributions and species compositions of com-
munities against null or neutral hypotheses, or models that involve only
stochastic processes to account for the observed pattern. When compa-
rative studies of natural systems yield patterns beyond those in the
neutral models, one can be more confident of their existence. Brown
(Chapter 3) points out that it is relatively easy to document highly
non-random geographic patterns in species richness and there are many
problems with the use and derivation of the null models currently
employed (Southwood, 1987; and see Chapter 9). Nevertheless, the use
of such techniques has been valuable in introducing a degree of rigour to
pattern analysis which has hitherto been absent, even though they have
been largely confined to the analysis of insular distribution patterns
(Brown and Gibson, 1983; Strong et al., 1984b).

Spatial distribution patterns of species are observed and documented
on a range of scales. Early naturalists discovered distinctly different
assemblages of species around the world, and as data were gathered on
these patterns, six major biogeographic realms became recognizable.
Each realm was separated by a major physical or climatic barrier to dis-
persal and there was generally a high degree of taxonomic consistency
at the familial and generic levels within regions, but marked differences
from one region to another. Although there are now disagreements
with respect to the exact boundaries, there is broad agreement on
the usefulness of recognizing these regions (Pianka, 1983). Finer scale
partitioning of the globe into floristic regions or provinces has been
based on the distribution of endemic taxa as discussed in Chapter 5. At
an even finer level, distribution patterns can be documented by habitat
and finally microhabitat, e.g. plant distributions on soil types (Chapter
5). Such patterns are ultimately the result of physical variation in the
environment and the species adaptations to it. The adaptations in turn
can lead to recognizable geographical patterns in morphological traits,
such as those formulated in Bergmanns, Allens and Gloger’s rules (Lane
and Marshall, 1981). Species can themselves impose patterns on other
species, e.g. through species interactions (Chapter 9), modification of
the habitat through bioturbation, or space occupancy by sessile or
colonial species. If, as is believed by many community ecologists,
assembly rules govern the structure of most communities, then these
could also lead to recognizable patterns of both composition and
functioning (see May, 1986 for a recent review) which in turn will affect
the distribution of species amongst different communities. Recognition
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of such patterns does depend on a stricter framework of definitions for
the various levels of species assemblages and for the ecological com-
munity itself than has hitherto been the case. Such a framework has
recently been proposed by Giller and Gee (1987).

Temporal patterns in the composition of the biota of an area can also
be documented, such as patterns of increase in species richness follow-
ing a major disturbance (Chapter 3) and widespread evolutionary
increases in species diversity (Chapter 8). Extinction patterns, such as
evolutionary relays (successive, abrupt or gradual replacement of taxa
occupying the same adaptive zone) and periodicity of mass extinctions
can also be identified (Chapter 8). As mentioned earlier, there is a
philosophical problem in defining what constitute historical patterns
and Rosen develops the theme of a biogeographical system approach
which attempts to identify processes involved in the maintenance,
change and origination of species distribution patterns in general, and
historical patterns in particular (Chapter 2).

SECONDARY PATTERNS

At a primary level, the patterns outlined above are not of course
absolute in the sense that they are only inferred from the collection data
of the taxa concerned and from the fact that the distribution of the taxa
themselves is not static. This creates its own set of problems and biases
(Chapters 8, 11 and 14). At a secondary level, i.e. from the analysis of
primary distribution data of many species, the term pattern can be used
to describe species richness or nested sets of endemicities over various
scales and ultimately the biogeographic realms mentioned above. In
Chapter 3, Brown describes the major features of geographic variation in
the present day diversity of species and attempts to evaluate the various
hypotheses proposed to account for these patterns. Most of the patterns
of diversity can be classified as geographic gradients, as the number of
species varies relatively continuously with geographic variation in
physical features such as latitude, elevation, aridity, salinity and water
depth. However, as Brown makes abundantly clear, the natural world is
never constant, and any attempt to explain the spatial gradients in
diversity must also consider the magnitudes of the most recent disturb-
ances to the system, the time since these events and the dynamics of
extinction, colonization and speciation. Brown and Gibson (1983) have
pointed out that the history of life has resulted from a series of unique
events, so taxa are products of unpredictable histories. Thus both
historical events and ecological processes must be part of any complete
explanation of patterns of species diversity. In this light, diversity
patterns are used in some palaeogeographical reconstruction methodo-
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logies (Chapter 14) where interpretation of extant patterns are used to
infer historical events from diversity patterns of fossils, e.g. latitudinal
patterns can sometimes give distance constraints on hypothesized
movement of biotas.

Species diversity patterns are concerned mainly with assemblages of
species at a particular point in space, but the distribution of specific taxa
provides patterns which also require a causal explanation and can in
turn help unravel what has happened in the past. No species of animal
or plant is truly cosmopolitan, although some are very widely distri-
buted on a global scale. Such species may be eurytopic with broad local,
as well as broad global, distributions, but others may be stenotopic with
patchy local distributions within their broad global distributions. Species
with restricted ranges are termed endemics, are generally stenotopic
with narrow ecological requirements and are often morphologically
specialized. Endemics are of two kinds. They may be the result of in situ
speciation (neoendemics) or may be relicts of species once more widely
distributed but which have since become extinct elsewhere (palaeoen-
demics). Patterns of endemism, like species diversity patterns, are con-
trolled by both historical and ecological processes. In the short term,
endemism is largely governed by ecological processes such as food
availability, predator—prey interactions and competition, coupled with
extant physical factors such as temperature, precipitation and soil type.
The primary determinants of endemism are, however, the historical
processes of plate tectonics and associated eustatic changes in sea level,
and major climatic fluctuations which all isolate or reassort
distributions. Clearly, endemism is also a matter of scale and how
endemism is explained depends upon the scale applied. If a species is
limited in its distribution to two islands, it is endemic to neither but
endemic to the two islands together. Endemism can therefore be viewed
as a series of nested sets, the final nest incorporating the whole world
which has one hundred per cent endemicity. We can study endemism at
one level in relation to ecophysiological processes and adaptation as
reviewed in Chapters 5 and 6. At a historical level however and
particularly in the case of the cladistic biogeographic method, in which
only endemic taxa provide information (Chapter 12), the historical
relationship of geographic areas is determined largely on the basis of
shared endemic taxa or sister taxa.

Rarely is the nature of the endemic taxa considered. Are they old taxa
gradually becoming extinct through the effects of changing climatic or
competitive conditions (palaeoendemics), or new taxa gradually ex-
panding their range (neoendemics)? The biogeographic implications are
quite different. Two or more areas, which share taxa endemic to them
alone, are generally assumed to be more closely related (more recently
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vicariated) to each other than they are to other areas. If the endemic taxa
concerned are neoendemics, then the assumption is valid. If the
endemics are palaeoendemics, the assumption may not be correct. The
taxa may once have been more widely distributed, but through differen-
tial extinction may now occur in some, but not all of the areas in which
they once occurred. The areas now sharing the endemic taxa will not
then necessarily be the most recently vicariated. Insufficient attention
has been paid to this problem and progress will be made only through a
better understanding of the nature of endemics.

As mentioned above, endemism results from a number of interrelated
factors. It has long been recognized that isolation, both temporal (the
greater the age of isolation the greater the time for speciation) and
spatial (the greater the distance between gene pools the lower the
genetic interchange) is important in producing endemics. There is also,
as pointed out in Chapter 5, a broad relationship between the number of
endemics in an area and the size of the area. This, however, may simply
be an expression of the relationship between the number of species in an
area and the size of the area (the species-area relationship) which is
discussed in Chapter 4. Major (Chapter 5) also notes that endemicity
generally follows the same latitudinal trend as species richness and
indeed may account, to a greater or lesser extent, for the overall global
diversity.

TERTIARY PATTERNS

Species—area relationships can be considered as tertiary level patterns,
which describe the relationship between secondary level data, i.e.
contemporary species richness, and non-biotic data or size of area
harbouring the species. As discussed in Chapter 4, the centre of
distribution and the spread around the centre are different for each
species investigated and one would, in general, expect larger areas to
contain more species than smaller ones. But the species-area relation-
ship is not viewed simply as a reflection of these different distribution
patterns, per se, but as a real result of some higher level, non-random
processes that lead to predictable relationships between species
number and area and impinge on the structure of ecological communi-
ties. The species—area theory has also been used as a link between
ecology and geology (plate tectonics and eustasy), in order to provide an
insight into historical patterns of species diversity and extinctions
(Chapter 8). For example, in the Permian crisis, half the invertebrate
families are thought to have become extinct, most noticeably amongst
shallow water marine biotas. At this time the continents coalesced into
Pangea, thus decreasing the area of continental shelf through a reduc-
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tion in the periphery of continents and in sea level (Gould, 1981). The
ecological-historical combination is again highlighted and Williamson
(Chapter 4) points out that the importance of dispersal, evolution and
environmental heterogeneity on the patterns of biogeographic distribu-
tion all come together in the species—area effect. The species—area effect
is also viewed by Marshall (Chapter 8) as the most important unifying
concept in understanding extinction dynamics because it is applicable to
and apparent in both living and fossil biotas.

PATTERN-GENERATED HYPOTHESES

Patterns are often explained by reference to inferred processes (con-
structing logical and realistic scenarios of how patterns and process
might be linked — hypothetico-inductive) or by deduction (through the
acceptance of an underlying process of a theoretical model as the causal
explanation of the pattern — hypothetico-deductive). The problems of
these approaches, their relation to model building and testing and
the influence of our perception and use of the approaches on our
understanding of species distribution patterns is addressed in Chapter
2. Much of the study of biogeographic patterns, especially historical
ones, has necessarily been descriptive or narrative and the inherent
problems in this scientific approach have been widely discussed.
Modelling and hypothetico-deductive approaches are likewise not
without their problems, especially when the assumptions take on the
role of fact for higher level models without adequate testing and
when the patterns derived from the models become transformed into
processes. These aspects of modelling are also explored in Chapter 2. To
the historical biogeographer, the repetition of similar patterns of dis-
tribution by unrelated taxa is highly significant, since it suggests a
common process, or processes. The sequence of historical events
leading to the observed common pattern may be hypothesized after an
examination of the distribution of sister taxa of monophyletic groups,
i.e. the areas sharing the most closely related, and hence most recently
evolved, taxa, will be the most recently vicariated (separated). The
analysis of patterns and the significance of endemism and phylogeny in
the reconstruction of historical processes is the subject of Part IV of this
volume.

In biogeography, the experimental approach to process derivation is
largely limited to island biogeography (Chapter 15) and to the extension
of community ecology concepts into an understanding of species
distributions on largely local scales (Chapter 9). This can lead to direct
testing of the significance of different processes, but we will leave
further discussion of this to Part IV of the book.
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THE FUTURE

Knowledge of the distributions of most organisms is weak, as is
knowledge of the faunas and floras of many regions of the globe. In this
respect, current biogeographic hypotheses are built around very incom-
plete basic data and we are perhaps trying to run before we can
walk. Further documentation of distribution patterns is therefore badly
needed. At a more inclusive level, patterns of species richness and
species-area relationships are relatively well documented, and further
documentation of such data is unlikely to add substantially to our
understanding of the patterns. On the other hand, identification of
incongruent richness and area patterns is likely to be more instructive in
that it will aid the development of robust explanations for the more
general patterns themselves. Whilst the species richness and species—
area phenomena are very important components in a proximate ex-
planation of species distributions, it is doubtful whether any major
breakthrough in our understanding of the ultimate (historic) biogeo-
graphic processes will result from these research areas.

A better understanding of the nature of endemicity is highly desir-
able, since endemism is seen as fundamental to the testing of several
methods of biogeographic reconstruction. Endemism results from a
constellation of different factors and different endemics (palaecoende-
mics, neoendemics) tell us different stories. In the same way that an
understanding of the phylogeny of taxa allows us to perceive the
sequence of historical processes, so an understanding of the age of
endemics will provide greater precision in historical reconstruction. To
date, analysis of endemicity rarely addresses this temporal aspect.



CHAPTER 2

Biogeographic patterns:
a perceptual overview

B. R. ROSEN

2.1 INTRODUCTION

To understand biogeographical patterns one must first ask questions
about the nature of patterns themselves. This in turn requires a
consideration of the aims, approaches and methods of biogeography.
The need for such a discussion reflects the fact that biogeography lacks
cohesion and consistency (Chapter 1). There is too little sound know-
ledge of biogeographical processes, reflected by disparity about what
can be assumed or should be investigated, a lack of integrated models of
the biogeographical system and little recognition of process levels within
such a system. These problems have been present in biogeography for a
long time but more recently the subject has been shaken by outright
controversy, and even unpleasant disagreement and bitterness about
approaches and methods (e.g. some of the contributions in the volume
edited by Nelson and Rosen, 1981; and see Ferris, 1980 for an interesting
summary of this meeting). This controversy may well testify to the
healthiness of the subject (Brown and Gibson, 1983), but more prom-
isingly, it may presage major changes:

“The proliferation of competing articulations, the willingness to try
anything, the expression of explicit discontent, the recourse to philoso-
phy and to debate over fundamentals, all these are symptoms of a
transition from normal to extraordinary research.” (Kuhn, 1970, p. 91).

What will emerge in biogeography when the dust settles?

Certainly a proper integration of biogeographical concepts is overdue,
and for this reason I make a case here for considering biogeographical
processes, as part of a single system, and modelling this system
rationally. However, no attempt to clarify issues in biogeography should
result merely in redefining its existing schisms or opening the way for
new ones. An integrated approach should go beyond a well-meaning
amalgamation of different approaches to the development of a balanced
programme of assessing all possible biogeographical processes in a
critical way.



24 Biogeographic patterns

There is also the matter of deciding what is meant by ‘historical’,
because historical factors are not confined to what is usually covered by
‘historical biogeography’. Firstly, ‘historical’ can refer either to evolu-
tionary processes or to geological processes, or both, while for some
biogeographers it has simply meant the documentation of biotas
through geological time. Secondly, although most biogeographers see
the categories of historical and ecological biogeography as the primary
subdivisions of the subject, ecology and history are not themselves
mutually exclusive. Thus many palaeobiological authors have attempted
to relate the history of distributional changes to changes in ecological
conditions. Thirdly, where does ‘palaeobiogeography’ fit in?

2.2 PATTERNS

2.2.1 Reality and representation

To gauge from Eldredge’s (1981) discussion of patterns in biogeography,
there is ambiguity in the biogeographical use of the word pattern.
Firstly, it seems to refer to what we believe is absolute reality or truth,
like an actual sequence of events, a real configuration of geographical
features or the true, concrete nature of the earth as it may have been at
some particular time in the past. These kinds of patterns evidently exist
whether or not we have discovered them yet. Secondly, and much more
widely, the word is used to refer to characteristic (often mathematical)
features of a set of results, such as the trends and repetitions in a data
set, the shapes of graphical plots, or a statistical concept like an average.
Patterns in this sense are derivations, analogues, syntheses or gener-
alizations based on initial observations.

When concrete reality (i.e. pattern in the first sense) is not directly
observable, we often use the second kind of pattern to infer the first. In
historical biogeography, for example, we cannot map continents, oceans
and organisms as they were in the past using direct visual evidence.
‘Reality’ is actually an inference. Although we may believe that we are
approaching reality through refinement of methods and accumulated
understanding, it is unlikely that we shall ever know what events
actually took place in the past. For this reason, I adopt the view that the
second kinds of patterns in historical biogeography must be hypotheti-
cal representations of what may have happened, though we carry out our
work in the belief that some of these derived patterns are also valid
statements of what really happened; that is, they also “capture the (real)
pattern”” (Eldredge, 1981). Throughout the remainder of this chapter, I
use ‘pattern’ in this representational sense.
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The problem of having to infer reality from a data pattern applies not
only to reconstructing the past. Even on the modern earth, there are
distributions like those of deep sea organisms that we cannot observe
directly, and where we must again use inference. More importantly, in
the context of abstract aims, such as when we test ideas or seek possible
correlations between different parameters, we must again use representa-
tional patterns. We might, for instance, take (relatively) concrete data
like species lists for different localities and look for possible correlations
between diversity (species richness) and latitude using graphical plots or
tabulations. We would then go on to observe ‘patterns’ in these results,
which are an abstract derivation from the original concrete information.
Patterns are ‘ways of seeing’ raw data.

2.2.2 Patterns as perceptions

The idea that there is a distinction between fundamental truth and our
representation or understanding of it, is like the distinction made by
many psychologists, epistemologists and neurobiologists between the
real world and the way we perceive it (Abercrombie, 1960; Young, 1971;
Gregory, 1981). According to this view, perceptions are not necessarily
the truth in a fundamental sense because, leaving aside sensory mal-
function, we unavoidably make observations in the light of presupposi-
tions and pre-formulated questions, no matter how vague or subcon-
scious these might be. In this way, we (and many other animals) build
up a probabilistic model of the world.

Science can be regarded as an elaborate, conscious adaptation of this
modelling trait, formalized and made as explicit as possible in terms of
aims, approaches, procedures, methods, interpretations, hypotheses
and publications. The perceptual process applies to all stages of an
investigation, even including our initial observations. Moreover, Greg-
ory (1981) has argued that perceptions are basically hypotheses and that
science thus consists of chains of hypotheses. Everything, in short, is
unavoidably filtered through the neurological limitations of our brains
and the experiences (first or second hand) stored within them. Unfortu-
nately, from a scientific standpoint, this also has the effect that we reject
or overlook information which seems at the time to be irrelevant,
without even being aware of it. Comfort (1987) has pointed out that even
the sense of seriality (which includes ‘time’) is generated within them-
selves by organisms, whereas the universe is a space-time entity. This
must eventually have serious implications for the meaning of historical
patterns.

It follows from this perceptual view of science that biogeographical
patterns are not, in the fundamental sense, the ‘truth’. To regard
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patterns as perceptions but also appeal for them to have no bias
(Eldredge, 1981) therefore seems to be asking the impossible. We can
perhaps aim only to be as aware of, and as explicit as possible about, the
influences on all the various stages of a scientific investigation. I should
add that it does not follow from the foregoing discussion that I believe
that all patterns are mere artifacts without scientific meaning; only that
some of the problems in biogeography have probably arisen from
misunderstandings about the perceptual, or hypothetical, nature of
patterns.

2.2.3 Objectivity

If this view, that the kind of patterns that scientists derive from their
data are formalized perceptions, is correct, our observations, results and
conclusions do not exist in an objective vacuum. We should expect our
patterns to reflect the kinds of questions we ask in the first place as well
as the way in which we formulate these questions. Although some of
these background ideas may be explicit, others are passed on, often
tacitly, through the generations of a particular research school or
scientific sub-community, until they eventually stumble on an obvious
anomaly (cf. Kuhn (1970) on paradigms). It is easy to find numerous
instances of this in biogeography. In Kuhn’s view of ‘normal science’,
the dominating background to problem and method formulation in
science is a prevailing scientific paradigm, while numerous other
authors have identified social and cultural factors that affect the aims,
methods and results of science. It follows that in biogeography we
should be alert to the hidden implications in choice of method and
approach.

The perceptual argument however may seem exaggerated when the
application of formalized methods (like statistics) appears to produce
patterns that show no bias towards a particular idea. This objectivity is
illusory however. Though there are probably many reasons for this, I
can only briefly suggest here the following. Firstly, some methods, like
the use of averages, can serve so many different purposes, and are so
widespread in science and our daily lives, that they do not obviously
suggest bias to any one particular question. Built-in bias can then only
be revealed by careful analysis of an individual study. Secondly, a
pattern, once obtained and communicated, is available for use by others,
though they will not necessarily use it to answer the same questions as
the original investigator. A particular pattern may even come to be used
almost as if it was, itself, a factual observation. The context of the
original method, and the perceptual nature of the original pattern, may
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then be overlooked altogether. Thirdly, in presenting results, an investi-
gator may simply not have explained or considered the relationship
between aims, methods and resulting patterns, and a method, on its
own, may then seem independent and objective. In any case, the task of
spelling out in detail the history, context and theory behind every
project in every publication would be overwhelming and repetitive.
Instead, scientists resort to shorthand phrases encoded in ‘the vocabul-
ary of the consensus’ of a particular research school (Ziman, 1968).

The factor of one pattern serving many purposes is particularly
relevant to biogeography. What might an ‘historical pattern” be when,
for example, in a whole series of publications, the same patterns of
diversity and geological age in tropical marine biotas have been taken to
be factual and interpreted as either historical, or ecological, or both
(Newell, 1971; Stehli and Wells, 1971; B. Rosen, 1975; McCoy and Heck,
1976; Valentine, 1984a; Rosen, 1984; McManus, 1985; Potts, 1985)?
Osman and Whitlatch (1978) noted a similar situation throughout the
literature on spatial and temporal patterns of species diversity.

2.2.4 Summary: a perceptual framework for pattern analysis in
biogeography

I take patterns to be perceptual, not factual, and we cannot therefore
consider patterns in isolation from background suppositions. ‘Historical
patterns’ must be thought of as shorthand for either (1) patterns which
we think are historical regardless of original context, or (2) patterns
obtained in the search for historical processes and events regardless of
whether they really are historical. Since patterns are derived from
methods, and methods are developed to serve particular aims in the
context of a particular approach, I have used this chain, in reverse order,
to determine the structure of the rest of this chapter and its follow-up in
Chapter 14.

I next discuss approaches to biogeography in the context of different
ideas about scientific methods, and then attempt to clarify some aspects
of aims in biogeography. I use the conclusions about perception,
patterns and scientific method to advocate the development of an
integrated model of the biogeographical system, and conclude with a
survey of the main ideas that might be included in it, and discuss the
different levels on which the various processes operate. I use the idea of
levels to help define what is ‘historical’. In Chapter 14, I discuss the
application of such a model to the historical problem of inferring
geological events from organic distributions, particularly from fossils,
and review relevant methods and the kinds of pattern they generate.
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2.3 APPROACHES TO BIOGEOGRAPHY

2.3.1 Explanatory or investigative?

In the course of discussing how more rigour might be brought into
historical biogeography, cladistic authors have recognized a number of
different approaches to the subject, in particular the ‘descriptive’,
‘narrative’, and ‘analytical’ phases of Ball (1975), and the ‘investigative’
and ‘explanatory’ approaches of Patterson (1983). The descriptive
approach refers simply to the collection and documentation of distribu-
tional data, clearly a necessary task. In the historical biogeographical
literature there now seems to be agreement that observations are subject
to perceptual filtering (as above), so the main controversial issues lie in
other areas.

Investigative biogeography “’seeks pattern in order to discover proces-
ses”’, whereas explanatory biogeography “‘seeks to explain pattern by
process’’ (Patterson, 1983). The problem with explanatory biogeogra-
phy, as its critics see it, is that it invokes processes, so abdicating the
opportunity to investigate processes properly. Invoked processes are
assumed from the outset and all observations are woven into narratives
that are based on these assumptions. Its critics argue that this approach
is therefore inherently incapable of discovering anything fundamentally
new. This is said to be the underlying reason for the ‘stagnation” which
has apparently afflicted systematics and historical biogeography for so
long. Furthermore, narrative biogeography invariably accommodates
inconvenient new facts and anomalies by ad hoc modifications of an
earlier narrative, or special pleading. Narratives are therefore also
inelegant and non-parsimonious.

Critics also draw attention to two more particular aspects of narrative
historical biogeography. Firstly, that much of it has rested heavily on the
prior assumptions of dispersal (in a broad but often unspecified sense)
and of evolution by natural selection. Secondly, that it has also placed a
logically untenable emphasis on fossil evidence (Patterson, 1981a; see
also 1981b for relevant discussion of the phylogenetic significance of
fossils). I discuss this further in Chapter 14. As it happens, the more
general criticisms of the narrative approach stand in their own right
regardless of the particular processes invoked. It is also possible to
recognize the limitations of fossil evidence and still use a narrative
approach.

The investigative approach in systematics and biogeography seems to
refer in particular to the use of hypothetico-deductive methods, as
emphasized in numerous papers in the journal Systematic Zoology, over
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the last decade or so. Such methods are apparently free of (or attempt to
minimize) prior assumptions about process, concentrating only on the
search for testable hypotheses and the patterns that might test these
hypotheses. Its advocates emphasize their ‘Popperian’ standpoint, that
is, the ideals of formulating hypotheses that are falsifiable, and deliber-
ately setting out to refute, rather than to corroborate, them. Narrative
biogeography is dismissed as consisting of ‘scenarios’ and ‘Just-so
stories’. In this interpretation, narratives cannot usefully contribute to
scientific progress because they are not refutable. Instead, they only
generate rhetoric between rival schools, unresolvable differences of
opinion and ad hoc accretion to existing beliefs. Ultimately this approach
is authoritarian.

Central to these criticisms is the issue of induction. Critics say that
narratives are inductionist because they are based on uncritical amassing
of facts. It follows that in these critics” eyes, induction has nothing to
offer scientifically.

2.3.2 Must good biogeography be Popperian?

I agree that narrative science depends on authority rather than testing,
and that hypothetico-deductive methods are a basic part of scientific
methodology. Moreover, cladistic methods are surely the most success-
ful rational means found so far of organizing and analysing systematic
data, and of making systematics explicit. The problem posed by advo-
cates of Popperian principles is not so much what they advocate
positively, as what they reject. There are other views about what
constitutes induction, and about what induction can achieve, than those
just mentioned, and there is also another way of looking at the scientific
value of narratives. In general, authentic and successful science seems to
proceed on a much broader front than hypothetico-deduction alone. In
particular, Iask:

(1) Is hypothetico-deduction really the only way we should consciously
proceed in biogeography?

(2) Is it really true that cladistic biogeography makes no assumptions
about process, and that it does not engage in ‘explanation’?

(3) Is there a valid place for assumptions about processes?

(4) Do narratives really have nothing to contribute to biogeography?

In the comments that follow, I have referred to the Popperian approach
largely through the way in which historical biogeographers and cladists
have adopted it, and through the discussion of Popper’s ideas by a
number of his critics.
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Hypothetico-deduction and induction

Popper’s arguments have been countered by various writers, but on the
subject of his rejection of induction, Gregory, (1974, 1981) has provided
a particularly clear and stimulating alternative view. This also closely
complements Young (1971) and others’ neurobiological, homeostatic
and psychological concepts of learning. Gregory’s conclusions are that
deduction works within an inductive framework and that all fun-
damental discoveries in science are made by induction. Discoveries are
perceptual, hypothetical and probabilistic, not objective, and provide the
premises for deduction. Gregory rejects Popper’s view that the subjec-
tivity of induction invalidates its conclusions, arguing that whatever the
demands of pure logic, the reality of learning and understanding in
general, and of science in particular, is that it is ultimately inductive.
Science works pragmatically on what is probably true, rather than by
searching only for what is absolutely true.

Schuh (1981, p. 234), echoing numerous cladistic and vicariance
biogeographers, claims that vicariance biogeography represents “‘the
hypothetico-deductive/analytic approach” and says that this ““seeks to
discover and test empirically some general patterns that may be true for
all of life.” In cladistic biogeography, these general patterns are tested
not by deduction, but by congruence, which surely can be none other
than induction by enumeration. What is a ‘general pattern’ if it is not
inductive?

Assumptions, narratives and models

The hypothetico-deductive approach, or at any rate, its adoption by
cladistic biogeographers, does not seem to be as free of process
assumptions or models as many authors seem to believe. From Greg-
ory’s arguments, it is clear that premises in hypothetico-deduction must
carry some assumptions of process; Hull (1979, 1980) has actually
explored this aspect of cladistic methods. We therefore need to be clear
on what is good and bad about assumptions. They are unhelpful when
they are inextricably combined with fact and interpretation and not
explicit, as in most narrative accounts; but this does not make the
assumption of process bad in itself. Assumptions are the basis of
modelling, and modelling is a fundamental part of science.

As it would seem to be impossible to collect data and infer patterns
without reference to some kind of model, we should acknowledge the
value of modelling, though at the same time we must try to make our
models internally consistent, modifying or rejecting them as quickly and
open-mindedly as possible in the light of further investigation. Some of
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this investigation may take the form of testing, whether by induction or
deduction, and some will consist of explorations and improvements to
the theoretical side of the model.

Narratives are very limited in their scientific value and seem to be
attempts to model processes in a confusing and non-rigorous way.
Serious models, ideas and hypotheses are embedded in much of
narrative biogeography and they can be extracted and developed in a
more investigative framework. In a perceptual view of science, narra-
tives do not represent non-science, but should be viewed as an inevit-
able and integral part of science. There is probably a cycle in which more
precise models grow out of narratives, and the models then generate
hypotheses for testing by both deduction and induction (compare Ball’s
(1975) ‘phases’). Too little knowledge of processes probably leads to an
overloading of assumptions. Scenarios and models dominate when
there is deadlock in trying to bring coherence to theory, observation,
pattern and process — a state of affairs which has certainly afflicted
historical biogeography.

Explanations

Even in an investigative context, there is a need for explanation.
Investigation and explanation are not in themselves mutually exclusive.
It is the way in which explanation is introduced that matters. At some
point in any investigation, we usually offer an interpretation. This
generally amounts to a re-affirmation or modification of an existing
model of the processes and events that may have given rise to our
observed patterns. At best this is couched in terms of a testable idea.

2.4 AIMS OF BIOGEOGRAPHY: A QUESTION OF LEVELS

2.4.1 Pure and applied biogeography

Biogeography is ‘pure’ if it is seeking to discover what causes distribu-
tions, and ‘applied’ when distributional data are used to investigate other
processes. (Note that applied in this sense does not necessarily refer just
to economic or commercial aspects.) Unfortunately there is risk of
circularity between pure and applied aims because the processes in each
case, whether real or envisaged, are conceptually interlocked. Thus one
author might explain a distribution in terms of dispersal (pure), but
another uses dispersal to make geological inferences about ancient land
bridges (applied). Until we have a major breakthrough in our know-
ledge of biogeographical processes, this is bound to remain a recurrent
difficulty.
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Pure biogeography is concerned with discovering the processes which
cause distributions and, to go by other authors’ ideas (Valentine and
Jablonski, 1982), we might expect these to amount to something more
than ecological, evolutionary or geological processes on their own. It
may be helpful to conceive of a biogeographical system which could be
modelled in various ways, and I explore this further in Section 2.5.

Applied aims usually concern ecology, evolutionary biology and
geology. Disregarding the actual validity or success of particular inves-
tigations, the following examples convey the nature of applied
biogeography. In an ecological context, biogeographers have used
geographical patterns of diversity to infer the ecological role of factors
like temperature, water depth, primary productivity or levels of radiant
energy (Rosen, 1981, 1984; Valentine, 1984b; Chapter 3). In evolutionary
biology, biogeographers have been concerned with questions such as
whether levels of biotic provinciality influence diversity and extinctions
(dynamic palaeogeography). In a geological context, the most common
biogeographical interest has been inference of past continental con-
figurations and tectonic events from organic distributions (Chapter 14).

The same problem of assumptions that exists between pure and
applied biogeography also exists within applied biogeography. It is
difficult to avoid circularity because in investigating one applied area,
we seem to have to make major assumptions about the processes in
another area, and the same kind of distributional data comes to serve
different applied aims by simply switching our assumptions. For inst-
ance, we may assume that evolution is in part the result of geological
events and use evolutionary (phylogenetic) patterns to infer geological
events and processes, or we may assume that geologists’ reconstruc-
tions of past events are basically correct and use them to infer evolution-
ary processes.

This second approach (‘dynamic palaeogeography’) has been re-
viewed by Jablonski et al., (1985). Its scope includes: changes in
provinces through time leading to changes in taxonomic richness,
originations of new taxa, extinctions of other taxa and differential
survival of clades; and changes in the geographical ranges of species and
in their population sizes. Note that two levels of palaeogeographical
assumption are used in this kind of study, one general and one
particular. The general one is that the major features of the earth’s
surface are mobile. The second level of assumption concerns actual
reconstructions of the earth’s features at a particular geological time.
There is now little reason to doubt the first assumption but, in the
second kind of assumption, what if the reconstructions are wrong?
Certainty about them varies according to how far back in time we go,
mainly because independent geophysical evidence becomes less reli-
able.
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2.4.2 Ecological and historical biogeography: a question of levels

Numerous authors have stressed the importance of distinguishing
between ecological and historical biogeography. This seems to be a
straightforward distinction in applied biogeography, where one can de-
fine ecological and historical aims according to one’s own notion of these
subjects. But in pure biogeography, where we do not yet know enough
about the causes of distributions, commitment to one or other category
effectively pre-selects reasons for distributions. It is remarkable that,
notwithstanding this, biogeographers’ explanations have usually been
couched in terms of one of these categories, with little or no reference to
or acceptance of the other possibility. And yet, both ecology and history
must have influenced the distribution of organisms as emphasized by
Humphries and Parenti’s simple point (1986) that the mountain floras on
two different continents may resemble each other ecologically in their
physical aspect and habitat, but as the species themselves are different
on each continent, ecology alone cannot explain this phenomenon.

The persistence of the divide between ecological and historical
biogeography probably reflects the predominance of narrative rather
than analytical methods in biogeography because narratives allow
authors to cast their explanations in terms of rival beliefs rather than
rigorous inferences. On the other hand, when analytical methods are
used in biogeography, the patterns obtained from them may be neither
wholly historical nor wholly ecological, and considerable refinement, test-
ing and reasoning is needed if the effects of these processes are to be
distinguished (e.g. see discussions in Humphries and Parenti, 1986;
Rosen and Smith, 1988; Chapter 14).

To help distinguish between ecological and historical processes, it is
useful to start from a more neutral position with a general model which
incorporates both. We can suppose that a biogeographical system exists
as an entity, comparable with, say, a physiological system. We do not
yet know much about the processes involved, but we can envisage that
these processes operate at different levels. I base this idea on Valentine’s
(1973) use of biological ‘levels’, Riedl’s (1978) ideas about hierarchies in
living systems, and on Young's (1971) conception of evolutionary
processes as just one extreme of the homeostatic continuum which
characterizes living things. Blondel (1986) has also developed this idea of
biogeographical levels.

-In studying a very different biological system, that of brain function,
Rose (1976) also discusses levels of function. He points out the need
always to be aware of levels within systems, and to ensure that aims,
investigations and interpretations are consistent with respect to a
chosen level. Cracraft (1981) has made a similar point with regard to the
study of evolutionary processes. In these subjects, failure to recognize
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levels has led to misunderstandings, non-explanations, and apparent
contradictions, all of which have often obscured valid points and
masked real progress. This state of affairs is all too familiar in biogeogra-
phy. A concerted attempt to perceive biogeographical processes as a
whole, but at the same time to be aware of levels within the biogeog-
raphical investigation when studying a particular problem, would
undoubtedly help to clarify and unify biogeography.

Three important examples of level are taxonomic rank, time scales and
spatial scales. By analogy with mechanics, in which vectors can be
resolved along any axis we choose, we can similarly resolve biogeog-
raphical processes on any scale we choose and direct our researches
accordingly. Levels are discussed further in Chapter 1 and Section 2.6.

In drawing the traditional distinction between ecological and historic-
al processes, biogeographers have been resolving the continuum of all
the various possible processes into two groups, an apparent difference
between which is their scale: the scales in time and space of historical
processes are usually taken to be greater than those of ecological
processes. But ‘history’, unlike ecology, does not by itself refer to
processes, and ecology does not by itself convey any particular time
scale. On semantic grounds alone therefore, historical and ecological
biogeography cannot be mutually exclusive categories. This is still true
even when we consider the actual processes usually regarded as part of
historical biogeography, because there is considerable overlap between
ecological and historical biogeography when the scales of time and space
of their processes are compared (Section 2.6).

2.4.3 Palaeobiogeography and historical biogeography

‘Historical biogeography’ nearly always refers to:

(1) The study of how organisms have changed their distributions
through geological time.

(2) Historical explanations of the distributions of organisms, generally
with respect to evolutionary and geological processes; especially
dispersal, centres of origin, refuges and vicariance.

(3) The use of organic distributions to infer the distribution of geog-
raphical features in the geological past (palaeogeography), and
associated geological events.

The first of these aims is essentially descriptive, though the common
procedure of mapping past distributions on palaeogeographical recon-
structions incorporates a conjectural element which risks circularity with
the third aim (Section 14.2.2). The first two aims are ‘pure’. Patterson
(1983) has discussed them and pointed out the potential conflict be-
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tween them. The third one is ‘applied’, and seems to have developed
from a very different applied problem, i.e. trying to understand the bio-
geographical constraints on zonal stratigraphy and stratigraphical cor-
relation. In this field, the ideal of being able to find age-diagnostic fossils
that are distributed worldwide can never be realised because no organ-
ism occurs in all environments and all regions at any one time. The
potential value of being able to use the restricted distribution of
organisms to infer palaeoenvironmental conditions, and hence assist
with reconstructing earth history, must have been grasped at an early
stage. Palaeobiogeography must have been a stratigraphical ‘spin-off’.

A study of literature with explicitly palaeobiogeographic titles (Hal-
lam, 1973; Ross, 1976a) shows that there is a very considerable overlap of
its aims with those of ‘historical biogeography’. So why have there been
two subject terms, implying two different sets of biogeographical aims?
The short answer is fossils. The palaeobiogeographical equivalent of the
second aim of historical biogeography for example, is the explanation of
fossil distributions. Historical biogeography is usually preoccupied with
explaining present day distributions, and uses fossils only in so far as
they are thought to have a bearing on these distributions.

In the broadest sense, of course, palaeobiogeography should just be a
category of biogeography in general, or of historical biogeography in
particular, and this is how I prefer to see these headings used, but
biogeography’s customary neocentric or actuocentric emphasis invites
use of the prefix ‘neo-’ to distinguish it from palaeobiogeography
(compare palaeontology and neontology). Having said this, I think the
traditional pathways followed by neo- and palaeobiogeographers have
already diverged far enough in their content and methods, if not in their
aims, to the disadvantage of both. They should not be further en-
trenched by terms that emphasize their differences just when more inte-
gration is needed. I therefore make use of the ‘neo/palaeo’ distinction
only in the context of discussing biogeographical ideas and approaches.

From a neocentric biogeographer’s point of view, the further back in
geological time one goes for evidence, the more tenuous must become
its value for understanding present distributions, except in the broadest,
descriptive, ‘life-through-time’ sense. In any case, the quality of distri-
butional evidence also becomes poorer as one takes older geological
horizons. Since palaeobiogeographers seek to explain distributions at
various given times in the past, their aims have a different emphasis,
giving equal importance to fossil distributions, however far back in time
their chosen geological horizon lies (though of course an individual
Jurassic-orientated palaeobiogeographer, say, will tend to take a Jurassi-
co-centric view, and probably regard the Cambrian as having as little
relevance as might a neocentric historical biogeographer).
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In the case of the third aim, that of the palaeogeographical use of
organic distributions, there is no difference at all between historical
biogeography and palaeobiogeography. Rather, differences of approach
and method exist, because palaeobiogeography has largely been de-
scriptive and narrative. Palaeontologists themselves have expressed
their unease about the methods and conclusions of palaeobiogeography
to date (Gray and Boucot, 1979b; Jablonski et al., 1985; Rosen and Smith,
1988). I discuss this further in Chapter 14, in which I also consider the
particular difficulties that arise from the nature of the fossil record, and
the criticisms that these have generated.

2.5 PURE BIOGEOGRAPHY: THE BIOGEOGRAPHICAL SYSTEM

2.5.1 Models

Our view of biogeography has been sharpened by the critics” appeal for
the use of analytical methods. On the other hand, it follows from the
patterns-as-perceptions argument that we also work from some kind of
model, consciously or otherwise, so we should recognize this by making
explicit models of the biogeographical system. We need to do this in
order to focus our observations, and to provide a base for formulating
hypotheses.

Many biogeographical models lie submerged in the narrative biogeog-
raphical literature. More explicit biogeographical models have to date
consisted either of relatively informal conceptualizations (Vermeij, 1978;
Erwin, 1981; Valentine and Jablonski, 1982; Rosen, 1984), or of more
formal and elaborate schemes which address only a part of the biogeog-
raphical system. The most stimulating example of a formalized mathe-
matical model of this kind is the equilibrium biogeography of MacArthur
and Wilson (1967) but in its initial conception at least, it is largely
ecological. (Its evolutionary component has been on selection and
adaptation rather than speciation models per se.) There are also good
examples of formalized biogeographical schemes in the ‘systems’
approach to ecological biogeography, generated mostly by ‘physical’
geographers (Furley and Newey, 1983). What have scarcely yet been
attempted in biogeography are models that integrate the main three
groups of possible processes, maintenance, distributional change and
originations (see Sections 2.5.3, 2.5.4 and 2.5.5), and that also take into
account the different possible levels within the whole system.

The rest of this section reviews the various implicit and explicit
models in the biogeographical literature by bringing them together,
firstly according to the kinds of process they emphasize, and secondly
by referring them to their appropriate level within the biogeographical
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system. My aim is to demonstrate the range of ideas about the nature of
the biogeographical system as conceived by biogeographers to date, and
to use this to show which patterns might be regarded as historical. The
complete list of ideas (Table 2.1) should be seen, at this stage, more as
an agenda for modelling than as a fully conceived model. Mention of
particular ideas is not meant to indicate that I personally prefer or accept
them, nor is it a comment on their rigour, testability or general
acceptance. I have not attempted to discuss inconsistencies between the
various ideas, nor to make more than passing critical comments on
them, even though some have received telling criticisms. I have offered
critical comments on the methods and patterns used to reconstruct earth
history in Chapter 14.

2.5.2 Biogeographical processes

Earlier, I drew a distinction between pure and applied biogeography.
The idea of pure biogeography is consistent with the idea of a biogeog-
raphical system. Both imply that there are processes that we can regard
as distinctly biogeographical, rather than as extended aspects of ecol-
ogy, evolutionary biology or geology. We might rephrase the pure aims
of biogeography, not as the explanation of distributions (Brown and
Gibson, 1983), which implies that we already have a good idea what the
underlying processes are, but as the search for the causes of distribu-
tions, i.e. the ‘how, when and why’ of distributions (Jablonski et al.,
1985).

What kinds of processes might account for distributions? Patterson
(1983) identified four kinds of explanations used by biogeographers to
date. Two are biological (dispersal, evolution), and two are physical
(geographical change, climatic change). All are primarily historical, but
the importance of ecological factors is also strongly implied by physical
change, and ecology may also play a part in the two biological explana-
tions. The historical alternatives to dispersal, the ideas of vicariance and
refuges, are presumably covered by combinations of Patterson’s evolu-
tionary and physical headings. Thus, if distinctly biogeographical pro-
cesses exist at all, then we should be looking for them in the form of
characteristic combinations of processes drawn from within the complex
of ecology, evolutionary biology and earth science together. For inst-
ance, a biogeographical point that has often been neglected, especially
in the ecological literature, is that ecological factors alone rarely account
for how and where particular species originate.

Even so, biogeography is not characterized by a combination of
processes alone. The ‘geography’ suffix indicates that we must also
conceive that biogeographical processes must operate, or have their



Table 2.1. Summary of the main ideas that biogeographers have believed to be
important parts of the biogeographical system, grouped into three kinds of
explanations for biogeographical distributions. Few of the processes have
actually been observed or adequately tested. Some are not testable as
currently conceived, and some are mutually exclusive. Note that there are
ecological processes listed in the left hand column that are not confined to
‘ecological biogeography’. The terms ‘contemporaneous’ and ‘antecedent’ are
introduced for palaeobiogeographical purposes

Concepts and Processes Ecological Historical
biogeography biogeography
Short-term Long-term
(contemporaneous)  (antecedent)
processes processes
Maintenance
DiSPersion ... *
GEOECOLOZY ...t *
Equilibrium theory and island
biogeography ... *
Barriers ... I
Geoecological assemblages .
Provinces and provinciality ... K *
Distributional change
Range expansion e *
Jump dispersal ... L S *
Equilibrium theory and island
biOGEOGIaPNY ...........oooierivieecioecece et K *
Earth history (TECO events and
changing palaeogeography) ..., Ko *
Environmental tracking as a response to:
ecological change ... b SRS *
the effect of earth history on
ecological change ... Ko, *
Adaptation of a taxon to different
CONAItIONS ..o b S *
Origination
Empirical phylogenetic biogeography ... *
Vicariance as a response to:
earth NiStOry ... *
ecological change or the effect of
earth history on ecological change ... *
Fringe isolation as a response to:
ecological change ..., *

the effect of earth history on
ecological change
Jump dispersal ...
Centres of Origin (IN PArt) ..o *
Geoecology through time ... *
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effect, on a geographical scale. This introduces an unavoidable arbitrary
element into our concept of biogeographical processes, because there is
no obvious fundamental break which separates geographical scale from
other spatial scales (Section 2.6; Chapter 1).

It is convenient to make a conceptual separation between the three
groups of biogeographical processes already mentioned: maintenance,
distributional change, and origination (adapted from Rosen’s earlier
(1984, 1985) distinction of maintenance, accumulation and speciation,
respectively). These can be understood in terms of Young's (1971)
homeostatic concept of biological systems as follows.

(1) Maintenance represents the currently operating processes by which
an organism maintains its presence in a particular area (or converse-
ly, the currently operating processes that exclude it). Ambient
conditions are assumed to be in a steady state and in phase with the
organisms’ ecophysiology.

(2) Distributional change represents the processes by which an organ-
ism survives in response to changing environmental conditions, or
by which its distribution changes for whatever reason. Here the
ambient conditions in an earlier area occupied by a taxon are
presumably out of phase with its ecophysiology, or some event
brings the organism into conditions and areas that are new and
different. There is of course no prior reason to assume that a species
has changed its distribution at all, but biogeographers have gener-
ally conceived that this does happen, and the idea must be included
in this review.

(3) Origination represents the evolutionary survival of living matter via
germ plasm in the form of new taxa when the original species itself
did not or could not survive. Conversely, it also covers extinctions —
failure of species or lineages to survive. There is in fact no fun-
damental reason to assume that originations should be related to
geography at all, but biogeographers have evidently believed this for
a long time. Only with cladistic methods do we seem to have found a
method for exploring the idea effectively.

The idea of levels within a system has already been mentioned, and
for each of the above three groups of processes there are two levels to
consider: taxonomic and scale. Ideas about the origin and distribution of
a species, for instance, may be very different from those about a family
or phylum, but not necessarily incompatible. As it happens, geograph-
ical differentiation between lower level taxa is generally much more
pronounced than that between higher level taxa, and in this respect the
first is generally more interesting. Not all higher level grouping is
formally taxonomic however, there being, for example, an extensive
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biogeographical literature devoted to deriving and explaining such
features as diversity patterns (Chapters 3 and 4) and biogeographical
provinces, and these represent statistical groupings of taxa into higher
level assemblages.

The two scales to consider in biogeography are those of time and
space. Scale can only be handled relatively: it is difficult in our current
state of knowledge to give any absolute figures for envisaged processes.
Moreover, by extrapolation from Southwood’s (1977) discussion of
habitats and ecology, absolute values will probably not be the same for
all organisms, but are likely to be related to the size, life style and life
history patterns of individual taxa. This should be borne in mind in the
sections that follow.

2.5.3 Maintenance

Maintenance is basically ecological and the key underlying concept is
that of the geographical range of a taxon, or area over which the taxon is
routinely found, taking into account all its life history stages. For some
organisms like birds, it is usual to distinguish habitat occurrence from
areas of migrant visitation, but the overall area is what matters.
Although the idea is simple, establishing the precise range of an
organism may be difficult, and generally involves some level of approx-
imation or generalization, especially when dealing with fossil distribu-
tions.

I use maintenance to refer to those processes by which a species
maintains its presence within its range, together with those external
processes which effectively determine its overall survival within its
range area. It follows that maintenance processes apply to an organism
within the time span of its own existence, and that they are therefore
relatively short term processes. Ecophysiological responses represent
the shortest term factors, followed by environmental events like tides,
hurricanes, earthquakes and floods. Slightly longer are lunar, seasonal
and annual cycles, human interference and short term climatic fluctua-
tions. All these are readily observable within a human life span, or
evidence of them is otherwise available from human historical records.
We can therefore discover more about the processes involved than we
can about longer term factors. Reproductive and dispersion biology are
also an important part of biogeographical maintenance.

Ideas about maintenance processes are also relevant to understanding
whether the absence of a species at a particular place is due to a
temporary change of conditions (which may also be linked with geo-
logical processes), either because the conditions prior to a disturbance



A perceptual overview 41

event have not yet been restored, or because the prior conditions have
returned but the populations have not yet recovered.

Dispersion. This refers to the routine way in which individual mem-
bers of a species distribute themselves within the current geographical
range of its whole population, not to historical events. Distinguishing
the two however has been a major problem for biogeographers.

Geoecology consists of (1) the behavioural and ecophysiological pro-
cesses by which a taxon maintains its presence within its existing area,
and (2) the environmental factors that favour its presence, when both
are considered on a geographical scale. Obviously there is a feedback
relationship between the two. The ecophysiological side of maintenance
represents an organism’s homeostatic response to the conditions around
it, i.e. its means of surviving in the presence of other organisms and in
relation to physical and chemical environmental factors (Chapters 6 and
9). Ecophysiology is not of itself biogeographical however, because an
organism does not respond to geography per se. It acquires a geograph-
ical dimension only when related to the geographical limits of a taxon’s
environmental tolerances.

Environmental processes operate on every spatial scale from micro-
habitat to global, though itis only the larger scales thatare directly relevant
to biogeography. There is no obvious absolute threshold beyond which
ecological factors can also be called geographical. Even so, the primary
ecological interface is between an organism and its inmediate surround-
ings. Spatially, therefore, this part of ecological biogeography is effec-
tively an integration of these ecological processes on a geographical
scale. This integration might be by direct areal summation of particular
habitats, like rocky shores, forest canopy or reefs, whose separate
occurrences are relatively local. Or the features themselves may actually
be geographical in scale, i.e. the concept of biomes. On the largest scale
are global features like continents and oceans, the tropics, or the poles.

Indeed, latitude itself is often treated biogeographically as if it were a
mega-habitat, especially with respect to latitudinal diversity gradients.
This also applies to other physical parameters like temperature, rainfall,
nutrient levels, altitude, water depth and salinity, or biotic ones such as
primary productivity (Chapter 3). It does not follow however that every
environmental factor has a geographical dimension, and extension of
ecological processes on a geographical scale may in itself be hypotheti-
cal. Vermeij (1978), for example, has argued in favour of geographical
variations in processes like predation, grazing and competition.

It is useful to distinguish the geographical-scale extension of ecology
from the ecological processes themselves, by referring to it as geoecol-
ogy, especially in the applied context of using biogeography for
palaeogeographic purposes (Chapter 14).
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Equilibrium theory and island biogeography (MacArthur and Wilson
1967), has already been mentioned as a major influence on ecological,
evolutionary and biogeographical thinking. In particular, it offers
hypotheses about how organisms colonize and occupy territory, as
discussed in Chapter 15, though it seems to be potentially applicable to
two distinct biogeographical conditions. In the first, it might explain
how one or more species colonize an area previously uninhabited by
those particular species, though other species may be there in the first
place. In the second, it provides hypotheses about how species repopu-
late an area recently devastated by events like a hurricane or forest fire.
But whereas repopulation takes place within the existing geographical
range of the species concerned, and is achieved, presumably, by
dispersion processes (maintenance), true colonization take; place in an
area not previously occupied by the species concerned, and therefore
represents distributional change. In practice, there may be reasons why
confident distinction between colonization and repopulation is difficult,
but the conceptual distinction is clear.

There are two further biogeographical respects in which equilibrium
theory is relevant to maintenance. Firstly, it offers a theoretical basis for
the area effect on diversity, although this is not widely accepted
(Chapter 4), and secondly, through the idea of saturation, it may explain
why species do not always occupy areas that are otherwise apparently
suitable for them (Chapter 9). Equilibrium theory has been applied to
numerous biogeographical and ecological problems, not just to those
relevant to maintenance, and I refer to it again below.

Barriers discussed in the introduction to Part III, are ostensibly an
empirical concept denoting the observed geographical limits of a taxon’s
range. In practice, barriers are really hypotheses because they are mostly
interpretations of distributional limits in terms of particular processes.
Usually these processes are directly or indirectly ecophysiological, as
when barriers are regarded as zones that are unsuitable for inhabitation
by particular organisms, or that prevent migrant passage by the disper-
sal phases of particular organisms. An alternative to such ecophysio-
logical ideas is provided by equilibrium theory through the idea of
saturation preventing further colonization of an area by new species.

Barriers, though ecological in their immediate effect on organisms,
might in turn be related to major geological features like a mountain
range, a hypersaline sea, an isthmus or simply the land/sea interface.
This geological link with ecology introduces a long-term element into
maintenance processes that is an important part of ideas about distribu-
tional change. In this way the barrier concept is also used to reconstruct
earth history from the distribution of fossil organisms (Chapter 14).
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Geoecological assemblages. In the recognition of specific and repeated
ecological assemblages, empirical connection is made between the
presence of particular organisms and the habitat they occupy, whether
on smaller spatial scales, in biomes, or larger global units. The related
idea of provinces (see below) is often defined on the basis of assem-
blages, but here assemblages are interpreted strictly ecologically. The
concept is of great importance in palaeogeography, where more than
any other, it is used to infer ancient ecological environments (e.g. shelf
facies, lagoonal environments, abyssal conditions), which in turn give
clues about past geographical features.

Provinces and provinciality. The idea of biogeographical provinces is
one of the oldest in biogeography (Nelson and Platnick, 1981), but it now
incorporates several different concepts. Firstly, there are provinces that
are based on presence or absence data of taxa alone, either through
identifying regions of endemism (characterized by particular taxa that
occur nowhere else: see Chapter 5), or statistically, as geographical
assemblages. Either way, they can be viewed empirically, or as a
response to particular processes. The processes invoked have either
been maintenance-based (ecological) or evolutionary and long-term. In
fact provinces are not in themselves a process, and do not belong strictly
to the concept of maintenance alone. They are based on patterns
obtained from various methods interpreted in various ways.

A different view of provinces, though one that is not completely
incompatible with the ecological explanation, is to regard them as
regions of endemism, whose characteristic taxa are confined to a
particular region by the same biogeographical barriers (Chapter 5).
Emphasis on endemism however has generally led to historical and
evolutionary explanations of provinces, in which ideas about mechanisms
of distributional change, geology and ecology of barriers, and allopatric
speciation have dominated over pure ecology. A third possible source of
confusion is the restricted use of ‘provinces’ (or ‘realms’) for latitude-
based differences in distributions rather than pure areas of endemism.

Moreover, province concepts have not all been strictly based on
presence or absence, there being a long tradition of combining purely
distributional data with geographical or geological features to provide
convenient lines of demarcation. This is probably due to the fact that the
distribution of organisms is usually a continuum or overlapping mosaic,
and there is often considerable debate about where to draw the lines
when there are conflicting patterns between different biotas. Ways of
overcoming this are reviewed in Chapter 14.

Nevertheless, the concept of provinciality (the number of provinces
present at any one time) has had a very important theoretical role in
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explaining the regulation of biotic diversity (and conversely, extinction
patterns) through geological time. For a review, see Jablonski et al.
(1985).

2.5.4 Distributional change

Distributional change refers to all those processes, such as ‘dispersal’ or
refuge theory, by which distributions of organisms are supposed to
change through time on a geographical scale (Fig. 1.1), assuming thatis,
that they change at all. Generally, these amount to one or other, or
combinations, of ecological or geological processes. Some origination
theories, like those based on jump dispersal, also link distributional
change to evolution, and these are treated under originations in the next
section. I prefer ‘distributional change’ as a general term because (1)
‘dispersal’ has been used to mean so many different things, and (2) it
avoids prior commitment to the special cases of expansion or contraction
of range.

A methodological and conceptual problem posed by the idea is that of
a suitable geographical frame of reference, because we have to bear
continental drift in mind. For example, a taxon may have retained its
exact geographical distribution within a particular continent, but the
continent itself may have moved significantly with respect to other
continents in the course of that taxon’s existence.

Range expansion conceives that the area in which a taxon is distri-
buted lies within a much broader, continuous area of ecologically
favourable conditions. The taxon is conceived as having colonized the
potential areas beyond its initial range over a period of time. Coloniza-
tion might be through an exogenous process, like prevailing winds or
marine currents, that transports members of the taxon into the potential
areas. Such processes might affect the whole population or just
one of its life stages (e.g. larva). Over time, a taxon’s range becomes
extended in the prevailing direction. Alternatively, colonization might
result from endogenous processes, such as its normal means of locomo-
tion. The resulting colonizations might be gradual or phased.

Range expansion is one of several processes invoked by ‘dispersalist’
biogeographers, especially in the specific case of centres of origin. This
has inspired numerous biogeographical maps covered with arrows,
especially before the geographical scale of geological change was fully
realized. Indeed, on an earth whose continents are conceived as
stationary, range expansion models are one of the only ways of
explaining distributional change. More recently, it has been common to
combine such ideas with palaeogeographical reconstructions, leading to
ambiguity as to whether geological events, or range expansion, or both,
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are supposed to be the agents of distributional change. Sometimes, the
palaeogeographical reconstructions used for plotting the ‘dispersal’
routes have themselves been based partly on these inferred routes, so
weakening the conclusions with circularity. Nevertheless, there is a
strong empirical relationship between geological longevity and geo-
graphical range of taxa (Jablonski et al., 1985), even if range expansion,
as usually conceived, is not the real cause.

For these and other reasons, centres of origin and related ‘dispersalist’
models of distributional change have received a great deal of criticism
from vicariance biogeographers. This is discussed in Chapter 1 and Part
IV and there is no need to repeat it here.

Jump dispersal  is generally conceived as a species level process and is
explicitly based on the concept of initial containment by a biogeo-
graphical barrier (Chapter 1). One or a few members of a species are
envisaged as reaching another environmentally suitable area beyond the
barrier through a rare chance event. In fact, some jump dispersal events
are thought to be so rare that the colonizing individual(s) remain in
isolation long enough to speciate (Section 2.5.5). The process is therefore
supposed to operate on all time scales from short-term to historical,
though at the shortest end it blurs with dispersion. Whether historical or
not, the initial barrier is envisaged as remaining for at least a significant
amount of time after the ‘dispersal’ event.

Jump dispersal has also been invoked to explain the process of
biogeographical expansion in connection with the idea of centres of
origin, the argument being that the longer a taxon exists in geological
time, the greater the cumulative effect of its rare dispersal events.

Equilibrium theory and island biogeography has been mentioned already
in the previous section, but is also relevant to distributional change
because it provides a model for colonization of new terrain. It can be
invoked (1) as an alternative to the other models of distributional
change, (2) as an integral part, or (3) as an optional part of some of them.

Earth history  includes geological factors in the broadest, earth science
sense of tectonic, eustatic, climatic or oceanographic (TECO) events, ora
combination of these (Rosen, 1984). However, since biogeography is
concerned with distributions, the geological factors include not just the
events themselves but also the physical geography of the earth in the
past (palaeogeography). Hence palaeogeographical change is widely
regarded as a cause of distributional change. For convenience, I use
‘earth history’ to refer to this combination of events and
palaeogeography.

The simplest notion of earth history as a factor in distributional
change is an empirical one, based on documenting distributional
changes of taxa or assemblages of taxa (including provinces) through
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geological time. It is here that the question already raised about
geographical frames of reference is most relevant. We can either
assume, now unacceptably, that the earth has remained unchanged,
and record distributional data at chosen stratigraphic horizons on the
modern globe, or use palaeogeographic reconstructions for the
appropriate stratigraphic horizon. Since there is always uncertainty
about the accuracy of a palaeogeographic reconstruction, there is a
beguiling objective merit in using the modern configuration of the earth
as a biogeographical frame of reference, even for fossil distributions. In
fact, the logical conclusion of this argument is initially to disregard the
geographical frame of reference altogether and handle distributional
data simply in terms of disconnected, contemporaneous sample points
(Rosen and Smith 1988; Chapter 14).

It is common practice however to plot past distributions on
palaeogeographic reconstructions and then look for empirical evidence
of geological cause and distributional effect. From an applied point of
view, this raises the difficulty that unless this is done in the particular
context of a test or comparison, it prejudges (or obscures) any
palaeogeographical conclusions that might be drawn from the distribu-
tions.

Two important models exist for distributional change in connection
with geological factors in particular (though they might also result from
other factors). (1) Divergence is the division of the range into two or
more disjunct populations, in which case the new disjunct areas might
lie entirely within the boundaries of the preceding one, or outside them.
Divergence is an essential part of the vicariance model of originations
(Section 2.5.5; Part IV). (2) Convergence (or hybridization or intermixing
of previously separate populations or biotas) can take two forms. In the
first (true convergence), the biotas of previously separate regions are
brought into contact with each other while they are still living (contem-
poraneously), and in theory at least they can then also intermix. In the
second, the biotas are brought together, long after they have become
extinct in those regions, through geological events bringing together the
crustal terranes that they once occupied. With respect to terrestrial
biotas, McKenna (1973) has referred to these two models as ‘Noah’s
Arks’ and ‘beached Viking funeral ships’, respectively, and notwith-
standing the choice of metaphors, the concepts also apply to marine
biotas.

Environmental tracking as a response to ecological change. Environmental
tracking refers to the way in which the overall distribution of a species
changes passively in time because of changes in the geographical extent
of the ecological conditions which favour it (Chapter 1). In contrast to
range expansion, or equilibrium theories, environmental tracking envis-
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ages that a taxon is confined to its particular area at a given time by
ecological barriers. At least a part of the new suitable area must overlap
geographically with the previous one long enough for the species to
‘follow’ the environmental shift, otherwise, depending on the detailed
circumstances, the species would either not change its distribution at all,
or become extinct. The idea can be extended to explain how assemblages
and provinces might also change their location through time. Time scale
is hard to define in that ecological conditions change all the time, some
more long-lastingly than others, and often cyclically.

Environmental tracking might result in range expansion (which implies
that environmental tracking is yet another possible explanation of
centres of origin), contraction of range (cf. the idea of refugia), or just a
geographical displacement of a range (i.e. range shift). Boucot (1975) has
illustrated some of these various models in a simple graphical fashion,
reproduced here in Fig. 2.1. Environmental tracking might also result in
divergence or convergence.

Note that with all these ideas of distributional change, there are subtle
conceptual differences with respect to taxonomic rank. The distributions
of the subcategories within a taxon will often differ from that of the
whole taxon which represents a summation of the distributions of its
lower categories. Above the species level, the distribution of a taxon
may change more through the origination of new sub-taxa, than
through a wholesale shift of any of its existing sub-taxa. Thus the
disjunct distribution of a supraspecific taxon may consist of different
species in different non-adjoining areas (a pattern of greater significance
in phylogenetic methods of historical biogeography).

Environmental tracking as a response to the effect of earth history on ecological
change. The processes involved in this model are simply a combination
of the effects of earth history and ecological change (above) in which
TECO events drive the ecological changes which in turn drive the
distributional changes. There are four main ways in which this could
happen. Firstly TECO events could move areas of the earth in and out of
different geoecological zones. Secondly, they could be the direct cause of
areal changes of ecological parameters like sea temperatures, deserts, ice
sheets or shelf seas. Thirdly they could bring ecologically similar regions
together, allowing organisms to swim, float, fly or walk to places that
they could not previously reach by dispersion. Fourthly, they could
divide or fragment a previously homogeneous region by creating hostile
territory (hence barriers) within it — like sea between land masses or vice
versa.

As a model, rather than as a method, the attraction of these geologi-
cal-ecological ideas over the purely geological concept of distributional
change (above) is that it offers a plausible causal link between earth
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history and organic distributions. The disadvantages are methodological
rather than conceptual, because gain in plausibility is offset by loss of
empirical simplicity, a view which is held by cladistic biogeographers in
particular (Chapter 12).

Adaptation of a taxon to different conditions is another idea which is
based on the barrier concept, but envisages that conditions beyond the
existing area of occupation are overcome by adaptation of the taxon in
question, like a shift in its temperature tolerance (Chapter 6). This is
essentially an evolutionary process. Strictly therefore, under the head-
ing of distributional change, only those adaptations that are infraspecific
are relevant. In this model, a species is conceived as being able to change
its environmental tolerances through time. This is different from the
adaptation that can be conceived for supraspecific levels, for which the
tolerances of member species need not change through time, but as new
species appear, their tolerances may differ from earlier forms. This may
result in a net change in the tolerances of the higher taxon. Such
supraspecific adaptation obviously links distributional change with
originations.

2.5.5 Origination

In a biogeographical context, origination refers to those processes, in
which there is also a geographical dimension, that result in the appear-
ance of new taxa. There is no prior reason for causally linking evolution
to geography. However, biogeography has long embraced the idea that
geographical factors, in the form of ecological or geological processes, or
both, are evolutionarily important. In data terms, the geographical
component of originations is the time and place of occurrence of new
species (and, by extension, new higher-level taxa), a subject which is
universally taken to be part of ‘historical biogeography’. Extinctions, as
the converse of originations, should also be included here, though the
exact processes involved may well reflect ‘failure’ of maintenance factors
rather than evolutionary processes sensu stricto (Chapter 8).

As with distributional change, the biogeographical concepts that link
origination with geography are of two kinds. Firstly there are empirical
models by which biogeographers explore their basic data for correla-
tions, using either the geography of the present globe, palaeogeo-
graphical reconstructions, or geographically detached sample points.
Secondly, there are process models mostly built around allopatric
speciation (Chapter 7), and these generally also incorporate one or other
of the various models of distributional change. Any other speciation
model can only have a much more indirect or obscure relationship with
geographical factors.
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Empirical phylogenetic biogeography is based on the idea that phy-
logenetic relationships may be related to geography, either of the
present earth, or in the past, or both. In its purest empirical form, this
approach is based on cladistic methods, and no assumptions are made
as to how or why these relationships might be connected with geo-
graphical factors (see Part IV). The emphasis is simply on the search for
consistent patterns (c.f. transformed cladistics). This is a derivation from
cladistic vicariance biogeography, without the initial proposition of
vicariant allopatric speciation. In this respect, it is not a model at all, in
any explicit sense, though as explained by Hull (see earlier discussion),
there are hidden notions of process even in empirical cladistics.

Vicariance as a response to earth history. Vicariance is now an estab-
lished concept in historical biogeography, though it is not in fact a recent
idea. Originations (allopatric speciation) are envisaged as resulting from
division of previously continuous distributional ranges of a species by
the appearance of a new barrier, i.e. divergence (as covered above under
distributional change). The kinds of event which cause divergences are
taken to be geological in the widest sense (TECO events). These events,
and the resulting divergences and speciations, are all taken to be
temporally interlocked or, if there is a time lag, TECO events must
precede divergence, which in turn precedes speciation. In distinction
from other modes of speciation there must also be correspondence or
direct correlation between the spatial scale of all these events.

There is a tendency to equate the idea of the process of vicariance with
the methods of cladistic biogeography and panbiogeography, as well as
with the ideals of hypothetico-deductive science. Although there are
good historical reasons for this confusion, all three have to be seen
independently from each other. Thus, vicariance is often incorporated
into narratives and dispersal can be inferred from the methods of
cladistic biogeography. As with the pure pattern approach (above),
there are degrees of empirical purism in the application of vicariance
concepts, but it is difficult to imagine a connection between earth history
and vicariance that is not also related to the idea of an ecological barrier,
or just possibly a ‘barrier’ created by equilibrium (saturation) conditions.

Vicariance as a response to ecological change, on its own, or as a result of earth
history events. This differs from the preceding idea in explicitly incor-
porating ecological factors. These models are combinations of ideas
about environmental tracking (Section 2.5.4), and vicariance. Following
divergence, speciation is taken to occur in at least one of the disjunct
populations. This might be due to geological events like continental
fragmentation, or to purely ecological events like loss of habitat in an
intermediate part of a species’ range, or regionally differentiated changes
in predation or grazing patterns. In many cases such ecological changes
may themselves have resulted from geological events.
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Fringe isolation as a response to ecological change is based on the idea
that part of a species’ population becomes isolated at the edge of its
range because conditions are ‘marginal’ and the population in such
areas is ‘stressed’. Speciation is thought to result from such circum-
stances (see Chapters 6 and 7).

Fringe isolation as a response to the effect of earth history on ecological
change is similar to the preceding idea except that geological factors are
also introduced. Many ‘dispersal’ models belong here.

Jump dispersal. These models of origination are simply an extension
of the idea of distributional change by jump dispersal. With sufficient
infrequency, and on a sufficiently long time scale, the process is
envisaged as giving founder individuals or populations plenty of time to
speciate through isolation.

Centres of origin have been treated so fully in the biogeographical
literature that there is little to add here except to make the point that
there is not one model but many, as has already been implied by
reference to this topic under several different headings. As already
mentioned, centres are primarily patterns, not processes. Moreover, as
various authors have pointed out, there seem to be several different
kinds of pattern that qualify for centres of origin.

Geoecology through time takes ecological control of distributions as its
starting point but considers the role of geological factors (TECO events)
through time in changing global and regional ecological patterns. This
combination of geology and ecology is envisaged as a stimulus for
speciations and extinctions, and hence as a diversity regulator. Jablonski
et al. (1985; see also Chapter 8) give numerous examples. Its time scale is
historical, though this kind of biogeography is not usually referred to as
‘historical biogeography’, probably because of its ecological emphasis.
The evolutionary component is general in the sense that it addresses
extinctions, diversities and originations of major clades or major eco-
logical assemblages, usually statistically. It is therefore concerned with
higher taxonomic levels than vicariance or fringe isolation models and
illustrates well the application of the concept of levels in biogeography.

In the first place, geoecology is empirical in its interest in correlations
between temporal and spatial taxonomic data with geological conditions
and events. In practice, it usually also incorporates a whole range of
process assumptions drawn from evolutionary ecology (such as equilib-
rium, competition, niche theory, resource partitioning). It considers
geology (via ecology) as an evolutionary driving force, not so much in
the vicariance sense, but as a cause (through natural selection, presum-
ably) of adaptations in organisms or in whole clades. For discussion of
the application of equilibrium theory on a historical time scale see, for
example, Mark and Flessa (1977, 1978), Cowen and Stockton (1978) and
Carr and Kitchell (1980).
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2.6 LEVELS, AND THEIR IMPLICATIONS FOR HISTORICAL
PATTERNS

At this point, I draw together the discussions of previous sections in
order to answer the question, ‘what are historical patterns?’ Earlier, I
concluded that historical patterns were those that have been obtained in
the search for historical biogeographical events, whether or not such
patterns are actually historical in origin. Conversely, a historical pattern
may be any pattern that has an inferred historical content, whether or
not the aim of the original investigation concerned was historical.

This left the question, what is meant by ‘historical’? In Section 2.4.3, I
summarized the three main preoccupations of what is traditionally
referred to as historical biogeography: understanding distributions
(pure biogeography), and using patterns of distributional change to
infer TECO events and palaegeography (part of applied bio-
geography). The problems of time-scale for this aspect of applied
historical biogeography are discussed in Chapter 14. Here I concentrate
on the biogeographical system itself.

There is no simple way of establishing an absolute time-scale for
defining what is historical in biogeography. For the many biogeog-
raphers who have studied distributions in the context of originations,
‘historical’ implies an evolutionary time scale (whether or not one
accepts that originations are actually linked to geographical factors).
Some notion of an absolute figure for an evolutionary time-scale can be
derived from estimates of species’ longevities based on the fossil record.
These vary from group to group and range from 1-2 Myr in insects,
mammals, trilobites and ammonites to 20-27 Myr in Foraminifera, with
an approximate mid-point for all organisms of 7.5 Myr. (Stanley, 1979).

On the other hand, many historical biogeographers are also con-
cerned with distributional change, whether or not this actually occurs in
any of the ways that biogeographers envisage, and whether or not there
is actually any link with originations. The time-scale of distributional
change can obviously be anything from short-term to long-term, where
long-term would be comparable to an evolutionary time-scale. Much
distributional change conceivably occurs within the time span of a taxon’s
existence, and some is sufficiently short-term to be observable.

Taxonomic level also has a bearing on what is historical. The biogeo-
graphical history of subspecific categories like demes and clines may
represent the preliminary phases of allopatric speciation or evolution in
action (Chapter 7), and would have to be regarded as short-term if we
use the above species-level criterion.

It is therefore difficult to go beyond an intuitive concept of defining
‘historical’ as broadly long-term, qualifying this where necessary by
reference to the three main groups of processes already discussed (Table
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2.1), and taxonomic level. Maintenance processes in general however,
can reasonably be excluded from historical biogeography, though many
of these processes are also incorporated into ideas about long-term
distributional change.

Historical biogeography has usually carried with it an implicit notion
of large spatial scale, i.e. the geographical scale of regions, large scale
geological units, global patterns, etc. Relevant processes are those that
(1) act on this scale (e.g. continental drift), or (2) have a possible geo-
graphical component (e.g. vicariance), or (3) are the net outcome or inte-
gration of smaller scale processes on this geographical, rather than local
scale (e.g. the geographical expression of an ecophysiological tolerance
to drought or temperature).

A final relevant point arises from the neo-/palaeobiogeographical
distinction made earlier. From a neocentric point of view, non-historical
processes would largely be those that are happening now and observ-
able, whilst historical processes would be those that happened in the
past, or that are acting gradually on the historical time-scale above.
Historical processes are mostly not directly observable. From a
palaeocentric point of view, all processes that have a bearing on a past
distribution have occurred in the past and none can now be observed
(except in a general uniformitarian sense). It is useful nonetheless to
maintain the neocentric distinction of scales in palaeobiogeographical
studies. Thus short-term processes would be those that are contempor-
aneous with a particular distribution at a particular geological time, and
long-term processes would be those that were, in effect, antecedent to
that geological time (Table 2.1). It is also important to recognize however
that, in a palaeobiogeographical context, the study of short-term factors
(like palaeoecology) is broadly ‘historical’ because the biogeographical
events supposedly resulting from them lie in the distant past.

2.7 SUMMARY AND CONCLUSIONS

(1) ‘Pattern’ is an ambiguous word, but here I regard patterns as
representational. They are distinct from the real truth which in
many cases might be ‘unknowable’.

(2) Science is a formalization of everyday psychological processes by
which we understand the world. This understanding consists of
chains of perceptions. Perceptual processes affect all stages of an
investigation from our observations, through the patterns we find
in our results, to the interpretation of these results. Perceptions are
broadly the same as hypotheses. At any point along the chain,
consciously or otherwise, we develop a particular perception/
hypothesis through the filter of other perceptions along the chain.

(3) Perceptions consist of interpretations that range in rigour from
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informal narratives through models to rigorous and testable
hypotheses. Following Gregory (1981), perceptions are inductive
and probabilistic, and ultimately psychological and subjective. De-
duction only works within this inductive framework. Gregory
rejects Popper’s view that this subjectivity invalidates the power of
induction, arguing that whatever the demands of pure logic, the
reality of learning and understanding in general, and of science in
particular, is that it is inductive. Science works pragmatically on
what is probably true, rather than by searching only for what is
absolutely true.

Thus demands for greater use of hypothetico-deductive methods in
biogeography, while justifiable in their own right, emphasize only
a part of scientific methodology and misleadingly diminish the
value of the rest. Note that although the inductionist approach
generally recognizes the importance of hypothetico-deduction, the
reverse is not true because of the particular arguments used to
underpin the supremacy of hypothetico-deduction.

Nevertheless, whatever one’s position on the induction/deduction
controversy, there is no doubt that biogeography has suffered from
not being explicit or rigorous enough about its assumptions and
methods. To complement the efforts of hypothetico-deductivist
biogeographers to overcome this defect, I have concentrated here
on perceptual aspects of biogeographical methods, advocating in
particular a more explicit and integrated approach to modelling
the biogeographical system.

The biogeographical system can be thought of as consisting of three
groups of processes: maintenance, distributional change and ori-
gination, with the different constituent processes acting at different
levels (spatial scale, temporal scale, and taxonomic rank).

Adopting a perceptual view, historical patterns in biogeography are
therefore those that result from methods used to investigate
historical processes, as well as those obtained in other ways but
used for this same historical purpose. For the purposes of this
broad definition, it does not matter if the method or investigation is
temporarily or ultimately unsuccessful in its historical aim.

Thus, for any particular geological horizon, including the present,
historical patterns are those that demonstrate (or appear to de-
monstrate) long-term changes in distributions of organisms,
together with those that relate (or appear to relate) such changes to
long-term causal mechanisms. Long term processes are primarily
evolutionary, but include geological and ecological factors either in
their own right or in conjunction with evolutionary processes.
Because investigation of short-term processes in a palaeontological
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context (e.g. palaeoecology) can also be regarded as ‘historical’ in a
broad sense, there is a need to distinguish antecedent and contem-
poraneous influences on distributions. Broadly, long-term
processes are antecedent with respect to a particular geological
horizon, including the present day.

(9) In an applied context, historical patterns are those in which
distributions of organisms are used to infer non-biogeographical
processes that act on a long-term time scale, these being most
commonly geological and geoecological processes, usually in the
context of reconstructing geological history (TECO events and
palaeogeography).

(10) What remains are patterns that arise from the investigation of
short-term processes. For any particular geological horizon,
including the present, these demonstrate (or appear to
demonstrate) short-term changes in distributions of organisms, or
relate (or appear to relate) such changes to short-term causal
mechanisms, principally ecological factors. They also include
geological factors either in their own right or in conjunction with
ecological processes, and in this respect ecological and historical
biogeography overlap. Broadly, short-term processes are
contemporaneous with respect to a particular geological horizon,
including the present day.
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CHAPTER 3
Species diversity

J. H. BROWN

3.1 INTRODUCTION

Ever since 19th century European naturalists first visited the New and
Old World tropics, biogeographers have been intrigued by the enor-
mous latitudinal variation in the richness of plant and animal species. A
simple explanation eluded Wallace, Bates, Darwin, Humboldt and the
other great naturalists of the last century. In the intervening hundred
years, biogeographers, ecologists, and palaeontologists have identified
many other spatial and temporal patterns of species diversity, but the
latitudinal gradient from the teeming richness of the tropics to the stark
barrenness of the poles remains one of the most striking features of the
distribution of life on earth — and one of the least well understood.

The goal of the present chapter is to describe the major features of
geographic variation in the diversity of species and to evaluate the
various hypotheses that have been proposed to account for these
patterns. To document the patterns is a relatively simple task. Many of
the spatial gradients in species richness have long been apparent to
naturalists, although only in the last few decades have they been
quantified by rigorous studies. To explain these patterns is another
matter. Numerous alternative, but often not mutually exclusive,
hypotheses have been proposed. Few of them have been unequivocally
supported or rejected, either by logical arguments or empirical data. The
relative merits of these hypotheses have been debated by biogeo-
graphers for over a century, and they remain one of the greatest sources
of controversy and challenge for current practitioners of the discipline.

The failure to explain adequately the variation in numbers of species
from place to place over the earth’s surface does not reflect the ineptness
of biogeographers. After all, the problem stymied Darwin and Wallace,
who made great progress in resolving other questions relating to the
diversity of living things. Instead, it testifies to the magnitude and
complexity of the problem. Biogeography is a discipline that does not
stand in isolation, but is closely dependent on related fields, such as
ecology, palaeontology, systematics and evolutionary biology. The
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essential contributions of all these disciplines is nowhere more apparent
than in the effort to explain the patterns of species diversity.

3.2 DEFINITION AND MEASUREMENT

Ecologists, even more than biogeographers, have struggled to under-
stand spatial variation in the abundance and distribution of species. In
this endeavour ecologists have encountered the two problems of defini-
tion and quantification.

3.2.1 Diversity indices

The first problem is how to assess diversity. Not only does the number
of species differ between regions, but the relative abundances of the
species vary as well. In addition, patterns of diversity have changed
over time as discussed by Marshall (Chapter 8). Motivated by the
consideration that a biota composed of a few common and many rare
species would in some important sense be less diverse than one
composed of an equal number of species which were all equally
abundant, ecologists have devoted considerable effort to developing
various indices of diversity that combine both the number of species and
their relative population densities in a single number. The most fre-
quently used are the Shannon-Wiener Index,

H' = - 2 piAnp;
i=1

and the Simpson Index,

D=1/ i piZ
i=1

in both of which p; represents the fractional abundance of the ith
species. The derivation, properties, and uses of these indices are
discussed thoroughly in the ecological literature (Peet, 1974; Pielou,
1975; Whittaker, 1977).

Although the utility of diversity indices in ecology can be debated,
their value in biogeography is very limited for at least four reasons.
Firstly, the accurate data on population densities needed to calculate the
indices are not usually available for species on a geographic scale.
Secondly, the distribution of abundances within different biotas tends to
be quite similar. Although the same specific species—abundance rela-
tionship may not characterize all assemblages, virtually all floras and
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faunas are comprised of a few common species and many rare ones (e.g.
Preston, 1962; Williams, 1964; May, 1975). The result is that most indices
give values that are very closely correlated with each other and with the
total number of species, S. Thirdly, although some ecologists are
inclined to discount the importance of species of low abundance, rare
species usually are as interesting to biogeographers as common ones.
Many of the rare forms are highly restricted endemics that may give
important clues to the biogeographic history of regions, as discussed in
Part IV of this book. Finally, problems of differential preservation of
fossil forms make it particularly hazardous to apply these indices to
extinct biotas, and especially to compare them to extant faunas and
floras. (See Chapter 8 for a discussion of problems in estimating changes
of diversity over geological time scales.) For these reasons biogeo-
graphers usually are required to quantify diversity simply in terms of
species richness, S, but it is easy to justify this practice on scientific
grounds. Consequently, in the remainder of this chapter I shall make no
distinction between species richness and species diversity.

3.2.2 Spatial scale of measurement

The second problem that ecologists have grappled with — the spatial
scale on which diversity is measured and compared — must be of equal
concern to biogeographers. Ecologists have defined a set of terms to
classify this scale: ‘alpha diversity’ for diversity within a local site or
ecological community; ‘beta diversity’ for spatial turnover in species
composition between sites; and ‘gamma diversity’ for differences in
biotic composition between widely separated sites, such as different
continents. Despite efforts to make these classifications precise and
quantitative (Whittaker, 1977, Wilson and Shmida, 1984), ecologists
have not been able to overcome the problems inherent in dividing an
apparently continuous range of spatial variation into discrete units. As
discussed in Chapter 4, diversity increases with size of the area
sampled, and the quantitative nature of this species-area effect is due
largely to the nature of the underlying heterogeneity in the physical
environment.

In this chapter I shall avoid this ecological terminology, but it must be
remembered that all measures of species richness are highly dependent
on the spatial scale of sampling. For example, owing largely to the area
and distance effects discussed in Chapters 4 and 15, large regions will
tend to contain more species than small ones, and nearby areas tend to
be more similar in diversity than widely separated ones. Biogeographers
must take the complexities of spatial scale into account if their compari-
sons and the inferences that they draw from them are to be rigorous.
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Whenever possible I shall illustrate my points with examples from the
work of investigators who have made concerted efforts to sample equal
areas with comparable methods.

3.3 THEPATTERNS

More species live in some regions than others. The distribution of
organisms over the earth is neither random nor uniform. As pointed out
in Chapter 9, it has become fashionable to challenge the existence of
patterns and to subject purported patterns to statistical tests against null
or random hypotheses. Nevertheless, it is easy to document highly
non-random geographic variation in species richness.

3.3.1 Geographic gradients

Four features characterize much of this variation. First, it is closely
correlated with variation in physical characteristics of the earth’s surface:
with such variables as latitude, elevation, aridity, salinity, water depth,
and so on. Effects of these physical fac*ors in limiting distributions of
organisms is also evidenced in the relationship between adaptations and
climatic variation discussed in Chapter 6. Secondly, number of species
varies gradually and incrementally with variation in these physical
variables, so these patterns are justifiably referred to as gradients of
species diversity. Thirdly, these trends are characteristic of nearly all
kinds of organisms: plants, animals, and microbes. The few taxa that are
exceptional are not sufficient to cast doubt on the generality of the
patterns, but they may eventually contribute to an understanding of
what causes the patterns. Fourthly, it is easy to show statistically that
many of these gradients are highly non-random patterns. Simple
regression techniques are sufficient to demonstrate highly significant
relationships between number of species and the physical environmen-
tal variables. Similar relationships can be found independently in
different taxa in the same gradient within the same region and in the
same taxa in the same kind of gradient in different regions.

Below, I review some of the best examples of geographic gradients of
species diversity.

Latitudinal gradients

The dramatic increase in the diversity of living things from the poles to
the equator is perhaps the most striking pattern in biogeography. This
biotic variation is closely correlated with an equally pronounced physical
gradient in solar radiation, temperature, seasonality, and other factors



Table 3.1. Latitudinal gradients in richness in various taxonomic groups

Taxon Region Lati-  Rangein Source
tudinal species (or
range  generic)
richness

Land mammals North America  8-66°N 160-20 Simpson, 1964;
Wilson, 1974

Bats North America 8-66°N  80-1 Simpson, 1964;
Wilson, 1974

Breeding land North America 8-66°N 600-50 Cook, 1969;

birds MacArthur, 1972

Reptiles United States ~ 30-45°N  60-10 Kiester, 1971

Lizards Northern 20-67°N  20-1 Arnold, 1972
Hemisphere

Lizards United States 30-45°N  15-1 Schall and Pianka, 1978

Snakes Northern 20-67°N  25-2 Arnold, 1972
Hemisphere

Amphibians United States 30-45°N  40-10 Kiester, 1971

Anurans Northern 20-67°N  15-1 Arnold, 1972
Hemisphere

Marine fishes California coast 32-42°N 229-119 Horn and Allen, 1978

Papilionid New World 0-70° 80-3 Scriber, 1973

butterflies

Papilionid Old World 0-70° 50-4 Scriber, 1973

butterflies

Sphingid moths South America ~ 0-50°S 100-2 Schreiber, 1978

Ants South America 20-55°S 220-2 Darlington, 1965

Calanoid Atlantic coastof 25-50°N  80-10 Fischer, 1960

crustacea North America

Gastropod Atlantic coastof 25-50°N 300-35 Fischer,1960

molluscs North America

Bivalve molluscs Atlantic coastof 25-50°N 200-30 Fischer, 1960
North America

Permian Northern oceans 10-55°N  80-40 Stehlietal., 1969

brachiopods

Hermatypic Western Pacific ~ 0-30° 45-0 Stehli and Wells, 1971
corals (genera)

Hermatypic Northwestern ~ 20-40°N  20-0 Stehli and Wells, 1971
corals (genera)  Atlantic

Planktonic World oceans 0-70° 16-2  Stehli, 1968
foraminifera

Trees Eurasia 45-70°N  12-2 Silvertown, 1985
Orchids New World 0-66°S 2500-15 Dressler, 1981

(South America)
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(e.g. Schall and Pianka, 1978). Although the rate of increase in species
richness with decreasing latitude varies greatly among different taxono-
mic groups, the qualitative trend is almost universal for the highest
taxonomic categories (Table 3.1). In most groups, it is only at the level of
orders and families that conspicuous exceptions begin to appear, and
even these are in the great minority. Nevertheless, it is incontrovertible
that some groups, such as penguins and sandpipers, are most diverse at
very high latitudes, whereas others, such as coniferous trees, ichneumo-
nid wasps (Janzen, 1981), salamanders, and voles (Rose and Birney,
1985) have most of their species in the temperate zones.

Elevational gradients

Just as the change of physical conditions with altitude resembles in
many respects the variation with latitude, so the decreasing diversity of
most organisms with increasing elevation mirrors in most respects the
latitudinal gradient of species richness (Yoda, 1967; Kikkawa and
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Figure 3.1 Variation in bird species diversity in elevational gradients in New
Guinea (from Kikkawa and Williams, 1971) and on the Amazonian slope of the
Andes in Peru (from Terborgh, 1977). The data were collected in different ways
so they should not be compared quantitatively, but note that both studies show
qualitatively similar decreases in diversity with increasing elevation.
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Williams, 1971; Terborgh, 1977). Although the elevational diversity
gradient is less well documented than the latitudinal one, it is probably
just as general and there are some excellent examples (Fig. 3.1). Because
relationships between organisms and climate appear to be evolutionarily
constrained (Chapter 6), many of the same exceptional taxa (e.g.
conifers, voles, and salamanders) that attain their greatest species
richness at temperate or arctic latitudes also reach their greatest diversity
at intermediate to high elevations on tropical and temperate mountains.

Aridity gradients

Although it is common knowledge that deserts support fewer species
than more mesic regions at comparable latitudes and elevations, there
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Figure 3.2 Variation in plant species richness as a function of elevation on a
desert mountain, the Santa Catalina Mountains of Arizona (plotted from data in
Whittaker and Niering, 1975). Note that the highest diversity occurs at in-
termediate elevations, because of the limiting effect of aridity at low elevations
and of temperature at high elevations.
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has been little careful quantification of variation in species richness
along aridity gradients (but see Brown, 1973; Whittaker and Niering,
1975; Brown and Davidson, 1977). One problem is that variation in
moisture availability is often correlated with other factors, such as
elevation and proximity to seacoasts, that complicate the interpretation.
For example, on the mountains in the south-western United States and
other desert regions plant species attain their highest diversity at
intermediate elevations (Fig. 3.2). This is commonly interpreted to
reflect the antagonistic influences of aridity and elevation (primarily
temperature), but it is difficult to isolate the separate effects of these
variables.
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Figure 3.3 Variation in diversity of several kinds of marine organisms as a
function of salinity in the Baltic Sea (from data in Segerstrale, 1957). Note that as
salinity decreases from normal sea water (35 %o) at the mouth of the Baltic to
almost fresh water in the Gulf of Finland, all groups of marine organisms
decrease in species richness, but at different rates.
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Salinity gradients

In several coastal regions marine organisms encounter local gradients of
decreasing or increasing salinity. Almost invariably, diversity declines
as the concentration of dissolved solutes deviates from normal sea
water, approximately 35%. (Fig. 3.3; Segerstrale, 1957; Kinne, 1971).
Diversity of freshwater species also declines once concentrations exceed
about 2%o. One consequence of these relationships is that estuaries and
other brackish habitats where sea and fresh waters meet typically have
low species diversity, although these waters may be highly productive
and support dense populations of some species (Kinne, 1971).

Depth gradients

In aquatic environments, both marine and fresh water, diversity gener-
ally decreases with increasing depth. Because this is also usually a
gradient of decreasing temperature, it invites comparisons with eleva-
tional gradients on land. However, the comparisons are misleading,
because light and seasonality also decrease and pressure increases with
water depth. In most bodies of water depth patterns are further
complicated by the fact that the greatest diversity occurs not in the
shallowest waters, but some distance below the surface (Fig. 3.4;
Vinogradova, 1959; Sanders, 1968; Rex, 1981).
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Figure 3.4 Variation in species richness with depth in two groups of benthic
marine invertebrates, molluscs and polychaetes (after Rex, 1981). Note the
curvilinear pattern in both groups, with low diversity on the continental shelf
and abyssal depths and greatest richness at intermediate depths on the
continental slope.
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Island-mainland gradients

Small, isolated islands almost invariably support fewer species than
local sites of comparable size and habitat on nearby mainlands. As many
biogeographers and ecologists have noted, this generalization applies
not only to true islands of land surrounded by water, but also to almost
all small, isolated patches of habitat that are separated from other, larger
patches by environments that constitute barriers to dispersal. This
pattern is treated in much more detail in Chapters 4 and 15, but it is
relevant to any general treatment of species diversity.

Other spatial gradients

There are many other gradients of species richness: with depth in the
soil; light intensity in caves; temperature in thermal springs and
hydrothermal vents; concentrations of both nutritious and toxic sub-
stances in soil, water, and air; frequency or intensity of physical disturb-
ance by storms, fires, and other agents (for additional examples see
Sousa, 1984; Begon et al., 1986). Many of these patterns are expressed
primarily on small spatial scales, so they have been studied more by
ecologists than biogeographers. Nevertheless, since they, too, embody
complex ecological and evolutionary relationships between the number
of species and spatial variation in the physical environment, they are
directly relevant to any attempt to evaluate alternative general explana-
tions for patterns of species diversity.

3.3.2 Temporal patterns

Species diversity varies in time as well as in space. Like the spatial
patterns, the temporal variation is expressed over a wide variety of
scales. At the risk of oversimplifying, I shall claim that patterns of
increase in species richness following a major disturbance tend to be
qualitatively similar, independent of spatial and temporal scale. Thus

Figure 3.5 Increases in diversity in empty environments with time following
disturbance. (a) Recolonization of small mangrove islands by arthropods follow-
ing removal of the entire fauna (after Simberloff and Wilson, 1970). (b) Buildup
of insect and bird species in successional habitats following clearing of forest and
abandonment of cultivated fields (from data in Brown and Southwood, 1983 and
Johnston and Odum, 1956, respectively). (c) Evolution of mammalian families
during the Cenozoic following the mass extinction of reptile groups (after
Lillegraven, 1972). Note that all of these curves have qualitatively similar
trajectories, with diversity increasing rapidly and then stabilizing at a level close
to or somewhat below the maximum.
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recolonization of artificially emptied islands (Simberloff and Wilson,
1969, 1970; Chapter 15), ecological succession on sites disturbed by
natural agents such as fire, flood, or volcanic eruption (Dammermann,
1948; Johnston and Odum, 1956; Odum, 1969; Bazzaz, 1975; Fridriksson,
1975; Simon and Dauer, 1977; Brown and Southwood, 1983), and
adaptive radiations in the fossil record (Lillegraven, 1972; Knoll, 1986;
Chapter 8) all suggest that number of species initially increases rapidly
and then almost levels off or in some cases decreases (Fig. 3.5).

Whether diversity would continue to increase if the environment were
to remain constant is an intriguing theoretical question. In reality,
however, the natural world is never really constant; it is continually
perturbed by disturbances of varying frequency and magnitude. Exam-
ples of catastrophic disruptions in the fossil record are given in Chapter
8, and the ecological literature is filled with examples of more local and
transitory disturbances (e.g. Sousa, 1984). Since these perturbations often
cause extinctions and hence temporary reductions in diversity, the
diversity of any region reflects a balance between the effects of the most
recent and severe perturbations and the rate of regeneration of diversity
through colonization and speciation. Consequently, any attempt to
explain spatial gradients in diversity must also consider the magnitudes
of the most recent disturbances, the times since these events, and the
dynamics of extinction (Chapter 8), colonization (Chapter 15), and
speciation (Chapter 7).

3.4 HYPOTHESES

Numerous hypotheses or theories have been advanced to account for
the geographic patterns of species diversity. Some of the most frequent-
ly cited ones are outlined briefly below:

3.4.1 Time since perturbation

Low diversity has often been attributed to historical changes on either
ecological or geological time scales that have eliminated or at least
prevented the establishment of species. Regions may still be ‘undersatu-
rated’ if there has not been sufficient time for colonization and specia-
tion to produce a rich biota adapted to present conditions. There are
many variations on this theme. The latitudinal gradient has long been
attributed to the effects of Pleistocene glaciation and climatic change
causing wholesale extinctions in polar and temperate latitudes, whereas
the tropics were thought to have offered relatively constant environ-
ments that permitted the survival of many taxa (Fischer, 1960; Fischer
and Arthur, 1977; Stanley, 1979; Chapter 8). Other explanations for
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latitudinal and other gradients invoke more recent disturbances such as
storms, fires, floods, and volcanic eruptions. There are abundant
examples that such perturbations operate on ecological scales to reduce
diversity by causing local extinctions and initiating or resetting succes-
sional processes. Sanders (1968, 1969), put forward the stability-time
hypothesis to account for the purported effects of both seasonal and
longer-term perturbations in preventing the build-up of as much diver-
sity in temperate waters and on shallow continental shelves as in
supposedly more stable tropical latitudes and deeper continental slopes
farther offshore (but see the critique of Abele and Walters, 1979).

On the other hand, the exact opposite argument — that disturbance
(either physical, such as storms and fires, or biological, such as preda-
tion or herbivory) of intermediate magnitude and frequency actually
promotes diversity by not allowing sufficient time for competitive
exclusion to occur — has been advanced by Connell (1978) and others
(Darwin, 1859; Jones, 1933; Paine, 1966, Grubb, 1977; Lubchenco, 1986).
For example, to explain the species richness of trees in tropical forests,
Connell (1978) and Hubbell (1979, 1980; Hubbell and Foster, 1986) have
suggested that fairly frequent natural disturbances, high rates of seed
and seedling predation (Janzen, 1970), extremely similar resource re-
quirements, and long lifespans act in concert to prolong resolution of
competitive interactions and result in high diversity, non-equilibrium
assemblages.

3.4.2 Productivity

Because the greatest species richness typically occurs in highly produc-
tive habitats (e.g. tropical rain forests and coral reefs), several investiga-
tors have suggested mechanisms by which increased energy availability
tends to result in proliferation of different species rather than increased
populations of existing species (Hutchinson, 1959; MacArthur, 1965,
1972; Brown, 1973; Brown and Gibson, 1983; Wright, 1983). In general,
these explanations all suggest that more productive environments are
able to support more specialized species. Because these specialists have
smaller populations per unit of productivity, they are subject to high
rates of extinction and unable to persist in unproductive environments.
Such specialists are also able either to use resources that are not
sufficiently abundant to support any species in unproductive habitats,
or to use abundant resources more efficiently than generalized species
so that many specialists can exclude a few generalists when productivity
is sufficiently high. However, any general theory attributing diversity to
productivity must account for the well-documented decrease in species
richness that accompanies certain increases in productivity, such as
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those owing to nutrient pollution of marine or freshwater habitats,
natural eutrophication of lakes, and fertilization of pastures (Whiteside
and Harmsworth, 1967; Rosenzweig, 1971; Tilman, 1982; Abramsky and
Rosenzweig, 1983).

3.4.3 Habitat heterogeneity

Correlations between species richness and various measures of physical
habitat structure (MacArthur and MacArthur, 1961; MacArthur et al.,
1966; Pianka, 1967; Rosenzweig and Winakur, 1969; Cody, 1974, 1975)
have stimulated formation of hypotheses to explain relationships be-
tween these two variables. In Chapter 4 it is suggested that spatial
heterogeneity may largely account for the positive relationship between
species richness and area sampled. These correlations imply that physic-
al structure directly facilitates coexistence because the species are able to
tolerate different physical conditions, take refuge from their enemies,
and reduce competition by exploiting different resources. The ecological
literature is filled with examples showing that when diverse species
coexist in heterogeneous environments, they often differ from their
competitors and avoid their predators by specializing on different
components of habitat structure (Begon et al., 1986; Chapter 9). On the
other hand, lack of physical habitat structure may not limit the develop-
ment or maintenance of high diversity on a geographic scale. Hutch-
inson (1961) coined the term ‘paradox of the plankton’ to focus attention
on the many species of small aquatic organisms that coexist in water
masses with seemingly little structural heterogeneity (but see p. 84).

3.4.4 Favourableness

Environments that support diverse species appear to have mild physical
conditions that could be tolerated by many species that do not occur
there. In contrast, habitats that are depauperate in species often have
harsh and/or unpredictable physical conditions that require special
adaptations and would be extremely stressful to most species that occur
in other regions (Chapter 6). Ecologists and biogeographers have
struggled to understand the basis of these relationships and to define
‘favourableness’ and ‘harshness’. Most concepts of favourableness have
been somewhat circular: harsh environments are those that cause
physiological stress, and conditions that cause stress are those that an
organism does not encounter in the environment where it normally
occurs. Terborgh (1973) and Brown (1981) have attempted to define
favourableness and harshness more rigorously by recognizing that these
terms involve implicit interspecific comparisons; i.e. favourableness
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must be judged not by the response of the native, presumably well-
adapted species, but by the ability of alien species to tolerate the
physical conditions. Thus, Terborgh pointed out that favourable en-
vironments are common and geographically widespread. In a similar
vein, I noted that harsh environments are not only physically extreme,
but also small, isolated, and ephemeral; not only are rates of coloniza-
tion low, but also rates of extinction, even for native, well-adapted
species, tend to be high. These problems are explored in more detail
later.

3.4.5 Niche breadths and interspecific interactions

It has often been suggested that, compared to organisms at higher
latitudes, tropical species show the following characteristics: (1) are
limited less by physical factors and more by biotic interactions; (2) are
affected less by intraspecific and more by interspecific interactions; (3)
overlap more in their requirements and compete more intensely; (4) are
more specialized and compete less intensively; (5) have such similar
requirements and competitive abilities that interactions are resolved
only very slowly; (6) are kept in check by such intense predation that
they compete less; (7) have fewer, but more specialized predators,
parasites, and pathogens; (8) are involved in more obligate mutualistic
interactions with other species (Dobzhansky, 1950; Paine, 1966; Janzen,
1970; Connell, 1975, Menge and Sutherland, 1976, Hubbell, 1980;
Hubbell and Foster, 1986). These conjectures are extremely difficult to
evaluate rigorously, because of problems in measuring niche variables
(see discussion of niche concepts, p. 148) and comparing the intensity of
interspecific interactions in widely separated regions where the poten-
tially confounding effects of other variables cannot be held constant. For
example, temperate species may indeed be able to tolerate a wider range
of temperatures or fewer kinds of parasites than their tropical relatives,
but the significance of these differences is difficult to evaluate when the
temperate forms also encounter more temperature variation and fewer
parasite species in their environment.

3.4.6 Origination and extinction rates

It has often been suggested that geographic gradients of diversity can be
attributed to differences in colonization, speciation, or extinction rates
(Rosenzweig, 1975). For example, many of the recent attempts to explain
the high species richness in lowland wet tropical forest have invoked
high speciation rates (Janzen, 1967; Haffer, 1969; Prance, 1978, 1982b).
Despite the recent popularity of these ideas, there are few direct data to
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support them. Climatic change (Chapters 6 and 10), habitat fragmenta-
tion (Chapter 10), and other perturbations that might influence species
dynamics are being increasingly well documented. However, as pointed
out in Chapter 8, actual rates of origination and extinction are difficult to
measure accurately.

3.5 EVALUATION OF HYPOTHESES

3.5.1 Levels of explanation

Any attempt to evaluate the various hypotheses must recognize that
they are not necessarily independent or mutually exclusive of each
other. On the contrary, those listed above differ fundamentally in the
level at which they attempt to explain observed patterns. Some hypoth-
eses offer primary explanations in the sense that they try to account
directly for the effects of the physical variables that characterize the
diversity gradients. Other hypotheses provide only secondary or terti-
ary explanations, because they are couched in terms of biological
properties of organisms, such as the breadth of niches, the intensity of
interspecific ecological interactions (Chapter 9), or the rates of speciation
(Chapter 7). These are indirect responses of organisms to the physical
factors that ultimately cause the diversity gradient. This distinction
between levels of explanation was made by Pianka (1966; see also
Hutchinson, 1959; Brown, 1981), but it has been ignored by many
subsequent investigators and much confusion has resulted.

- The ultimate cause of all deterministic patterns of species diversity
must be variation in the physical environment. To understand why this
must be so, ask why there are more species in the tropics than in the
temperate zones. The answer must be either by chance alone or because
the physical characteristics of the regions differ in the present or have
differed in the past. As mentioned above, there are those who would
explain the higher diversity in the tropics in terms of specialized species,
more intense competition (or predation), or higher speciation rates (or
lower extinction rates). These could all be true, but what is it about the
tropics in particular that causes these attributes of organisms to be
different? If the physical environments have always been identical, then
the organisms would differ only by chance. Therefore, the highly
non-random differences in the biotas must ultimately be attributed to
differences in the past or present physical environment.

This is not to say that niche relationships, interspecific interactions,
and speciation and extinction rates are not important parts of the
explanation of diversity gradients. Indeed, our knowledge will remain
incomplete until we understand the dynamic relationships between the
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characteristics of the extrinsic physical environment that determine its
capacity to support organic diversity and the intrinsic biological proces-
ses that generate and maintain species richness. However, we must
recognize that the biological processes play a secondary role, and they
come into operation only in response to primary differences in the
physical setting.

3.5.2 Equilibrium

To what extent are the diversity and composition of contemporary biotas
responses to current conditions, and to what extent are they the legacy
of historical events? The recent interchange of ideas between biogeogra-
phy, ecology, evolution, palaeontology, and systematics has hardly
resolved this difficult problem, but it has helped to put it in clearer
perspective. Since the 1960s, most of the investigation of species
diversity has been done by ecologists. The small-scale, open communi-
ties that most ecologists study were usually assumed to be close to an
equilibrium between opposing rates of local immigration and extinction.
MacArthur and Wilson (1963, 1967) extended these ideas to a larger scale
in their theory of island biogeography, which is discussed in Chapter 15.
Later, the concept of the species equilibrium was generalized (Wilson,
1969; MacArthur, 1972) and applied widely to biogeography at all scales
(Flessa, 1975; Rosenzweig, 1975; Brown, 1981; Brown and Gibson, 1983;
Hoffman, 1985a). Although they were criticized with increasing fre-
quency (Sauer, 1969; Carlquist, 1974; Wiens, 1977; Gilbert, 1980), the
elegantly simple steady-state models stimulated a great deal of produc-
tive research. Like many good scientific ideas, however, they often
sowed the seeds of their own destruction. Because the equilibrial models
made robust, qualitative predictions, these were soon tested and fre-
quently falsified (Brown, 1971; Diamond, 1972, 1975).

Limitations of equilibrial models of species diversity have become
apparent. Perhaps most importantly, they obscure the important rela-
tionship between the intrinsic processes that tend to move a system in a
constant environment toward some steady state, and the extrinsic
perturbations that tend to prevent the system from ever attaining such
an equilibrium. It is becoming increasingly apparent that in many
systems the frequency and magnitude of these disturbances is so great
that species diversity and composition is constantly changing, even in
local ecological communities that are open to relatively unrestrained
immigration (Wiens, 1977; Brown, 1987). There is equally good evidence
that patterns of diversity on a geographic scale reflect continuing
adjustments to changes in the extrinsic environment. For example,
Brown and Gibson (1983) give several examples of native species that
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have greatly expanded their ranges within the last two centuries in
response to changes in habitats caused by human activities.

3.5.3 History

Present conditions and historical perturbations have often been ad-
vanced as alternative explanations for particular patterns of diversity.
However, there is no logical reason why contemporary and historical
explanations must be mutually exclusive. On the contrary, there is every
reason to expect that they will be intimately interrelated, in part because
biotas interact with the contemporary environment even while they are
still responding to changes in the past, and in part because environ-
ments that are different today were probably also different in the past
(Croizat, 1964; Brooks, 1986). There is irrefutable evidence that some of
the variation in species richness must be attributed to historical events.

The most unambiguous cases are provided by isolated habitats that
have been in existence only since the late Pleistocene, little more than
10 000 years ago. These include both continental islands that were once
joined to the mainland by land bridges and distinctive patchy habitats
that were formerly broadly interconnected. The number and composi-
tion of species on these islands reflects their historical connections as well
as their present isolation. For example, Diamond (1972, 1975) has shown
that islands that are currently separated from New Guinea by such
shallow seas that they were connected by Pleistocene land bridges have
more bird species than islands of comparable size, habitat, and distance
from New Guinea that are separated by such deep straits that they were
never connected. Furthermore, the Pleistocene land bridge islands are
inhabited by certain species that are absent from the oceanic islands,
presumably because they are poor over-water colonists. Lawlor (1983)
has documented a very similar situation in the small mammals inhabit-
ing the land bridge and oceanic islands in the Gulf of California. These
Pleistocene land bridge islands provide good examples of how historical
perturbations can promote diversity.

Insular biogeography also provides excellent examples of historical
legacies of reduced diversity. On the Indonesian islands of the Krakatau
group species richness of taxa that are poor over-water colonists is still
depressed as a consequence of a volcanic eruption that caused the
extinction of virtually all life in 1883 (Fig. 3.6, Whittaker et al., 1984;
Thornton 1986). Similar effects of the more recent eruption of Mount St.
Helens are described in Chapter 15. I have shown (Brown, 1973) that
historical events are necessary to explain why some isolated localities in
the south-western United States have fewer rodent species than ex-
pected on the basis of geographic variation in current environmental
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Figure 3.6 Effects of the eruption of Krakatau on the recolonization of islands
by birds and mammals as shown by deviation from regional species—area
relationships. The diversity on islands sterilized by the eruption of 1883
(unshaded circles) is compared with the richness on islands not disturbed by
major volcanic eruption within recorded history (shaded circles). Note that
birds, which are notoriously good over-water colonists, have built up compara-
ble numbers of species on both disturbed and undisturbed islands. This is true
even for Anak Krakatau, which was devastated by recent eruptions in 1952 and
1957. In contrast, mammals, which are poor over-water colonists, still show
reduced diversity on all disturbed islands, three of which have had a century to
be recolonized. From data in Thornton (1986) and other sources.

conditions, which quite adequately account for most of the variation in
species richness in less isolated regions.

These and many other examples from island biogeography are suf-
ficient to demonstrate unequivocally that historical perturbations pro-
foundly affect contemporary local patterns of species diversity. It is
much more difficult to attribute any of the major diversity gradients
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mentioned above simply to the legacy of history. Virtually all regions of
the earth have experienced major, periodic climatic changes during the
Pleistocene, but it is not easy to explain why the effects of these
perturbations on diversity have been more severe in some regions than
others. Certain climatic zones and habitats have been much contracted
in the past compared to their present extent, but this is true of those,
such as tropical rain forest, that support very high numbers of species
(Chapter 10), as well as those, such as temperate coniferous and
deciduous forest, that contain many fewer species. It is also apparent
that long time periods may be required for the re-establishment of
diversity following climatic and geological changes. For example, recol-
onization of northern North America by tree species following the
retreat of glacial ice and warming of the climate has occurred at different
rates in different species, has required most of the last 10 000 years in
some species, and may still be continuing in others (Bernabo and Webb,
1977; Betancourt, 1986; Davis, 1986; see also Silvertown, 1985). When
speciation, as well as colonization, is involved in the regeneration of
diversity following a severe environmental perturbation, the imprint of
history may potentially last for a very long time. For example, speciation
seems to be necessary for large lakes to build up diverse fish faunas,
because only a small number of species typically colonize lakes from
rivers and streams. Consequently the Great Lakes of North America
appear to be depauperate because they have had only a few thousand
years to acquire species following Pleistocene glaciation, whereas in
contrast the Great Lakes of central Africa have been in existence for
millions of years and they have accumulated diverse fish faunas largely
as a result of speciation (Fryer and Iles, 1972; Barbour and Brown, 1974).
Despite some well-documented examples, historical explanations for
diversity patterns are usually very difficult to test. This is perhaps best
illustrated by the fact that the two main historical hypotheses for high
diversity in the tropical Amazon Basin use directly opposite logic. The
older idea was that the lowland tropical forest habitats represented very
stable environments that were relatively unaffected by the geological
and climatic events of the Pleistocene that caused extinction, prevented
recolonization, and thereby reduced diversity at higher latitudes. In
contrast, the more recent Pleistocene refugium hypothesis (Haffer, 1969;
Chapter 10) argues that the climatic perturbations of the Pleistocene
were pronounced in the Amazon Basin and that these were an indirect
cause of high diversity. Alternating cycles of dry and wet climate are
now thought to have caused the periodic retraction of rain forest to form
isolated patches separated by savanna vegetation. These temporary
forest refugia have been hypothesized to have stimulated high rates of
speciation, contributing to the build-up of diversity in such different
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taxa as birds, frogs, butterflies, and trees. Recently, however, Endler
(1982a) and Lynch (Chapter 10) have pointed out serious problems with
this hypothesis.

Note that a logical consequence of this refugium hypothesis is that the
effect of forest fragmentation in enhancing speciation rates sufficiently
outweighed the expected effect of reduced forest area in increasing
extinction rates (Chapter 8) so that the climatic perturbations resulted in
a net increase rather than an equally possible decrease in species
diversity. Just the opposite effect of Pleistocene climatic change has
classically been invoked to account for the low diversity in polar regions
(Fischer, 1960; Fischer and Arthur, 1977). The effect of glaciers and
cooler temperatures is hypothesized to have caused the restriction of
high latitude forms to isolated refugia, where higher extinction than
speciation rates resulted in the loss of many species.

Clearly, if it is theoretically possible for either stable or changing
climates to promote high diversity, and if climatic perturbations could in
theory cause either higher or lower diversity, it is difficult to frame and
test unambiguous hypotheses about the effect of historical climatic
changes. With hindsight, it is distressingly easy to concoct ad hoc
scenarios that are consistent with almost any set of observations. As we
shall see later, it is not sufficient to show that speciation or extinction has
occurred as a result of isolation of populations in Pleistocene refuges; it
is necessary to demonstrate that one of the processes has predominated
to cause a net increase or decrease in diversity.

3.5.4 Favourableness

Most diversity gradients are correlated with variation in the contempor-
ary physical environment, and those environments that support the
greatest variety of species tend to have generally similar physical
conditions. On land the most diverse habitats are tropical rain forests,
which are warm but not too hot, wet but not waterlogged, and not
subject to great seasonal variation. Coral reefs, the most diverse marine
habitats, are also relatively warm and aseasonal. Both are extremely
productive and support high biomass as well as high species diversity.
In contrast, habitats with low species diversity typically have extreme
physical conditions (swamps, hot springs, and caves), and often they
are also subject to wide fluctuations in abiotic factors (estuaries, tempor-
ary pools, deserts, and tundra). As indicated in Chapter 6, organisms
have only limited capacity to evolve fine-tuned adaptations to deal with
such unpredictably varying environmental stresses. Many, but by no
means all such areas are insular: small, spatially isolated patches of
habitat that differ markedly from surrounding environments. Some of
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them are unproductive (caves, deserts, and tundra), but others are
highly productive (hot springs, salt marshes, and estuaries).

This suggests a direct causal relationship between physical environ-
mental variables, such as temperature, moisture, light, and salinity, and
the capacity to maintain diverse species. That is, some environments
appear to be inherently more ‘favourable’ than others. As pointed out
earlier, biogeographers and ecologists have long struggled to develop a
non-circular, rigorous, operational definition of favourableness so that it
can be used to make predictions and test hypotheses.

History and favourableness

I shall depart somewhat from previous treatments by suggesting that
history holds the key to developing a useful definition of favourable-
ness. Living things have special properties and requirements because
they share histories in common environments and constraints owing to
common ancestry. Thus environmental conditions that are favourable
for a particular taxon reflect both environmental history and evolution-
ary constraints. The history of the environment and the constraints on
different lineages of organisms are not independent. Each taxonomic
group has a history of restriction to a limited geographic region, and its
structural and functional attributes reflect adaptations to conditions in
that region (Chapter 6). These acquired constraints tend to limit a
lineage to a restricted range of environments, and hence to inhibit
expansion of the taxon into other regions with different environmental
conditions.

Although the climate and geology of the earth has changed through-
out the history of life, in many respects the present distribution of
environmental conditions reflects historical conditions. For example, at
present and for the last hundreds of millions of years the frequency
distribution of aquatic environments has been bimodal with respect to
salinity; there has been a lot of ocean, a moderate amount of freshwater
lake and stream habitats, and relatively few estuaries and hypersaline
lakes. This is reflected in the bimodal distribution of species richness of
aquatic invertebrates as a function of solute concentration (Fig. 3.7;
Kinne, 1971). A similar plot for fishes would show a qualitatively similar
pattern (Nelson, 1984). The present distribution of species diversity
reflects the current distribution of aquatic environments, because aqua-
tic habitats have a similar distribution now as in the past. If all the waters
in the world had been either as fresh as Lake Superior or as saline as the
Great Salt Lake (approximately seven times the concentration of sea
water) until ten or 10 000 or even 10 000 000 years ago, the pattern of
aquatic species diversity would undoubtedly be very different from
what it is today.
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Figure 3.7 Estimated diversity of aquatic invertebrates throughout the world
as a function of salinity (after Kinne, 1971). Note that the pattern is bimodal,
with distinct peaks corresponding to fresh water (<2%o) and sea water (30—
40%o).

The influence of evolutionary constraints on contemporary distribu-
tion and diversity is illustrated by those exceptional groups that attain
their greatest diversity at higher latitudes rather than in the tropics. I
shall choose the voles (the subfamily Microtinae of the large rodent
family Muridae), but I could equally well choose pines or penguins,
salamanders or seals. Voles are most diverse in temperate to arctic
habitats (Rose and Birney, 1985), because they are adapted to these
environments. They have acquired morphological, physiological, and
behavioural specializations to tolerate the physical conditions, exploit
the plant food resources, take advantage of the mutualistic microbial
symbionts, withstand the competitors, and avoid the predators, para-
sites, and pathogens. Their attributes reflect a history of confinement to
high latitudes and of adaptive response to the unique physical and biotic
environments of these regions. They have migrated, been isolated,
formed new species, and become extinct as a result of glaciation and
climatic change during the Pleistocene, but they have remained in cold
climates because they are adapted to cope with them; and because they
have been restricted to these conditions, their adaptations to them have
been reinforced.

This may sound circular, but it is not. It is simply an expression of the
positive feedback loops that tend to make for conservatism in evolution,
ecology, and biogeography. The constraints of evolutionary history are
only relative, not absolute. Indeed, some species of temperate North
American mammals (but not voles) have managed to evade their
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constraints sufficiently to colonize South America since the completion
of the interamerican land bridge about three million years ago. Some of
these have since begun to speciate and diversify, giving rise to new
South American lineages adapted to the regional conditions (Marshall et
al., 1982; Marshall, 1985).

Insularity and favourableness

Such an historical interpretation of favourableness would seem to
account for the low diversity in a wide variety of insular environments.
The unusual physical conditions and spatial isolation of these habitats
make them difficult to colonize. Their small size and often ephemeral
existence cause frequent extinctions among the few species that manage
to inhabit them. This combination of low colonization rates and high
extinction rates tends to prevent the build-up of a diverse, well-adapted
biota.

Under certain circumstances, however, insularity may tend to in-
crease rather than decrease species richness. Sometimes the degree of
isolation may be just sufficient to cause such high rates of speciation that
they outweigh the combined effects of low colonization and high
extinction. This appears to be the cause of some spectacular insular
radiations, such as the genus Drosophila on Hawaii (Williamson, 1981;
Carson and Yoon, 1982) and the cichlid fishes in the lakes of central
Africa (Fryer and lles, 1972). The Pleistocene refugium hypothesis to
explain the diverse biota of the Amazon Basin (see p. 76, Chapter 10;
Haffer, 1969), is another example in which a special combination of
insular conditions is supposed to have resulted in increased species
richness by causing high rates of speciation.

In general, however, these are exceptional examples and diversity on
islands and insular habitats is low. For example, despite the large
number of species of Drosophila and a few other taxa, the overall richness
of the Hawaiian biota is much less than in a comparable area and climate
on any continent. A delicate balance of present and past conditions
seems to be required for sufficient speciation rates to generate high
diversity in insular environments. Although these conditions may be
met for a few taxa inhabiting certain islands, they are usually so
restrictive that they do not cause high overall species richness. The
Pleistocene refugia hypothesis may be an important exception to this
generalization, but current evidence hardly provides unequivocal sup-
port for it (Chapter 10).

I note parenthetically that habitat fragmentation can normally be
expected to decrease local or ‘alpha’ species diversity. If, however, it is
maintained for sufficient time for speciation to occur in the fragmented
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areas, it will tend to increase large-scale or global diversity. Thus the fact
that approximately 39% of the world’s 21 500 fish species inhabit
freshwater habitats even though these account for less that 1.5% of the
earth’s aquatic surface area (Nelson, 1984), can be attributed to the
speciation of fishes in small, isolated areas of fresh water. Local diversity
of fish species within lakes and streams is typically lower than in marine
habitats of comparable temperature and productivity. Fusion of former-
ly long-isolated regions or habitat patches should generally have the
opposite effect; so if Gondwanaland were reunited, a substantial num-
ber of species would become extinct, but local diversity would increase
because the surviving species would overlap more in their geographic
ranges.

Productivity and favourableness

The unfavourableness of other low diversity environments such as
tundra, desert, and the deep sea can hardly be explained by their
insularity. These environments are extensive, and I am not aware of any
hard evidence that they have experienced any more turbulent or
transitory histories than forests or shallow coastal waters in temperate or
tropical latitudes. In trying to account for these patterns, Hutchinson
(1959) asked why, if some taxa, such as polar bears and cacti and
anglerfish, were able to inhabit these environments and adapt to their
severe conditions, were they so limited in their ability to speciate and
other groups so unable to colonize that diversity remained low? Hutch-
inson suggested that the answer lay in one common feature of these
spatially and temporally extensive, but low diversity environments: they
are unproductive. Primary productivity and standing crop biomass are
much less than in equally extensive but more species-rich habitats. The
low productivity can be attributed to ‘harsh’ physical conditions: lack of
water in deserts; cold, and extreme seasonality of solar radiation in arctic
tundra; and low temperature and absolute darkness in the abyssal
depths.

To explain why these conditions limit productivity, we must again
invoke history and evolutionary constraints. This time, however, the
constraints are fundamental limitations on the structure and function of
all living things: photosynthesis requires sunlight; cellular activity must
occur in an aqueous medium; rates of biochemical reactions increase
exponentially with increasing temperature, but the chemical bonds in
proteins and other organic molecules become increasingly unstable as
temperatures exceed 45-50°C. These constraints are not absolute.
There are microbes (and sometimes other organisms) that have at least
partially circumvented all of them: to fix energy from sulphur com-
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pounds by chemosynthesis; to survive complete desiccation; to grow
under the ice in permanently frozen Antarctic lakes; and to live in hot
springs where temperatures may exceed 70°C (Brock, 1985; Stetter,
1986). Occasionally, as in the case of hot springs and hydrothermal
vents, these alternative systems are able to achieve high productivity
that supports local ecological communities of moderate diversity (Gras-
sle, 1985; Jannasch and Mottl, 1985). However, they require such special
physical conditions that they do not form the basis of geographically
widespread, highly productive ecosystems based on alternative modes
of biophysical and biochemical function.

It is still necessary to explain why high productivity may contribute to
the maintenance of high species richness. As outlined earlier, there is
not necessarily a positive relationship between productivity and diver-
sity. Under what circumstances is increasing productivity and biomass
divided among increasing numbers of species rather than simply among
more individuals of a few species? The general answer appears to be,
whenever there is a ‘cost of commonness’ (F. Hopf, pers. comm.). More
than one mechanism may cause negative effects as population size
increases. If there is a trade-off between less efficient use of a wide range
of resources and more efficient exploitation of a narrow range, then a
few species of abundant generalists would tend to be replaced by many
species of less common specialists as productivity increases. If common
organisms are more susceptible than rare ones to predators, parasites,
and pathogens, then as productivity increases enemies will tend to
facilitate the addition of new species rather than the further increase of
those already present. Because both of these mechanisms depend
largely on the ability of relatively rare species to invade and persist, and
they are only likely to do so if they can maintain sufficiently large
population sizes to avoid extinction, total population size and areal
extent of productivity are likely to be at least as important as local
population density and productivity per unit area.

This is essentially the reasoning used by Wright (1983) to develop
what he calls species-energy theory. Species richness is conceived as
being promoted by total productivity (not productivity per unit area) on
a spatial scale sufficient to maintain populations of the rarest species.
Thus islands of similar size but different productivity (because of
differences in latitude, for example) would be predicted to have different
diversity and so would islands of different size with the same productiv-
ity per unit area, because in both cases the island with the greater total
productivity would be able to support more species. Because of the
trade-offs associated with the cost of commonness, more diverse com-
munities should in general be characterized by species that are more
specialized, both in their resource requirements and in their rela-
tionships to other species.
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Conclusions about favourableness

Thus, those aspects of contemporary environments that make them
‘favourable’ and able to support large numbers of species cannot be
understood without a knowledge of both the history of these environ-
ments and the evolutionary constraints that limit the tolerances and
requirements of their inhabitants. Attributes of contemporary organ-
isms, including the composition, distribution, and diversity of entire
biotas, reflect their unique histories, including the histories of the
environments where they have lived. In this most basic sense, the
explanation of all patterns of diversity must be both historical and
ecological.

3.5.5 Habitat heterogeneity

It is difficult to evaluate whether habitat diversity is a cause or merely a
correlate of species richness. The latter is so well documented as to be
incontrovertible, but the high productivity that is characteristic of most
species-rich habitats also tends to result in complexity of physical
structure. Tropical rain forests and coral reefs provide the most drama-
tic, but by no means the only, examples. It is also clear that in these
structurally diverse habitats, coexisting species often appear to
specialize and to avoid competitive exclusion by differential use of the
physical structure (Chapter 9). For example, bird and epiphytic plant
species are typically confined to particular vertical strata in tropical
forests (Terborgh, 1980, 1985) and numerous fish and invertebrate
species are absolutely dependent on holes, caves, or similar physical
refuges in coral reefs (Molles, 1978; Sale and Dybdahl, 1978; Sale, 1979).
Experimental studies in which habitat structure has been manipulated
but other variables have been controlled have shown changes in the
composition and diversity of species (Rosenzweig, 1973; Sale and
Dybdahl, 1975; Molles, 1978). These responses can be attributed to the
fact that individual species have evolved varying degrees of dependency
on structural components of the environment, just as they may require
other physical and biotic conditions for their existence.

It is not clear, however, to what extent structural complexity is
necessary for the development and maintenance of large-scale geo-
graphic patterns of species diversity. If habitat diversity directly pro-
motes species richness, then we should not only expect to find highly
productive but structurally simple and species-poor habitats; we should
also find evidence for alternative hypotheses, such as past perturbations
or harsh physical conditions, insufficient to account for the low number
of species in these environments.

In addition, we should expect a different division of biomass and
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numbers of individuals among species, since the number of species but
not the numbers of individuals per species would be limited by
requirements for particular structures. Despite the large literature on
species—habitat and species—abundance relationships, I am not aware of
any strong evidence of this sort. If anything, the high diversity of some
open-water habitats (Hutchinson, 1961; Hayward and McGowan, 1979;
McGowan and Walker, 1979) suggests that physical structural complex-
ity may not be essential for the accumulation of many species. On the
other hand, recent studies in both limnology and oceanography have
documented surprising microspatial heterogeneity in what had once
been assumed to be large, uniform water masses (Wiebe, 1982; Harris,
1987; Reynolds, 1987). Exactly how this structural diversity may solve
‘the paradox of the plankton’, however, remains to be determined.

I suspect that structural diversity can best be thought of as another
component of favourableness. Most organisms are evolutionarily con-
strained to require physical structures to grow on, live in, or provide
refuges from their enemies. Most productive environments have long
provided a variety of such sites and shelters. In the sense that present
requirements reflect past requirements for and availability of certain
conditions, diverse structural elements are another component of
favourableness that promotes species richness.

3.5.6 Interspecific interactions

As pointed out above, biological attributes of organisms cannot provide
a primary explanation for patterns of diversity. Faunas and floras reflect
long histories of interaction between organisms and their environment.
Other organisms are important features of the environment, and the
different ways that interspecific interactions can affect geographic dis-
tributions and species diversity are discussed in Chapter 9. But the
presence or absence of other species and the outcome of interspecific
interactions must ultimately be determined by physical factors. Two
regions that have had identical physical conditions throughout their
histories will not, except by chance, differ in diversity; therefore it
follows that two regions that differ systematically in diversity must also
differ in their present or past physical environments.

The build-up and maintenance of species richness obviously depends
in large part on the structure and dynamics of interactions among the
coexisting species. But despite an extensive literature (e.g. R. H. Mac-
Arthur, 1955; May, 1973;]. W. MacArthur, 1975), the relationship between
species diversity and community stability remains poorly understood.
For one thing, even simple pairwise interactions may have sufficiently
complex dynamics so that in temporally and spatially variable environ-
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ments they are not resolved either rapidly or predictably. For example,
theoretical analyses suggest that extreme similarity between competing
species can greatly prolong the expected time to exclusion (Caswell,
1982), and coexistence can further be prolonged by spatial heterogeneity
(Horn and MacArthur, 1972) and temporal fluctuation (Huston, 1979;
Chesson, 1986). Community ecologists are also coming to realize the
inadequacy of direct, pairwise models of interspecific interaction. Both
theoretical treatments and empirical studies indicate that the organiza-
tion of diverse biotas must be viewed in terms of realistically complex
networks of direct and indirect interactions that link the dynamics of
many species (Brown et al., 1986). Community ecology has much to
contribute to understanding species diversity on all scales including
biogeographic ones, but clear, satisfying answers cannot be expected
immediately.

3.5.7 Species dynamics

In a very important sense the diversity of biotas is a consequence of the
dynamics of the species units. Species richness can be increased only
through colonization from another biota or by speciation, and it is
decreased only through extinction. Thus the diversity of a biota is a
direct consequence of the rates of species’ origination and extinction.
However, failure to understand the implications of these species dyna-
mics has led to much confusion in the effort to explain patterns of
species diversity.

Some investigators have failed to recognize that differences among
regions in rates of origination and extinction are not simply intrinsic
properties of biotas. Species dynamics are consequences of the size,
spatial and temporal distribution, and genetic structure of populations,
and these ultimately are caused by spatial and temporal variation in the
physical environment. Any complete explanation of differences be-
tween regions in rates of origination and extinction must invoke the
history of refuges, barriers, disturbances, and other physical characteris-
tics. Some taxonomic groups (clades) may indeed exhibit different rates
of speciation, colonization, and extinction. But these are dependent not
solely on the intrinsic attributes of the taxa, but on the interaction
between these biological traits and the physical environment in which
they occur.

A more serious problem is that many investigators have implicitly
assumed that the rates of species origination and extinction are indepen-
dent, so that high diversity can be attributed to some factor that
enhances speciation while the extinction rate remains unchanged, or
vice versa. To see why this assumption may be incorrect, consider the
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Figure 3.8 Graphical equilibrium models of species dynamics. (a) Increase in
species richness to approach the species equilibrium, 5, in an initially empty
environment as a function of time since disturbance. (b) Variation in the rates of
speciation (or colonization) and extinction with the number of species present
resulting in a stable species equilibrium, 5. (c) Increasing speciation rate or
decreasing extinction rate (dashed lines) increases the equilibrium diversity from
Sp to S; if the other rate remains constant and to S, if both rates change
simultaneously. (d) If an increase in speciation rate is compensated by an
increase in extinction rate the result can be little or no change in diversity from
the equilibrium, Sy, despite more rapid turnover of species. See text for further
explanation, and MacArthur and Wilson (1963, 1967), Wilson (1969), and
MacArthur (1972) for derivation of these or similar models.

close analogy between species dynamics and population dynamics.
Speciation and birth are multiplicative processes, colonization of species
is analogous to migration of individuals, and extinction and death are
irreversible losses. Just as the population densities of different species
may bear little or no relationship to their birth rates, so the species
richness of different regions may bear little or no relationship to the
speciation rates in those regions. Just as any kind of ‘density-
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dependence’ in population dynamics will cause the death rate to vary
positively within the birth rate, any kind of analogous ‘diversity—
dependence’ will cause positive covariance of extinction and speciation
rates.

This is easiest to visualize in an equilibrial model (Fig. 3.8; MacArthur
and Wilson, 1967; Wilson, 1969; Chapter 15), in which habitats or
regions have a ‘carrying capacity for species’ analogous to the carrying
capacity for individuals in logistic and other models of density-
dependent population growth. The fact that changes in diversity as a
function of time since a major perturbation often resemble logistic
population growth curves (Fig. 3.5) provides empirical support for such
a model. But the carrying capacity need not remain constant and biotas
need not be near equilibrium for species-dependence to operate. Some
regions may differ in species richness largely because they have differ-
ent histories of disturbance so they are in different positions on a
species build-up curve (Fig. 3.8a) after having been temporarily per-
turbed from equilibrium (Fig. 3.8b). On the other hand, the rapid
build-up of diversity to near original levels following many kinds of
perturbations (Figs. 3.5 and 3.6a) suggests that many systems spend
most of their time near the equilibrium species richness. When a region
is near its carrying capacity for species, a change in either some of the
organisms or in their abiotic environment that increases speciation rate
without affecting extinction rate will result in increased diversity; so will
a change that decreases extinction rate while leaving speciation rate
unchanged (Fig. 3.8c).

I suspect, however, that many changes in organisms or their extrinsic
environment that alter speciation (or extinction) rates are accompanied
by a compensating change in extinction (or origination) rates, so that the
equilibrium species richness is little changed. Thus Knoll (1986) presents
evidence that suggests that when one plant lineage acquired adaptations
that increased its speciation rate, the diversification of such a clade was
often accompanied by increasing extinction rates in other clades, which
Knoll attributes to competition. The result was that for long periods of
geological time land plant diversity remained relatively constant (close
to an implied equilibrium) despite major shifts in the composition of
taxonomic groups. Similarly, one could imagine that habitat fragmenta-
tion owing to climatic change might increase the speciation rate of some
kinds of organisms but increase the extinction rates of others, with the
result that whether species diversity ultimately increased, decreased, or
remained nearly constant would depend on whether and how the
carrying capacity for species was affected. In some such cases diversity
might remain very similar despite higher turnover of species owing to
increases in both speciation and extinction rates (Fig. 3.8d).
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3.6 CONCLUSIONS

This has been a brief, and necessarily simplified review of a very large
and diffuse subject. In contrast to some authors, I have devoted only a
little attention to problems of how to measure species diversity. These
are important, but conceptually relatively straightforward. Refinement
and standardization of methodology should make future studies more
rigorous, but I do not believe that the most challenging questions hinge
on how to define or measure species diversity.

The geographic patterns of diversity have been described fairly
briefly. Some of these may still be controversial, but most of them have
been recognized for decades and recent work has only served to
document them more convincingly. Most of these patterns can be
characterized as gradients of diversity, because the number of species
varies relatively continuously with geographic variation in physical
environmental variables, such as temperature, solar radiation, air or
water pressure, soil water potential, and solute concentration of water.
Some of the gradients, such as those with respect to latitude, elevation,
and water depth, reflect simultaneous variation in several different and
potentially important physical factors.

Most of the chapter has been devoted to evaluating the numerous
hypotheses that have been proposed to explain the patterns. These
include: time since perturbation, favourableness, productivity, habitat
heterogeneity, interspecific interactions, and rates of speciation and
extinction. These diverse explanations are difficult to treat systemati-
cally, because they are not alternative hypotheses in the sense that they
are necessarily mutually exclusive. On the contrary, some offer different
levels of explanation ranging from primary effects of differences in
present or past physical environments to the higher-level, biological
processes, such as interspecific interactions or the dynamics of specia-
tion and extinction.

In evaluating these hypotheses, I have tried to raise and clarify the
questions, rather than provide definitive answers. The patterns may be
well documented, but complete mechanistic explanations must await a
better understanding of ecological and evolutionary processes and their
interacting effects on biogeographic spatial scales. In evaluating the
various hypotheses, I have focused on the problems: logical inconsisten-
cies, hidden assumptions, circular arguments, use of the same process
to explain opposite patterns and vice versa, and lack of independence
between different processes. In order to overcome these problems,
biogeography, like all disciplines, could certainly benefit from increased
analytical rigour. To a large extent, however, the confusing state of these
hypotheses simply reflects the fact that they have been contributed by
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diverse kinds of investigators trying to extend their limited tools and
experience to grapple with one of the most complex problems in
science.

There has been real progress, as shown by the studies reviewed here
and in the other chapters in this book. We are beginning to understand
the causes, as well as the correlates of geographic variation in species
richness. It is becoming increasingly clear that both historical events and
ecological processes must be part of any complete explanation of any
pattern of diversity. On the one hand, ecological conditions, both
present and past, determine the capacity of regions to support species,
the barriers to dispersal that inhibit colonization and promote specia-
tion, the population sizes and structures that affect probabilities of
speciation and rates of evolution, and the selective agents that promote
adaptive evolutionary change. On the other hand, the attributes of each
species reflect the unique history of its phylogenetic lineage, and the
composition of each biota reflects the unique history of the region where
it occurs and its relationships to other regions that have been the source
of colonists. To account adequately for geographic patterns of diversity
will require an understanding of geological history, past and present
physical environments, phylogenetic history and evolutionary con-
straints of the taxa, the dynamics of species origination and extinction
processes, and the ecological relationships of species with both their
physical environment and other kinds of organisms.

The present resurgence of interest in biogeography has led to great
expectations, but these are likely to be fulfilled only if the discipline
becomes increasingly interdisciplinary. We cannot hope to understand
completely the diversity of life and its distribution over the earth until
we completely understand the history of the earth, the history of its
inhabitants, and the relationships between the various kinds of plants,
animals, and microbes and their biotic and abiotic environments. This is
a tall order, but it makes for an exciting future.
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CHAPTER 4

Relationship of species number
to area, distance and
other variables

M. WILLIAMSON

4.1 INTRODUCTION

It is common knowledge that different species have different distribu-
tions worldwide, and this remains true at all spatial scales. In general,
both the centre of distribution and the spread around the centre are
different for each species, as can readily be seen in any atlas of
distribution. The consequence of this is that, again in general, larger
areas will contain more species than smaller areas. However, the
species—area relationship is not simply a reflection of different distribu-
tion patterns. As will be seen, it can also arise from sampling a set of
species all with the same distributions but with different abundances.

In this chapter I shall first describe the phenomena, the shape of the
species—area relationship and its variability, and then consider the main
explanations that have been put forward to explain these results. This
involves some discussion of the mathematics of sampling, and of the
patterns of abundance shown in ecological communities, and of what is
often, rather curiously, referred to as island biogeography theory,
namely the equilibrium theory of MacArthur and Wilson (1963, 1967;
Chapter 15). Other theories that explain the patterns of biogeographical
distribution, both on islands and in general, involve a consideration of
the nature of environmental heterogeneity and of the geometrical
patterns called fractals. These theoretical considerations are influenced
by three phenomena that affect almost all aspects of biogeography:
sampling, dispersal and evolution.

Although data on area and species number are those most often
reported and indeed the easiest to obtain, both can be regarded as
secondary variates. The number of species reflects the population
dynamics of the individual species, encompassing the four primary
processes of birth, death, immigration and emigration (Kostitzin, 1939;
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Williamson, 1972). Although MacArthur and Wilson have been de-
scribed as using an area per se hypothesis (McGuinness, 1984), they used
area in lieu of better information: “More often area allows a large
enough sample of habitats, which in turn control species occurrence.
However, in the absence of good information on diversity of habitats,
we first turn to island areas” and “Neither area nor elevation exerts a
direct effect on numbers of species; rather, both are related to other
factors, such as habitat diversity, which in turn controls species diver-
sity”’ (MacArthur and Wilson, 1967, pp. 8, 20). In Section 4.5, I consider
what is known about the quantitative effect of variables other than area,
linking back to the diversity of explanations of the species—area rela-
tionship.

Biogeography, in all its aspects, relates the distribution of individuals
and species to the variability of habitats in space and time. It is arguable
that the study of the species—area relationship provides one of the best
approaches to studying habitat variability, of quantifying it, and so of
indicating the effect of habitat heterogeneity on species distribution and
the structure of ecological communities. I will consider this possibility in
the final section of this chapter.

A somewhat comparable species—area relationship is found with
insects on plants (Strong et al., 1984a). However, while one variable here
is the number of species, the other is not the area, but the area occupied
by a given plant taxon. That is, the plot shows the number of insects on
different plant taxa, the abundance of each plant taxon being measured
by the area of its distribution. A clear indication that such plots are
different from the standard biogeographic species-area plots is that,
quite often, many of the plant taxa have no insect species at all in the
group studied. For instance in the British Umbelliferae (Apiaceae) 44
species have no Agromyzid dipterous flies feeding on them, while only
18 species do have Agromyzids. This chapter is not the place for any
further discussion of this interesting but distinct phenomenon, except to
say that the explanations offered for it by Strong et al. (1984a), and the
conclusions they draw, match the conclusions of this chapter quite well.

4.2 DESCRIPTION OF THE PHENOMENA

4.2.1 The shape of the relationship

It has been known to botanists at least since the 1920s, both that the
number of species increases systematically in samples of larger area, and
that the rate of increase of species number decreases with progressively
larger area. That is, the curve of species (on the ordinate) against area
(on the abscissa) flattens off (Goodall, 1952; Williamson, 1981). That is,
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the curve has the shape shown in Fig. 4.3, though the axes there are
logarithmic, and in the curve being discussed here arithmetic. It is
sometimes said, for instance by Connor and McCoy (1979), that species—
area curves become asymptotic for large areas, but this is not so. Species
numbers continue to increase at an ever slower rate as area increases.
This would be perfectly possible even if the total area were infinite; as
the area of the earth is finite there is no need to postulate an asymptote
and it is not observed. In general, the number of species increases with
increasing area.

It is well known that it is easier to comprehend and compare straight
lines than curved ones, and the usual approach has been to transform
either the number of species, or the area, or both, so that the rela-
tionship is linear. An example is shown in Fig. 4.1, for the number of
bird species in different areas of the British Isles. This figure shows both
breeding counts and wintering counts and, because of the pattern of
bird migration in the British Isles, the set of species recorded at one place
is different in the two seasons. Nevertheless both sets of counts give a
satisfactory straight line on the log-log plot. Fig. 4.1 can be regarded as
typical of the majority of species—area plots, which are linear on this
transformation and have a slope between 0.2 and 0.35, as will be seen.

Collecting data for a plot such as Fig. 4.1 involves some problems that
should be mentioned. The first is deciding what qualifies as an occurr-
ence. For wintering birds any individual will count, but for breeding
birds one pair is the minimum, and the ornithologists have defined rules
to distinguish confirmed breeding, probable breeding, and possible
breeding. Sharrock (1976) lists 18 criteria for arriving at these three main
categories, with some variants from species to species. Similarly, in
plants, it is usual to record any vegetatively growing species, which
implies excluding those present only as seeds, or not restricting counts
to those plants successfully reproducing. A second problem is deciding
over what period to count occurrences. This may be a day, a short
survey period, a whole breeding season, or many breeding seasons, and
may not be the same for all points in a data set. A related problem is that
the number of species recorded is a minimum, and some may have been
missed. Conversely the area is a maximum, and some parts may not
have been searched, and indeed for large areas, will not have been
searched. Again it is not always clear what area should be measured. For
islands this is usually the area above high tide (or maybe mid tide) mark,
but if an island contains a large lake this area may be too large for
interpreting the distribution of, say, angiosperms. Rafe et al. (1985)
note that for birds the number of breeding species on cliffs is probably
determined more by ledge area than by cartographic area. All this means
there is little point in being pedantically rigorous in the analysis of
species—area plots; the points are fuzzy.
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Figure 4.1 The species—area relationship for breeding species (®) and winter-
ing species (O) from the British Trust for Ornithology’s Register of sites
throughout the British Isles and in various habitats. Note the logarithmic scales
on both axes. Adapted from Rafe et al. (1985).

One further point deserves special mention. Imagine an archipelago
consisting of a set of islands identical in size and set of habitats. The
species found on one island will, under this hypothesis, be the same as
those found on any other. In such a case the appropriate area to plot is
that of a single island. Real archipelagos are variable, yet the point
applies. Plotting the species found in the area of the archipelago as a
whole does not appear to be appropriate. Each island, or on a mainland
each distinct sample, is best treated separately.

What shapes do species—area plots have in practice? There have been
a number of surveys studying the linearity of plots under different
transformations, and three of the most important surveys are shown in
Table 4.1. All three examined the log-log plot (first championed vigor-
ously by Arrhenius, 1921) and the plot of species against the logarithm
of area (Gleason, 1922). Two of the three surveys also examined other

Table 4.1. The shape of species—area relationships, showing the number of
studies found to fit the Arrhenius, Gleason or neither relationship in three
surveys. From Connor and McCoy (1979), Dony (1970) and Stenseth (1979)

Arrhenius Gleason Neither
Connor and McCoy, best fit 43 27 49
Connor and McCoy, satisfactory 75 38 69
Dony 47 12 17
Stenseth 20 9 -
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transformations, but the conclusion is quite clear: the Arrhenius plot is
the commonest satisfactory and good fit, but there are plenty of data sets
not made linear by it. So any explanation of species—area effects must
explain both the commonness of the success of the Arrhenius plot and
the reasons for exceptions to it.

There are some minor problems in deciding which is the best fit. Dony
(1970) examined the plots by eye to see if they were linear, and Connor
and McCoy (1979) examined the residuals for systematic deviation,
again by eye. Either is generally sufficient, but there are standard tests
that could be applied for trends in the residuals, and which might have
been used in critical cases. In view of the variability of the sets, the
subjective testing of fit is of little consequence.

The Arrhenius plot implies:

logS=c+zlog A 4.1)

where S is the number of species, A the area, z the slope of the line, and
¢ another constant usually referred to as the intercept, though there is
no true zero on a log-log plot. Vincent (1981) urged that non-linear
least-squares should be used to fit the equivalent expression:

S = cA* (4.2)

but I agree with Harvey et al. (1983) that there is no a priori reason to
prefer any equation with the same number of parameters to any other.
The results from fitting these two equations will differ slightly, because
in one the least squares being minimized are in S, in the other in log S.
Technically, the least squares fit of (4.1) is a biased fit of (4.2), but then
the least square fit of (4.2) is a biased fit of (4.1). The emotive word bias
refers here to the statistical concept, not the everyday concept of bias.
Empirically, as can be seen in Fig. 4.1, the residuals from equation (4.1)
are usually well behaved, that is homoscedastic (with the same variance
at different values of the abscissa), and normally distributed. The
commonest exceptions are a tendency to a few large negative residuals,
particularly at small areas, which can be seen in Fig. 4.1 for wintering
birds.

Wright (1981) claims better fits by non-linear least squares, on the
grounds that the total residual sum of squares is reduced, and on the
theoretical ground that the error is independent of area or, to put it
another way that the error scales with S, notlog S. He seems not to have
examined the residuals individually, and in my experience, and as
shown for instance in Slud (1976), the residuals are wildly hetereo-
scedastic before the logarithmic transformation and well behaved after.
That is, the variance of the number of species is very different at
different areas, increasing rapidly with increasing area, while the
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variance of the logarithm of the number of species is more or less the
same at all areas. Wright's empirical claim is also weak as his studies
were on very small sets, his mode being at four points only, and half his
studies were on fewer than ten points.

Fitting a regression of some function of the species number against the
same or another function of the area, by whatever method, is clearly not
ideal in view of the remarks made above about the errors in both
variables. Connor and McCoy (1979) suggest that the reduced major axis
could be used, and that will inevitably give a steeper slope. This
suggestion has not been followed up, mainly no doubt because most
earlier authors used a regression, and it is more helpful to produce
results in a form that can be compared with previous results. The
reduced major axis also implies an equality of errors in the two variables,
another unjustified assumption.

It might have been more interesting to search for the best transforma-
tion by the methods pioneered by Box and Cox (1964). Essentially these
involve using one of a number of criteria derived from the analysis of
variance to determine the goodness of fit produced by various trans-
formations. These procedures allow a systematic search for the best
transformation for a data set (Atkinson, 1985). In practice it is usually
found that a range of transformations all give satisfactory fits, and it is
unlikely, though the work is still to be done, that a transformation better
than the standard log-log fit would be found for the generality of
species—area relationships.

4.2.2 Theslope of the relationship

The earliest suggestion that the Arrhenius relationship is appropriate
seems to be in Watson (1835). He says (p. 41-42) “On the average, a
single county appears to contain nearly one half the whole number of
species found in Britain; and it would, perhaps, not be a very erroneous
guess to say that a single mile may contain half the species of a county”.
The area of Britain is a little less than 89 000 square miles, and, assuming
that Watson meant a square mile in that quotation, this implies a z, in
equation (4.1) or (4.2), of 0.12, but also a typical county area of a little
less than 300 squares miles which is distinctly on the large side. Dony
(1970) suggests a typical slope for the British flora of 0.1873, which might
well be thought to be consistent with Watson’s statement, allowing for
the variable size of English counties, and his uncertainty about the
actual number of species to be found in areas smaller than a county.
Along with the surveys of the shape of the species—area curve, there
have been surveys of the slope. These have all shown a wide variation
and the distribution is invariably skew, with the longer tail towards the
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Table 4.2. Distribution of z, the slope of the Arrhenius plot, found in three
surveys. The distributions are specified by Tukey’s (1977) ‘five figures’: extremes
(1), hinges (i.e. rounded quartiles) (H) and median (M) (cf. Fig. 4.4 for a
plot of such figures from other data)

Figure
1 H M H 1 n=
Connor and McCoy (1979) -0.276 0.185 0.275 0.410 1.132 100
Dony (1970) 0.086 0.146 0.249 0.340 0.550 47
Flessa and Sepkoski (1978) 005 021 030 037 1.10 54

higher values of slope. So I report the variation of the slope in the
manner suggested by Tukey (1977), namely five figures of the two
extremes, with the median and the two hinges (or quartiles) in Table 4.2.
The extremes are the smallest and largest observations, the median the
middle one in rank order, while the hinges are midway in rank order
between the extremes and the median. It can be seen that the median
value is in the range 0.25 to 0.3, in conformity with the expectations
from the log normal curve discussed below, but it can also be seen that
any value from zero up to 0.5 or more is quite often recorded. Dony’s
survey is entirely of land plants while the other two surveys are mostly
of animal studies. It has often been said that botanical surveys give
flatter slopes, but it is doubtful if Table 4.2 can be held to support that.
Similarly, it has often been claimed that species—area slopes are steeper
on sets of islands than on samples from the mainland, but again these
wide surveys do not support this generalization either (Williamson,
1981).

To be explicit, and taking these surveys together, ordinary islands
give slopes between 0.05 and 1.132, habitat islands (lakes, mountain
tops, coral patches) 0.09 to 0.957, while mainland samples range from
—0.276 to 0.925. For insects on plants, Strong et al.(1984a) give 0.14 to
0.90. A slope of zero means that the same number of species is found in
all samples, while a slope of one means that doubling the area doubles
the number of species. Consequently, apart from effects caused by
markedly different climates, species—area slopes will be between zero
and one. These surveys show that more or less the whole of this range is
found for islands, habitat islands, mainland samples and for insects on
plants.

The variations between the results of the different surveys will reflect
the range of habitats used, as much as the organisms studied, both
aspects reflecting the results available in the literature. For British
vegetation, Dony certainly regarded values ranging between 0.1 and 0.2



98 Biogeographic patterns

Figure 4.2 Fits of the Arrhenius relationship to various botanical surveys in the
British Isles. Each line terminates at the largest and smallest area studied. The
long line is Dony’s “suggested normal species—area relationship”’. Note the
logarithmic scale on both axes. Modified from Dony (1970).

as the norm, and others requiring special explanation. Figure 4.2 sum-
marizes his compilation on British surveys. The end of the line at the
top righthand corner is the total number of vascular plants recorded in a
standard British plant list. There are two surveys, both in the floristically
richer southern areas of England, centring on an area of 100 km?. The
other surveys are all in areas from 1m? up to 1000 m’. Dony’s
suggested normal species—area relationship in the British Isles, with a
slope of 0.1873, is also shown. This is based on a figure of 15 species per
square metre, which is indeed higher than most of the surveys, but
conversely these surveys were mostly done, for obvious practical
reasons, in species-poor vegetation such as bogs, marshes and shingle
banks. Small areas are generally more homogeneous than large and
consequently there will be a greater variation of species found between
surveys of small areas than between surveys of large ones. Fig. 4.2
brings out the point that the slope of the species—area curve, and indeed
its shape too, will depend, within limits, on the range of habitats chosen
for study.
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Despite all this variation the important questions remain:

(1) Why is the Arrhenius relationship the commonest?

(2) Why do some surveys clearly not fit the Arrhenius relationship?

(3) Why is the slope of Arrhenius relationship in general between 0.15
and 0.40?

(4) Why is there so much variation in this slope between surveys?

4.3 EXPLANATION OF THE SPECIES-AREA EFFECT

There are several possible explanations of the species—area effect, and
these explanations are not necessarily contradictory; some of them are
complementary. There is a natural tendency to try to find an explanation
which fits what is perceived as the commonest case, that is to say the
Arrhenius plot or the Gleason plot depending on the author, but any
satisfactory explanation, or set of explanations, must address all the four
questions listed above. For convenience I have grouped these explana-
tions under four headings, those related to random phenomena, those
related to the MacArthur and Wilson theory, those related to environ-
mental heterogeneity, and other miscellaneous factors.

4.3.1 Explanations based on randomness

Preston (1962) seems to have been the first to suggest that the species—
area effect could be a sampling effect. If all the species in the area are
distributed randomly across the area but have different abundances,
then with increasing sample size increasing numbers of species will be
found. Real species of course have different distributions from each
other, and most species show a non-random distribution, but neverthe-
less this sampling effect will exist, and is well-known from day to day
experience in the field. On entering a new area, the number of species
recorded in the groups of interest will at first rise quite rapidly, and then
will progressively slow down. Examples of such sampling curves for
birds are shown by Slud (1976). A distribution that comes in here is that
known as the log normal. This is a distribution with the shape of the
normal (or Gaussian) curve, but with the difference that, while the
ordinate is arithmetic, the abscissa is on a logarithmic scale. Preston
(1962), using various approximations, claimed that if the distribution of
species abundances followed the log normal curve, then the species—
area plot would be of the Arrhenius type, with a slope of about 0.26.
This agreement between a typical species—area curve and Preston’s
theory has led some authors to claim that the observed species-area
effects lend support to the view, originating with Preston, that species
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abundances follow a log normal distribution (Sugihara, 1981). There are
two major difficulties with this explanation. The first is that Preston’s
approximation is too crude, and that random sampling does not lead to
a straight line on the Arrhenius plot. The second is that species
abundance curves are only approximately log normal; empirical dis-
tributions are often skew, and there are theoretical reasons for believing
that log normal could not be met exactly (Williamson, 1981).

As the log normal explanation is so well embedded in the literature, it
is perhaps desirable to discuss it in slightly more detail. As Brown and
Sanders (1981) point out, log normal distributions have been proposed
in many diverse areas, and the underlying idea has always been some
form of the law of proportion of effect. That is, if it is natural to take
logarithms of the variable and the central limit theorem can then be
applied, a log normal distribution will follow. The problem with
applying this recipe to species abundance distributions, as Pielou (1975)
points out, is that the argument is only valid if the counts of different
species can be regarded as samples of the same thing. In practice,
workers have studied relatively homogeneous groups, such as birds or
butterflies or copepods (McGowan and Walker, 1985). There is clearly a
possible argument that the count of each species of, say, copepod is an
independent sample from the category copepod, and therefore a log
normal distribution might be expected, rather approximately, following
the arguments above. Certainly if one takes a larger taxonomic spread of
plankton, then the distributions found are obviously not log normal
(Williamson, 1972).

All this argument is rendered somewhat academic, at least for small
areas, by Coleman’s (1981) derivation of the exact sampling distribution
under rather tightly defined conditions. He assumes a finite area in
which we know exactly the abundance of every species being studied.
If, as before, each species is randomly distributed in this area, Coleman
showed that taking samples of successively larger size within the area
produced a species—area curve which is concave on the Arrhenius plot
(and convex on the Gleason plot). To be precise, at the smallest area,
where only one species is sampled, the slope of the Arrhenius rela-
tionship will be 1, declining progressively to h(1) when the full area has
been sampled (where h(l) is the proportion of species in the area
represented by exactly one individual). Examples found where Cole-
man’s random placement curves fit real data can be seen in Coleman et
al. (1982) and in Fig. 4.3 derived from Hubbell and Foster (1983). In Fig.
4.3, the slope can be seen to be 1.00 at the lefthand side, and it flattens to
0.11 because there are 21 species out of 186 on the plot represented by
only one individual. Extrapolating the curve at this slope predicts 274
species for the 15.6 km?island, against 270 known.
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Figure 4.3 A species—area curve from random sampling. The continuous curve
is a Coleman curve derived from the abundance of 186 tree species (greater than
20 cm dbh) in 50 hectares in Barro Colorado Island, Panama. The bars indicate
the number of species observed in different sub areas. Modified from Hubbell
and Foster (1983).

Note that this theory only predicts the shape of the curve up to the
largest area in which the abundances of all the species are known. As
Coleman also gives the variance of his relationship (and the mean and
variance are also given be Hubbell and Foster) it is possible to test any
observed distribution for goodness of fit to Coleman’s theory. Clumping
within the species, and the non-random distribution of species pre-
sence, are bound to make this theory break down above a certain area. It
is a matter of empirical investigation to discover how large the area is in
which the fit is satisfactory. Coleman’s theory does at least explain the
steepening of the species—area curve frequently seen at the left-hand
side of an Arrhenius plot (Williamson, 1981).

Another very different argument suggesting that the species—area
slope is an artefact of random sampling comes in Connor and McCoy
(1979), and Connor et al. (1983), replying to a comment by Sugihara
(1981). Their argument is that if three values are known, then the slope,
z, of the Arrhenius plot is fixed. The values they take are the standard
deviation of the area, the standard deviation of the number of species,
and the correlation between these two variables. Their conclusion
follows from their premise, though it is not clear why they think that the
three variables named should behave in the way that they are observed
to. More generally one can say that for any bivariate distribution,
studied by least squares with two variables labelled x and y, there are
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five primary quantities to be calculated, namely Xx, 2y, 3x° Xy* and
2xy. These are generally combined to give estimates of the two
variances and the covariance, giving three empirically observed vari-
ables. From these three it is possible to calculate the regression of y on x,
the regression of x on y, the correlation coefficient, and the standard
deviations of x and y. It seems to be no easier to explain the observed
values of the variances and covariances than it is to explain the observed
slope of the Arrhenius relationship. All these variables are measured
empirically. While it could be argued that the variance of the area is a
consequence of the sampling design, the other values, the variance of
the species and the covariance, reflect what actually happens in nature,
and are in no sense artefacts. The only curve in this field that could be
called an artefact is Coleman’s random placement curve, in that it will be
found if the sampling design is restricted to samples of different size
within an area, and if the species are randomly distributed. However as
there is no necessity a priori for the species to be randomly distributed,
and indeed as they are well known in general not to be so, even
Coleman’s curve cannot reasonably be regarded as an artefact, but
rather as a test for deviation from randomness.

In small areas, the effects of random sampling will dominate the
species—area curve. Coleman’s theory is important, and displaces much
that has been written earlier on the subject, but it will often be difficult to
apply because it requires a complete enumeration of all species. The
shape of the curves produced by this theory is demonstrated in Fig. 4.3,
where it can be seen that, for tropical forest trees, ‘small’ is as much as 20
hectares. Fig. 4.2 shows that for herbaceous terrestrial plants in Britain,
small is at least four orders of magnitude less, at 20 m? or less. In future
surveys it would be desirable if Coleman’s effect was always looked for.

4.3.2 The MacArthur and Wilson theory of island biogeography

Many recent authors ascribe to MacArthur and Wilson, the idea that the
Arrhenius plot will be straight and claim that this relationship is
predicted by their theory. Both claims are wrong. The history has been
outlined above; as will be seen, the theory in simple form makes no
precise prediction about the shape or the slope of a species-area
relationship, though in more elaborate forms, predictions are possible
which do not match the Arrhenius plot.

Of the basic features of the MacArthur and Wilson theory (Chapter
15), I need only mention the main constituents. They postulate that the
immigration rate will be a declining function of the number of species on
an island, reaching zero at a point P, the pool number of species. The
extinction curve is postulated to be an increasing function of species
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number, and the number of species on an island will be in equilibrium
where the immigration and extinction curves cross. The simplest ela-
borations of the theory suggest that immigration will be dependent on
distance, and extinction on island size. No scaling is suggested for any
of the variables, so they are defined implicitly merely as monotonic
functions. According to MacArthur and Wilson (1967, p. 25) “Any
transformation of the ordinate is permissible, though not all immigra-
tion and extinction curves can be simultaneously straightened”’, and it is
clear that they envisage that either I (the immigration rate), E (the
extinction rate), or S (the number of species on the island), could be
subject to transformation to produce linear plots, though some of the
subsequent algebra done by them on these plots is not valid after
transformation. The essence of the theory is that the number of species
on an island will be at an equilibrium between immigration and
extinction, and that there will be fewer species on more distant islands
and on smaller ones. As the theory was devised to produce an
explanation of these two latter points, it cannot be tested independently
by examining them. A different interpretation is given in Chapter 15.

There are in fact only three phenomena put forward by MacArthur
and Wilson (1967) that can be tested as predictions from the simple
theory in the present context. These are firstly, that the species—area
relationship will be steeper on more distant islands, secondly, that the
ratio of variance to mean of the number of species on an island over a
period will be about 1.0 initially, falling to 0.5 later, and thirdly, that the
colonization curve of an empty island will be asymptotic. Of these, the
first is discussed below and appears to be wrong. The second is not true
from the data known to me (Williamson, 1981, 1983b, 1987). The third is
a very weak prediction, in that almost any theory of colonization would
predict an asymptotic curve. Experimental testing of various aspects of
the model is considered in Chapter 15. What the theory does not predict
is the shape or slope of the species—area curve. McGuinness (1984) has
surveyed tests that have been made of the theory, and notes that 60% of
them have tested to see whether the Arrhenius plot is straight, while the
other 40% have tested the colonization curve. It is sad to note that the
former are irrelevant and the latter too weak to be of any value.

As I have noted before (Williamson, 1981), there have been two
elaborations of the MacArthur and Wilson theory which do allow a
prediction of the shape of the species—area relationship. These are by
Schoener (1976b) and by Gilpin and Diamond (1976), and neither
predicts either an Arrhenius or a Gleason relationship. Schoener’s main
conclusion is that:

z =1—(1/2—(S/P)))
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namely, for a set of islands all with the same P, the pool of number of
species, the slope will vary with the equilibrium number of species, S, in
a systematic way and so will not be a straight line. Both this study and
Gilpin and Diamond’s assume that there is a number P that can be
determined. As the species—area relationship, empirically, applies at all
finite areas, so a particular size P must relate to a particular size area.
Both theories indicate that the equilibrium number of species will
approach the pool number as the area goes to infinity, or, to put it
another way, imply that the pool species are found in an area of infinite
extent.

Gilpin and Diamond’s theory is very much more elaborate, and they
attempt to fit a great variety of functional forms to the data on the
number of bird species in lowland areas of the Solomons, taking into
account the area and the isolation of the islands. Contrary to the usage
in MacArthur and Wilson, their pool is the total number of species in the
archipelago. For our purposes, their conclusion about the shape of the
species—area relationship is the most important. Referring to Gleason
and Arrhenius plots, they say, ““for a sufficiently wide range of S and A
values [the results are] linear on neither graph”, and they conclude that
of the two the Gleason plot is the better. At least they have avoided the
usual fallacy of thinking that MacArthur and Wilson theory indicates
that the Arrhenius plot is to be expected.

So, in relation to the four questions posed in Section 4.2.2, the
MacArthur and Wilson theory offers no helpful answers.

4.3.3 Environmental heterogeneity

All naturalists know that environments are heterogeneous, and that
different species have different distributions. So it is a natural and
frequently made suggestion that environmental heterogeneity is the
explanation of the species-area relationship. The nature of environmen-
tal heterogeneity is discussed in more detail in Section 4.4, as the
complexities that are now appearing require treatment on their own.

In recent years the habitat heterogeneity explanation has fallen out of
favour (McGuinness, 1984). Apart from the attractions of a more abstract
theory like the MacArthur and Wilson one, there are difficulties in
quantifying the way the environment varies, and relating this to the
number of species. Further, it has not been clear that the environment
varies in such a way as to answer the questions posed in Section 4.2.2
helpfully. Yet the importance of habitat heterogeneity is obvious in
figures such as Fig. 4.4. This figure shows the variability in surface
geology of a small area in north-west England. The striking thing about
the figure is that it is linear on the Arrhenius plot, and that a variety of
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Figure 4.4 Number of geological types in areas of different sizes in Cumbria,
England. Note the logarithmic scales. The spread at each area is shown by Tukey
(1977) box and whisker plots. Each box spans the hinges (i.e. rounded quartiles),
and has the median marked in it. The whiskers go from the hinges to the
extreme values. From Williamson (1981). cf. Table 4.2, which gives hinges etc.
for another data set.

slopes can be derived from it if samples had been taken in the ordinary
botanical way of starting at a point and using increasingly large quadrats
around that point. Indeed, given the sort of relation seen in Fig. 4.4, the
variety of relations seen in Fig. 4.2 follow naturally. So, in principle,
environmental heterogeneity may be involved in answering all four
questions of Section 4.2.2. I will return to this possibility in Section 4.4.

4.3.4 Evolutionary and other effects

The relationship of species number to variables other than area is
considered in Section 4.5. Here I mention some well-known effects on
the number of species in a given area which would affect a species—area
relationship, though not give rise to one.

The first is the effect of climate and other geographical variables on
species richness. These are considered in detail in Chapter 3. Here we
need only note that data sets that include samples from rather different
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climates may well give misleading species—area results. For instance,
one reason why MacArthur and Wilson (1967) thought that species—area
curves were steeper on more distant archipelagos was that the archipela-
gos that they chose to represent distant areas tended to have drier and
otherwise less favourable climate for birds than those they chose for
near areas.

Another effect, noted in more detail in Williamson (1981) is that on
some islands there is a deficiency in species compared with that
expected, apparently because dispersal to the islands has been very
slow, and evolution has not yet had time to make up the deficiency. To
repeat the aphorism put forward there, on oceanic islands evolution is
faster than immigration. Examples discussed in detail in Williamson
(1981) include the picture-wing Drosophila on the large island of Hawaii,
and Anolis lizards on the lesser Antilles. This effect, like the climatic one,
will tend to make some species—area plots more variable, and so go
some way to answering questions (2) and (4) of Section 4.2.2, namely
why the Arrhenius relationship does not always fit and why the
relationship is variable between different studies. More systematic
effects of evolution, leading to regularity in species—area curves, will be
considered in Section 4.5.

4.3.5 Conclusions

The causes of species—area effects turn out to be rather simple. In small
areas passive sampling effects will be important, possibly overwhelm-
ingly so. In large areas, the effect of habitat heterogeneity will take
over. There is some complication caused by systematic change in
environmental variables such as climate and, in a few cases, by the
effects of evolutionary history. MacArthur and Wilson’s theory of island
biogeography turns out to have rather little to say about the shape of the
species—area relationship. It is now time to have a closer look at the
complexities of environmental heterogeneity.

4.4 THE NATURE OF ENVIRONMENTAL HETEROGENEITY

4.4.1 Thereddened spectrum

It has been observed independently by many authors that every point
on the earth is slightly different in its characteristics from every other
point. This holds true both in space and time. Further, closer points are
more like each other than distant points, or, conversely and on average,
the further off in space or time the more different. These well-known
observations can be put into mathematical form, and can be related to
the concept of fractals (Mandelbrot, 1983), as described in Section 4.4.2.
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Time series are normally analysed by spectral analysis, and space
variations may be studied in this way too. In the same way that Isaac
Newton showed that white light can be split into a spectrum of different
colours, so other phenomena including time and space series can be
resolved into sets of waves of different frequencies or wavelengths. In
the spectrum of light, each colour is specified by its wavelength, and the
brightness of a colour is measured by the amplitude (the root mean
square deviation) or the power (the mean square deviation) of its wave.
The end result of a spectral analysis of light or of space variations is a
plot of the power at a given frequency against the frequency. Frequency
is the reciprocal of the wavelength, and the power can be thought of as
the variance associated with points spanning a particular wavelength. In
practice it is often found that plotting the logarithm of the power against
the logarithm of the frequency gives an approximate straight line. This
line shows the greatest power (or amplitude) at the longer wavelength,
i.e. the lower frequencies, or, by analogy with light, at the red end of the
spectrum. That is, there is a general rule that environmental heter-
ogeneity has a reddened spectrum (Fougere, 1985; Steele, 1985; William-
son, 1981; 1987).

Colloquially, what this amounts to is that, for many environmental
variables, the further apart measurements are made in space or time, the
more different they will be. Points one metre away from a datum point,
such as the point at which you are sitting, are in their environmental
variables more like the datum point than points one kilometre away,
and again the points one kilometre away are more like the datum point
than the set of points one thousand kilometres away. What the
reddened spectrum does is to put this very familiar phenomenon in to
mathematical form, and to show that this familiar phenomenon is a
systematic and continuous one.

The slope of the reddened spectrum varies in different studies from
—1 to —3, plotting the logarithm of the power against the logarithm of
the frequency, or equivalently from +1 to +3 for the logarithm of the
power against the logarithm of the wavelength, as the logarithm of the
wavelength is simply the negative of the logarithm of the frequency.
Sayles and Thomas (1978) brought together twenty-three studies of
surface roughness of fields and other natural surfaces, and of artificial
surfaces such as ball-bearing races. They showed that the spectra
grouped neatly around a value of +2. The position of the spectra, the
intercepts, which Sayles and Thomas called the topothesy, varied
enormously, over fourteen orders of magnitude, from a larva flow to a
ground disc. The topothesy defines the statistical geometry, the appa-
rent roughness at a standard scale, while the spectrum shows how the
roughness varies with scale.
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In the typical case, when the logarithm of the variance scales as twice
the logarithm of the wavelength, note that, because the standard
deviation is the square root of the variance, the logarithm of the
standard deviation will scale directly as the logarithm of the wavelength.
This standard deviation is a linear measurement of environmental
heterogeneity, so I will give it the symbol H. If the wavelength is called
L, then log H is proportional to log L, i.e. log H = log L + a constant.
This is the basic mathematical representation of the observation, dis-
cussed above, that the further apart they are measured, the more
different environmental measures are.

4.4.2 Fractals

At first sight, the invention by various mathematicians over the last
hundred years of curves that are not differentiable at any point seems
purely abstract, and such curves were given rude names such as
pathological. An example of such a curve is the Koch snowflake curve,
constructed as follows. Take an equilateral triangle, and erect a smaller
equilateral triangle on the centre third of each side. That gives a
six-pointed figure with twelve sides. Repeat using the twelve sides to
get an eighteen-pointed figure, with thirty-six sides, each one ninth the
length of a side of the original triangle. This process can be repeated
indefinitely with smaller and smaller triangular projections. It can be
shown that while the area inside the curve is limited, finite, the length of
the perimeter, the length of the curve itself, becomes infinite. The Koch
curve is self-similar: any small bit consists of a set of small equilateral
triangular projections on a line and is similar to any larger bit, with
larger equilateral triangular projections on a line. Eventually, in the
limit, each part of the curve is either a point or an indentation, and so
cannot be differentiated in the mathematical sense. That is, there is no
definable tangent at any point. Stages in the construction of this curve
are shown in Mandelbrot (1983), but are easily made with pencil and
paper. The final figure is a fuzzy six-pointed star, hence the name
snowflake curve. The limit curve is of infinite length, differentiable
nowhere, but encloses a finite area and its general appearance is easily
envisaged.

Order was brought to this part of mathematics by the realization that
such curves could be described by a dimension between one and two. A
curve of dimension one is an ordinary euclidian curve, while curves of
dimension two fill a two-dimensional space exactly. In between, curves
like the Koch curve have a fractional dimension between 1 and 2, 1.262
in this case. These curves have been named fractals by Mandelbrot
(1983). In a series of books and papers he has shown that, far from being
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‘pathological’, many fractal curves imitate nature rather beautifully.
Many aspects of the real world may be fractal. For instance, Morse et al.
(1985) showed that the leaves and stems of various plants have fractal
edges, and that this has consequences for the arthropods living on
them.

Fractals may be constructed in various ways, but in general will
necessarily have a reddened spectrum, revealing more detail at smaller
scales. Self-similarity is an aspect of this. The construction of fractals
with a variety of different slopes to their spectra is possible using a
method derived from a famous posthumous paper of Weierstrass
(Berry and Lewis, 1980). However, another method of constructing
fractal curves, much used by Mandelbrot, is to use a generating curve as
in the construction of the Koch curve. In this case the displacement
generated about a segment is directly proportional to the length of the
segment. This displacement can be measured as a standard deviation:
taking logarithms and using the argument in Section 4.4.1, such curves
will have a reddened spectrum of slope two, the same slope as that
found for environmental heterogeneity.

From the two statements that environmental heterogeneity frequently
has a reddened spectrum from slope two, and that there is a class of
fractal with a reddened spectrum of slope two, it does not necessarily
follow that environmental heterogeneity is fractal. Logically, there is an
undistributed middle. But the similarity of the statements, and the
insight that they may give into the nature of environmental hetero-
geneity is clearly worth more study.

How does all this relate to species—area curves? Noting that area A
involves the square of the length L, and ignoring the constants, the
number of species in an area S can be related to the standard deviation
of the heterogeneity H (defined in Section 4.4.1) as follows:

log S = zlog A (the Arrhenius relationship) 4.3
log A =2logL (by definition)
logH = log L (the reddened spectrum equation)
thereforelog S = 2zlog H 4.4

It might be expected that the number of species would scale exactly as
the standard deviation of the environmental heterogeneity, but this is
only so if the Arrhenius slope, z, is 0.5. In the usual cases, with z
between 0.15 and 0.4, the increase in number of species is reduced
compared with the increase in heterogeneity. The explanation of this
may lie in the variation of the range of habitats used by each species, but
that is only a suggestion.

The pattern of environmental variation is to some extent fractal. This
fact, and the variation in fractal dimension, may, in time, lead to a
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deeper understanding of the causes of the variability of species—area
curves, and to quantitative answers to the questions of Section 4.2.2.

The set of tentative arguments above at least allows an explanation of
species—area curves based on environmental heterogeneity. Although
Sayles and Thomas (1978) found a modal slope of 2.0 for log (H?) against
log L, the variation in individual slopes was from 1.2 to 2.8. This is the
same proportional variation as is seen between the hinges of Table 4.2,
suggesting that much of the variation in z might be found to be related
to the rate of change of environmental variables in different ecosystems.
If the Sayles and Thomas result is typical, there will be other explana-
tions as well and some of these are considered below. But my major
conclusion is that the observed pattern of environmental heterogeneity,
as shown both in Fig. 4.4 and the reddened spectrum, is sufficient to
answer all four questions of Section 4.2.2.

4.5 THE EFFECT OF OTHER VARIABLES ON THE SPECIES-
AREA RELATIONSHIP

4.5.1 Distance

In island biogeography, the physical variable most frequently studied
after area is undoubtedly distance (Chapter 15). Darwin and Wallace
characterized oceanic islands as having, among other features, no
terrestrial mammals and no amphibia. The observation that volcanic
islands have no frogs or toads goes back to Bory de Saint-Vincent (1804).
Modern studies involving multiple regression and related techniques,
reviewed by Williamson (1981), put into more exact form the well-
known fact that islands distant from continents have fewer species than
near ones, and that the distance effect for a particular taxon is related to
dispersal ability. To quote just one recent example, Opdam et al. (1984)
found that the logarithm of the number of woodland birds in small lots
in the Netherlands was related not only to the logarithm of the area, but
also to the logarithm of three other variables, the area of forest within a
3 km radius, the distance to the species pool (i.e. the area of continuous
forest) and the distance to the nearest woodlot.

However, in many of these cases, the effect of distance is negligible.
Westman (1983), by taking standard size samples of plants on the
California channel islands and on the Californian mainland, and by
restricting his samples to one vegetation type, xeric shrubs, found that
the difference between islands and different parts of the mainland
related primarily to moisture availability, and not to the area or distance
offshore of the islands. His work emphasizes in a different way the
conclusion from all species—area studies: comparisons between different



Variables affecting species numbers 111

10 (
g ° . 0o,
— ® e el e A
. e ®e g *
g0’k . ST et ..
UQ., e ofe o° L LI ..A
Y . ....-'.0 s . .
S ‘ oo, Nu 7B o A
* . oy &8 * ‘A a
o SETIR L
Eop b oaT w Al e i
S5 A A‘AAA A A
b4
™
A A
1 1 | 1 1 J
10 102 103 , 104 105 10°
Area (km”)

Figure 4.5 Species—area plot for the land birds of individual islands in the
warmer seas. (A) Islands more than 300 km from the next largest land mass, or
in the Hawaiian or Galapagos archipelagos. Note the logarithmic scales. From
Williamson (1981).

places should either be made on areas of the same size, or the effect of
area should be controlled statistically. For islands, distance should be
factored out. In comparisons between different biogeographic or clima-
tic zones these statistical operations may be difficult.

The effect of distance, when it is appreciable, is to reduce the number
of species at a given area, in other words to depress the species—area
line, as can be seen in Fig. 4.5. MacArthur and Wilson (1967) predicted
that the line would also become steeper. The example they gave is
vitiated by using archipelagos rather than single islands, and by
including archipelagos of different climate or deriving their avifaunas
from different sources. Schoener (1976b), Connor and McCoy (1979) and
Williamson (1985) all noted that the line tends to be flatter the more
distant the archipelago. Williamson (1985) quoted, with some caveats,
slopes of 0.28, 0.22, 0.18, 0.09 and 0.05 for birds in the East Indies, New
Guinea, New Britain, Solomons and New Hebrides (Vanuatu) archipela-
gos, respectively, which are progressively more isolated.

4.5.2 Evolution

While the filter effect of different dispersal abilities is to lower and flatten
the species—area line, so that in distant archipelagos all islands have the
same biota of strongly dispersing species, the effect of evolution is to
lower and steepen the species—area line, different islands now having
different species. This effect has been noted by Williamson (1981, 1985)
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Table 4.3. Numbers of endemic Scaptomyza spp. (Drosophilidae)
in the Tristan da Cunha archipelago. From Williamson (1983a)

Island
Nightingale  Inaccessible ~ Gough  Tristan
No. of species 7 5 2 2
Age (Myrg 18 6 6 1
Area (km?) 4 12 57 86

and is best recorded for the West Indies. For West Indian butterflies, z is
0.08 for widespread species, 0.36 for restricted ones and 0.52 for
endemics (Scott, 1972). For birds, using stages of the taxon cycle which
again go from widespread to endemic species, the slopes are: stage I,
0.07; 1I, 0.15; III, 0.32 and IV, 0.42 (Ricklefs and Cox 1972). So, as
dispersal flattens curves and evolution steepens them, the net effect
may be close to the fairly even lowering seen in Fig. 4.4. For islands,
these effects help answer questions (2) and (4) of Section 4.2.2, but it is
doubtful if this is so for mainland samples.

In extreme cases, as was noted in Section 4.3.4, the effect of evolution
can be to decouple the species richness from area. A simple example is
given in Table 4.3, of the number of endemic, more or less flightless,
Drosophilid flies on islands in the South Atlantic. These islands are
formed by eruption, over a relatively short period of time, of volcanoes
from the depths of the ocean. Once formed, the islands slowly erode
until they disappear under the sea. Consequently, the older the island
the smaller. The relationship of species number is clearly to island age,
which in turn is inversely related to island area. The result is a strongly
negative species—area relationship.

4.5.3 Other factors

As with distance, other factors have been studied by multiple regres-
sion, in particular elevation and habitat variation (Williamson, 1981).
Shape may also have an effect. I will deal just with these three variables
in this section, though others, such as latitude, have been studied.

High islands may have a series of climatic zones. In the Canary
Islands, for instance, high islands have four zones, a sub-alpine zone,
pine forest, laurel forest and a xerophytic zone, all simply related to the
effect of the trade winds (Bramwell and Bramwell, 1974). The lower
islands only have the xerophytic zone, and the result is seen in Table 4.4:
the number of vascular plant species is related strongly to elevation,
though there is still an area effect as well.
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Table 4.4. Vascular plant species on the Canary Islands in relation to island
height and area. From Carlquist (1974)

Island
La Gran Fuerte- Lanza-
Tenerife Palma Canaria Hierro Gomera ventura rote
No. of species 1079 575 763 391 539 348 366
Highest point (m) 3711 2423 1950 1520 1484 807 670
Area (km?) 2060 728 1534 277 378 1725 873

Habitat information is more difficult to express in a quantitative form.
Latitude has also been used occasionally, and may be a habitat indicator
as much as anything. Indeed all the discussion on the nature of
environmental heterogeneity in Section 4.4 confirms the widely held
view that area is primarily an indicator of habitat. One difficulty is that
while area is a reasonably objective measure and applies to all groups,
the choice of habitat variable could well be subjective and vary from
taxon to taxon. At this point, the argument merges into the general
discussion of the effect of climate and other habitat variables on species
richness, which is discussed in Chapter 3.

Still, habitat information can be used objectively, even when crude,
and can help clarify the causes of variation seen in species—area
relationships. A simple example comes from Dony (1970). The vascular
plant studies he surveyed had in general been made on different areas
within one major habitat type. From his compilation I find values for z
from woodland surveys between 0.27 to 0.38, in more open habitats
from 0.13 to 0.33, while the extreme flat open habitats such as bogs gave
values from 0.11 to 0.15. Some of this variation can be seen in Fig. 4.2.
As Dony notes, extrapolating the flat impoverished relationship found
in the third set gives implausible figures, such as 81 species (rather than
2137) for the British Isles from the lowest line of Fig. 4.2, though as he
says “‘one can well imagine that if the British Isles were one vast Zostera
marsh it would yield as few as 81 species”.

Finally, there is the question of the shape of the area sampled. One
consequence of environmental heterogeneity having a reddened spec-
trum is that long thin samples can be expected to encompass a greater
variety of habitats than square samples of the same area. This effect is
well known on the small scale of quadrats in vegetation (Goodall, 1952),
and Williamson (1987) shows that the effect holds for geological types in
areas measured in square kilometres. However, biological records from
various sets of islands have failed to show any consistent, or generally
significant, effect of shape (Blouin and Connor, 1985).
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4.6 CONSEQUENCES OF THE SPECIES-AREA EFFECT

In recent years, discussions of species—area effects have been dominated
by the MacArthur—Wilson theory, and to a lesser extent by the log-
normal distribution. It is perhaps time to bring the discussion back into
the mainstream of biogeography, and consider the importance of the
species—area effect for the study of speciation, adaptation, extinction,
endemism, species richness and community structure. With the present
primitive state of knowledge of species—area effects and their causes, I
will only offer rather general comments.

Species—area plots, by their nature, emphasize the continuity of
natural variation. Much of biogeography is concerned with discrete
events. One of the difficulties of all environmental biology is that each
real biological system “hovers in a tantalizing manner between the
continuous and the discontinuous” (Webb, 1954). Viewing nature
discontinuously, there are distinct, classifiable, ecological communities.
Viewing nature as a continuum, these become arbitrary divisions in the
range of number of species, areas and habitat heterogeneity. Both views
convey aspects of the truth, and both are needed for comprehension. In
multivariate analysis, it is often illuminating to study the results both of
cluster analyses and of ordination, of the discontinuous and the con-
tinuous. My own view is that the continuous more nearly represents the
truth, but the human mind finds it hard to grasp without the labels that
accompany the discontinuous description.

There are some concepts taken over from the laboratory and everyday
life that are difficult, in practice, to apply to ecosystems. Stability
(Williamson, 1987) and equilibrium are two. Species—area studies have
brought out the pervasive effect of the reddened spectrum of environ-
mental heterogeneity. The effect is important throughout ecology and
biogeography. Because all phenomena are perpetually changing at all
scales of space and time, stability and equilibria are at best relative, and
need to be studied in the context of particular, clearly stated, scales of
space and time.

Species—area effects need to be allowed for in the discussion of all
biogeographical phenomena. The importance of dispersal, evolution
and environmental heterogeneity on the pattern of biogeographical
distributions all come together in the species—area effect. By starting
with simple data and simple graphical plots, the importance of theory,
of empirical observation, and the interplay between them is brought out
in a comprehensible way. Nevertheless, there is still much to be cleared
up. The quantitative study of the effect of environmental heterogeneity
is still in its infancy. Studies of species—area relationships have been
restricted to narrow ranges of taxa. The effects of environmental
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heterogeneity on a wide range of taxa, at all trophic levels, has largely
yet to be studied either empirically or in theory. The techniques needed
are appreciably more difficult; the results should be correspondingly
more interesting.



CHAPTER 5

Endemism:
a botanical perspective

J. MAJOR

5.1 INTRODUCTION

A taxon is endemic if confined to a particular area through historical,
ecological or physiological reasons. Endemics can be old (palaeoende-
mics) or new (neoendemics) and the endemic taxon can be of any rank,
though it is usually at family level or below. The phenomenon of
endemism is important to biogeographers, evolutionary biologists and
ecologists in general. Whilst both plants and animals can be endemic,
this chapter will use plants as examples although notable differences do
exist (Harper, 1968). A historical discussion of plant endemism is given
by Prentice (1976).

The area of endemism can be large (more than one continent) or small
(a few square metres). This latter may make it possible to study the birth
of a new species in situ (Section 5.5.4) which can, for example, occur
through a change in ploidy.

Plants’ demands on the environment are simple. They require a soil or
even comminuted rock or an organic or water substrate for rooting;
water itself; carbon dioxide; a limited number of mineral elements from
the soil; radiation in the 400-700 nm band and temperatures above
freezing during their growth period. Unlike animals, plants can be
strictly limited in distribution by substrate composition (such as calci-
coles, serpentine endemics and heavy metal plants), although many
such restrictions may be related to competition rather than physico-
chemical requirements (Braun-Blanquet, 1964; Gankin and Major, 1964;
Ellenberg, 1978).

Plants compete with each other for the above mentioned resources
and lack the behavioural possibilities that enable animals to avoid biotic
interactions and climatic extremes. However plants are more labile in
form, growth, and reproduction than animals and therefore tend to
have wider tolerances of climatic factors. They have especially wide
tolerances when competition with other plants is minimized (Valentine,
1972) as expected from the discussions in Chapter 9.
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The immobility of rooted plants makes them theoretically mappable
and countable and usually only the seed stage is more or less mobile.
The genetic individual and the phenotypic individual may not coincide
and clonal growth can produce very large numbers of more or less
adjacent, genetically identical ‘individuals’. Harper and White (1974)
emphasize these properties.

Since environments vary on a variety of time scales, plants must be
plastic in their phenological responses. Life histories vary in duration
from only a few weeks for some annuals to scores of years for herbs, a
few centuries for shrubs, probably many centuries for some clonal
herbs, up to 4000 years for some trees, and even longer for the clonal
desert shrub Larrea tridentate (11 700 years) (Vasek, 1980). During such
long life spans the environment changes, but the plants often persist.
They also show remarkable adaptability to their environment. This
adaptation can be genetic or phenotypic, and Bradshaw (1972) discusses
many of the consequences of genetic adaptations. Gene flow can be
extremely wide, extremely narrow, or even non-existent in apomicts,
which reproduce without fertilization. Polyploidy is common among
plants, and polyploids may or may not be classified as different species.
The consequences of polyploidy for the formation and persistence of
endemics are evident.

The purpose of this chapter is to define and illustrate the range of en-
demism in vascular plants. Endemism has a multifactorial dependency
and it is important to evaluate the several axes of variation which may
operate separately or in concert. These relate to size and age of areas,
extermination and re-invasion of the biota of glaciated areas, island
isolation, age and degree of splitting up of land masses, presence of land
bridges, ages of floras and habitats, latitudinal, altitudinal and humidity
variation, and differences in soil parent materials. Endemism is consi-
dered from a variety of viewpoints.

5.2 BIOGEOGRAPHICAL SIGNIFICANCE

Endemism is important when the history and origin of a flora are
considered (Tolmachev, 1974a; Keener, 1983; Goloskokov, 1984).
According to Braun-Blanquet (1923) who studied the origin and de-
velopment of the flora of the Massif Central in France, “the study and
precise interpretation of endemism of a territory constitute the supreme
criterion, indispensable for consideration of the origin and age of its
plant population. It enables us better to understand the past and the
transformations that have taken place. It also provides us with a means
for evaluating the extent and approximate timing of these transforma-
tions and the effects they produced on the development of the flora and
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vegetation”’. In general large areas have more endemics than do small
areas. Taxa occupying a very large area are often assumed to vary
ecotypically throughout their area, but the evidence is insufficient to
make this an all-inclusive or even reliable generalization. Frequently,
ecotypes have been considered as endemic species (Walter and Straka,
1970). Actually, some widely distributed species are composed of many
ecotypes (Ernst, 1978). On the other hand some very widely distributed
species have a remarkably similar ecological relationship to site through-
out their ranges, even when widely disjunct. Pinus sylvestris from
north-western Europe south to Spain and eastward to the Pacific is one
example, and such taiga understory plants as Pyrola secunda, P. minor,
Vaccinium vitis-idaea, V. uliginosum, V. myrtillus, or steppe species as
Artemisia frigida, A. rupestris, Ceratoides papposa and C. lanata, or artic-
alpines as Kobresia myosuroides, Carex obtusata, C. limosa, C. microglochin,
C. lachenalii, are others.

Endemism is not just a species property. Plant and animal communi-
ties can also be endemic, but a community is an assemblage of in-
dividual species, and we must clarify species endemism before we take
on community endemism. Endemism at the community level can be
reflected in endemism at the species level (Tauber, 1984) as is becoming
increasingly clear in the preservation of rare and endangered species
through preservation of the plant communities in which they are found.

Taxonomic relationships are frequently illuminated by studies of
endemics (Street 1978). Endemics may be relicts or recent. Widespread
species indicate historical and geographical relationships while ende-
mics characterize individual areas. Takhtajan (1978) employs endemism
at various taxonomic levels from family to species to characterize floristic
regions of the world, from his six kingdoms down through 35 regions to
153 provinces. Two of these provinces are the islands Norfolk and Lord
Howe, only 36 and 28 km? respectively, situated between New Zealand
and Australia. Probably the largest provinces are the Sahara and Central
Siberia with areas of more than 5 X 10° km®. The latter extends from the
lower and middle Yenesei almost to the upper Lena and to its tributary
Aldan River, north to the tree line and south to the Sayan Mountains.
According to Takhtajan, floristic provinces of such different sizes are
more or less equivalent in floristic uniqueness as shown by their degrees
of endemism. The biogeographical history of the plants and animals of
the area within one floristic unit must have produced some unifying
properties and relationships. However, it is difficult to generalize about
endemics which are known in detail to only a few local, specialist
researchers. Even then details on life histories, demography, physiology
and reactions to competition may be largely lacking (Keener, 1983).
However, Braun-Blanquet’s study (1923) is exceptional. Any generaliza-
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tions must be built on thorough field studies, supplemented by labora-
tory, garden or greenhouse, and herbarium, investigations. We there-
fore have few generalizations about endemics or endemism, but a
meaningful classification of endemics would at least provide a
framework and suggestions are discussed below.

5.3 A MEASURE OF ENDEMISM

The degree of endemism increases as an area homogeneous in ecological
conditions and floristic history is increased in size. The figures for
California (and its constituent parts), the Alps and the Tien Shan (Table
5.2) illustrate this point. Bykov (1979, 1983) uses this relationship to
define an index to endemism.

The logarithm of the number of plant species occurring in a series of
areas of increasing size increases linearly with the logarithm of area
(Chapter 4). Evidently a similar relationship holds for percentage
endemism and area (Fig. 5.1). Since the totality of all vascular plants is
endemic to the land area of the earth, at this area endemism is 100%. It
is less for any smaller area. Bykov (1979, 1983) suggests it is 1% at about
625 km?. According to Tolmachev (1974a) the area of a concrete flora
(defined as the flora of an area of the minimal size required to contain all
the plant species of a region - a larger area producing different species in
the same kinds of habitats) changes from about 100 km? in the arctic to
500 km®* in the southern taiga. At any rate the small Aksu-
Dzhabarlinskii Reserve has 1.3% endemism on 700 km?. This size
should give a concrete flora and not one truncated in number by the
sample area being too small. This last point and that for the land area of
the earth and its total flora define the straight line of Fig. 5.1 on a log-log
plot. Places falling above the line have less than normal endemicity;
below the line more. Deserts are above the line; mountainous and
tropical areas are below it. As Bykov notes, the precise size of the area at
1% endemism is really not critical. The slope of the line changes little
over the area range of 300 km’ to a few 1000 km®.

A quantitative index is I. = E{/E, or if E; < E, thenl. = —E./E; where .
is the index of endemicity, Es is the factual percentage endemism and E,
is the normal percentage endemism read off the line of Fig. 5.1. A value
of 1 indicates the area has the normal expected degree of endemicity; a
value of above 1 indicates greater than normal and below 1 less than
normal endemicity. As pointed out earlier, the degree of endemism
appears to be a function of a multitude of factors. Unfortunately, there is
still disagreement about delimitation of species, and the floras of tropical
regions in particular are poorly known (Street, 1978; Gentry, 1986). The
distributions of species are not completely mapped, and the history of
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Figure 5.1 Nomogram for determining normal endemism. The ordinate is
area, the abscissa % endemism. Points above the diagonal line have lower than
normal endemism, points below have more. Data on the points labelled on the
nomogram are in Table 5.1. From Bykov 1979, 1983.

development of species’ areas is even less well known. Also the factors
which we suppose determine endemism are themselves strongly
hypothetical. Overall it seems premature to rely exclusively on any one
index such as Bykov’s to analyse endemism.
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5.4 EXTENT OF AND ECOLOGICAL VARIATION IN
ENDEMISM

A worldwide compilation of floras, their locations, areas and endemism
is assembled in Table 5.2 and is supplemented by Table 5.1. The floras
are listed geographically from the arctic through temperate climatic
zones (maritime and continental), deserts, islands, tropics and the
southern continents.

Data on endemism would be most useful if given by floristic provinces
rather than by political subdivisions (see California in Table 5.2).
However, Gentry’s (1986) map of numbers of endemic vascular plants in
the individual states of the United States shows several typical regular-
ities. Many endemics occur in larger states with great contrasts in
topography, on the borders of floristic provinces, and toward the south.
There is tremendous variation between states, with California having
1517 endemics, Hawaii 883, Florida 385, Texas 379, Utah 169, Arizona
164 but all the mid-western and north-eastern states <6. The giant state
of Alaska has only 80 endemic vascular plants although its interior,
northern and southern coasts were unglaciated refugia, and it was

Table 5.1. Bykov’s data on land areas with their numbers of vascular plant
species and degrees of endemism (1979, 1983). (I, is the index of endemicity)

Flora
Area

Country 10° km? No.ofspp. % endemism I,

Earth’s land area 144000 230000 100.0 1.00
Soviet Union 22402 15000 37.5 -1.36
Brazil 8515 40000 30.0 -1.16
Australia 7631 12000 75.4 2.29
Arabia 3000 1808 17.5 -1.22
Kazakhstan 2756 5239 13.0 -1.69
Iran 1642 6150 14.6 -1.13
Mongolia 1565 1876 3.4 -5.30
Turkey 780 4650 48.0 3.44
Iberian Peninsula 582 5660 26.0 1.92
Balkan Peninsula 505 6530 26.9 2.24
Caucasus 440 5767 19.8 1.72
Phillipines 299 7620 72.6 7.41
Balkhash Province 160 755 2.6 -3.00
Taiwan 36 3265 48.0 10.66
Crimea 25.5 2200 9.0 2.25
Karatau 20 1472 6.6 1.83
Cyprus 9.3 1170 5.9 2.18
Dzungarian Alatau 1.9 2080 3.5 2.33

Aksu-Dzhabaglinskii Reserve 0.9 1306 1.3 1.06
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connected to largely unglaciated north-eastern Asia by the 1500 km
wide Bering land bridge across which Asian plants now resident in
Alaska and Alaskan plants now in Asia probably dispersed.

Geographically, properties of plant associations such as species rich-
ness, biomass, productivity, and endemism are interrelated.

5.4.1 Species richness

In general, vascular plant floras, as in most other organisms (Chapter 3),
increase in species richness from the arctic to temperate latitudes, with
highest values in mediterranean areas (California, Israel), mountain-
bordered deserts (Texas, Utah, Kazakhstan, Zeravshan River Basin,
Sonoran desert), and lands bordering on the humid tropics (Carolinas,
Japan plus southern China and northern New Zealand). The compara-
tively rich flora of south-western Australia appears anomalous, but this
area combines old land forms and old, nutrient-poor soils with sufficient
but not excessive aridity (Stebbins, 1952; Stebbins and Major, 1965;
Raven and Axelrod, 1978) and stability (Hopper, 1979). Then there is a
precipitous decrease in numbers in both the cold (continental) and hot
deserts (Sahara), followed by a rise to greatest species richness in the
tropics (Gentry, 1986).

In general, the degree of endemism follows the same latitudinal trend
as species richness (Table 5.2). Species richness is so low as to be almost
non-existent in the arctic. The small arctic flora is certainly unique, but
almost all its species occur somewhere in the mountains to the south
(Hulten, 1968; Yurtsev et al., 1978). The single arctic endemic genus,
Dupontia, with one or two polyploid species is considered by Tsvelev
(1976) to be a possible ancient hybrid between Arctophila fulva and a form
of Deschampsia caespitosa. Both these latter species are arctic but with
large extensions into the taiga and mountain ranges to the south. Two
other examples are instructively arctic-alpine. Phippsia algida is exclu-
sively arctic in Eurasia. In North America it occurs not only in the Brooks
and Alaska ranges of Alaska but also in the Beartooth Mountains of
north-western Wyoming and on Mt. Evans in the Colorado Rockies.
Pleuropogon sabinii on the other hand is exclusively arctic in North
America, but in Eurasia it occurs isolated to the south in the headwaters
of the Kolyma River, on its eastern tributary, the Omolon, and on the
Tom River in Siberia which is an eastern tributary of the Ob (Tolmachev,
1974a). The last site is about 51°N.

The Alaskan flora is well-known (Hulten, 1968; Murray, 1980) and
provides an illuminating example when considering endemics and
endemism. Alaska contains large parts of four of Takhtajan’s floristic
provinces. Although its low arctic north slope (part of the arctic floristic
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province, but a region according to Yurtsev et al., 1978) has only 0.2%
endemism in its limited flora (Table 5.2), the other Alaskan provinces
have much more.

The arctic flora is best considered as an arctic-alpine flora. In general
alpine floras have many endemics, but these are locally derived.

5.4.2 Islands

Islands form almost ideal natural areas for the study of endemism. They
are finite and independent, easily delimited, naturally and not politically
circumscribed, and their endemism has been much studied (Runemark,
1971; Valentine, 1972; Carlquist, 1974; Bramwell, 1979; Kunkel, 1980)
and theorized upon (MacArthur and Wilson 1967). ““Islands are closed
communities [where] problems of isolation, dispersal and differentiation
can be studied in a more purified form than is generally possible in
mainland areas” (Valentine 1972). Island immigrants illustrate the
founder principle, and later evolution demonstrates founder selection
(Berry, 1983). Island populations are isolated from their former biotas, so
for this reason they must evolve under new conditions.

In an ecological sense, islands can be land surrounded by water,
mountains surrounded by lowlands, areas of unusual or azonal soils
surrounded by zonal soils (Chapter 15; Walter and Straka, 1970; Walter
and Breckle, 1984). True islands differ in their origins, subsequent
histories, relative and absolute ages, possibilities of past migrations of
disseminules to them, probabilities for plant establishment, plant com-
petition, and extinction rates. As discussed in Chapter 15, islands in
general have fewer species than continental areas of equivalent size.
However, former continental connections (Canary Islands or New
Caledonia) or nearby, now submerged, sea mounts may have contri-
buted species and increased species numbers. Also, island floras are
more or less ‘unbalanced’. A measure of balance in a flora is the rank
spectrum of species numbers in the ten vascular plant families with the
most species in a flora (Tolmachev, 1974a). This balance is different for
different floristic units at different scales in region, province and district.
Island floras reflect difficulties of invasion (oceanic islands in particular)
and evolution plus extinction in isolation. However, continental islands,
such as the Canaries, may have rich, relictual floras preserved by their
equable, maritime climate (Axelrod and Bailey, 1969) and on oceanic
islands, plant evolution seems to have been speeded up (Carlquist, 1974;
Carr and Kyhos, 1981).

Oceanic islands may have very high endemism, and their endemism
is roughly proportional to their isolation. Continental islands have richer
floras but lower endemism than oceanic islands. New Caledonia is quite
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exceptional, and Takhtajan (1978) considers it to be a floristic subking-
dom with a level of endemism equivalent to the much larger African,
Madagascan, Indo-Malaysian and Polynesian subkingdoms. He says
(p.- 250), “No other territory on Earth with a size comparable to New
Caledonia possesses such a great number of endemic families and
genera . . . The number of species in several endemic genera reaches
into several tens. This shows that intensive processes of speciation have
occurred here for a long time . . . and one encounters here 6 out of the
12 vessel-less woody genera of flowering plants”. The island is old,
continental, large, isolated, mountainous, tropical both now and when
part of Godwanaland, and extremely diverse in soil parent materials,
from peridotites to serpentine (Schmid, 1982).

5.4.3 Mountains

Mountains (e.g. Caucasus, Tien-Shan, Altai) are species-rich compared
with lowlands, but the farther north the mountain ranges lie the poorer
are their floras (Urals, Altai, Sayan). These latter were all once heavily
glaciated and surrounded by tundra.

Mountains are typically rich in endemics. When located in deserts
(Sahara, western US, middle and central Asia) they are mesic refugial
islands. In the rich flora of middle Asia, more than three-quarters of the
7000 species are said to occur in the mountains (Tolmachev, 1974b).

Mountain ranges support a wide variety of climates, often from arid to
wet and from warm to cold, within very short vertical distances. High
mountains may have buffered the climatic changes of Pleistocene
glaciations. The highly endemic forests of the Balkans (Horvat et al.,
1974), the high endemism of the Colchis (Takhtajan’s (1978) Euxine
province), and Talysh (Takhtajan’s (1978) Hyrcanean province), areas of
the Caucasus region, the endemic islands of Acer (maple) forests in the
mountains of middle Asia (Kamelin, 1973) and in the Wasatch Moun-
tains of Utah are all anomalies preserved from glacial and interglacial
age extinction by their mountain habitats.

The degree of endemism increases with altitude (Table 5.2; Kamelin,
1973; Chopik, 1976; Agakhanyants, 1981) but only up to the subalpine.
Alpine and nival vegetations are poor in species and poorer in endemics
than regions just below. Chopik’s data from the Ukrainian Carpathians
show 1.7% of the total flora is endemic to the montane zone, 4.2% to the
montane-subalpine, 9.9% to the subalpine, and only 2.1% to the alpine.
Data from the western Tien-Shan (Table 5.3) show consistent maxima of
species numbers, numbers of endemics, and percentage endemism at
middle mountain elevations, above the adjacent valleys and below the
subalpine and alpine belts. The percentage decrease from the middle
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Table 5.3. Degrees of endemism in the altitudinal belts of the western Tien-
Shan Mountains. From Pavlov in Tolmachev 1974b: 66, 68

Altitudinal belts (m) Species Endemics
no. no. %
Low mountain 500-600 1122 93 8.3
Middle mountain 800-2000 1729 211 12.2
Subalpine 2000-2800 739 98 13.2
Alpine >2800 621 74 12.0

mountain belt to the subalpine is 43% for total species and 46% for
number of endemics while the percentage decrease from subalpine to
alpine is 8% for both total numbers of species and numbers of endemics.

Mountains form ideal refuges in times of climatic change; effects of a
change in climate can be avoided by range shift up or down, tracking the
original climate. Agakhanyants (1981) gives high figures for current
rates of mountain uplift in the Pamir and Tien-Shan regions. At
10 mm/year, a few thousand years would move a given site up from one
life zone to another, from subalpine to alpine or from alpine to nival.

5.4.4 Deserts

One might expect areas of low plant productivity to have a low degree of
endemism. However many hot deserts have very high endemism in
spite of their limited flora and vegetation. The Sahara (Ozenda, 1977;
Quezel, 1978), transmontane southern California (Stebbins and Major,
1965; Raven and Axelrod, 1978) and south-western Australia (Hopper,
1979) are, or contain, hot deserts with concentrations of both relict and
recent endemics. With the exception of Australia the endemism of these
deserts is much increased by the mountains within them. South-west
Australia is a special case, having little relief but with an adjacent
well-watered coast.

Not all cold deserts have low levels of floristic endemism either. The
valley and plains deserts of middle Asia have many endemics (Kamelin,
1973). Utah has remarkably abundant endemism in the cold deserts of
its high plateaus and adjacent valleys, but in this case the endemism is
clearly related to edaphic peculiarities inherited from specific geological
formations (Graybosch and Buchanan 1983; Welsh and Chatterley, 1985;
Goodrich and Neese, 1986).

5.4.5 Tropics

Tropical areas are highest of all in endemism. Even family endemism is
prominent. We have little information on the extent of tropical species’
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endemism (Takhtajan, 1978), but Maguire’s (1970) studies in Venezuela
and Gentry’s (1986) comparison of temperate and tropical endemics are
illuminating. Tropical mountains (Mt. Kenya, Table 5.2) combine island
and mountain properties of very high endemism. Tropical islands also
have high endemism, but it is difficult to separate the effects of being
both an island and in the tropics.

5.4.6 Substrate peculiarities

Edaphic endemism can be on a much finer spatial scale than that
discussed above. Gabbro, serpentine, or heavy metal outcrops of only a
fraction of a square kilometre often harbour several endemic plants.

In general, non-zonal habitats increase both species number and
degree of endemism. Ferromagnesium rocks such as peridotite and
serpentine probably increase overall species numbers in such different
areas as the Urals, Swedish mountains (Rune, 1953), the Balkans
(Horvat et al., 1974), California (Kruckeberg, 1984) and Cuba (Iturralde,
1986). Many endemics growing on and often confined to serpentine,
probably cannot compete with the normal, regional flora. Calcareous
rocks, including dolomite, increase species number and preserve ende-
mics at least in humid climates, but in many cases the increase may be
due to persistent presence of open, dry, raw sites rather than to the
chemistry of the substrate. Such sites are frequently called ‘succession-
al’, but many really show no evidence of changing over time (Ehrendor-
fer, 1962; Galland, 1982). They are discussed in more detail below. In the
‘sea of loess’ of the southern Ukraine such unlikely and non-regional
substrates as sand and granite as well as limestone outcrops have
endemics (Walter and Straka, 1970). The conclusion is that any substrate
different from the regional one so weakens competitive dominance by
the regional vegetation that endemics find a place (Gankin and Major,
1964).

5.4.7 Productivity

Except on the unusual soil parent materials noted above, zonal vegeta-
tion productivity roughly follows the same trends as species richness.
High species richness accompanies high endemism. Are there causal
relationships here? What causes what? Or is high productivity simply
associated with high endemism?

Phytomass actually seems to be independent of both species richness
and productivity. For example, Sequoia sempervirens (redwood) stands in
the southern part of Takhtajan’s (1978) Vancouverian floristic province
have phytomasses >346.1 kg/m? (Fujimori, 1977), and old growth
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Pseudotsuga menziesii-Tsuga heterophylla (Douglas fir-western hemlock)
and Abies nobilis (Noble fir) stands follow with 159.0 and 156.2 kg/m?
(Fujimori et al., 1976; Waring and Franklin, 1979). Non-zonal productiv-
ity seems to be highest in such disparate vegetation as the tall herb
associations of oceanic Sakhalin and Kamchatka (Walter, 1981) and in
the tugai (riparian) vegetation along such desert rivérs of middle Asia as
the Amu Darya (Oxus) and Syr Darya where maximum net sun
radiation is combined with an unlimited supply of water and almost
annual fertilization with sediment carried by the rivers from the Pamir
and adjacent mountain ranges (Rodin and Bazilevich, 1967).

5.5 ENDEMISM FROM VARIOUS VIEWPOINTS

The natural phenomenon of endemism can be regarded from a variety of
viewpoints: composition and structure, physiology, history, genesis,
ecology and chorology. These headings are used below to shed light on
some theoretical ideas or positions current in biogeographical analysis.

5.5.1 Composition and structure

Species richness varies over at least two orders of magnitude between
floras; and it is unevenly divided among the plant families. Similarly,
endemism is unevenly divided among the plant families of a given flora.
Tolmachev (1974a) has used the ranking of numbers of species in the 10
richest families of a flora to characterize floras. In the flora of the
Dzungarian Alatau (Goloskokov, 1984), 76(3.5%) of the 2168 species are
endemic. When the families in the Dzungarian Alatau flora are ranked
by number of species, the order of the first 14 is (1) Asteraceae, (2)
Poaceae, (3) Fabaceae, (4) Brassicaceae, (5) Rosaceae, (6) Caryophyl-
laceae, (7) Lamiaceae, (8) Ranunculaceae, (9) Scrophulariaceae, (10)
Cyperaceae, (11) Apiaceae, (12) Boraginaceae, (13) Chenopodiaceae,
(14) Liliaceae. The order of endemism is different: (1) Fabaceae, (2)
Asteraceae, (3) Boraginaceae, (4) Ranunculaceae, (5-7) Apiaceae,
Lamiaceae and Scrophulariaceae, (8-10) Poaceae, Liliaceae and
Rosaceae, (11) Brassicaceae, and (12-13) Cyperaceae and Rutaceae. Two
genera of the Fabaceae alone, Astragalus and Oxytropis, have 18 and 8%
of the total number of endemics, which ranks them just after Asteraceae
and Boraginaceae among the families.

The processes of speciation, hybridization, immigration and extinc-
tion which form floras are taxonomically selective (Chapters 7 and 8).
That is, these processes do not act upon all plant taxa in a uniform
manner, but plants in different families react differently to the processes
which form floras. The genera Astragalus and Oxytropis of the Fabaceae
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are known for their species richness and high endemism in both North
America and extra-tropical Eurasia. The Dzungarian Alatau is unusual
among northern hemisphere floras in its low proportion of endemism in
the Caryophyllaceae and Brassicaceae. In western Europe, species of
these two families are commonly endemic both on serpentine and on
sites with concentrations of heavy metals such as nickel, lead, zinc and
cadmium.

Further examples of variation in endemism over families of plants in
some mountain floras of the southern part of the USSR are given in
Table 5.4. Although species richness is comparable with Goloskokov’s
Dzungarian Alatau, endemism is two, three or more times as great in
the nearby but more southern areas and 10 times greater in the
Caucasus. The two parts of the Tien-Shan have rich floras, but overall
endemism is comparatively low, although high in the larger, combined
area. Again, the degree of endemism increases with size of area
considered. The more northern and eastern (with better connections to
the Siberian mountain ranges such as the Altai and Sayan) Tien-Shan
has less endemism than the western part which extends into the deserts
of middle Asia. The Pamir with its extremely high altitude, cold, and
low precipitation has a comparatively poorer flora considering its large
area, and endemism is low. Endemism is high in the partial Caucasus
flora which overall is extremely rich in species (Table 5.2). Of the
families which occur in all areas, the Poaceae has low endemism and the
Fabaceae, Asteraceae, and Lamiaceae high, with Apiaceae, Brassicaceae,
Caryophyllaceae, and Liliaceae, in between. Such northern families as
the Ranunculaceae, Rosaceae and Scrophulariaceae have low ende-
mism.

The distinct differences between Goloskokov’s Dzungarian Alatau
data and those of Table 5.4 in general fit the trends from the western to
the northern Tien-Shan although absolute levels of endemism are lower
in the more northern area. There seems to be an overall decrease in
endemism with increasing latitude, and Apiaceae, Lamiaceae and
Liliaceae are more abundant as endemics to the south and west toward
the deserts although highest endemism throughout occurs in the
Asteraceae and Fabaceae.

We turn from phylogenetic to physiognomic considerations. Physiog-
nomic plant classification has made little improvement over Raunkiaer’s
scheme (Braun-Blanquet, 1964) of life forms using position of perennat-
ing buds for the sole criterion. Phanerophytes (trees, Ph) have these
buds above 2 m height above ground level, nanophanerophytes
(shrubs, NPh) at 2-0.25 m height, chamaephytes (low shrubs, Ch)
0.25 m, hemicryptophyes (perennial herbs, H) at the ground surface,
geophytes (with bulbs or rhizomes, G) underground, and therophytes
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(annuals, Th) as seeds. The life form of hemicryptophyte and cha-
maephyte plants are abundantly represented among endemics of many
areas (the Balearic Islands for example, Haeupler, 1983), specifically by
chasmophytic (rock crevice) plants (Ellenberg, 1978; Horvat et al., 1974;
Runemark, 1971; Tauber, 1984; Iatrou and Georgiadis, 1985). Again and
again such plants are mentioned as successful endemics. But there are
many exceptions, such as the hemicryptophyte Paraskevia cesatiana
(Boraginaceae) endemic in forests of southern Greece (Sauer and Sauer,
1980). Trees in the very rich Balkan forests are endemic (Pinus peuce,
Pinus heldreichii, Picea omorika, Abies cephalonica, Aesculus hippocastaneum)
(Turrill, 1958; Horvat et al., 1974). The Balkans, having been outside the
ice sheet that once covered Europe north of the Alps, having an
extremely varied topography, with a variety of soil parent materials, and
having a wet, fairly equable climate have been and are a species-rich
refugium for trees as well as other life forms.

The actual distribution of endemics among life form classes changes
with locality. It seems to be determined by climate, history of the floraand
competition with the associated flora. For the Dzungarian Alatau, Golo-
skokov (1984) gives the following figures: H 51.3%, Ch 36.8% and
NPh, Th and G 3.9% each. In the Ukrainian Carpathians (Chopik, 1976)
the 74 high mountain endemics are 9% H and 4% NPh in the alpine
belt; 54% H, 3% G, 4% Ch, 1% Th and 1% NPh in the subalpine; and
14% H, 4% G, 3% Th and 3% NPh in the montane—subalpine. In a
quite different ecosystem, granite outcrops in the Piedmont of the
south-eastern US from North Carolina to Alabama have shallow,
gravel-filled depressions with a unique, highly endemic flora. Phillips
(1982) shows that the life form spectrum of these species is shifted from
the normal, regional high content of hemicryptophytes to a high content
of therophytes. This makes the life form spectrum of the outcrop flora
similar to a hot desert flora (Death Valley). Life forms are usually
neglected when a flora is analysed. We need more data.

5.5.2 Physiology

Physiological plant ecology has burgeoned recently (Larcher, 1980;
Chabot and Mooney, 1985), but endemic plants have not been the
subject of much of the research. We need to know why specific endemic
plants occur in particular, geographically delimited climatic zones. As
yet systematic plant ecophysiological data are insufficient. Research has
been on one plant at a time. However, plants exist in plant communities,
competing with other plants.

Are more endemics C; or C, plants and in what ecosystems? The
subscripts refer to the first products of two distinctively different
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photosynthetic pathways. Ecologically, C, plants have higher photo-
synthetic rates in general and at low CO, concentrations, at high
temperatures, and under drought conditions. They transpire less per
gram of production, become light-saturated only at very high light
values if at all, have no photorespiratory loss of CO,, and have higher
growth and assimilation rates (Larcher, 1980). Do endemics actually
have higher or lower rates of photosynthesis or of transpiration and in
what ecosystems? Are endemics more or less successful than more
widely distributed related species? _

Endemics certainly grow better than non-endemics in some of their
non-zonal habitats such as areas with high concentrations of heavy
metals (see below). The serpentine endemic Poa curtifolia has a very high
Mg content and a low Ca content for best yield (Main, 1981). Gottlieb
(1979) established that the endemic Stephanomeria malheurensis differed
from its parent S. exigua ssp. coronaria in such physiologically important
morphological characters as leaf size, specific leaf weight, root/shoot
ratio and, most notably, seed size and weight. It did not differ in the
strictly physiological rates of photosynthesis or dark respiration. The
two taxa grow in only slightly different sites, but associated vegetation
which might distinguish the sites is as yet undocumented.

Extraordinary accumulations of heavy metals (lead, copper, zinc,
cobalt, cadmium, nickel, even manganese and iron) by some plant
species occur in soils with high concentrations of these elements,
including serpentines and peridotites with their excessive Mg contents
and usually low Ca (Horvat et al., 1974; Wild and Bradshaw, 1977;
Ellenberg, 1978; Kinzel, 1982; Papanicolaou et al., 1983; Reeves et al.,
1983; Kruckeberg, 1984). There has been much interest in such plants
and such sites worldwide. These specialized plants are frequently
endemics. Kinzel (1982) has discussed the unique chemistry of species of
Caryophyllaceae. Is this involved with many of its species’ endemism on
metal-rich sites?

Parts of the life cycles of several of the cedar glade endemics of
Tennessee and Kentucky have been investigated. The glades occur on
shallow, limestone soils with open stands of cedar (Juniperus virginiana)
and differ from the regional, species-rich deciduous forest. The annual
Lobelia gattingeri is highly variable in size and seed production, and it
competes poorly with the annual grass Sporobolus vaginiflorus although
the latter is more susceptible to spring drought than the Lobelia (Baskin
and Baskin, 1979). Spring drought therefore favours the Lobelia. The
winter annual endemics, Leavenworthia exigua var. laciniata and L. stylo-
sa, develop large soil-stored seed banks which carry their populations
through climatic oscillations which could otherwise eliminate them
(Baskin and Baskin, 1978, 1981). Although the perennial Astragalus
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tennesseensis did not decrease its transpiration rate under drought stress,
it did drop some of its leaves — thus behaving similarly to many purely
desert species (Baskin et al., 1981). Unfortunately we know too little of
the physiology of desert annuals to carry this analogy to a wider
conclusion.

Generalizations for this section are mostly questions. I have outlined
some of the problems, but data for solutions are rare. The endemics best
studied from a physiological standpoint are from unusual edaphic sites
in the regional vegetation.

5.5.3 History

Engler (1882) originally differentiated two kinds of endemics, palaeoen-
demics and neoendemics. The former are relicts, isolated phylogeneti-
cally by extinction of any close relatives, and are often of high poly-
ploidy. Neoendemics are newly evolved, and evidently closely related
phylogenetically (Stebbins and Major, 1965; Prentice, 1976). Tolmachev
(1974a) makes the point that young endemism lacks generic endemism.

In California palaeo- and neoendemics show clearly different patterns
of distribution. Palaeoendemics are concentrated in the climatically
equable, precipitation-rich north-western corner of the state (roughly
the range of redwood, Sequoia sempervirens) plus the wet Klamath
mountains just inland and also in the driest desert of the south-eastern
part of the state (Stebbins and Major, 1965). The relict Podocarpaceae of
Chile and New Zealand, Araucaria of New Caledonia, Chilean conifers
such as Fitzroya, and Microbiota decussata of the Sikhote Alin mountains
of coastal eastern Asia are palaeoendemics and must have an ancient
history if phylogenetic uniqueness can be used as a criterion. Desert
palaeoendemics include Welwitschia mirabilis (Walter and Breckle, 1984)
of south-west Africa, the boojum tree (Idria columnaris) and ocotillo
(Fouquieria splendens) of the Sonoran Desert (Humphrey, 1974).

On the other hand, recent endemism in California is concentrated in
the border regions between humid and arid climates. The numerous
species in such genera as Clarkia, Downingia, Gilia, Linanthus, Plagio-
bothrys, Mimulus, Phacelia and in the subtribe Madiinae are examples.
Arid climates receive less precipitation than would be evaporated by the
incoming heat regime; humid climates receive more. Budyko’s index of
aridity, R./(L X precipitation in cm) where R, is net incoming radiation
in Jem™2 and L is the amount of heat required to change the state of one
gram of water from liquid to gas (or about 2500 Jg~'; actually
L = 2501 — 0.24 T with T in °C) is a reasonable climatic parameter. The
index equals one on the border between humid and arid climates, and it
is very sensitive at this borderline (Major, 1977) — as is neoendemic
speciation (Stebbins and Major, 1965; Valentine 1972). This is also the
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border between pedocal and pedalfer soils, steppe and forest, etc. This
is reminiscent of the effect of climatically induced physiological stress
encouraging adaptation (Chapter 6).

Polyploidy can be used as a tool to trace the origin and history of plant
taxa (Section 5.5.4). The relicts mentioned above mostly have high
chromosome numbers and are assumed to be ancient polyploids.
Younger meso-polyploids (with lower chromosome numbers) whose
ancestors are probably known, can be migrants of exotic origin or native,
depending on whether their immediate ancestors exist outside or within
the floristic region where we now find them. Krogulevich (in Malyshev,
1976) determined and assembled chromosome numbers for 448 of the
569 species in the Putorana flora of north-central Siberia. Conclusions
were that karyologically the youngest species are the arctic and boreal
ones; the oldest are the montane and alpine.

Direction of range expansion can be read in some cases from a series
of ploidy levels for one species. For example, Knaben (1982) has traced
the postglacial history of several endemic Scandinavian species using
polyploidy levels. Contandriopoulos and Gamisans (1974) find that the
high mountain, endemic flora of Corsica is mostly derived from the
Mediterranean element, and only 17% of the 137 taxa (Table 5.2) are
arctic—alpine. Karyological data (Contandriopoulos, 1962) show these
latter taxa are derived from alpine, not arctic species and therefore they
must have immigrated to Corsica in the Tertiary when Corsica was
physically connected to the continent, not during the Pleistocene when
there were only lagoon connections.

The implicit assumption here is that all these plants have very limited
powers of dispersal — as most plants do. However, Carlquist (1974)
believes otherwise so far as island floras are concerned. The contradic-
tion here may not be real since, as noted below, the Hawaiian flora is not
primarily an immigrant one but overwhelmingly evolved in situ, and
ancient sea mounts near the Hawaiian islands may have greatly
expanded the time available for immigration (Rotondo et al., 1981).
Actually, systematic and quantitative data on propagule dispersal are
very deficient (Harper, 1977; Kubitski, 1983). The test of such data is
how they predict seed rain, and for specific sites this is almost totally
unknown.

The geological history of endemism in the islands of the western
Mediterranean is excellently reviewed in depth in Bramwell (1979) and
by Haeupler (1983).

5.5.4 Genesis

Polyploidy is a genetic phenomenon useful in the study of plant
endemism, as demonstrated above. In fact, Favarger and Contan-
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driopoulos (1961) base their classification of endemics into palaeoende-
mics, patroendemics, apoendemics, and shizoendemics on polyploidy.
Palaeoendemics are subdivided by Stebbins (1974) into those so old their
derivation is unknown e.g. Austrobaileyaceae x = 22, Winteraceae
x = 43 and those younger, meso-polyploids whose derivation probably
is known e.g. Antennaria at n = 14, derived from Gnaphalium at n = 7.
Patroendemics are diploids whose polyploid derivatives have wider
ranges. Apoendemics are polyploids derived from a widespread dip-
loid. Shizoendemics have retained the same ploidy level as their
progenitors. Palaeo- and patroendemics are the old, relict endemics of
Engler; apo- and schizoendemics are young. The relative representation
of these classes in a flora is a guide to that flora’s history and therefore
genesis. Palaeoendemics indicate the ancient connections of a flora;
neoendemics indicate the flora’s current evolution. These categories
have been effectively used to discuss endemism in the floras of Corsica
and the Balearic islands (Contandriopoulos and Cardona, 1984), in the
islands of the western Mediterranean (Bramwell, 1979), the mountain
floras of Europe (Valentine, 1972) and the flora of California (Stebbins
and Major, 1965; Valentine, 1972; Raven and Axelrod, 1978). Wider use
of this fruitful classification of endemics is limited by lack of systematic
cytological data.

The evolution of species would be better understood if a biologist
were present when it originated. Gottlieb (1977a,b, 1978a,b, 1979) has
come very close. Using enzyme electrophoresis he has shown that the
derivative, diploid, schizoendemic species, Stephanomeria malheurensis,
does in fact have only a partial set of the genetic variability of its parent.
Similarly the origin of the endemic Clarkia lingulara from C. biloba by
chromosomal reorganization in a very local, small, marginal population
has been confirmed by Gottlieb (1974) using enzyme electrophoresis.
C. franciscana was shown as likely to be an old species as a neoendemic
(Gottlieb, 1973). The sites of origin of the contemporarily formed
Tragopogon mirus and T. miscellus, in eastern Washington and adjacent
Idaho are known, as well as the identities of their invasive, weedy,
parent species. Roose and Gottlieb (1976) found that the allotetraploids
do in fact have all the enzyme multiplicity present in the parent plus
some additional, novel combinations. Parthenium species which are
geographically and ecologically isolated on limestone or gypsum habi-
tats do have depauperate flavonoid patterns (Mears, 1980). Pinus
torreyana, a very narrowly endemic pine of California also has almost no
gene diversity (Ledig and Conkle, 1983) — but the authors point out that
the widespread Pinus resinosa and Thuja plicata are only slightly more
variable. On the other hand Silene diclinis, a Spanish endemic, is
variable, perhaps due to its occurrence in open habitats in formerly
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wooded areas (Prentice, 1976, 1984). According to Prentice (1984), “Low
allozyme variability characterizes populations of most endemic species
that have been investigated”, and “Isolation and historical events may
have been as important as population size or edaphic specialization in
causing this low variability”’. A review of life history characteristics and
electrophoretically detectable genetic variation comes to much the same
conclusions (Hamrick et al., 1979), although the relationship to ende-
mism is not stressed.

Solbrig and Rollins (1977) investigated the differences in life history
characteristics associated with self-compatibility and incompatibility in
Leavanworthia species. In general the self-compatible species have the
narrower range of variation, but the widespread self-compatible species
L. exigua has more variation in fruit characteristics than the two, mostly
self-incompatible endemic species, L. alabamica and L. crassa. Are spe-
cies with narrow ranges of variability less successful? Success is difficult
to define for a plant even if lack of success is proved by extinction.

The Madiinae (Asteraceae) of Hawaii have undergone extreme adap-
tive radiation. Many species of Madiinae also occur in California and
there and throughout the western United States they are mostly annual
herbs. In Hawaii they are all endemics and range in life form from
various kinds of herbs through shrubs and lianas to trees. “The
remarkable array of life forms . . . exploits almost every conceivable
terrestrial habitat in Hawaii . . . from very recent lava flows to mature
rain forest” (Carr and Kyhos, 1981). They have probably achieved this
remarkable evolutionary differentiation from a single introduction. Carr
and Kyhos unravel the complicated relationships within the group by
chromosome analysis.

Genetic studies can thus illuminate the nature of endemics, but much
more work needs to be done for valid generalizations to emerge. The
ecological setting of endemics needs definition, but there is little
systematic ecology at all, much less adequate attention to endemic
plants. If the 1400-2000 angiosperm taxa on the Hawaiian Islands have
really evolved from about 250 introductions (Carlquist, 1974), then the
very high Hawaiian endemism (Table 5.2) is the result of speciation and
not immigration. Has any extinction occurred? Among the Hawaiian
ferns the situation is different — 135 immigrants which have produced
168 contemporary taxa (loc. cit.). Spore-bearing plants such as ferns
should cross ocean barriers more readily than seed plants. As an ancient
group do they now also evolve more slowly? On the other hand, on the
small islands of the Aegean Sea evolution is said to be almost at a
standstill (Valentine, 1972). These now isolated bits of land were fairly
recently (mid-Tertiary) part of a continuous land mass which then had a
richer flora than now occurs on the islands. Extinction has since reduced
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the numbers of species, and relicts now outnumber recently formed
species. Runemark (1969, 1971) invokes extinction by reproductive drift
to explain otherwise inexplicable extinctions and vagaries of species’
distributions on these islands. All these interpretations may appear
speculative but they are based on much field experience with the
pertinent floras. Unfortunately, the kinds of pollen data which have
been used to unravel the glacial and post-glacial history of the floras,
and even vegetation, of northern Eurasia and North America are simply
not available in this case.

5.5.5 Ecology

Any explanation of the occurrence of an endemic on a particular site or
kinds of sites must be ecological as well as historical (Section 5.5.3). A
plant occurs on a given site partly for historical reasons of dispersal, and
longevity, but it grows on that site because its ecological tolerances fit
the environmental conditions offered by the site, including modifica-
tions of the environment resulting from competition with other plants.

Prentice (1976) discusses the idea that all restricted endemics lack
morphological plasticity and flexibility in responding to ecological
conditions. However, the idea seems to be factually wrong (Gankin and
Major, 1964; Stebbins, 1978a,b, 1980). Many apparently stenotopic
endemics show extreme morphological variations when relieved of
competition. Stebbins (1978a,b) asks whether the narrowly restricted
occurrence of so many Californian plant species is due to genetic
properties, lack of time for spread, or ecological factors. He excludes
‘senility’, for which he finds no evidence. “The answer ... is, it
depends upon the species”. This is a helpful conclusion since it
emphasizes the importance of studying the autecology of endemic
species.

The flora of California is rich, and it has many endemics (Stebbins,
1978a,b). Habitats vary from temperate rain forest to hot deserts, from
areas with abundant orographic precipitation to rain-shadow deserts,
from mountain glaciers of high altitudes to Death Valley and other
deserts at low elevations, from very maritime to very continental
climates, from extremely fertile soils to very infertile, including ancient
hardpans and podsols, from serpentine substrates to granite, limestone
and sand dunes. Ecological ‘islands’ combining extremes of many
ecological factors are common. Finally, the many combinations of
species of great physiognomic variety, from gigantic forest trees such as
Sequoia sempervirens and Sequoiadendron gigantea to the belly plants of the
deserts and vernal pools, that form California’s extremely different plant
communities, add further diversity to habitats. These ecologically va-
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rious habitats have interacted with the diverse flora which includes both
old, relict species and young, very recent ones. The result is a richly
diversified vegetation (Barbour and Major, 1977) in which a wide
diversity of endemic plants find suitable sites.

California is not unique in its combination of rich ecological diversity
and high endemism. Similar juxtapositions of a variety of habitats along
with a diverse old flora occur in Spain, the southern Alps, the Balkans,
the Caucasus, middle Asian mountain ranges, the Soviet Far East,
Japan, New Caledonia, and a diversity of tropical mountains and
mountain ranges. All produce high endemism. However, the extremely
high endemism of the Cape of Good Hope, the richest of all (Table 5.2) is
difficult to explain.

Endemics occupy the gamut of site stability. Some occur only on the
most transient disturbed sites, raw cutbanks, frequently burned areas,
talus, scree, river gravels, snow avalanche tracks, or heavily fertilized
spots such as wild animal lookouts. On the other hand, the abundance
of endemic chasmophytes (cliff crevice plants) associated with both arid
and humid mountains and with cliffs of islands such as those in the
Aegean Sea is striking. Open, rocky, cliff and even some rapidly eroding
sites are often the most stable habitats we know (Ehrendorfer, 1962).
The plant communities on these open, non-zonal sites resist changes in
climate since their local climates deviate so widely from regional
climates. No plant succession takes place, and these kinds of vegetation,
which habour endemics, are far more stable than climax vegetation
which is impacted by every shift in climate as well as by fire, flood,
hurricane, and human activity. Examples of open sites on calcareous
rock outcrops, on granite outcrops in an otherwise limestone region and
on eroding shale scree are given by Ehrendorfer (1962), Sutter (1969),
Horvat et al. (1974), Ellenberg (1978), Galland (1982), Graybosch and
Buchanan (1983), Keener (1983), Papanicolaoi et al. (1983), and Iatrou
and Georgiadis (1985).

In fact, any ‘island’ site may harbour endemics. A striking example is
a mesic, wooded terrace along the southern Donets River within the
regional steppe of the Ukraine (Ivashyn et al., 1981).

Fire is a factor in the ecology of some endemics. Cupressus forbesii is
endemic to low mountains of southern, mediterranean California. It
requires fire to open its cones for seed dissemination. But it also requires
more than ten years to reach cone-bearing age and over fifty years for
maximum seed production. Fires occurring too frequently would elimin-
ate the species (Zedler, 1977).

Where competitive relationships between species in plant communi-
ties change with a drastic change in soil parent material, presence of
limestone for example, the plants’ ecological tolerances seem to change
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(Gankin and Major, 1964). The plants discussed (Picea mariana, for
example), are not calcicoles but they occur only on limestone at the
southern limit of their range where their normal associates do not occur.
Morphological aspects of competition between Stephanomeria exigua ssp.
coronaria and its recent derivative S. malheurensis were not apparent. Nor
were large and small individuals of the former species different geno-
typically. The larger seed size of the derivative is believed to be respon-
sible for its continued existence (Gottlieb, 1977a,b).

Few population studies have been carried out on endemic plants.
Gorchakovski and Zueva (1982, 1984) delineated the age structure of
four endemic, alpine, steppe species of Astragalus in the Urals (seed-
lings, juveniles, immature, young, mature, old generative, and senile)
and followed it for up to eight years. They found wavelike trends in the
numbers of plants in the various age states since reproduction was
sporadic.

Model ecological studies that include not only some discussion of
physical factors determining an endemic’s success but also the plant’s
status within its community are by Sutter (1969), Horvat et al. (1974),
Ellenberg (1978), Graybosch and Bucanan (1983) and Tauber (1984).

5.5.6 Chorology

Distributions of many endemics have been mapped, for example by
Hulten (1968), Jalas and Souminen (1972), Malyshev (1976), and Welsh
and Chatterley (1985).

Knowledge of disseminule dispersal and distributional data show
little correlation (Kubitski, 1983). This is a surprising conclusion, but
only intensive study of which seeds land where and use of all the
chorological data available can change it. The fact that truly oceanic
islands, which were never part of a continent, are populated by plants
proves the existence of long-distance dispersal (Carlquist, 1974), but the
high endemism on such islands, which is roughly proportional to their
isolation, proves that long-distance dispersal is rare and more or less
unpredictable. The endemics are the result of evolution in situ (Carr and
Khyos, 1981). The flora of continental islands is the final result of
altogether different processes (Valentine, 1972).

Clayton and Cope (1980) point out that areal distributions of floras are
not accurately known. By calculating similarities (Jaccard index) in
species occurrences between (political) areas, they produced maps
showing areas of concentrations of particular species. The chorological
units were illustrated by isolines of species abundance. Computer
methods (Clayton and Hepper, 1974) have the advantage of objectivity
but the disadvantage of not unscrambling which species are most
responsible for the resultant classification.
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The chorology of the 1200 Iberian plant endemics was analysed by
Sainz Ollero and Hernandez Bermejo (1985) using matrices of both
Jaccard coefficient and chi squared similarities in species composition
between 25 units and 70 subunits. The matrices of similarity values were
analysed using various statistical models. The authors chose an arrange-
ment with six main units of endemics (such as Balearic, Cantabro-
Pyrenees, South Atlantic) and 27 sectors.

Birks (1976) applied mathematical clustering techniques to the dis-
tribution of the pteridophyte flora of Europe (Jalas and Souminen, 1972).
He produced a floristic classification of areas, and the endemics fit very
well. Those that do not are aquatics, which are known to have very wide
distributions, and known alloploids, which may have polytopic origins.
Endemics are strikingly limited to areas south of the last, Weichselian,
ice sheet.

5.6 ENDEMISM IN CONTEMPORARY BIOGEOGRAPHY

Island biogeography is extensively discussed in Chapter 15 of this book,
but it is relevant to how endemics arise and how they persist (Mac-
Arthur and Wilson, 1967; Simberloff, 1974; Berry, 1983). Unfortunately,
present theory depends on three unknowns, immigration and extinction
rates and equilibrium. The shape and scale of the relationships between
plant dispersal, extinction rate and equilibrium numbers of species are
unknown, nor is there any good evidence that equilibria result. In fact,
hypothetical equilibria in biology and geography are an unfortunate
inheritance from physical chemistry where they work because many
chemical reactions can be completed over a short time span. In our
landscapes we have had a recovery time of only a little more than 10 000
years since ice wiped out plant and animal communities over much of
the northern hemisphere north of 50°, loess accumulated over vast
areas, tropical forests were probably fragmented, North America and
Eurasia were joined by a 1500 km wide land bridge, the snow line in
mountains was lowered by 1000-2000 m, sea level lowered by 200 m,
and Antarctica was covered by an ice sheet from which it still has not
recovered so far as vascular plants are concerned. During these 10 000
years plants have re-invaded many areas to form successive forests and
other plant communities, a period which experienced higher tempera-
tures than those of today intervened, and soils formed or resumed
formation.

Are there comparisons of rates of continental drift with rates of
adjustment of the biota to such drift and does plant succession itself
reach a steady state in species composition, biomass, or productivity?
The time frame of a succession must be equal to or less than the period
during which the factors determining the properties of the ecosystem



146 Biogeographic patterns

(other than time) are constant (Jenny, 1980). We have little evidence for
such hypothesized steady states in vegetation (Major, 1974). Many
forests become productive, then decline in productivity. This is well
documented where permafrost develops under an accumulating moss
and litter layer (Viereck, 1970). Progressive paludification is hypothe-
sized for forests of coastal southern Alaska (Zach, 1950), and it is an
actual, current problem in western Siberia (Walter, 1977). Podsolization
leads to impoverishment of both soil and plant community (Jenny et al.,
1969), although it may also eventually produce plant speciation and
endemism, as it has in coastal California (Pinus contorta ssp. bolanderi,
Cupressus pygmaea, Arctostaphylos nummularis). In arid regions, with
water income less than potential evapotranspiration, pedocal soils form
a caliche layer which restricts root space. In mediterranean California,
impenetrable iron-silica hardpans have formed in soils on the oldest
terrain, and vernal pools rather than native grassland, result. In the
California foothills an exhumed lateritic soil of Eocene age (Singer and
Nkedi, 1980) supports a depauperate vegetation, including several
endemic plants (Gankin and Major, 1964).

5.7 THE FUTURE

It is not clear whether the patterns of endemism are simply a collection
of special, unrelated cases or whether there are a number of underlying
unifying processes.

Autecological studies of plant endemics are obviously needed. They
should combine field, greenhouse and laboratory work, probably in that
order. It is necessary that we gather data on endemism by floristic
provinces, not by political subdivisions. Synecological studies are
however also needed since endemic plants exist within communities.
They should be studied in relation to their climates (heat and moisture
availability), soil parent materials (including residual soils), relief (which
influences local climate), successional time (from a defined t, and
without assuming a steady state), fire (intensity, frequency, pheno-
logical time of year), and, probably of most importance, the associated
flora and fauna. Of all ecological parameters, this last is the one most
frequently neglected in both autecological and synecological studies.
Seed rain (Ryvarden, 1975a,b) and the seed bank are aspects of the
floristic factor about which almost nothing is known (Harper, 1977).

ACKNOWLEDGEMENTS
I thank Mary Burke and the editors of this volume for their help.



PART III

Biological processes
in biogeography



Introduction

The uneveness of species distributions over the globe forms a basic
characteristic of living organisms. Biogeographers have frequently tried
to explain these distributions by reference to preconceived biogeo-
graphic processes. This has often resulted in authoritarian narratives that
really neither test the process invoked, nor propose possible alterna-
tives. A more rigorous explanatory approach is to search for consistent
patterns amongst the various species distributions and then use these
patterns to discover the processes which underlie them. Indeed, the
discovery of such processes is a prime function of biogeographic
analysis.

Rosen (Chapter 2) conjectures as to whether there are any uniquely
biogeographical processes, but whether there are or not, geographical
(tectonic, eustatic, climatic, oceanographic), evolutionary (adaptation,
speciation, extinction) and ecological (dispersal, biotic interactions)
processes are all implicated in pattern forming. Intuitively, the assump-
tion is that large scale abiotic processes exert their effect in conjunction
with evolutionary processes, through vicariance or through merging of
biotas, whilst ecological processes cause changes in pattern through
biotic interactions and colonizing jumps and are in turn affected by small
scale abiotic factors.

ADAPTATION AND ECOLOGY

At a very basic level, to understand why a particular organism or group
of organisms is found in a specific place, we must know something
about their general biology i.e. the nature of the adaptations which
allow the species to live where it does. Different genetic strains or
phenotypes of a species, often called ecotypes, can themselves be
differentially adapted to their local environmental conditions and hence
be restricted to certain habitats. These intraspecific habitat and regional
differences tend to broaden the ecological tolerance ranges of many
species. This intraspecific level of adaptation is explored in Chapter 6.

In broad biogeographic terms, adaptation is important on two dif-
ferent scales; a spatial one, influencing distribution patterns at a given
time; and a temporal one, involving the influence of a change in
conditions on adaptation and the indirect effect on distribution patterns
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over time. But how can we define the organism’s world in order to
understand the biogeographic role of the process of adaptation? This is
the problem of defining the ecological niche. We can conceptualize two
states of the niche following Hutchinson (1957). The potential, or
fundamental niche represents the sum of a species’ physiological,
morphological and developmental adaptations (or tolerances), and
hence the range of environments within which the species can potential-
ly survive and replace itself indefinitely. This potential range is usually
reduced to an actual or realized niche by the activity of sympatric species
(including competitors, predators and parasites) or by some other
factors. In the biogeographic context, we are mainly concerned with the
spatial aspect of the niche, the habitat and range dimensions. The
fundamental niche can describe the maximum range, encompassing all
suitable habitats, over the globe. The realized niche describes the actual
range the species occupies, controlled partly by activities of other
species at a local level and at a global level by geographical barriers,
dispersal ability and chance historical events, such as vicariance. All of
these determine the presence or absence of a particular species in
otherwise suitable habitats.

Because most species occupy only a limited part of their potential
global range and because adaptation leads towards accommodation of
organisms to their environment, we often see that distantly related
organisms have independently evolved similar form and function to fill
similar ecological niches in similar habitats around the world, i.e.
ecological convergence. The important feature of such convergence in
the present context is in the power of natural selection to shape a species
population to fit into the prevailing environment (within the constraints
imposed by the very nature of the organism). These ideas can be
extended to convergence at the community level, although the evidence
is equivocal (Chapter 9).

What happens when environments change either in abiotic para-
meters (e.g. climate) or biotic parameters (e.g. intensification of interac-
tions or changing resource levels)? This question was considered in the
short term by Fisher (1930) using a simple theoretical model of adapta-
tion (Chapter 6). It is based on the premise that no organisms will be
perfectly adapted to the present conditions, since adaptations (due to a
time lag in response) reflect conformity to past environmental pressures.
Over longer time scales, Van Valen (1973) views the environment as
constantly decaying with respect to adaptations of existing species, so
natural selection operates only to enable the species to maintain its
current state of adaptation rather than improve it (Red Queen hypoth-
esis; see also Chapter 8). Sufficient plasticity in behaviour or physiology
can allow short-term tracking of, or acclimation to, small scale changes
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in environments over ecological time (a slight, short-term or temporary
shift in the realized niche). Niche shifts, leading to a reduction in
habitat ranges in the face of competition, provide a pertinent example
and are considered in Chapter 9. Longer term changes in the species,
in response to larger or longer term environmental change, require
permanent (i.e. genetic) alterations to their biology and result in a
permanent shift in the fundamental niche.

What effect can long-term changes in the environment outlined in
many of the chapters have on the biogeography of species? If species are
able to re-adapt, or track the environment, as outlined above, the
species population can maintain its spatial occupation in the face of
changing conditions, by moving into a new fundamental niche. But
what if the species population cannot re-adapt sufficiently in the face of
environmental change? Changing conditions can be countered, to some
extent, if the species is able to shift its spatial occupation in relation to a
shift in its required conditions. The species may thus retain its niche, but
alter its geographical distribution. This kind of forced range shift has
been documented as an effect of glaciations, forcing temperate organ-
isms to shift latitudinally as the temperate zones moved (e.g. trees
(Davis, 1986), insects (Coope, 1987)). Continual changes in conditions
might also act to reduce the size of the realized niche of a species
population, causing gradual restriction of its range to those places where
conditions have not changed, and eventually create refugia for species
or even whole biota (Chapter 10).

EXTINCTION

Adaptation may be viewed as a very slow environmentally driven
rearrangement of niches accompanied by gradually changing species,
which are always incompletely adapted and change their spatial occupa-
tions in time with shifting adaptive zones. Ultimately, if conditions
continue to change and a species has nowhere left to go (i.e. its niche
disappears), then extinction will ensue. As pointed out in Chapter 8, the
speed of extinction will depend on the intensity and rate of environ-
mental change, and different species will respond to this differently, so
extinction episodes will not affect all species equally. Extinction, as a
process, can thus be seen to act as a filter, affecting different species
populations differentially. One obvious effect therefore is to change the
species pool of an area, which will undoubtedly have a concomitant
effect on distributions of other species (Fig. 1.1).

Three levels of extinction can be determined, largely based on
differences in taxonomic, spatial and temporal scales. Local extinction of
one species may broaden the ecological opportunities open to similar
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species, and may also enable a previously excluded species to establish
itself (expansion of a realized niche towards a fundamental niche —
known as competitive release). This process is discussed in Chapter 9.
On a larger scale, local and sometimes global extinctions of species may
be viewed as resulting from competition with ecologically similar
species. Knoll (1984), for example, has suggested that vascular plant
radiations actually caused extinctions of previously dominant groups
through competition over time. Extinctions at this level would again
lead to ecological readjustments amongst the remaining species, which
in turn would influence distribution patterns. Ultimately, extinctions of
lineages would occur, e.g. dinosaurs and ammonites. The explanations
of these so-called mass extinctions are varied and subject to considerable
debate (Chapter 8). Such large scale extinctions might then allow great
adaptive radiation amongst the surviving species and groups.

SPECIATION

As demonstrated in the fossil record, extinction is the ultimate fate of all
lineages and species. However, whilst the process of extinction has
acted to reduce the available species on the earth, and greatly influenced
their distribution, its action has been countered by enrichment of biotas
through the process of speciation. This process is important in
biogeography in the provision of raw material for distribution and in the
alteration of the biotic environment and hence distribution patterns of
species already resident in an area (Fig. 1.1, species pool A-A3).

In the biogeographic context a workable definition of a species is ‘a
complex of populations which may be spatially vicariated, and which
together form a potentially interactive gene pool’. In this light, specia-
tion requires divergent evolutionary change in two or more indepen-
dently evolving population complexes, to a point where genetic differ-
ences between them are so great that they cannot normally interbreed.
New species may arise through changes in and eventual replacement of
the parent species (pseudospeciation) or alternatively, speciation may
lead to phyletic evolution - a long-term product of reproductive isolation
which leads to creation of new lineages which colonize new regions.

How does speciation occur? Knowledge of the type of speciation is
fundamental for an understanding of biogeographic patterns and pro-
cesses. Speciation is usually classified as allopatric, parapatric or sym-
patric, largely on the basis of distribution patterns. Fig. III.1 outlines the
principal pathways and the various mechanisms are discussed in detail
in Chapter 7.

Speciation is assumed to occur through geographical isolation in
many biogeographic hypotheses, but, as pointed out in Chapter 7, there



Introduction 153

Ancestral Species

/

Barrier
(Vicariance, Jump Dispersal)

!

Populations overlap Some populations Populations spread over

broadly (Sympatry) become isolated geographically heterogenous area
/ 1 (Allopatry) but remain in contact (Parapatry)

Differentiation in common Differentiation in Differentiation in
area through reduced isolation contiguous areas
niche overlap \
Barrier
breakdown
Gradual environmental Sharp environmental
variation variation

Polyploidy + Shallow clines

. Steep ciines

Alloparapatry

S~ Hybrid zones

‘L /
Evolution of

Isolating Mechanisms

{

SPECIATION
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ric, alloparapatric. (Modified from Endler, 1977).

are no empirical or theoretical grounds for supposing that rapid evolu-
tionary divergence usually takes place in extremely small populations
via the founder effect (as suggested by Mayr, 1982), nor is complete
geographical isolation necessary for speciation. In theory therefore,
divergence between species should be possible within continuous popu-
lations as well as within isolated ones (Fig. III.1).

Speciation, like colonization, does not, however, guarantee a future
for the species in question. In fact, all forms of change usually reduce
evolutionary fitness, as indicated in Fisher’s (1930) model mentioned ear-
lier. If the new characters are sufficiently adaptive, the new species can
overcome its small population size, increase and rapidly expand into new
habitats until the adaptive characters are countered by environmental
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barriers. This expansion will lead to invasion of ranges of related
species, especially parent species, such that interspecific competition
(Chapter 9) may well play a role in species selection, leading to failure in
establishment of the new species or exclusion of the parent on establish-
ment. Indeed, sibling species are almost always allopatric or parapatric.
This kind of species replacement is often interpreted in terms of the
parent species being ousted by daughter species from their original
range, producing a pattern characterized by older forms at the periphery
of a taxon range and younger forms at its centre. However, the reverse is
also possible, with apomorphic specialists being restricted to the outer
parts of a species range (see discussion of ‘progression rule’, Chapter
11). Such conflicting interpretations are common in the biogeographical
literature, and since such hypotheses are untestable, their value to
biogeographic analysis must remain questionable.

Of particular biogeographical interest is the question of whether there
are certain processes, conditions or circumstances that promote specia-
tion? Any processes which enhance extinction presumably also provide
the circumstances that encourage speciation. Small species populations
may create genetic bottlenecks, reducing the total genetic variability
available and hence reducing evolutionary flexibility of the population
which will inevitably lead to extinction (as seen in taxon cycles (see
p- 155) and postulated in the Red Queen hypothesis). On the other
hand, species populations which have become divided into small
evolutionary units by vicariance events would be expected to exhibit
more genetic variability than the same number of individuals in larger
units. New mutations and gene combinations are incorporated more
rapidly into small populations which increases the evolutionary rate.
Fragmentation of phylogenetic lines thus has important implications for
the rate of evolution. The large scale abiotic processes, such as climatic
cycles (e.g. Pleistocene glaciations), plate tectonics, eustasy and other
similarly disruptive geological conditions can serve to promote isolation
and speciation by causing alternate contraction and expansion as well as
fragmentation of populations and biomes. Vermeij (1978) discusses this
in terms of the biogeography of tropical marine systems and in Chapter
10 this phenomenon is examined when discussing tropical rain forest
refugia. The aforementioned abiotic processes can also lead to removal
of barriers and fusion of previously isolated biotas. This can lead to
formation of hybrid zones (merging of population characteristics in
sympatry) and intuitively to extinction or coexistence of different species
depending on degree of reproductive isolation and level of ecological
similarity. This again highlights the importance of ecological inter-
actions.

There are many cases of taxa found in small, insular areas which show
extreme evolutionary diversification. For example, the famous adaptive
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radiations in the Galapagos finches, Hawaiian island honeycreepers and
Drosophila and amongst cichlid fish of the great African lakes, where
repeated episodes of speciation produce numerous kinds of descen-
dants which remain largely sympatric within small geographical areas.
This can occur largely because of the empty niche space within habitats,
made available by the absence of taxa from colonizing biotas, or
extinction of taxa which are normally associated with specific ecological
roles from already assembled vicariant biotas. The filling of these roles
by one taxon through adaptive radiation (often leading to morphological
and ecological convergence with organisms from different taxa) can
theoretically arise by two different mechanisms:

(1) Based on refugial isolation, speciation is promoted by cycles of
isolation, invasion and reinvasion of areas, in the so-called taxon
cycle (Ricklefs and Cox, 1972, 1978; Brown and Gibson, 1983). Such
cycles may depend not only on a chance colonization following
dispersal but also alternating connection and separation between
islands due to eustatic and tectonic change (Part IV). Coexistence
between sympatric sibling species on islands is then explained on
the basis of the evolution of fortuitous ecological differences on
different islands or parts of islands. The assemblage of such species
has been hypothesized as being governed by rules termed ‘assembly
rules’ (Section 9.3.2) based on the assumption that species which are
too similar to residents will either be prevented from establishing on
an island, or successful colonization will lead to extinction of the
island resident through interspecific competition for resources.

(2) Based on the hypothesis of competitive release (niche expansion) of
a species population, in terms of both resource use and morphology,
in which it enters a relatively competition-free environment such as
an island, and expands its population size and habitat range (Chap-
ter 9). Intraspecific competition would then promote divergence in
resource use by sympatric or parapatric populations within the
enlarged and more variable parent population on the island. This
would lead to radiation in form and function from the original parent
stock, further driven by interspecific competition leading to resource
partitioning (Giller, 1984). This will involve the coevolution of species.

There is no logical reason why a combination of the above two mechan-
isms could not occur. Previously isolated populations may meet and
relatively small differences which have already evolved between them in
isolation could become further elaborated by competition. This would
lead to further resource partitioning and radiation. This idea involves
alternate periods of allopatric and parapatric speciation (Fig. III.1 -
alloparapatry). Given the obvious difficulties in testing long-term phe-
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nomena that occurred in the past, it is almost impossible to discern
rationally which is the more correct hypothesis. This avenue of bio-
geographic analysis is thus likely to remain hypothetical.

The emergence of new adaptive zones and occurrence of mass
extinction events which open up previously occupied adaptive zones
(Chapter 8) provide similar opportunities for spectacular adaptive radia-
tions. Since the beginning of the Palaeozoic era, certain animal and plant
groups have periodically entered new adaptive zones not previously
inhabitated by other forms of life. These groups then diverged from the
typical mode acquiring major new adaptive innovations, e.g. Echi-
noderms in the Cambrian (Brown and Gibson, 1983) and plants during
the Phanerozoic (Collinson and Scott, 1987).

The tempo and mode of speciation and evolution holds another
important key to understanding the distribution of biota and this will be
influenced greatly by the tempo and occurrence of extinction events
(Chapter 8). The conflicting views on the temporal pattern of evolution
of phyletic lines, i.e. gradual versus punctuated equilibria, are well
known. Both views contain an element of truth; some periods or some
taxa show slow rates with the accumulation of gradual changes, whilst
other periods or taxa show fast rates with dramatic, geologically rapid
speciation episodes, perhaps associated with periods of intense environ-
mental change. The controversy may simply be a scale phenomenon,
due to the fact that different rates of speciation can be inferred from
analysis at different taxonomic levels (Chapter 8).

The link between extinction and speciation has led to the extrapola-
tion of the theory of island biogeography (Chapter 15) to the concept of
evolutionary equilibrium, where the species number is brought about by
a balance between rates of speciation and extinctions over an evolution-
ary time scale (Rosenzweig, 1975; but see also Hoffman, 1985a). This
approximate constancy in taxon diversity over extended periods of time
has long been advocated by biologists. The similar trajectories of curves
showing increasing diversity following a disturbance event (Fig. 3.5) is
also noteworthy. In animals, great adaptive radiations only occurred
after mass extinction episodes as shown amongst the tetrapods for
example (Webb, 1987). In contrast, successive radiations of trimerophyte
progymnosperm, pteridosperm and angiosperm plants were well
underway prior to the respective extinctions of rhyneophyles,
trimerophytes, progymnosperms and previously important gymnos-
perms (Niklas et al., 1983; Knoll, 1984). In other words, animal extinc-
tions permitted radiations, but plant radiations caused extinctions.
These episodes of speciation, radiation and extinction have occurred
many times during the history of the earth, and are driven by the
background adaptive changes in species populations in response to
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environmental change. The concept of equilibrium and taxonomic
turnover (differences in absolute or relative rates of extinction and
origination) is covered in Chapter 8.

BARRIERS

Whilst ecological processes may be responsible for maintaining or
increasing high local diversity (Chapter 9), they depend on a large
existing pool of available species. The question of how species accumu-
late is different from the question of how local diversity is maintained
(Vermeij, 1978). Speciation increases diversity, extinction reduces it and
migration from one region to another may act in either way. Speciation
and extinction do not affect all species equally and this makes the
analysis of the evolutionary basis of biogeography so important in the
understanding of past and present distribution patterns. In a similar
way, barriers are often viewed as filters of variable mesh size, which
allow some, but not all taxa through. Even those taxa that do pass
through will do so to differing degrees, so affecting the potential gene
pool and establishment success in the newly colonized area. Barriers may
be abiotic (geological or climatic) or biotic (ecological) in origin but their
operation is at the ecological level. Physical barriers vary from large
scale, i.e. tectonic, eustatic, climatic or oceanographic (TECO barriers:
Rosen, 1984) to small scale topographic. A narrow strait of water is, for
example, perceived by some tropical forest birds as an impenetrable
barrier, even though such birds may fly long distances over land to
obtain their food (MacArthur et al., 1972; Diamond, 1973, 1975). Biotic
barriers may relate to whether a species from a donor source can fit into
an assemblage in the recipient area or tolerate the physical conditions
there (Fig. 1.1, species pool B-B1 or B2). According to MacArthur (1972)
a community or biota in which all the resources are utilized at the rate at
which they are produced (saturated community) is highly resistant to
invasion by outside species through the potency of species interactions.
The MacArthur and Wilson (1963) model predicts that a species can only
gain a foothold in a recipient biota if it can utilize resources which are
inefficiently exploited, or not exploited at all, by the resident biota. The
importance of establishment is considered in more detail later.

Barriers are probably always polarized as a result of oriented physical
parameters such as winds and currents, and by differing ecological
conditions (species richness and composition, degree of saturation) on
either side of the barrier. A good example of one way migration is
provided by that between the Red Sea and the Mediterranean, via the
Suez Canal (Por, 1978; Vermeij, 1978). Since its opening to navigation in
1869, increasing migration of Red Sea taxa into the Mediterranean Sea
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Figure III. 2 Numbers and distribution of animal and plant species thought to
have migrated from the Red Sea to the eastern Mediterranean, through the Suez
Canal. (Modified from Por, 1978).

has been documented (Fig. II1.2.), as the salinity of the Great Bitter Lake
has been reduced through leaching. On the other hand, there has been
scarcely any evidence of migration in the opposite direction.

Barriers arise from time to time between once continuous areas,
partitioning the biota, while others are destroyed or diminish in effec-
tiveness, allowing the merging or partial merging of previously isolated
biota (Fig. 1.1, p. 6). As discussed earlier, populations of organisms under-
go periods of expansion and contraction in their geographic ranges over
time in response to changing climatic, physical and biotic conditions.
Even during periods of relative stasis in geologic and climatic condi-
tions, interspecific and intraspecific interactions can result in expansion
and shrinkage in the distributional range of taxa and in range shift
(Chapter 9). However, movements away from parents are a normal part
of the life cycle of all animals and plants and, as discussed in Chapter 1,
range expansion is considered by most writers to be distinct from jump
dispersal.

Jump dispersal models require dispersal to occur after the develop-
ment of an isolating barrier, whilst vicariance models are independent of
dispersal, although range expansion may have occurred prior to the
vicariant event. How then might one determine whether dispersal
pre-dated or post-dated a vicariant event? The discovery of a fossil of the



Introduction 159

same taxon dated older than barrier formation in an area beyond the
barrier would falsify a dispersal hypothesis. Failure to find a fossil in the
same circumstances would not, however, substantiate dispersal (see
Chapter 14 for further discussion on use of fossils in biogeography). To
overcome this problem, attempts have been made to relate time of
isolation to the degree of differentiation in the taxon studied. When
differentiation is less than would be expected given the timing of the
vicariant event, a dispersal episode after the vicariant event is indicated.
Unfortunately the assumption that evolutionary rates are uniform is
probably unjustified, although Carson (1976) has suggested that amino-
acid substitutions in the DNA may occur at a constant rate per locus. If
substantiated, this would provide a useful clock for determining the
timing of isolation in the taxa studied.

Proponents of dispersal biogeography have sometimes argued that
barrier crossing need only occur very rarely since, over long periods of
time, the highly improbable become probable and given long enough,
the probable becomes highly probable (Simpson, 1952; Koopman, 1981).
There are however, three inherent defects in this argument. Firstly, this
‘maximum degree of probability’ criterion is suspect (Ball, 1975) because
expansion of the time scale to the exclusion of all other contributory and
perhaps contradictory factors leads to a biased probability value.
Secondly, theories with a high degree of corroboration are preferable to
those with a high degree of probability (Popper, 1959) and thirdly,
barrier crossing is only part of the process of colonization. Establishment
is the key and is much more important than mere arrival. It is here that
ecology plays an important role in biogeography, a fact that is too often
ignored in dispersal hypotheses. The establishment process cannot be
reduced to probabilities no matter how long the time scale. It is deter-
mined by the biological characteristics of the species concerned and the
ecological characteristics of the recipient area, i.e. a suitable vacant or
less efficiently exploited niche must be available on the other side of the
barrier to allow establishment. Life characteristics include physiological
tolerances, reproductive strategies, behavioural and genetic factors
controlling, for example, minimum viable population size and ecological
fitness in the recipient environment with its existing complement of
organisms. Species diversity and ecosystem stability will almost always
vary between donor and recipient areas. This may result in polarization,
with the high stability ecosystem supplying biota to the low stability
ecosystem more often than vice versa.

Oceanic islands have always played an important part in dispersal
models. According to Peake (1981) they “‘provide unique opportunities
to investigate complete biotas derived unequivocally by dispersal”.
However here again we return to the semantic problems inherent in the
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term dispersal and the distinction between range expansion and jump
dispersal discussed in Chapter 1. New islands, including those which
have been formed by volcanism in historical times, are presumably
colonized by taxa from the species pool present in the wider area within
which the island is formed. Jump dispersal need not necessarily be
invoked. Where islands are formed in mid-ocean, long distance jump
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dispersal may appear to be the only method of colonization and Hawaii,
an archipelago formed over a melting anomaly or ‘hot spot’ on the
Pacific plate, is often quoted as such an example. Rotondo et al. (1981),
however, have shown that some islands in the Hawaiian-Emperor chain
may be allochthonous to the chain (Fig. II.3). If substantiated, this
implies that the Hawaiian biota may, at least in part, be a result of island
integration. The biota of New Zealand may be derived from similar
processes (Chapter 13). Shields (1979) has put forward evidence for a
Jurassic opening of the Pacific Ocean, based on the theory of an
expanding earth first proposed by Carey (1975). If correct, colonization
of oceanic Pacific islands would not need to be explained solely by jump
dispersal. Many extant distributional patterns may of course be a result
of anthropochore dispersal which provides enormous opportunity for
extensive barrier crossing. Examples such as the establishment of the
New Zealand barnacle Elminius modestus, along the Atlantic coast of
Europe are well documented (Crisp, 1958, 1960). Amphi-Atlantic dis-
tributions on the other hand may be due either to anthropochore
dispersal or result from the opening up to the Atlantic seaway by
seafloor spreading in the Tertiary. How important jump dispersal is in
forming biogeographic patterns is a matter of considerable controversy
among biogeographers and we will return to the problem in Part IV.

THE FUTURE

Biogeographic studies at the small-scale ecological level (incorporating
studies of adaptation, the niche and ecological interactions) attempt to
identify the processes that limit extant local distributions of species
populations and maintain species diversity. An understanding of small-
scale local distribution patterns is far from complete and more informa-
tion leading to a greater understanding of the processes is clearly
necessary.

But what is the significance of the small-scale processes to historical
biogeographers attempting to reconstruct earth history? Ecological
biogeographers alone have the option of investigating many of the
processes experimentally, thus allowing a more rigorous evaluation of
the value of biogeographic hypotheses based at this scale of analysis
within a broader biogeographic context. Any resolution of questions
about the significance of ecological biogeography must be framed at two
levels; what is the effect of ecological processes acting now, and what
effect did past ecological processes have on present distributions? The
fundamentals of the role of adaptation over evolutionary time are
generally accepted and further effort in this direction is unlikely to
improve our understanding. However, the significance of ecological
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interactions, as mentioned above, is far from fully established. Extant
ecological processes can perhaps be considered as ‘background noise’ to
the control of species distribution and we must understand the extent of
this noise before we can use modern distributions of taxa to infer
historical processes.

The dispersal of a taxon from A to B is irrelevant if it does not survive
at the new site. The importance of adaptation and ecological interactions
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Figure III. 4 Polychotomous speciation during refugial episodes. A. Distribu-
tional range of taxon a before refugiation; B. Ranges of disjunct taxa b-d, ¢!, €?
after refugiation; C. Cladogram of relationships of taxa in disjunct areas shown
in B. Refugiation of area A resulted in four contemporaneous vicariant areas in
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Later a further vicariant event resulted in taxon e evolving into two sub-taxa.
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is apparent, as it is these processes that affect the survival and
establishment of both immigrants and newly evolved species. These
processes maintain an ‘order’ amongst distributional patterns by pre-
venting most ad hoc establishment from random dispersal and muta-
tions. A clear understanding of the potential effects of these ecologically
based processes in recent time should allow the construction of null
distribution models against which one can evaluate documented mod-
ern distributions. Only then could one be confident in using extant
distributions to reconstruct historical processes such as vicariance (see
Chapter 14 for a discussion of the role of geoecological data in historical
reconstruction). The extent to which past ecological processes exert an
effect on modern distributions is difficult to assess, although the effects
of biotic interactions leading to local extinctions of palaecoendemics must
have been profound, and the role of ecological processes is clearly
relevant to discussion of post Pleistocene distribution patterns.

Information on the rates of speciation and extinction are essential for
creating a time frame for the various reconstructed events of evolution-
ary history. Coarse data on rates of extinction are available from the
fossil record, but this is likely always to remain incomplete. Rates of
speciation are not a component of cladistic analyses, which attempt only
to provide a sequence of evolutionary events. Cladistics must then rely
on data outside its sphere of influence to date the sequential changes. If
it became possible to incorporate this temporal aspect into the area
cladograms constructed on the basis of differences in character state (i.e.
identify the rate of change in character states), then such a methodology
could provide an additional avenue to the dating of historical events,
presently largely the domain of geologists.

Knowledge of the rates and modes of speciation are also important to
the future consideration of refugia within biogeographical hypotheses
and methods of reconstruction. In such cases, polychotomous speciation
events resulting from the simultaneous speciation of multiple vicariant
fragments of a species population might be expected. Such events are
not decipherable through Hennigian nesting methods of phylogenetic
analysis which assume dichotomous speciation (Fig. III.4 and see p. 304
for details of this analytical method). An ability to measure rates of
speciation and extinction may therefore allow the construction of more
robust hypotheses of historical events in distributional change through
time, and perhaps permit projection to possible changes in the future.



CHAPTER 6

Adaptation

P. A.PARSONS

6.1 WHATIS ADAPTATION?

An organism is regarded as adapted to a particular situation, or to the
totality of situations which constitute its environment, only in so far as
we can imagine an assemblage of slightly different situations, or
environments, to which the animal would on the whole be less adapted;
and equally in so far as we can imagine an assemblage of slightly
different organic forms, which would be less well adapted to that
environment”’ (Fisher, 1930).

“Organisms are doomed to extinction unless they change continuous-
ly in order to keep step with the constantly changing physical and biotic
environment. Such changes are ubiquitous, since climates change,
competitors invade the area, predators become extinct, food sources
fluctuate; indeed, hardly any component of the environment remains
constant. When this was finally realized, adaptation became a scientific
problem”” (Mayr, 1982).

Following the above quote from Fisher (1930), one approach to an
understanding of adaptation is to measure the degree of conformity
between organism and environment. Because the environments of the
living world have unpredictable components over time and space,
perfect adaptation is not possible. Fisher (1930) developed a model of
adaptation of existing organisms in relation to environmental and
organismic change by comparison with a hypothetical perfectly adapted
organism. Very small undirected changes in either organism or environ-
ment approach a 50% chance of being advantageous (Fig. 6.1) while
very great changes are always maladaptive; even if in a favoured
direction, organisms would end up in less than optimal environmental
situations by overshooting points of increased adaptation. Thus as the
magnitude of change increases and irrespective of the number of
‘dimensions’ used to assess the environment, the probability of im-
provement in adaptation will decrease towards zero. By parallel argu-
ments, at the genetic level, new mutations will be expected to be
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Figure 6.1 The relation between the magnitude of an undirected change and
the probability of improving adaptation when the number of dimensions to the
environment is large (after Fisher, 1930).

disadvantageous. At the extreme are deleterious mutants having large
phenotypic effects. Genetic changes underlying adaptation more typi-
cally involve genes of lesser effects which are segregating in natural
populations as polymorphisms. This means that genetic changes will
follow the favouring of phenotypic extremes by the reorganization of
segregating genes. Even so, the very existence of genetic variation
means that perfect adaptation is an unachievable aim. In summary, at
the level of gene, organism and environment, perfect adaptation must
be regarded as a theoretically unattainable goal.

Following the above quote from Mayr (1982), adaptation has many
facets including responses to the physical environment such as tempera-
ture and humidity conditions, protection against enemies, the utiliza-
tion of resources and the adjustment of internal metabolic and physiolo-
gical processes. For relatively small environmental changes, immediate
responses of a physiological (e.g. acclimatization) or behavioural (e.g.
learning) kind may be involved. However, beyond the limits set by
these processes, genetic changes as a consequence of selection imposed
by the environment at the phenotypic level may be a prerequisite for
ultimate adaptation. It may be initially difficult to separate physiological
and behavioural responses from genetic ones because an environmental
change occurring in a particular direction over several generations could
be the trigger for the genetic assimilation of physiological and behav-
ioural responses consistent with the environmental change.

Over many generations therefore, a tendency towards adaptation to
trends in the physical and biotic environments should develop, which
will be menaced by more transient environmental changes of a largely
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unpredictable nature. In any consideration of adaptation, the time-scale
is important and ranges over largely unpredictable short-term events to
discernible trends over long periods of time which may be assessable at
both the genotypic and phenotypic levels. The emphasis of Fisher (1930)
has traditionally been on the shorter, and that of Mayr (1982) on the
longer, time scale which is the main emphasis in any discussion at the
biogeographic level (Chapter 1).

Biogeography is concerned with the differential patterns of distribu-
tion of organisms over a habitat template; a major aim is to show how
the physical environment of a species, its biology, and its evolutionary
history interact to bring about its distribution pattern. In attempting to
interpret biogeographic change, adaptive explanations are normally put
forward a posteriori following the collection of observational data within
and among species at different times or in biota occupying different
habitats. In particular, this means that any correlations cannot automati-
cally prove cause-effect relationships, simply because of unknown
important variables which may be revealed upon more intensive study.
In spite of these difficulties, the theme of the following discussion
concerns changes at organizational levels ranging from biogeographic to
genetic in an attempt to seek unifying principles.

The occurrence of environmental perturbations of an unpredictable
nature, usually involving climatic extremes, emphasizes the primary
importance of physical factors in the determination of the distribution
and abundance of organisms (Parsons, 1983, 1987). Even so, resistance
to change is likely, for example the phenomenon of vegetational inertia
whereby significant lag times separate climatic from consequential
vegetational change (Cole, 1985). It will be argued in this chapter that
adaptation over a long time scale can be expressed ultimately in terms of
evolutionary responses to changing physical environments. For the
majority of organisms, the physical environment may be becoming
warmer or cooler, moister or drier, so providing circumstances under
which there will be selection for increased adaptation. Initially, follow-
ing selection at the phenotypic level, genetic changes within species will
be expected, but where environmental changes are more extreme,
extinctions, colonizations, and hence alterations in the total biota will
occur so that the ultimate consequences of sufficiently extreme environ-
mental changes will be obvious biogeographic change (Fig. 1.1).

6.2 SPECIES’ DISTRIBUTIONS

In considering adaptation at the biogeographic level, it is appropriate to
select a region of the world with a diversity of accessible habitats
encompassing a wide climatic range. Australia, which occurs from
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Figure 6.2 Distribution of Australian rain forests. The arrows indicate the
approximate centre of distribution of each climatic type. The complex mesophyll
vine forests that contain the greatest abundance of Drosophila species occur in
the tropical seasonal wet forests inland from Cairns on the northeast coast of the

continent. Lower species diversity occurs elsewhere especially to the south (after
Webb and Tracey, 1981).

latitude 10° 30'S in the north to 43° 30'S at the south of Tasmania (Fig.
6.2) fulfils this criterion. Nix (1981) took the major climatic elements of
solar radiation, temperature and precipitation, and identified the para-
meters of greatest significance for biology and ecology with reference to
the thermal adaptation of the Australian flora. Three broad organismic
groups were established:

(1) Megatherms with thermal optimum around 28°C and lower
threshold temperatures of 10°C.

(2) Mesotherms with thermal optimum in the 18-22°C range and lower
threshold temperature around 5°C.
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(3) Microtherms with thermal optimum in the 10-12°C range and lower
thresholds at or below 0°C.

Although mean temperatures provide useful insights, Nix’s analyses of
the adaptations of the Australian flora indicated that extremes of
temperature are of the greatest biogeographic significance, for example
the mean maximum temperature of the hottest week and the mean
minimum temperature of the coldest week, since they correlate best
with floral type.

Such associations necessarily apply to those insects intimately associ-
ated with the flora such as the dipteran genus, Drosophila. These flies are
mainly associated with the micro-organisms involved in the initial stages
of plant decay, encompassing a wide diversity of resources including
fruits, flowers, fungi, bracken fern, and slime fluxes. The enormous
radiation in the genus follows from this diversity, especially in the
tropics. The dependence upon organisms causing fermentation and
decay, being a rather aquatic mode of existence, leads to a rather narrow
temperature range for resource exploitation compared with many ani-
mals. Such narrow ranges occur in undisturbed rain forests which form
the centres of greatest abundance of Drosophila species (Fig. 6.2). These
forests are mainly in the mesotherm category with maximum species
diversity in the complex mesophyll vine forests of the humid tropics of
north Queensland (Table 6.1). Complex interactions between climate,
topographic and edaphic factors, as well as historical influences, deter-
mine the Australian rain forest vegetation type and its stability (Webb
and Tracey, 1981). Climatic and topographic factors limit the distribution
of a given rain forest formation, sub-formation, or structural type. The
scenario is one of gradients of rainfall and temperature associated with
gradual changes in floristics and abrupt replacements of one structural

Table 6.1. Species numbers of Drosophila in the
Australian humid tropics and the temperate zone of
Australia (summarized from Parsons, 1982)

Rain forest® Urban®
Humid tropics 53 14
Temperate zone 19 9

?A complex mesophyll vine forest inland from Cairns (Fig. 6.2)
was the site of the tropical, and a combination of cool and warm
temperate forests in Victoria the site of the temperate zone
collections. Only six species have been found in cool temperate
Nothofagus rain forest habitats.

*Townsville, north Queensland was the site of the tropical and
Melbourne, Victoria the site of the temperate zone collections.
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floristic type with another at certain climatic thresholds. Drosophila
species’ distributions necessarily follow these changes so that there is a
broad tracking by Drosophila species of rain forest types and their
resources (Parsons, 1982).

Drosophila species’ diversity falls as forests become floristically sim-
pler. In Australia the limits are (1) the heat-stressed fauna of the lowland
tropics of northern Australia which contains a few widespread desicca-
tion-resistant species, and (2) the cool temperate Nothofagus (southern
beech) forest of the south, especially the island of Tasmania (Table 6.1).
These limits grade into the megatherm and microtherm habitat categor-
ies respectively. Understanding the faunal distributions therefore de-
pends upon identifying the most important variables — abiotic and biotic
—underlying short and long-term gradients. From the long-term point of
view, climate is of overriding importance. However within broad
constraints exerted by climate, other variables may assume importance
at a more local level. For example, in north Queensland rain forests, soil
type is strongly correlated with floristic complexity whereby faunal
species diversity is far higher amongst plants on soil of basaltic origin
compared with diversity on granites and schists. Such faunal changes
track soil type alterations over distances of just a few metres. In one
survey, 19 Drosophila species, many rare, were collected in a complex
mesophyll vine forest on basaltic soil while eight relatively common
species were found in an adjacent complex notophyll vine forest on
granitic soil (Bock and Parsons, 1977). This indicates that the rare species
are mainly restricted to the floristically most diverse forests which
presumably have a corresponding diversity of Drosophila resources. In
addition, distance from permanent water and proximity to swampy
regions are important; in any case, many Drosophila species are extreme-
ly sensitive to physical environmental stresses. While detailed research
will increase our understanding at the microhabitat level, adaptation to
climatic extremes, usually expressed as a function of temperature, is of
paramount importance when the time-scale of concern extends to the
historical/evolutionary level.

6.3 COMPARISONS AMONG SPECIES

Predictions can be made concerning the resistance of various Drosophila
species to extremes of temperature and desiccation, based upon the
wide array of tropical and temperate habitats in which Drosophila has
been found. The seasonal pattern of cool wet winters and warm dry
summers of the temperate zone means that flies from temperate zones
should be more tolerant of climatic stresses than those from the tropics.
For example, the melanogaster subgroup contains two widespread



Adaptation 171

E 16} e me
R
[—]
k-]
c s
<
(8]
-]
w
o~ sl at os
® ny 4ma
=
= De
a
[
pN
‘1 1 . 1 I I J
0 20 40 60 i

- 49
LT50 (h) at-1° C

Figure 6.3 Relationship between desiccation resistance at 25°C and cold-
temperature resistance at —1°C assessed by LTs, values (number of hours at
which 50% of flies died from stress) for six species of the melanogaster species
subgroup, comprising two widespread species (me, melanogaster; s, simulans)
and four species restricted to the tropics (e, erecta; ma, mauritiana; t, teissieri; y,
yakuba) (after Stanley ef al., 1980).

species present in both the tropics and the temperate zone, namely
D. melanogaster and D. simulans, and a number of species restricted to
the tropics. Comparative studies (Fig. 6.3) show that adults of the two
widespread species are more resistant to the physical stresses of —1°C
cold and desiccation at 25°C (and temperatures up to 34°C) than are the
tropical species (Stanley et al., 1980). The type of analysis in Fig. 6.3 has
been subsequently extended to a wider array of 20 species made up of
nine restricted to the tropics and 11 temperate zone species (Parsons,
1983). For cold tolerance there was no overlap across zones, while for
high temperature/desiccation the overlap involved one species (D. simu-
lans). Taken together with the importance of climatic extremes in the
determination of Drosophila habitats in rain forests, these results suggest
that stressful temperature and humidity regimes play an important role
in the distribution and abundance of organisms.

Superimposed upon regular periods of climate-induced ecological
stress on a diurnal and seasonal basis, there are likely to be occasional
rare periods of climatic stress of such severity that biological extinctions
may occur, as found by Ehrlich et al. (1980) in their studies of the effects
of a major Californian drought on the dynamics of species of the
checkerspot butterfly genus, Euphydryas. Several populations of dif-
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ferent species became extinct, some were dramatically reduced, others
remained stable, and at least one increased; the different responses
relate to the fine details of the associations between insects and their
host plants. Such ‘ecological crises’ may not be uncommon but because
of their unpredictability and short duration, detection is difficult unless
records are kept for a long period of time. Studies over shorter periods of
time may therefore lead to ambiguous conclusions concerning distribu-
tion and abundance. At an extreme, it follows that all biological groups
will be subject to crises, so that steady states in evolutionary and hence
historic time cannot be expected even though there may be long periods
of apparent stability, which in the long term are necessarily transient.
Populations that are periodically subjected to sufficiently extreme and
unpredictable environmental stresses will not be in a position to evolve
initimate adaptations to resources. The situation for insects such as
Drosophila is, in any case, one where highly dissected rapidly changing
resource patches are exploited, so that an equilibrium with resources is
unlikely. The variability of stress levels imposed by sufficiently frequent
and unpredictable periods of climatic extremes will tend to maintain
populations at densities that would not severely deplete resources. This
is consistent with a recent study of rain forest Drosophila where no
evidence for interspecific competition was found (Shorrocks et al., 1984).
While this conclusion may appear contrary to much recent evidence, it is
important to emphasize that much of orthodox competition theory
refers to birds, lizards, and other vertebrates, which are only a small
component of biotic diversity (Strong, 1983). In an analysis of over 150
field studies Schoener (1983a) concluded that there is stronger evidence
for interspecific competition among primary producers (being plants
competing for space, light and nutrients) and carnivores compared with
herbivores especially among terrestrial and freshwater systems, while
marine systems showed virtually no trend. In Chapter 9, the role of
species interactions in causing species distributions is explored further.
The time-scale of most reported studies is, however, insufficiently
long to incorporate the possibility of ecological crisis when there could
be a tendency for phenomena such as competitive relationships to
disappear due to the major perturbations imposed by the crisis, a
scenario envisaged by Wiens (1977) from work on the North American
shrub-steppe. Under this situation, it follows that except over very
short time periods, a simplicity of analysis can be assumed such that, as
a first approximation, adaptation at the interspecific level may be
reduced to climate and climate-related variables although the extent to
which this assumption is valid will depend upon the species being
considered over adequate time intervals. It is important to note that
convincing associations with climate come from experiments where the
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measure used is death resulting from the inability of organisms to
withstand extreme temperatures and desiccation stresses. These are
stresses where fertile survivors occur, yet where lethality is close.
Therefore, the emphasis upon climatic extremes proposed for an under-
standing of species distributions has parallels with comparisons among
species in terms of direct selection exerted upon organisms at the
phenotypic level by thermal stress. It suggests a need to study biota
under conditions of climatic marginality as developed in an agricultural
context by Parry (1978) and discussed more generally by Parsons (1986).

6.4 MOLE RATS - A TRANSITION TO THE GENETIC LEVEL

The physical geography of Israel is distinguished by substantial climatic
diversity within a small area, whereby the country is divided into two
distinct intergrading parts — the northern mesic (cool and humid)
Mediterranean, and southern xeric (dry) regions. The combined diverse
climatic and geological background causes significant environmental
variation over remarkably short distances. Correspondingly, there is
extreme diversity biogeographically, including Mediterranean, Euro-
pean, Asiatic and African plant and animal communities. The varied
physical and biotic background, combined with historical factors, results
in rich biological diversity for analysing adaptation to habitats (Nevo,
1985, 1986).

Subterranean mole rats of the Spalax ehrenbergi complex form a
vertebrate example where relationships with habitat have been estab-
lished. In Israel there are four morphologically indistinguishable inci-
pient chromosomal species for which the diploid chromosome numbers
are 2n = 52, 54, 58 and 60. Nevo (1985, 1986) argues that these
chromosomal species are dynamically evolving, undergoing ecological
separation relating to different climatic regions in Israel: cool and humid
upper Galilee Mountains (2n = 52), cool and drier Golan Heights
(2n = 54), warm and humid central Mediterranean Israel (2n = 58), and
warm and dry Samaria, Judea and northern Negev (2n = 60). The
species of the complex appear to be morphologically adapted to the
subterranean ecotype which is essentially closed, and hence forms a
relatively stable microclimatic system. The animals are essentially cylin-
drical with short limbs, having no external tail, ears and eyes so that
they are effectively blind. There is, however, a quantitative decrease in
size in response to geographic variation in heat load from large indi-
viduals in the Golan to smaller ones in the northern Negev, presumably
as a mechanism to minimize overheating. Likewise pelage colour varies
from dark to light from the northern heavier black and red soils to the
lighter soils in the south. The smaller body size and paler pelage colour,



174 Biological processes in biogeography

characterizing primarily 2n = 60, contribute to alleviate the heavy heat
loads in the hot steppe regions approaching the Negev desert (Nevo,
1986).

These animals show several adaptations at the physiological level:
basal metabolic rates (BMR) decrease progressively towards the desert
so minimizing water expenditure and overheating; more generally, the
combined physiological variation in basal metabolic rates, non-shivering
thermogenesis, thermoregulation, and heart and respiratory rates,
appears to be adaptive at both the macro- and microclimatic levels, and
both between and within species, all contributing to energy optimiza-
tion. Ecologically, territory size correlates negatively and population
numbers correlate positively with productivity and resource availability.
Behaviourally, activity patterns and habitat selection appear to optimize
energy balance, and differential swimming ability appears to overcome
winter flooding, all paralleling the climatic origins of the different
species. In addition, differential viabilities of the four chromosomal
species in a standardized laboratory environment substantiate other
inferences that co-adapted gene complexes underly advantageous
adaptations in the various habitats occupied by the four species.

The nature and extent of hybridization between the four karyotypes is
consistent with the hypothesis that they represent young, closely
related, chromosomal sibling species at early stages of evolutionary
divergence. The hybrid zones between karyotypes (Chapter 7) occur
primarily along climatic rather than geographic boundaries. While
hybrids are at least partially fertile, their overall fitness is lower than that
of the parental types. In addition, the dispersal of hybrids into parental
territories is restricted by a combination of genetic, cytogenetic, etho-
logical and ecological incompatibilities.

In summary, the incipient species are reproductively isolated to
varying degrees representing different adaptive systems which can be
viewed genetically, physiologically, ecologically and behaviourally. All
relate to climate, defined most accurately in terms of humidity and
temperature regimes whereby ecological speciation is correlated with
geographical variation of increasing aridity stress southwards. Mole rats
provide a particularly good example of a likely adaptive response to
climatic change from a mesic northern regime to a warm xeric southern
regime during the upper Pleistocene in Israel. The precision of the
model derives from the life-history of mole rats as habitat specialists,
whereby different species achieve greatest fitness in the precise microcli-
mate to which they are uniquely adapted. Mole rats form an important
transition to the discussion of variation within species which follows in
Section 6.5. The considerations in this and Section 6.3 provide models of
the types of phenotypes for which genetic analyses should be attempted
at the intraspecific level.
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6.5 VARIATION WITHIN SPECIES

While biological species are unique genetical and ecological systems, the
development of geographic races within species shows that the environ-
ment across the distribution of species is not uniform. Indeed the
number of species of animals and plants in which even a rather
elementary analysis has not established the occurrence of at least some
geographic variation is very small. The importance of climatic variation
at the interspecific level leads to the prediction that geographic races
depend, as a first approximation, directly or indirectly, upon climate.
Traits of direct importance in assessing such variation, in particular the
ability of organisms to withstand thermal stress, have been called
ecological phenotypes (Parsons, 1983). In the Queensland fruit fly,
Dacus tryoni, which is a pest of ripening fruit from northern Queensland
to south-eastern Australia (Fig. 6.2) over a climatic range from tropical to
temperate, tolerance of adults to cold and heat stress increases towards
the south as temperature fluctuations increase in importance (Fig. 6.4).
Analogous results have been obtained from the sibling species Drosophi-
la melanogaster and D. simulans showing parallel climatic races in all

HIGH TEMPERATURE STRESS
LTsp AT 37°C (HOURS)

0 10 20 30 40 50
17°S 256
27°S 305
34°S 324
38°S 403

COLD STRESS
LTs9 AT 0°C (HOURS)

17°S 36-9
27°S 374
34°s 401
38°s 40-4

Figure 6.4 Climatic races in the Queensland fruit fly, Dacus tryoni, assessed by
LTsy values (number of hours at which 50% of flies died from stress) for four
populations from Cairns (latitude 17°S), Brisbane (27°S), Sydney (34°S), and East
Gippsland (38°S) (drawn from data in Lewontin and Birch, 1966).



176 Biological processes in biogeography

three species. The biological importance of thermal stress is therefore
extended to the level of phenotypic variation within species.

The moss, Tetraphis pellucida, is a wide-ranging species usually grow-
ing on decaying wood in cool, moist coniferous forests of the north
temperate zone. Using cabinets with controlled environments, it was
possible to predict the likely distribution of the moss in the wild based
upon variation in temperature, relative humidity, light intensity and
pH. On a global scale, climatic data expressed as mean monthly
maximum and minimum temperature dominate (Forman, 1964) im-
plying that thermal stress is a major determinant of distribution.

Many other examples of physiological races related in some way to
temperature in natural habitats are presented in Mayr (1963). Some
additional examples of variation associated with climate include:

(1) In the nineteenth century, zoologists arrived at several ecogeo-
graphical rules. Races of many species from colder climates tend to be
larger than races of the same species from warmer climates which is
referred to as Bergmann’s rule. The mole rats in Israel illustrate this
point, since body size is smallest in animals from warm and dry
habitats. Among warm-blooded animals, protruding body parts
(ears, tails and legs) tend to be shorter relative to body size in races
that live in cold climates than in those living in warm climates which
is referred to as Allen’s rule. Both rules are presumably connected
with heat conservation or heat dissipation. Given the nature of the
surface area to volume ratio, other things being equal it follows that
large bodies having relatively short protruding parts are favoured in
the cold whereas smaller and more slender linearly built bodies are
advantageous in the heat.

(2) Clausen, Keck and Heisey (1940) studied races of a member of the
rose family, the semi-perennial plant, Potentilla glandulosa, by taking
individuals from sea-level, mid altitude and alpine zones of the
Sierra Nevada region of California, and then transplanting across
climatic habitats in all possible directions. In many instances, the
transplants died or grew poorly in foreign habitats. In summary,
altitudinal races were found to be different in appearance and best
adapted to their native environments, so directly indicating the
existance of climatic races.

(3) In recent years, a large literature has been accumulated on molecular
polymorphisms detected by techniques such as electrophoresis. This
has led to debate as to whether the molecular variation is adaptive or
irrelevant to natural selection. However, discrimination between the
two possibilities is usually difficult and frequently ambiguous. This
unsatisfactory situation largely follows from a posteriori attempts at
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providing causal interpretations of data from natural populations.
Even so, gene frequencies of polymorphisms detected by electro-
phoresis often tend to be correlated with temperature based upon
geographic data. There are many examples (discussed in Parsons,
1983), including the alcohol dehydrogenase (ADH) polymorphism in
D. melanogaster, and the majority of enzyme or protein polymorph-
isms in man. In a survey of genetic variation in the slender wild oat,
Avena barbata, which is a colonist of California from the Mediterra-
nean, microgeographic variation measured from an assessment of
electrophoretic variants was only interpretable in terms of adapta-
tion to differences in temperature and aridity regimes among habi-
tats; such selection played a major role in moulding the sample of
genes from the ancestral gene pool (Clegg and Allard, 1972). Nevo,
Beiles and Ben Shlomo (1984) studied the diversity of enzymes and
proteins among populations, species, and higher taxa in relation to
ecological parameters, demographic parameters, and a series of
life-history characteristics. Figure 6.5 shows that ecological factors
explain by far the highest proportion of genetic diversity. Even
though this is an a posteriori approach, it is effectively based upon
published data readily available to these authors. Given that the
ecological parameters incorporate climate and climate-related vari-
ables, it appears that temperature is a factor of importance in change
at the level of the genome itself.

The three examples above are consistent with the importance of
temperature and associated variables in all biological processes. Such
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Figure 6.5 Coefficients of multiple regression (%) with dependent value
heterozygosity, and as independent variables (a) 15 biotic (all) variables, and (b)
a subset of 6 ecological, (c) 5 demographic and (d) 4 life history variables. The
coefficients represent the proportion of genetic variance that can be explained by
these variables (plotted from data in Nevo et al., 1984).
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examples are quite usual if adequate data are collected. Even so, the
effects on gene frequencies are more realistically regarded as ‘second
order’ responses to primary selection at the phenotypic level involving
mortality after thermal stress. Temperature is of course not the only
physical component of the environment, and examples of other stressful
components of the environment have been studied in the form of clines
(sharp phenotypic character gradients over short distances). Since clines
normally reflect direct intraspecific adaptive differences at a local level,
they are of unusual evolutionary interest (Endler, 1977, 1986). Among
many examples that have been studied, three are listed:

(1) Environmental stress in grasses caused by heavy metals such as
copper in the vicinity of old mines can result in extremely localized
clines for resistance to the metals; copper tolerance has been shown
to evolve in just one or two generations in the grass, Agrostis tenuis
(Wu, Bradshaw and Thurman, 1975). The severe stress imposed by
high concentrations of copper is shown by the observation that only a
few species can colonize metal-contaminated habitats (Table 6.2),
despite the fact that a wide range of species have had the opportun-
ity to do so (Bradshaw, 1984). In the most polluted sites of all, only
A. stolonifera, sometimes with A. tenuis, is to be found.

(2) In Drosophila melanogaster, ethanol in the environment underlies
localized clines for tolerance to ethanol in the vicinity of wineries
(Table 6.3). .

(3) In the marine intertidal bivalve, Mytilus edulis, in Long Island

Table 6.2. Species to be found in mown grassland in copper-contaminated
and uncontaminated areas at Prescot, Lancs. (from Bradshaw, 1984)

Copper in soil (ppm) Species found
<2000 Agrostis stolonifera Festuca rubra
Adjacent to refinery A. tenuis Agropyron repens
Holcus lanatus
<500 Ranunculus repens Achillea millefolium
Away from refinery R. bulbosus Hypochaeris radicata
Cerastium vulgatum Leontodon autumnale
Trifolium repens Luzula campestris
T. pratense Lolium perenne
Taraxacum officinale Poa annua
Rumex obtusifolius P. pratensis
Prunella vulgaris P. trivialis
Plantago lanceolata Dactylis glomerata
Bellis perennis Cynosurus cristatus

Hordeum murinum
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Table 6.3. Percentage of adults emerging from 9% ethanol-supplemented
media for strains of D. melanogaster inside and outside the wine cellars at
Chateau Tahbilk winery and from Melbourne, 110 km to the south (summarized
from McKenzie and Parsons, 1974). Note that the difference between the
inside and the outside of the cellar, a distance of a few metres, leads to a
greater difference in emergence than for the outside cellar vs. Melbourne
contrast

May February March April Mean

1972 1973 1973 1973
Inside cellar 44.1 48.8 36.7 38.9 4.1
Outside cellar 32.3 34.7 19.7 27.4 28.5
Melbourne 20.6 10.9 14.7 16.8 15.8

Sound, genetic variation at the leucine aminopeptidase locus re-
sponds to levels of environmental salinity, whereby alleles detected
electrophoretically with high enzyme activity are favoured in high
salinity environments (Koehn, 1978).

These examples of clines demonstrate microgeographic variation at
the habitat level. More generally, variation among habitats, in particular
that relating to biotic factors, may also lead to microgeographic varia-
tion. These local effects contrast with climatic factors which result in
variability expressed in more regular gradients, and which dominate as
the time-scale extends to the historic/evolutionary level.

Adaptation can therefore be clearly demonstrated at the phenotypic
level in terms of ecological phenotypes having obvious relationships
with habitat. The relationship with the genotype tends to be more
obscure, since as a first approximation selection does not act directly at
the genetic level as shown by the vast majority of data on variation
detected electrophoretically. Indeed, underlying the phenotype is a
harmonious integration of the physiological effects of many genes
incorporating interactions within and between loci; this means that the
effects of selection may be difficult to predict and will vary among
populations differing in their genetic backgrounds (Mayr, 1963).
However, there are situations where ecological phenotypes are control-
led by one or two genes of major effect in which convergence between
the phenotypic and genotypic approaches occurs, as in the Mytilus edulis
example. A major field of investigation concerns the study of the
connection between adaptation as expressed at the phenotypic level and
the underlying genotypes. The prerequisite is to use traits that are
demonstrably significant in determining distribution and abundance
(Andrewartha and Birch, 1954) as the starting material. For this reason,
it is important to consider adaptation at the biogeographic and inter-
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specific levels, since in this way traits for detailed study at the genetic
level can be realistically selected.

6.6 ADAPTATION AND STRESSFUL ENVIRONMENTS

At the outset, no precise definition of adaptation was given because it is
a term variously used to describe an intimate association of organism
with habitat, a general state, and sometimes a particular phenotypic
condition. These are but components of a more generalized definition,
namely traits that increase the chances of survival and reproduction of
those individuals carrying them. In this chapter, the developing empha-
sis is upon adaptation in terms of the differential survival of organisms
brought about by extreme stresses. This is ‘hard selection’ in the sense of
Wallace (1981) whereby death occurs after various periods of stress
irrespective of the density and frequency of neighbouring organisms.
Adaptation is therefore being assessed following selection pressures on
organisms whereby few survive, but those that do may carry genes
promoting survival against a potentially lethal stress. Both experimental
and distributional data within and among species emphasize the validity
of this approach and it can be extrapolated a posteriori to a better
understanding of the distribution of the species making up faunas and
floras.

An understanding of adaptation in the biogeographic context there-
fore should be enhanced by seeking out and studying examples of
change in natural conditions during periods of stress, which is not easy
because of the normally short duration of stress periods in a given
period of total time. A current study of the medium ground finch of
Daphne Major Island in the Galapagos, Geospiza fortis, is informative
since populations are subjected to droughts of such intensity that in one
recent episode during 1977, population size decreased by 85%. During
this stress period survival of finches was non-random, and large birds,
especially males with large beaks, survived best because they were able
to crack the large and hard seeds that predominated in the drought
(Boag and Grant, 1981; Boag, 1983). The main cause of mortality was
starvation, and differential survival with respect to morphology was at
least partly a reflection of differential handling ability of the birds for
foods remaining in the environment. Seven morphological characters
were measured and were found to be highly heritable, but because of
high correlations between them it was difficult to specify the precise
targets of selection; however, weight and bill dimensions are the most
important. Figure 6.6 shows an association between temporal change in
finch numbers and principal component scores for a measure of overall
body size. Therefore, occasional strong selection of highly heritable
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Figure 6.6 Temporal changes in finch numbers and morphology expressed in
terms of a principal component which explains 67% of the total variance
involved in body size; it is composed of seven measures: weight, wing chord,
tarsus length, bill length, bill depth, bill width and bill length at depth of 4mm
(after Boag and Grant, 1981). The major shift in morphology assessed by the
principal component occurs immediately following the fall to low population
size due to an intense drought.

characters in a variable environment may be one of the factors explain-
ing the rapid evolution of the Geospizinae in the Galapagos. Another
example without genetic studies comes from moles (Talpa europaea)
during a hard long European winter in 1946-7 when the ground was
frozen so access to normal food was prevented; a consequence was a
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high selective premium on small body size (Mayr, 1963). Hence, the
evolutionary trajectory of even well-buffered species may be largely
determined by occasional short periods of intense selection during a
small part of their history brought about by the kinds of environmental
changes described in Chapter 8. Therefore, rapid morphological evolu-
tion is most likely under ecological stress conditions when population
sizes are reduced to transiently very low levels.

These results suggest that more emphasis should be placed upon the
study of phenotypes of obvious relevance in the determination of
distribution and abundance under stressful environments. Plants can
produce useful material for such studies. For example, a study of log;,
fresh weights of 43 homozygous races of the crucifer, Arabidopsis
thaliana, gave genotypic variances of 0.0128, 0.0115, and 0.0592 at 25°C,
30°C, and the extreme temperature of 31.5°C respectively (Langridge
and Griffing, 1959). The variance at 31.5°C was more than five times that
of the lower temperatures which indicates that genotypic differences in
growth are most evident at high and stressful temperatures. Indeed at
31.5°C, five of the races showed high temperature lesions consisting of
pronounced morphological symptoms, suggesting that under extreme
environments, specific metabolic reactions involving thermolabile en-
zymes are likely to be affected by stress. This means that interpretations
in discrete molecular (and hence genetic) terms should ultimately
become possible. It also indicates that genes of quite minor effect under
optimal conditions may, under stress conditions, increase in effect
sufficiently to convert a quantitative trait to one of high variability which
can be studied by conventional Mendelian methods (Parsons, 1986).

Combined with much published data, the general conclusion is that
the variability of such quantitative phenotypes and their underlying
genotypes tends to be high under conditions of severe environmental
stress, in particular involving the direct or indirect effects of temperature
(Parsons, 1983). This conclusion, which applies directly to quantitative
traits of importance in determining survival, also applies less directly at
the level of genes controlling protein variation. This is a reflection of the
direct effects of selection at the phenotypic level being translated into
indirect selection at the protein level. Such experiments in the field and
the laboratory are therefore consistent with the observation of rapid
evolutionary change under stress observed in Geospiza fortis. There is
also some evidence accumulating in the recent literature that de novo
variation due to recombination and mutation in the broadest sense
increases under stress (Little and Mount, 1982). Hence at stressful
moments in evolutionary history when there is a premium on major
adaptive shifts, variability of all types may be higher, which could
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trigger genomic reorganizations in rapidly changing environments with
results that would be ultimately detectable in a biogeographic context.

6.7 CONCLUSION

For the biogeographer, a valid approach to an understanding of adapta-
tion is to commence at the phenotypic level and concentrate upon traits
contributing to survival under stress conditions. This emphasizes the
interface of quantitative genetics and ecology. It is not surprising that
the genetic basis of most adaptive change is poorly understood, because
the analysis of the variation of quantitative traits in natural populations
is a problem of considerable difficulty. This is exacerbated by the need to
concentrate upon the critical and elusive interface involving a level of
environmental stress whereby fertile survivors occur, yet where lethality
is close. The problem of designing experiments to fall into this narrow
environmental stress zone undoubtedly contributes to a literature where
obtaining meaningful interpretations is not easy (Parsons, 1986), espe-
cially as the consequence of quite minor perturbations could be extinc-
tion.

The ideal situation is a priori to make predictions on correlations
between variations at the ecological level of habitats, and of postulated
important phenotypic traits. For example, it was predicted that resist-
ance to extreme physical stresses would be greater in flies from
temperate than in those from tropical zones (Figs 6.3 and 6.4). Hence
for the a priori approach, it is important to select traits that are a direct
reflection of ecological variations (ecological phenotypes). In other
words, by considering physical extremes as ecological variants of
primary concern, predictions concerning tolerances to extreme stresses
under laboratory conditions can be made. To emphasize this approach
further, it was predicted that the genetic variability of mortality follow-
ing desiccation stress should be greater in populations of Drosophila
melanogaster from the humid tropics, by comparison with populations
from the heat-stressed wet-dry tropics and the temperate zone simply
because there is strong selection in nature during certain times of the
year in the latter two populations for desiccation resistance. In confirma-
tion of this prediction, approximate intraclass correlations (which are
measures of levels of genetic variability) from two humid tropical
populations were 0.61 and 0.71, and from a wet-dry tropical and a
temperate zone population, 0.07 and —0.03, respectively (Parsons,
1980).

When the time-scale is extended as in the historic context, the
emphasis is almost totally on a posteriori assessments whereby adaptive



184 Biological processes in biogeography

explanations are formulated following the collection of observations.
Even so, the study of adaptation does reveal the underlying importance
of environmental stress, which then can be incorporated into a priori
predictions of significance for biogeographic analysis.

6.8 SUMMARY

The approach taken in this chapter is reductionist, whereby the em-
phasis is on adaptation in terms of traits that are a direct reflection of
ecological variations, or ecological phenotypes. By considering climate-
related stress as the ecological variant of primary concern, it is possible
to provide broad interpretations of distributions at the biogeographic
and species levels, and of climatic races with species, although the
translation from direct selection at the phenotypic level to more indirect
selection at the genetic level presents interpretative difficulties.

Variability of ecological phenotypes and their underlying genotypes
tends to be high under severe environmental conditions so providing
circumstances conductive to rapid evolutionary change. Hence environ-
mental stress is an underlying determinant of adaptation across organi-
zational levels ranging from the biogeographic to the genetic, and may
simultaneously be the environmental circumstance when evolutionary
change is the most rapid. Even so, at the level of the genome, organism
and environment, perfect adaptation is ultimately unattainable because
of unpredictable variation at all levels, and because of phenomena
involving complex interactions including competition.



CHAPTER 7
Speciation

N. H. BARTON

7.1 INTRODUCTION

Biogeography is concerned with the distribution of living organisms
across space and through time. As discussed in Chapter 1, the subject
can be studied over a wide range of scales. Biogeography usually
concentrates on whole species or higher taxa, but it may be fruitful to
extend the range of biogeographic scales to include genetic patterns of
populations. First, the processes involved in the spread of genes may be
analogous to those involved in the spread of species: comparison of the
two may illuminate both problems. Second, biogeography is linked with
population genetics through the process of speciation: inferences in
biogeography may therefore depend on how new species arise. Finally,
the wealth of molecular data now becoming available gives accurate
information about phylogenies over the very long time-scales with
which much of biogeography is concerned.

In this chapter, I will describe the various modes of speciation. That is,
I will describe the various ways in which genes causing reproductive
isolation may become established and then spread through a popula-
tion. My main concern will be with the inferences about the process of
speciation that can (and cannot) be made from current evidence. We will
see that even given detailed genetic observations, it is hard to tell how
present patterns evolved. However, some biogeographic inferences can
be made about the way species spread, and these may be independent
of the unknown processes by which the species first arose.

7.2 THE NATURE OF SPECIES

7.2.1 Definitions

Before considering how new species might evolve, we must be clear
about what exactly is meant by a ‘species’. Throughout, I will be
referring to biological species, which are defined as ‘groups of actually
or potentially interbreeding natural populations which are reproductive-
ly isolated from other such groups’ (Mayr, 1942, p. 120). In other words,
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a biological species is characterized by genetic differences which prevent
it exchanging genes with other species under natural conditions.

This definition has become widely accepted because it is objective and
unambiguous, and because it gives units which are genetically indepen-
dent: genes which arise in one species cannot spread to another.
However, it is hard to apply in practice. The simplest case is where two
putative species live together in sympatry. Here, the absence of in-
termediate morphs would suggest that the two are good biological
species. However, since distinct morphs may coexist within a single
interbreeding population (e.g. polymorphic Batesian mimics (Sheppard,
1958), and some cichlid fishes (Kornfeld et al, 1982)), genetic informa-
tion is needed to be absolutely sure of their status. When two forms abut
in a parapatric distribution, details of the narrow zone of contact are
needed to show whether or not they can exchange genes. Where the
two forms are entirely allopatric, it may be essentially impossible to
show whether they could exchange genes under natural conditions. Of
course, assignment of fossils or asexual forms of species must necess-
arily be by arbitrary morphological criteria.

In practice, therefore, species are usually recognized by their mor-
phology. Morphological species do not necessarily correspond to biolo-
gical species. On the one hand, sibling species may be almost indistin-
guishable, and yet may be unable to exchange genes. On the other, very
different phenotypes may be able to exchange at least some genes (e.g.
the mice Mus musculus/M. domesticus (Gyllenstein and Wilson, 1987) and
the toads Bombina bombina/B. variegata (Szymura and Barton, 1986)).

Despite the practical difficulties in its application, and despite the fact
that the majority of species are in fact defined by the quite distinct
criterion of morphology, the biological species concept gives the clearest
basis for investigating speciation. The morphological characters which
distinguish species may arise in a wide variety of ways and, indeed, the
evolution of these features involves essentially the same processes that
are involved in intraspecific adaptation (Chapter 6). In contrast, there
are specific obstacles to the evolution of genetic differences which inhibit
gene flow, and thereby cause some degree of reproductive isolation.

7.2.2 Obstacles to speciation

The essential difficulty is that genes which promote reproductive
isolation will be selected against when rare; it is therefore hard to see
how they can be established. The simplest case is where heterozygotes
at some locus are less viable or less fertile: for example, individuals
heterozygous for chromosome rearrangements are usually partially
sterile as a result of improper disjunction at meiosis (White, 1978). The
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rarer allele or karyotype will be found mainly in heterozygotes, and so
will be eliminated. Post-mating isolation may also be produced by the
breakup of co-adapted combinations of genes: for example, hybrids
between populations of butterflies which mimic different distasteful
models will be eaten more often if different elements of their warning
patterns recombine (as happens in the burnet moth Zygaena ephialtes
(Turner, 1971)). Then, the rarer combination of genes will be found more
often in heterozygous form, and so will be broken up by recombination
and segregation more frequently. (In the case of Miillerian mimicry, the
rarer form suffers an additional disadvantage through frequency depen-
dent selection: predators are less likely to recognize the rarer form as
being distasteful (Mallet, 1986)).

Similar difficulties impede the evolution of premating isolation. Pater-
son (1982) argues that male secondary sexual characters, and female
preferences for those characters, must evolve together, and that a
change in either will be selected against. Certainly, new male characters
which are less attractive to females will be unable to establish them-
selves. Female preferences for novel male characters may also be
disadvantageous, either because the preferred males are hard to find, or
because if the females do find and mate with the rare males, their sons
will inherit their father’s characteristics, and so will be unattractive to
the majority of females. However, there is considerable controversy
over the evolution of female preferences, and it may be that pre-mating
isolation can evolve rather more readily than post-mating isolation
(Lande, 1981; Kirkpatrick, 1982; p. 198).

A useful metaphor for the difficulty of evolving reproductive isolation
is provided by Wright's ‘adaptive landscape’ (Provine, 1986). This is a
graph of the mean fitness of a population, plotted against the state of the
population (represented by allele frequencies, means of quantitative
characters, and so on) (Fig. 7.1a). Since, at least in simple cases,
selection causes mean fitness to increase, populations will move uphill,
and will come to rest on local ‘adaptive peaks’. In general, the ‘adaptive
landscape’ will have a complicated topography, and so a population
may come to rest on one of many alternative peaks. When populations
at different peaks hybridize, the progeny population is likely to be
less fit, and so gene exchange will be impeded. Where the two
populations occupy different parts of a continuous geographic range,
they will be kept separate by a stable hybrid zone, in which selection
against hybrids balances dispersal, and in which mean fitness is
somewhat reduced (Fig. 7.1b). Thus, species can be thought of as resting
at different equilibria, or ‘adaptive peaks’: these equilibria are stable
both to new mutations, and to introgression from other populations (i.e.
to incorporation of alien genes). From this perspective, the problem of
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Figure 7.1 (a) The ‘adaptive landscape’: the mean fitness (W) is plotted as a
function of allele frequency (P); natural selection causes the population to move
uphill, towards a local ‘adaptive peak’. In this example, P is the frequency of a
chromosome rearrangement which reduces the fitness of heterozygotes by 50%,
but which increases fitness by 10% when homozygous. (b) When two popula-
tions at different ‘adaptive peaks’ meet, a stable hybrid zone will form.

speciation is reduced to the problem of how a single population comes
to split into two populations resting on different adaptive peaks.

7.2.3 Species differences are polygenic

Though I have argued that selection will generally oppose the diverg-
ence of populations onto separate, reproductively isolated, adaptive
peaks, this difficulty should not be exaggerated. Certainly it is hard to
imagine how a new, fully isolated species could arise in a single step, as
suggested by Goldschmidt (1940): the definition of a biological species
implies that the “hopeful monster”” could not mate successfully with any
of its neighbours (Charlesworth, 1982). The only exception is where, as
with some polyploid plants and parthenogenetic interspecific hybrids,
the aberrant individual can self-fertilize, or can reproduce asexually (see
Chapter 5 in relation to the origin of endemic plants). However, related
species usually differ at many genetic loci, suggesting that reproductive
isolation evolves in a series of small steps.

Evidence for this comes from both experimental crosses, and from
natural hybridization. Laboratory crosses have shown that, in most
cases, morphological and behavioural differences, hybrid inviability,
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and hybrid sterility, depend on many genetic differences (Muller, 1939;
Stebbins, 1950; Barton and Charlesworth, 1984). Gottlieb (1984) has
argued that, in plants, species differences may often be based on a few
major genes (see also Templeton, 1980). However, though this may be
true for particular taxonomic characters (Hilu, 1983), the overall number
of genetic differences still seems large (Tanksley et al., 1982; Coyne and
Lande, 1985). Furthermore, laboratory crosses can greatly underesti-
mate the numbers of genes responsible for species differences and for
reproductive isolation: a few generations of crossing may not separate
linked blocks of genes; genes with minor effects may cause substantial
isolation in aggregate, and yet will be missed by Mendelian analyses;
and finally, estimates can only be made for those characters chosen for
study - genes affecting other characters will be missed.

Studies of hybridization in nature also show that even subspecific
differences are, in the majority of cases, polygenic. Out of 21 zones of
hybridization for which detailed surveys have been made, an average of
20% of enzyme loci are fixed for different alleles, or show substantial
frequency differences. In general, hybrid zones detected by one charac-
ter (such as a chromosomal difference) usually involve differences in a
large number of other characters (Barton and Hewitt, 1985). Of course,
not all these differences need contribute to reproductive isolation.
However, in the few cases where the number of genes causing isolation
can be estimated, this number is large: in the grasshopper Caledia
captiva, = 18 (Shaw and Wilkinson, 1980; Shaw et al., 1982); in the
grasshopper Podisma pedestris, ~ 150 (Barton and Hewitt, 1981); in the
toads Bombina bombina/ B.variegata, ~ 300 (Szymura and Barton, 1986).

7.2.4 Speciation and biogeography

The polygenic basis of species differences makes it easier to see how
species could evolve through a series of shifts across shallow adaptive
valleys. However, it also complicates biogeographic arguments. Specia-
tion is usually seen as an abrupt bifurcation of one line of descent into
two (Fig. 7.2a). But in fact, a population consists of a tangled collection of
lineages (Fig. 7.2b), each consisting of the passage of a particular gene
down through the generations. For example, the mitochondrial DNA is
inherited from the mother; all the mitochondrial genomes in the human
population can therefore be traced back through the maternal pedigree,
and necessarily derive from a single ancestral genome. In this example,
the sequence diverge between different mitochondrial DNAs allows
this ancestral genome to be traced back by one method of analysis to a
woman who lived ~ 100,000 years ago (Cann et al., 1987). Similarly, all
human Y chromosomes trace back through the male pedigree to a single
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common ancestor, as indeed do all discrete genetic loci. However,
sexual reproduction ensures that different genes will trace back to
different ancestors: the whole collection of lines of descent which make
up a sexually reproducing population will continually be recombining
with each other to produce different combinations of genes. Speciation

(a)

(b)

7
(c)

Figure 7.2 The multiple lineages within sexual populations. (a) Over very long
time-scales, a population may appear to split cleanly into two separate lines of
descent: speciation appears instantaneous. (b) In fact, speciation involves the
gradual disentanglement of many intertwined lines of descent. The lines in this
figure may represent either discrete geographic subpopulations, or on a finer
scale, an approximation to the pedigrees of sexually reproducing individuals. (c)
Seen in more detail, each diploid individual carries two copies of each gene
(shown as a pair of dots); these may or may not be passed on to the next
generation. This diagram only shows the descent of genes at a single locus;
genes at other loci will descend in different patterns.



Speciation 191

therefore consists not of an abrupt bifurcation, but of a complicated
separation of a set of lineages into two separate streams (Fig. 7.2b). Just
how many lines of descent lead to each species, and just how quickly full
separation is achieved, are matters of controversy.

To what extent are biogeographic inferences affected by the tangled
origin of species? We will return to consider this question in more detail
later; for the moment, though, it is worth noting several reasons why
biogeographic arguments may be largely independent of the mode of
speciation. First, speciation may often be fast enough that, over the
longer time-scales of historical biogeographers, it appears to give a clean
bifurcation. This is certainly so when we are concerned with the
evolution of higher taxa. However, the prevalence of hybridization at
the level of species and subspecies, particularly in plants, shows that
transitional stages in speciation cannot be neglected over such in-
termediate time-scales. The distribution of many hybridizing popula-
tions shows that they have been in contact since the last glaciation
(~5-10 000 years ago). For example, the boundaries between three
chromosomal races of the flightless grasshopper Warramaba viatica can be
extended from the mainland of South Australia to Kangaroo Island,
showing that their distribution has remained more or less fixed since the
island was cut off by the rising sealevel (White, 1978). Similar examples can
be found in Podisma pedestris (Hewitt, 1975) and Bombina (Arntzen, 1978),
(see Barton and Hewitt, 1985). Hybridization may of course have
persisted for much longer: molecular evidence suggests that both Mus
musculus/M. domesticus, and Bombina bombina/B. variegata have been
diverging for several million years (Szymura ef al., 1985; Wilson et al.,
1985). It may therefore be that over periods of less than a few million
years, we cannot safely assume that species form abruptly.

Fortunately, hybridization is not fatal to simple biogeographic argu-
ments. We have seen that where two distinct populations meet and
hybridize, they generally differ at a large number of genes. It is
remarkable that patterns at these different loci are almost always closely
coincident. We will consider why this should be later: the point here is
that, at least as far as the divergent loci are concerned, we can treat the
hybridizing taxa as coherent units. Genes may well be exchanged at
some loci, so that the taxa may not be good biological species; however,
this need not affect most arguments about their spread and distribution.

In some cases, however, we may be forced to follow the spread of
each gene independently, and must abandon the simple view of
speciation as a clean split of one set of lineages into two. For example,
the mitochondrial sequence which characterizes Mus musculus has
penetrated north into Sweden; in contrast, nuclear genes responsible for
enzyme and morphological differences all shift from the M. musculus to
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the M. domesticus form in Jutland (Gyllenstein and Wilson, 1987).
Similarly, the geographic patterns of chromosome arrangements in
Warramaba viatica imply that at some stage, clines for different chromo-
some arrangements have passed through each other (Key, 1982; Hewitt,
1979). Such cases should not be seen merely as unwelcome violations of
species boundaries: it may be that we can learn much about the
processes involved in the spread of higher taxa from the behaviour of
these much simpler genetic differences.

7.3 MODES OF SPECIATION

7.3.1 Mechanisms of speciation

How do populations come to rest on distinct adaptive peaks, despite the
fact that shifts between peaks will be opposed by selection? If species
accumulate reproductive isolation through a long sequence of peak
shifts, then the selection opposing each shift may be weak. However, we
must still explain how it might be overcome: in particular, we will see
that the mechanism by which reproductive isolation evolves may
influence the subsequent geographic relations between the genes in-
volved.

Random drift

The most straightforward possibility, and the one which has received
most attention, is that random sampling drift in small populations can
knock a population from one peak to another (Fig. 7.3a). Random drift
necessarily occurs in all natural populations: out of many examples,
perhaps the best is the fluctuating frequency of inherited diseases in
small human populations (Vogel and Motulsky, 1986). However, there
has been long and heated argument over its significance relative to other
evolutionary processes, and in particular, over its importance in specia-
tion (Provine, 1986). Essentially, the difficulty in resolving this argument
is that peak shifts are likely to occur rapidly, in small populations, and
may have no immediate phenotypic effect. Evidence bearing on the
relative importance of different processes must therefore be indirect and
circumstantial.

Firstly, consider the relatively well understood example of chromo-
somal evolution. A rearrangement may cause non-disjunction in the
meiosis of heterozygotes. The chance that a rearrangement which
reduces heterozygote fertility by a factor s will be established in a local
population (or ‘deme’) of N individuals decreases exponentially with
Ns, and is negligible when this product is greater than 20 or so (Wright,
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Figure 7.3 Alternative mechanisms of speciation, illustrated by the evolution
of dextral coiling in Partula suturalis. Since matings between sinistral (S) and
dextral snails (D) produce fewer offspring, a population will tend to be fixed for
one or other morph. In the presence of Partula mooreana, the dextral allele gains
an additional advantage: the corresponding peak is therefore higher. W is the
mean fitness. (a) In a small population, random drift may fix the dextral allele.
(b) Changes in selection may also push the population to a new peak. If P.
mooreana is sufficiently abundant for some time, or in some place, the dextral
allele will be advantageous even when rare.
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1941; Bengtsson and Bodmer, 1976). On the assumption that new
karyotypes spread by the random extinction and recolonization of
isolated demes, the rate of evolution of the whole species is equal to the
rate of evolution of a single deme (Lande, 1979; p. 212). Observed rates
of chromosomal evolution then fit with plausible deme sizes and
selection pressures. For example, in mammals centric fusions (i.e.
fusions between two chromosomes with terminal centromeres) cause a
fertility loss of s = 0.05-0.20. Such rearrangements arise spontaneously
at a mutation rate of u = 107-107*, and accumulate in species at a rate
of 107°-1077 per year. If random drift, and random extinction and
recolonization, are responsible for their establishment and spread, then
the effective size of local demes must be 30-200. The rate of accumula-
tion of centric fusions in insects is much lower, implying a correspond-
ingly larger deme size of 200-800 (Lande, 1979). These calculations
show that simple drift is a plausible explanation of chromosomal
evolution. However, since we have only a rough idea of actual deme
sizes, mutation rates, and selection pressures in nature, and since we
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cannot be sure of how rearrangements actually spread through popula-
tions, this cannot be taken as strong support for sampling drift.

One reason why sampling drift has been accepted as the cause of
chromosomal evolution is that it is hard to imagine other processes
which could overcome the effects of meiotic non-disjunction. This
argument is reasonable for rearrangements such as translocations and
pericentric inversions (i.e. inversions which include the centromere),
which cause s ~ 50%sterility; it is supported by the general restriction of
chromosomal polymorphism to narrow zones of hybridization between
homogeneous populations (White, 1978). However, the meiosis of
heterozygotes involving those rearrangements found in nature is often
much more regular than would be expected from the behaviour of
spontaneous rearrangements in the laboratory (Capanna et al., 1977;
Barton, 1980; Shaw and Wilkinson, 1980; Shaw et al., 1982). The weak
effects of non-disjunction may often be less important than other effects
of chromosome differences on (for example) spermatogenesis, DNA
content, meiotic drive, and linkage relations (White, 1978; Charlesworth
and Charlesworth, 1980, Moran, 1981; Westermann et al., 1987). New
karyotypes may therefore be established by straightforward selection,
without any need to invoke random drift.

Although the great majority of species do differ in karyotype, these
differences only contribute a small fraction of the net reproductive
isolation. What can we say about the relative importance of random drift
in the accumulation of overall isolation? Here, the evidence is even less
direct. The main argument that random drift is a major cause of
speciation is the frequent diversity found between small isolates (Mayr,
1942). The classic example is the dramatic radiation of Drosophilidae on
the Hawaiian Archipelago. Here, hundreds of species of Drosophilidae
have evolved striking morphological and behavioural differences in a
relatively short time (<700 000 years on the main island of Hawaii;
Carson and Kaneshiro, 1976; Williamson, 1981). Severe bottlenecks have
undoubtedly occurred, both during the colonization of new islands, and
during the colonization of new patches of forest (‘’kipukas’) within
islands. Carson (1975) and Templeton (1980) have argued that these
‘founder events’ have caused the striking diversification seen in this and
other cases. It is important to note that founder events involve many
processes other than random sampling drift (p. 202) and that, conver-
sely, drift may be important within broadly continuous continental
distributions (as, for example, in Wright's (1932) ‘shifting balance’
theory). The argument over the role of founder events in speciation is
distinct from that over the role of drift. But in both cases, the evidence is
ambiguous (Williamson, 1981; Barton and Charlesworth, 1984). The
Hawaiian Drosophila have allozymes no less heterozygous than those of
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their mainland relatives (Craddock and Johnson, 1979; Sene and
Carson, 1977), suggesting that any bottlenecks which have occurred
have had little genetic effect. There are striking radiations on other
islands, in which there is no evidence for any role of drift or founder
events: for example, the land snail Partula on Moorea (Johnson et al.,
1986), cichlid fishes in Lake Victoria (Fryer et al., 1983), and Darwin’s
finches Geospiza on the Galapagos (Grant, 1986). Even on Hawaii, it is
clear that many of the Drosophila species have evolved bizarre morpholo-
gies as adaptations either to the unusual ecological community, or as a
consequence of intraspecific sexual selection (Williamson, 1981). Some
laboratory experiments show that populafion bottlenecks can promote
partial reproductive isolation (Powell, 1978; Ahearn, 1980); however,
isolation may also evolve under selection in large populations (Kilias
and Alahiotis, 1982).

The best evidence that drift is an important cause of both chromosom-
al evolution and speciation comes from the strong correlation between
the two, both within mammals and across vertebrates (Wilson et al.,
1974; Avise and Ayala, 1976; Bush et al., 1977; but see Gold, 1980). The
most obvious explanation of this correlation is that small, subdivided
populations accumulate both chromosomal changes and reproductive
isolation more rapidly; this interpretation fits with the inverse correla-
tion between chromosomal evolution and enzyme heterozygosity
(Coyne, 1984). On balance, however, though drift and founder events
might be important causes of speciation, there is no decisive evidence
that this is so.

Changes in selection

Populations may move to new adaptive peaks or equilibria as a result of
changes in selection, as well as through random drift. If selection
changes for a limited time or within some limited region, a population
may move uphill into a new genetic state. When selection pressures
change back, the adaptive valley separating the old state from the new
may reappear, and the population will be partially isolated from its
ancestors (Fig. 7.3b). Although, as with sampling drift, it is hard to see
this process happening, and it may be hard to identify the selective
agents involved, a few clear cases are known. For example, the snail
Partula suturalis is divided into two races, which differ in the direction of
shell coiling. The sinistral form meets the dextral form in a narrow
(~1 km) band of polymorphism. In this region, fertilizations of one
morph by the other are less frequent than expected by random combina-
tion; furthermore, the net reproductive output is reduced when different
morphs mate (Murray and Clarke, 1980; Johnson, 1982). This combina-
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tion of assortative fertilization and reduced fitness of cross-matings is
caused simply by mechanical incompatibility, and leads to partial
reproductive isolation. It is hard to see how the dextral form could have
arisen from the sinistral (or vice versa), since the rarer morph would be
at a selective disadvantage. However, the range of the dextral morphs
parallels the range of another species, Partula mooreana, which freely
mates with P. suturalis, but gives inviable offspring. One can show that
when more than one third of P. suturalis matings are with P. mooreana,
the dextral morph is at an advantage even when rare: the disadvantage
of partial incompatibility with its own species is outweighed by the
advantage of partial isolation from fruitless matings with P. mooreana
(Johnson, 1982). Thus, a change in selective conditions (i.e. the presence
of P. mooreana) allows the population to shift to a new state (Fig. 7.3b),
which gives partial isolation in places where P. mooreana is absent.

Other examples where a change in selective conditions has caused a
shift to a new ‘adaptive peak’ are found amongst Miillerian mimics.
Here, shifts away from the current warning pattern are usually selected
against: if the new pattern is not carried by any other distasteful species,
then predators will not recognize it, whilst even if it does resemble other
warning patterns, the resemblance may be too crude to be effective.
However, even a crude resemblance may be selectively advantageous if
that pattern is sufficiently common, and if the models are sufficiently
distasteful. This seems to explain the evolution of new morphs in
Zygaena ephialtes (Turner, 1971), and Heliconius hermathena (Brown and
Benson, 1977).

I have contrasted random drift and changes in selection as alternative
ways of reaching different equilibria. However, the distinction is not
always clear-cut: for example, the deterministic selection pressures on
any one species may change as a result of the random extinction of, and
colonization by, other species. Turner (1971, 1976, 1982) has suggested
that such ‘faunal drift’ in forest refugia may cause changes in the
frequency of different models, and so may explain the divergence of
mimetic patterns. More generally, adaptive radiations on oceanic islands
may be due to the different assemblages of species on those islands,
rather than to the random effects of genetic drift within species
(Williamson, 1981).

Quasi-neutral models

The assumption so far has been that in order for strong reproductive
isolation to evolve, a deep adaptive valley must be crossed — either by
drift in a small population, or by substantial changes in selection. This
most likely entails evolution of reproductive isolation in a series of
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Figure 7.4 Quasi-neutral models. (a) Suppose that the double homozygote
(P,P;P,P,) is inviable, whereas all other genotypes have equal fitness. The graph
shows contours of mean fitness as a function of allele frequencies. When one or
both recessive alleles are rare, the surface is almost flat. Weak mutation pressure
will push the population towards one of two stable equilibria (®), in which one
of the recessive alleles is fixed (Bengtsson and Christiansen, 1983). The equilibria
for mutation rate u = 10~* are shown. (b) A line of neutral equilibria arises in the
coevolution of a male trait, and a female preference for that trait (Lande, 1981).
The horizontal axis shows the mean of the male trait and the vertical axis shows
the value of the trait preferred by females.

weakly selected steps (Walsh, 1982: Barton and Charlesworth, 1984).
Several models have been proposed which aim to avoid this constraint,
by allowing strong isolation to evolve without any substantial barrier
being overcome. In these models, the population avoids a deep valley
by moving around it on a flat ridge (Fig. 7.4a). Though populations may
drift freely into alternative states, a cross between two populations in
different states may give substantial isolation (Wills, 1970; Lande, 1981;
Bengtsson and Christiansen, 1983; Nei et al., 1983). A rough geographic
analogue of this scheme is provided by ring species, in which two taxa
are fully isolated, and live in sympatry in one region, but are linked by a
continuous gradation of intermediates in other places, for example in
Partula (Murray and Clarke, 1980), or in salamanders of the genus
Ensatina (Mayr, 1963, Wake et al., 1986). ‘Quasi-neutral’ divergence of
this sort may be possible whenever different, incompatible genotypes
can fulfil the same function, and are linked by a more or less continuous
series of intermediate genotypes.

Two general classes of examples should be mentioned. Firstly, under
stabilizing selection, the optimal phenotype can be produced by a
variety of combinations of polygenes (+++———, —+—+—+, etc.);
thus, populations fixed for any of these combinations will be at stable
adaptive peaks (Barton, 1986). Transitions between neighbouring peaks
will only be opposed by weak selection, but substantial incompatibility
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may be revealed when very different combinations recombine (Cohan,
1984).

Secondly, there has been much argument recently about whether
similar phenomena result from sexual selection, and can explain both
the bizarre elaboration of male secondary sexual characters, and the
diversity of mating behaviour and genital morphology between species
(Templeton, 1980; Lande, 1981; Carson, 1986; Eberhard, 1986). These
ideas stem from Fisher’s (1930) suggestion that male characters and
female preferences for those characters might coevolve in an unstable
‘runaway process’. Explicit models of this suggestion show that male
characters and female preferences may evolve to anywhere on a line of
possible equilibria (Fig. 7.4b). The equilibrium point is arbitrary because,
though female preferences for the male character must balance other
selective forces against the character, the strength of these opposing
forces is indeterminate. Populations may therefore drift along the line of
possible equilibria, and substantial pre-mating isolation will be pro-
duced between populations which happen to reach different equilibria.

A concrete biological example of such ‘quasi-neutrality’ is the evolu-
tion of different chromosomal races of the shrew, Sorex araneus. These
evolved from an ancestral acrocentric karyotype, and have accumulated
different metacentric combinations of chromosome arms by centric
fusions (Searle, 1986). For example, the Oxford race carries fusions
between chromosome arms k and ¢, n and o, and p and r: (kq, no, pr).
The Hermitage race carries (ko, g, n, p, r). There need have been little
obstacle to the evolution of these races, because any metacentric
combination will pair and disjoin from the constituent acrocentric
chromosomes almost normally (e.g. (pr/p, r)). However, in crosses
between races carrying different metacentric combinations, several
chromosomes will attempt to pair at meiosis (e.g. ((kq, no)/(ko, n, q)));
severe meiotic problems, and substantial sterility, ensue (Bickham and
Baker, 1986).

These examples seem to show that substantial barriers to gene
exchange can be produced without strong selective barriers being
overcome. However, the situation is not quite so straightforward. There
may be considerable hybrid breakdown when the divergent populations
first meet. However, provided that some gene exchange is possible, and
provided that the necessary alleles can be recovered, the missing links
through which the populations evolved will eventually be restored
(Barton and Charlesworth, 1984). This has happened in Sorex; in the
hybrid zone between the Oxford and Hermitage races, the ancestral
acrocentric chromosomes are common. This greatly reduces the level of
non-disjunction in the field (Searle, 1986). Similar breakdown of isola-
tion is to be expected in the other examples of ‘quasi-neutral’ speciation
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discussed above: the level of gene flow in nature may be much greater
than would be expected from the first few generations of crosses. Thus,
although these models do allow differences to accumulate under weak
selection, the isolation which results is correspondingly weak.

Accumulation of incompatible mutations

Although the ‘quasi-neutral’ models discussed above avoid the crossing
of deep adaptive valleys, they would not be expected to give much
isolation in nature. This argument is based on the simple picture given
by Wright's ‘adaptive topography’, in which a surface of mean fitness is
plotted against two gene frequencies. In fact, many thousands of genes
are polymorphic, and insofar as this genetic variation affects fitness at
all, it is likely to do so in complicated, highly interactive, ways. The
‘adaptive topography’ should therefore be thought of as a complex
surface which depends on a very large number of dimensions: a
population may evolve in any of a large number of directions.

The simplicity of the usual picture of ‘adaptive topography’ may be
misleading. Although two populations may have reached distinct states
without crossing any strongly selected valleys, and may therefore be
linked by a continuous series of intermediates, this intermediate path
may not be easily recovered when the populations meet: it may simply
make up too small a fraction of the enormous number of possible
evolutionary paths to be found again. In the simplest case, suppose that
the ancestral genotype is A/A, and that in one population, a new allele B
is fixed, whilst in another, allele C is fixed. B and C might each be
selectively advantageous relative to A (BB>AB>AA; CC>AC>AA), or
they might be selectively equivalent, and simply have drifted to fixation.
In either case if B/C heterozygotes are unfit, reproductive isolation will
result. The argument of the previous section — that isolation will break
down when allele A enters the population — only applies if A is still
present, or can be regenerated by mutation. This may be likely in this
simple case, where only one allele is needed (cf. the Sorex example), but
becomes increasingly unlikely as more intermediate genotypes are
required. In a sense, divergence is caused by sampling drift, since in an
infinite population, all possible mutations would be available at all
times. However, this model will operate even in an extremely large
population, and so is distinct from the models discussed on p. 192.

The idea that reproductive isolation might evolve through the accu-
mulation of different, incompatible alleles is in some ways the simplest
model of speciation (Wright, 1940; Muller, 1942). In general, we would
not expect independently evolving lineages to acquire the same com-
bination of genes, even if environmental conditions were identical. This
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view is supported by the molecular basis of mutation. A typical coding
sequence of (say) 1000 base pairs can mutate by a single substitution to
one of 3000 possible new alleles. Though this'is a large number, it is far
smaller than the total number of possibilities (~4'"); the range of
evolutionary possibilities is strongly constrained by the current state
(Gillespie, 1984), and the reversal or reconstruction of any particular
evolutionary path becomes essentially impossible.

7.3.2 The geography of speciation: initial establishment

I have contrasted two mechanisms of speciation. First, isolation may
accumulate as populations cross adaptive valleys to reach new stable
equilibria. This process may be driven either by random drift, or by
changes in selection pressure. Alternatively, reproductive isolation may
develop as different, incompatible mutations accumulate in different
populations. The new alleles may be more or less neutral, or they may
be selectively advantageous, relative to their predecessors; in the latter
case, speciation occurs as a direct consequence of adaptation. The
discussion so far has only been of the divergence of isolated, panmictic
populations. This section deals with the way genes that cause reproduc-
tive isolation first become established within spatially subdivided
populations. The central question is whether strict isolation is necessary
for speciation. The way genes spread out over large areas once they
have become established in some local region will be dealt with in the
next section.

Classic allopatric speciation

In the classic model of allopatric speciation, some external barrier
divides the species’ range into two fully isolated parts, each geographi-
cally extensive. The isolated regions then diverge genetically; when they
meet, they are either already fully isolated, or are at least sufficiently
isolated that natural selection can reinforce post-mating isolation with
ethological differences which complete the process. This ‘dumb-bell’
model is the basis for the methods of vicariance biogeography, which
require that each speciation event corresponds to some extrinsic disjunc-
tion of the species’ range. We will see that this simple view of speciation
raises several problems; whether these affect biogeographic inferences is
another matter, which I return to later.

The key difficulties with the ‘dumb-bell’ model (or at least, with its
simplest interpretation) are that firstly, divergence is assumed to occur
only with the aid of a physical barrier to gene flow, and secondly,
changes within each isolate must occur smoothly and evenly. This
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would only be plausible if selection pressures were uniform across each
isolate, and different between them, and if the response to selection
were also the same everywhere. If, as is likely, selection pressures and
genetic variation differed from place to place, then it would seem that
divergence could occur anywhere in the species’ range, and would not
require the presence of an external barrier. Consider the mode of
speciation which is most favourable to the ‘dumb-bell’ model: the
accumulation of different, mutually incompatible, advantageous alleles.
Each new allele should spread rapidly through the population; if each
allele spread through the whole isolate before an alternative arose
somewhere else, then each isolate would evolve as a homogeneous unit.
From what we know of natural populations, such rapid spread of
adaptations seems unlikely. For example, consider the spread of warfar-
in resistance in British rats after the introduction of this anticoagulant
poison in 1953. One allele arose in the Scottish Lowlands five years later,
in 1958. However, a different resistance allele at the same locus arose in
the Welsh Borders only two years later, and spread outwards at a steady
rate of 4 km per year. Since then, several more alleles have arisen in
Britain (Bishop, 1981). Many similar examples can be found (Georghiou,
1972; Bishop and Cook, 1981; Templeton, 1981). Multiple and diverse
responses to a common selective agent suggest that a broadly distri-
buted species is unlikely to evolve as a homogeneous unit.

Two reactions can be made to the argument that if a widely distri-
buted population can respond to selection or drift, it is likely to do so in
a heterogeneous way, and so may diversify without the need for any
external barrier. Mayr (1942, 1963) argues that gene flow across widely
distributed species prevents them evolving significant reproductive
isolation: only ‘insignificant’ clinal variation is possible. This leads Mayr
to emphasize ‘peripatric’ speciation, in which speciation occurs in very
small isolates (either peripheral or central). The alternative is that
divergence is possible despite gene flow, and that speciation can
therefore occur in parapatry, with no need for extrinsic barriers.

Peripatric speciation

If a small population becomes isolated from the bulk of the species’
range, a ‘genetic revolution’ may occur, in which the population moves
from “one well-integrated and stable condition through a highly unst-
able period to another period of balanced integration” (Mayr, 1963,
p. 538). Several arguments led Mayr to propose this model of ‘peripatric
speciation’. The importance of divergence in small isolates was sug-
gested by the frequent pattern of broad uniformity across continuous
populations, contrasting with striking divergence in peripheral isolates
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(which often share apparently similar environments). Island radiations
are the most extreme example of this pattern. Mayr argued that in
addition to the homogenizing effects of gene flow, fitness interactions
(‘co-adaptation’) combine with developmental homeostasis to prevent
divergence. He argued that complete geographic isolation, and drastic
founder events, are needed to overcome these conservative forces.
Carson (1975, 1986) and Templeton (1980, 1981) have put forward
similar theories of founder effect speciation, though the postulated
genetic details differ somewhat.

The argument over whether species evolve most readily or most often
in small geographic isolates overlaps with the argument over whether
drift in small populations is an important cause of reproductive isola-
tion. Indeed, one of the main problems in testing different models of
speciation is to separate out all the different processes they involve.
Speciation in small isolates may differ in many ways from speciation
within broad continua; these differences might be reflected in the
contrasting patterns seen on oceanic islands and on continents, but the
exact cause of any difference is hard to establish. Peripatric speciation
may involve a sharp bottleneck in population size, producing sampling
drift within the species. There may be a severe ecological bottleneck,
giving a limited and unrepresentative sample of species (‘faunal drift’).
The physical environment in a small region may differ from the average
found over a larger area (‘habitat drift’). In the long term, small
population size may give a restricted range of new mutations, and cause
loss of genetic variability. Populations diverging on islands will be
completely isolated from related populations, whereas hybridization
may allow some gene exchange for long periods where divergence is
parapatric. Finally, the limited range of competing species in an isolate
may make the species that evolve there less likely to succeed in
competition with mainland species (Darwin, 1859, Robbins et al., 1983).
If this were so, peripatric speciation would not give such a significant
supply of species to the main part of a taxon’s range.

Certainly, the number of species within some taxonomic groups may
be much higher on islands or archipelagos than in continental regions of
similar area; the rate of speciation in these radiating groups may be high,
though it is not clear that the rate is necessarily higher than on
continental areas (Williamson, 1981). But which of the many possible
factors is responsible for such patterns? Population bottlenecks must
occur during colonization; this is reflected in reduced enzyme heterozy-
gosity on some small island populations (Berry, 1986; Vogel and
Motulsky, 1986). However, theoretical arguments suggest that, since
adaptive peak shifts are opposed by selection, such bottlenecks should
not produce much reproductive isolation (Barton and Charlesworth,
1984; Rouhani and Barton, 1987a). In any case, on many islands heterozy-
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gosity is not in fact reduced (Sene and Carson, 1977; Craddock and
Johnson, 1979; Nevo et al., 1984).

The effects of ecological bottlenecks are more striking than the effects
of genetic bottlenecks: though it is often hard to identify the particular
selective agents involved, groups have often made major niche shifts in
response to changes in species composition (Carson and Kaneshiro,
1976; Williamson, 1981; Grant, 1986; Chapter 9). However, it should be
borne in mind that changes in species abundance may occur on
continents as well as on islands, and may have similar effects there; for
example, Turner’s (1971, 1982) argument that Heliconius butterflies have
shifted their pattern because of shifts in model abundance in Pleistocene
refugia only requires that species densities be patchy, not that there be
strict geographic isolation. Similar arguments hold for the physical
environment: on an isolate, this may well differ from the average over a
continent, but then, so may the environment in any small region.
‘Habitat drift’ only has greater effects on islands than continents if gene
flow in fact averages selection pressures over large distributions.

Perhaps the hardest arguments to assess are the proposals that loss of
genetic variability, and lack of competition with other species, reduce
the ‘adaptedness’ of island species. Releases of laboratory stocks into
nature often (but not always) fail (Jones ef al., 1981; Williamson, 1981;
Endler, 1986); however, this might well be due to loss of adaptations to
nature, rather than to inbreeding and isolation per se. Mainland species
have often had catastrophic effects on island faunas; however, this
might be explained simply by the fact that there are more species on the
mainland than on any one island, and so one of them is likely to succeed
(Heaney, 1986): it is not obvious that island populations are at an
inherent disadvantage. In any case, introductions between continents
(either naturally, as when the Isthmus of Panama allowed northern
mammals to cross into South America, or by man, as into Australia)
have often had equally catastrophic effects (Chapter 8). One striking
counterexample is the apparent origin of the widely distributed genus
Scaptomyza from a Hawaiian Drosophilid species (Carson, 1986).

In summary, speciation on small isolates may differ in many ways
from speciation in larger areas. However, it is not clear which of these
differences are significant in explaining the net speciation rate, or
whether either peripheral or central isolates are an important source of
mainland species.

Parapatric speciation
Can new species evolve parapatrically — that is, within a continuous

distribution — despite the homogenizing effects of gene flow? Both
theoretical arguments and direct evidence show that gene flow does not
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prevent divergence. This is true for all the various mechanisms of
parapatric speciation. Before considering each of these in turn, it is
worth making the general point that the distinction between parapatric
and peripatric speciation is not clear. Though most discussions of
peripatric speciation involved peripheral isolates, Mayr also argues that
species may evolve in small populations within the main range, but
isolated from it. Indeed, it is hard to see why there should be any
difference between peripheral and central isolates. But, in any finite
population, small regions may fail to exchange migrants with neigh-
bouring regions, just by chance. (This is true even if the population is
statistically homogeneous.) Since divergence may occur quite rapidly,
chance isolation for a few generations may allow new genotypes to be
established at high frequency. In reality, no natural population is
homogeneous. Even if it is not subdivided into distinct local demes,
density and dispersal may vary somewhat from place to place. Since
there is a continuous range of population structures from complete
statistical homogeneity to strict subdivision into independent demes,
the distinction between peripatric and parapatric divergence becomes
arbitrary. Furthermore, as Wright has argued for many years, partial
and impermanent isolation may be more favourable to both adaptation
and speciation than strict subdivision, since a wider range of genetic
variability is available, and since new combinations of genes can be
tested against each other (Wright, 1982; Provine, 1986).

Consider now the particular case where a population shifts from one
peak to another as a result of a change in selection pressure (Fig. 7.3b;
p- 195). Such a shift can occur in parapatry, provided that the region in
which it is favoured is sufficiently large. The critical area is typically no
more than a few dozen dispersal ranges wide (0/V2s, where o is the
dispersal range, and s is the selection pressure; Nagylaki, 1975; Barton,
1987). There are many cases of adaptation to quite localized selection: for
example, the grass Agrostis tenuis has evolved resistance to heavy metals
on mine tips a few tens of metres across (MacNair, 1981; Chapter 6).
Such local adaptations cause some degree of reproductive isolation, both
as a direct result of the reduced fitness of individuals which move to the
the wrong habitat, as an indirect pleiotropic side-effect, and (possibly)
because the mating system may evolve so as to reduce maladaptive gene
flow between the habitats (Antonovics, 1968; MacNair, 1981). In Partula
suturalis, where dextral coiling has evolved as an adaptation to prevent
cross-mating with P. mooreana (Johnson et al., 1977), the cline between
the two coiling morphs is only about 1 km wide. Dextral coiling could
therefore have evolved even if P. mooreana were only common in a
region 1 km wide. In general, the maintenance of narrow clines despite
free gene flow shows that localized selection pressures can cause
divergence in parapatry (Endler, 1977; Barton and Hewitt, 1985).
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The models of parapatric speciation which have received most atten-
tion involve rather more than simple adaptation to different selective
regimes. Fisher (1930), Clarke (1966) and Endler (1977) propose that
once a cline has been established in direct response to environmental
differences, it may be modified so as to produce further isolation. One
must distinguish two types of modification here. Firstly, different alleles
may evolve in the different genetic backgrounds on either side of the
cline. This process of co-adaptation might eventually lead to substantial
reproductive isolation, largely unrelated to the original environmental
difference. Since the different alleles would be favoured over large areas
on either side of the cline, gene flow would not impede their establish-
ment. The second possibility is more problematic. Changes in the
mating system which reduced the rate of gene flow between the
differently adapted populations would be favoured (Fisher, 1930; Dob-
zhansky, 1940). This seems to have happened in Agrostis, where
differences in flowering time across the cline are exaggerated, and
selfing is increased. Here however, modification is only favoured within
a very narrow region, of the order 0/V2s, and so may be impeded both
by gene flow, and by a lack of suitable variation (Barton and Hewitt,
1981). Indeed, reinforcement of mating isolation across clines or hybrid
zones seems remarkably rare: only a few good examples are known
(Butlin, 1987).

Reproductive isolation may also arise through random sampling drift.
Here, the arguments are slightly more complicated; nevertheless,
stochastic divergence is possible in parapatry as well as in allopatry. If
the population is subdivided into partially isolated demes, peak shifts
can occur provided that the number of individuals exchanged between
demes (Nm) is small (<1 per generation; Lande, 1979, 1985). Most
species have much higher rates of gene flow than this (Slatkin, 1985).
However, a low level of gene flow is only needed temporarily: a new
adaptive peak could be established if a small population were partially
isolated for a few generations. In a truly continuous population, the rate
of stochastic divergence is determined primarily by the neighbourhood
size (Nb = 4npc?, where p = density, and o = dispersal rate). If this is
<20, a new adaptive peak stands a reasonable chance of being estab-
lished in an area large enough for it to survive and spread (Rouhani and
Barton, 1987b). It is unfortunately hard to get direct evidence that drift
can cause the evolution of reproductive isolation within continuous
distributions. The frequent division of continuous ranges into a mosaic
of regions fixed for different chromosome rearrangments suggests that
this is possible (White, 1978), but since one can always claim that drift
caused divergence in a temporary peripatric isolate (Key, 1982; Hewitt,
1979), this argument may be largely semantic.

Speciation may occur through the accumulation of incompatible
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mutations, each of which is initially advantageous. Such alleles can
clearly spread through continuous distributions; gene flow would only
impede such divergence if it allowed advantageous alleles to spread
through the whole species range before alternative alleles could arise.
As discussed above, this seems unlikely (p. 201).

Sympatric speciation

The argument of the previous section was that since isolation by
distance can be as effective as a simple physical barrier, parapatric
divergence is no less plausible than allopatric. If gene flow does not
prevent a broad continuum breaking up into parapatric races, we may
try to take the argument further, and ask whether the free gene flow
within a single, randomly mating, population will necessarily prevent
speciation. Such sympatric speciation requires two things; firstly, the
maintenance of a stable polymorphism by disruptive selection, in which
intermediate genotypes have reduced fitness; and secondly, a response
of the population to this disruptive selection in which the frequency of
cross-matings is reduced and eventually eliminated (Maynard Smith,
1966; Felsenstein, 1982). There are difficulties with both components.
Selection against intermediate genotypes (such as heterozygotes or
recombinants) generally leads to instability, and hence fixation of one or
other form: the best example is the general lack of chromosomal
variation. This instability must be countered by strong frequency-
dependent selection; for example, through the presence of a range of
independently limiting resources. There has been much argument over
the extent to which diversifying selection does in fact maintain poly-
morphism (Hedrick et al., 1976, Hedrick, 1986). However, it is clear that
in some cases at least, a single sexual population can support a variety of
morphs which exploit different resources, for example, some cichlid
fishes (Kornfeld et al., 1982) and Batesian mimics such as Papilio dardanus
(Sheppard, 1958). This could, theoretically, lead to the evolution of
resource partitioning between sympatric species, where the disruptive
selection may be due to competition. Sympatric speciation is also seen
amongst plants with chromosomal changes such as polploidy, hybrid-
ization and self-fertilization, leading to apparent genetic isolation
within one generation (Chapter 5).

The main obstacle to sympatric speciation may be in the response of a
polymorphism to disruptive selection. In the example of Batesian
mimicry in Papilio dardanus, the alleles responsible for different pattern
elements are dominant, and are tightly linked in a ‘supergene’; in-
termediate phenotypes are therefore rarely produced, and there is
negligible selection for assortative mating. Thus, a polymorphism main-
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tained by disruptive selection will not lead to assortative mating unless a
high proportion of maladapted types are produced; if they are, the
polymorphism will be hard to maintain.

There are also strong theoretical obstacles to the evolution of assort-
ment: the genes involved in the polymorphism must be strongly
selected, and must be tightly linked to the genes affecting mating
preferences (Felsenstein, 1982). Species pairs are known in which a few
genes are responsible for habitat preferences and for mating preferences
(Bush, 1975; Tauber and Tauber, 1977a,b). However, it is not clear that
these pairs did in fact evolve sympatrically: other interpretations are
possible (Futuyma and Mayer, 1980). Laboratory selection experiments
show that reproductive isolation can sometimes evolve as a response to
disruptive selection (Thoday, 1972). In nature, there are many cases
where species which are already reproductively well isolated, and
coexist over a wide area, have evolved further interspecific ecological
and ethological differences (Zouros and d’Entremont, 1980; Roughgar-
den, 1983; Diamond, 1986b; Grant, 1986). However there are remarkably
few cases where mating isolation has been reinforced in hybrid zones
(Barton and Hewitt, 1985; Butlin, 1987).

On balance, then, it seems that though sympatric speciation is
possible in principle, there is rather little evidence that it occurs.
However, as with all arguments about the way species originate, it is
very hard to find clear evidence one way or the other. As far as simple
biogeographic arguments go, it may not matter much whether diver-
gence is sympatric or allopatric. In both cases, differences are likely to
first become established in some limited region, and to spread out from
there. The net pattern would then be independent of the original
processes.

7.3.3 The spread of new alleles

Once an allele has become established in some limited region, how does
it then spread out to occupy a large area? The various possible patterns
of spread correspond to the various forms of selection that may act
(Section 7.3.1). However, much of this section applies not only to the
spread of genes through populations, but also to the spread of species
through their habitat.

Diffusion
The simplest case is where individuals move independently, in a

random walk. Then, genes will spread by diffusion, in the same way
that one gas will diffuse through another. The most important feature of
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this process is that it is very slow. The average distance moved by a gene
in T generations only increases in proportion to the product of the
average distance moved in one generation (0) and the square root of T
(~0o/VT; Endler, 1977). For most genes, in most populations, diffusion
is slow both because the dispersal rate is low, and because the effects of
random displacements accumulate very slowly.

This is shown both directly, by mark-release studies, and indirectly,
through the existence of narrow clines and localized fluctuations in gene
frequencies (Endler, 1977; Slatkin, 1985). Though indirect genetic
measurements give rather larger (and probably more accurate) estimates
of dispersal than direct mark-release, both give low values (Barton and
Hewitt, 1985; Slatkin, 1985). For example, some salamanders move only
a few metres during their adult life (Yanev and Wake, 1981). Though the
extent of juvenile dispersal is uncertain, electrophoresis shows highly
localized, and highly variable, fluctuations (Larson and Highton, 1978;
Yanev and Wake, 1981; Slatkin, 1985). Even in the butterfly, Euphydras
editha, which might be expected to disperse much more freely, there is
very little exchange between adjacent demes a few hundred metres
apart (Ehrlich and Raven, 1969). Such random, localized movements
would, by themselves, only allow genes to spread extremely slowly.
This can be illustrated in two ways: by the pattern of relationship
between recessive lethals in Drosophila, and by introgression after
secondary contact.

A substantial proportion of chromosomes in natural populations carry
recessive lethals at some locus. On average, these have slight delete-
rious effects even when heterozygous (~2%) (Wright ef al., 1942). Since
the frequency of recessive lethals at any particular locus is very low,
homozygotes are formed very rarely, and so this weak selection against
heterozygotes is the main force keeping them at low frequency. Reces-
sive lethals will persist for roughly 1/(2%) = 50 generations before being
eliminated by selection. Their spread over this time is reflected by the
probability that two recessive lethals taken from different places descend
from a common ancestor (that is, are ‘allelic’): one expects this probabil-
ity to decrease over about V2 X 50 = 10 dispersal ranges. In fact, it
decreases over only a few hundred metres (Wright et al., 1942 (D.
pseudoobscura); Paik and Sung, 1969 (D. melanogaster); Fig. 7.5a). This
shows that on average, Drosophila do not move very far, and that the
cumulative effects of this movement are small.

The slow effects of diffusive dispersal can also be illustrated by the
limited extent of introgression after secondary contact. The fire-bellied
toads Bombina bombina and B. variegata have been hybridizing in Eastern
and Central Europe since the last glaciation (i.e. for at least 8000 years).
The rate of range expansion in Bombina spp. is estimated to be about 500 m
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Figure 7.5 (a) The rate of decrease of lethal allelism with distance in Drosophila
melanogaster (Paik and Sung, 1969). The solid curve shows the expected
relationship if the dispersal rate is 0 = 35 m, and selection against heterozygotes
is s = 2% (from Malecot, 1948). (b) The hybrid zone between Bombina bombina
(on the left), and B. variegata. The graph shows the average clines for five
diagnostic loci near Cracow (Circles; Gpi, Ldhl, Ck, Ak, Mdh1; Szymura and
Barton, 1986), and for six diagnostic loci near Przemysl (Crosses; Gpi, Ldhl, Ck,
Ak, Mdh1, Np; Szymura, unpubl.). The allele frequency has been transformed
to a logit scale (In(p/g)) to emphasize the long tails of introgression on either side;
a simple sigmoid cline would be expected to follow a straight line on this scale.
Points at +4 correspond to 1.8% and 98.2%.
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per year; therefore one would expect that in the absence of selection, 8000
years of hybridization would have allowed foreign alleles to penetrate
about 0.5 km X V8000 = 50 km on either side. Figure 7.5b shows the
pattern of introgression of diagnosis electrophoretic alleles across two
transects in Poland (Szymura and Barton, 1986; and unpubl.). The scale
has been transformed to emphasize the tails of the cline; a straight line
corresponds to an exponential decrease in allele frequency. In the
centre, a sharp transition in frequency, over about 6 km, is caused by
strong selection against hybrids, which acts as a barrier to gene flow
between the two taxa. However, the gradients outside the hybrid zone
are much shallower, and extend roughly the distance expected with
neutral diffusion. This pattern, in which a sharp cline is flanked by
shallow tails of introgression, is found across many hybrid zones
(Barton and Hewitt, 1985); the limited extent of introgression shows that
even several thousand years of gene flow may have a negligible effect on
the bulk of the species.

It has been argued that, because the effects of random dispersal are so
weak, gene flow is a negligible evolutionary force (Ehrlich and Raven,
1969; Endler, 1977). Certainly, it is true that gene flow will not prevent a
response to local selection pressures (p. 204). However, though slow
random diffusion may explain distributions over short periods, it fails
over longer time-scales, and it does not take into account the distinctive
behaviour of those genes which cause reproductive isolation. To under-
stand the long-term evolution of species differences, we must take into
account the effects of extinction and recolonization, and the way
adaptive peaks spread through populations.

Extinction and recolonization

Gene flow often appears to have effects over distances far larger than
would be expected by random diffusion. This is reflected in the frequent
finding that the genetic distance between populations (as measured by
electrophoretic differences) increases with geographic distance over
very large areas (Endler, 1977; Jones et al., 1981; Halliday et al., 1983;
Wijsman and Cavalli Sforza, 1984; Slatkin, 1985). This contrasts with the
distribution of recessive lethals, which are typically much younger than
enzyme alleles; a comparable case is the similarly localized distribution of
(presumably deleterious transposable elements in Drosophila (Langley
et al., 1982). Populations separated by physical barriers are often much
more different, genetically and morphologically, than populations sepa-
rated by large areas of continuous habitat, even though gene flow across
those large areas is expected to be negligible (Pounds and Jackson,
1981). Patterns of electrophoretic variation are often more even than



Speciation 211

would be expected from observed dispersal rates (Slatkin, 1985). This
evidence of large-scale homogeneity is not easily explained by occasion-
al long-distance dispersers: though there is often an excess of long-range
dispersers (‘leptokurtosis’) (Joneset al., 1981; Endler, 1977; Slatkin, 1985),
a low rate of long-range dispersal will not, by itself, have much effect on
the distribution of neutral genes. The most plausible resolution of this
apparent paradox is that, over long periods, extinction and recoloniza-
tion are the main cause of gene flow (Grant, 1980; Slatkin, 1985).
Changes in the species’ distribution will cause coherent movements, in
which either many individuals move in a particular direction, or a few
individuals leave many descendants in a new area. Such collective
movements are a much more effective cause of gene flow than the
independent, random dispersal seen within stable populations: I will
refer to all such processes as ‘extinction and recolonization’, even
though less extreme population restructuring may be more important
than actual extinction and recolonization.

The importance of extinction and recolonization is seen most clearly
when we consider the movements of whole species. Expansions in
range after the last glaciation were relatively rapid, and tracked climatic
changes quite closely (Coope, 1979). These movements were far too
rapid to be explained by random diffusion (Skellam, 1973). For example,
contrast the post-glacial spread of Bombina bombina several thousand
kilometres westward into Poland and the Danube basin (Arntzen, 1978),
with the subsequent allozymic introgression of only a few tens of
kilometres. The fact that local dispersal may be negligible, relative to
bulk movements of genes, allows the past history of a population to be
reconstructed from present genetic patterns. For example, the detailed
biochemical data available for the human population of Europe has
allowed Ammermann and Cavalli Sforza (1981) to reconstruct the move-
ments of neolithic farmers. Such reconstruction would be impractical if
random diffusion had blurred patterns since their formation. However,
before we can safely make such extrapolations, the complicating effects
of selection must be considered more carefully.

I have argued that the observed homogeneity of species over large
areas is caused by occasional expansion and contraction of whole
populations, rather than by the continual dispersal of individuals. This
argument applies in a straightforward way to neutral alleles, which will
be carried passively from place to place; it may therefore explain the
pattern of molecular variation. However, the genes we are most
interested in are likely to be under selection: unfortunately, this substan-
tially complicates the argument.

Rare, deleterious, alleles cause no difficulty, since they will be
eliminated before being affected by long-term population restructuring:
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such alleles will therefore be restricted to small areas, as is found for
recessive lethals in Drosophila. Alleles which are advantageous every-
where will simply spread through the whole species. They will advance
quite rapidly even if gene flow is entirely diffusive (Fisher, 1937); a few
long distance dispersers will greatly speed the process (Skellam, 1973).
The difficulty comes when we consider alleles which are favoured in
some places, but not in others. These should quickly spread throughout
the region in which they are favoured, and establish narrow clines at the
boundaries of these regions. There is strong evidence that populations
can indeed respond to local selection pressures (p. 204; Chapter 6).
Therefore, any historical effects should soon be erased. Long-range
correlations between genetic distance and either geographic distance or
physical barriers could therefore only be explained if the characters
involved were neutral, of if environmental differences were correlated
with distance or barriers. This often seems unlikely (though see Section
7.4): for example, in the case described by Pounds and Jackson (1981),
which involved morphological divergence across rivers, or the case of
‘area effects’ in Cepaea (Jones et al., 1977). The same argument may apply
to species as well as to genes, in the case of correlations between faunal
similarity and distance (Flessa et al., 1979; Fallow and Dromgoogle,
1980). Such correlations imply that faunas are not the direct consequ-
ence of their local environments.

In general, the pattern stressed by Mayr (1963), where divergence is
confined to peripheral isolates, is hard to reconcile with the ease with
which populations can respond to local environmental differences. This
is true even if genes can move by extinction and recolonization, as well
as by local diffusion. To resolve this problem, we must consider how the
genes responsible for speciation itself can spread.

Tension zones

If reproductive isolation is to be firmly established, the two diverging
populations must be at different stable equilibria under selection: that is,
they must be at different ‘adaptive peaks’ (Section 7.2.2). If the two
populations meet and hybridize, they will form a stable cline, in which
selection against introgression is balanced by dispersal. Such clines
behave very differently from the clines which form when advantageous
alleles spread, or when populations respond to different environments;
Key (1982) has proposed that they be called ‘tension zones’ (Fig. 7.1b).
Their distinctive feature is that, because they are maintained by intrinsic
genetic incompatibilities, rather than by external selection differentials,
they can be formed anywhere, and can move from place to place. Their
position is therefore somewhat arbitrary, and can be perturbed by a
variety of factors.
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One ‘adaptive peak’ may tend to expand at the expense of the other.
The most obvious cause of consistent movement is an asymmetry in
selection, such that individuals are fitter on one side than the other.
However, other factors can move tension zones: dominant alleles will
tend to expand at the expense of recessives (Mallet, 1986), and adaptive
peaks which can maintain a higher population density or dispersal rate
on one side will advance by weight of numbers — a form of group
selection (Bazykin, 1969). These forces will cause a steady movement,
until either one type is eliminated, or the tension zone reaches a point
on an environmental gradient where the different selective forces
balance. One therefore expects to find tension zones running parallel
with ecological differences. This is often the case (Barton and Hewitt,
1985): for example, Bombina bombina and B. variegata meet at the
boundary between lowland and highland habitats (Szymura and Barton,
1986); the coiling morphs of Partula suturalis meet at the edge of the
range of P. mooreana; and many of the clines between the different
mimetic races of Heliconius lie on ecological boundaries (Benson, 1982).

Tension zones are strongly influenced by population structure, as well
as by selection (Barton, 1979). They will move so as to reduce production
of maladapted hybrids, and so will tend to minimize their length (hence
the term ‘tension zone’). If the population density or dispersal rate is
greater on one side than on the other, the zone will be pushed forward.
Thus, tension zones will be trapped by local barriers to dispersal, and
will be moved most effectively by large-scale population restructuring.
This can be illustrated by the tension zone between two chromosomal
races of the grasshopper Podisma pedestris. The zone follows the main
ridge of the Alpes Maritimes, along the line where the races would first
have met as the glaciers retreated: on a broad scale, its position is
determined by expansion from alternative refugia. On a fine scale, the
tension zone shows no correlation with any obvious ecological variables
such as vegetation or altitude; instead, its position is determined by
variations in population density and by local barriers (Nichols, 1984;
Nichols and Hewitt, 1986).

The distinctive behaviour of tension zones has two important con-
sequences. First, the distribution of populations which are trapped at
different adaptive peaks will reflect their previous movements, as well
as current selection pressures. For example, though the distribution of
Bombina spp. is clearly strongly affected by adaptations to different
environments (lowland B. bombina and highland B. variegata), it is also
strongly influenced by the pattern of expansion after the last glaciation
(Arntzen, 1978). Conversely, if the distribution of the two forms were
determined solely by differential adaptations, then no inferences could
be made about their previous history (Endler, 1982b,c). In general, the
patterns discussed in the previous section are to be expected if
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differentiation involves divergence into alternative equilibrium states
(‘adaptive peaks’), but are puzzling if distributions are determined
solely by the local environment.

The second major consequence is that because tension zones involv-
ing different sets of genes will all respond to changes in population
structure in the same way, they will tend to clump together. In the most
extreme case, if a species is reduced down to small refugia, which then
expand into secondary contact, all their differences will be brought
together. Hybrid zones do indeed usually involve large numbers of
coincident differences (Section 7.2.4). One can argue that this coinci-
dence is due to a convergent response to a single ecotone (Endler, 1977;
Moore, 1977). However, it seems more likely that if each gene were
responding independently to the external environment, these responses
would differ. The aggregation of many independent differences into a
single tension zone complicates attempts to find out how these differ-
ences first evolved; however, it simplifies biogeography by reducing the
diverse genetic variation into a few coherent units.

7.4 BIOGEOGRAPHY AND SPECIATION

Species may evolve by a variety of mechanisms: by random drift, by
changing selection, or by the accumulation of incompatible mutations.
All of these can operate in parapatry as well as in allopatry. One might
therefore expect species to break up into a mosaic of locally adapted
races. Yet most species do form coherent and recognizable units. I have
argued that this apparent paradox can be resolved if extinction and
recolonization (or at least, concerted expansion and contraction of
populations) move genes over large distances; and if populations evolve
into alternative equilibrium states, so that they become bounded by a
cluster of ‘tension zones’. How does this view of speciation affect
biogeographic arguments, which often assume simple allopatric diverg-
ence?

7.4.1 Ecological determinism, dispersal, and vicariance

Endler (1982c) contrasts three explanations of geographic distributions.
In ecological determinism, present distributions are determined by
direct adaptations to environmental differences, and evolved in situ.
Alternatively, new forms arose in certain places, and then dispersed to
fill their present ranges. This dispersal may have been across major
physical barriers (jump dispersal), or it may be through a continuous
habitat, occupied by related species or individuals (range expansion).
Finally, taxa may have evolved in large, disjunct areas; this disjunction,



Speciation 215

or vicariance may have allowed or encouraged speciation. With vicar-
iance, the present distribution is determined by a passive response to
external forces, such as plate tectonics or Pleistocene glaciations.

There are clear examples of each process. Species may adapt to local
environments (p. 204; Chapter 6). Dispersal has occurred during the
colonization of oceanic islands, during infiltration across land bridges
(as in the crossing of North American mammals over the Isthmus of
Panama), and during the spread of individual advantageous genes.
Vicariant events are clearly associated with divergence, for example,
fishes across the Isthmus of Panama (Somero, 1986) or, more recently, in
the secondary contacts following expansion from Pleistocene refugia in
Europe and Australia. So, as with many biological controversies, the
argument is over the relative importance of the different factors, rather
than with whether they can or cannot occur. This is true even when we
consider the evolution of any one species: since species differences are
polygenic, and are likely to have evolved in many steps over a long
period of time, the different steps may have occurred in different ways.

A more fundamental difficulty is that each of the three paradigms
involves several components. Ecological determinism usually requires
present distributions to reflect present ecology; the origin of the various
differences to occur within a continuous distribution; and the distribu-
tion to have remained approximately in its original position. Dispersal,
in its purest form, requires a species to have evolved all its components
together, in one ‘centre of origin’, and that dispersal then occurred
across pre-existing barriers: either definite barriers, or through isolation
by distance (Chapter 1). Vicariance normally requires present distribu-
tions to be determined by external forces (either actual transport on
drifting continents, or dispersal of individuals as a necessary response to
changes in external climate); it may also require speciation to be
encouraged or allowed by the presence of a barrier.

Much of the argument between these alternative views has been
confused because separate components have been confounded. Species
differences may well have evolved in parapatry, and yet their current
distributions may be due to a long history of population expansion and
contraction. Conversely, present distributions might have moved so as
to parallel environmental gradients; yet they might have formed
through secondary contact. I have argued above that the distribution of
hybrid zones suggests that both possibilities are important. The argu-
ment between Endler (1982b) and Mayr and O’Hara (1986) has largely
concerned the question of whether ecology, population structure, or
history are more important in determining the current positions of
parapatric contacts. But this argument is independent of whether the
taxa first evolved in parapatry or in allopatry.
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Many of the proponents of vicariance biogeography, and of allopatric
speciation, have assumed that a barrier to gene flow will increase the
rate of speciation. Theoretically, it is hard to see why this should be
(p- 205). The factors which encourage speciation are largely indepen-
dent of the factors which determine species distributions. For example,
Pleistocene refugia have been seen as providing an explanation of the
extraordinary diversity of the Tropics in general (Prance, 1982a; but see
Chapter 10), and of the diversity of mimetic patterns in Heliconius in
particular. However, Turner's (1971, 1976, 1982) suggestion that
changes in the abundance of distasteful models cause divergence does
not depend on any reduction in gene flow, and is not directly tested by
the observations on present distributions on which most attention has
been concentrated.

7.4.2 Does vicariance biogeography require allopatry?

The method of vicariance biogeography relies on the assumption that
the separation of a population into a pair of lineages corresponds to the
separation of the habitat by some external barrier. If this is so, then the
phylogeny can give information about the sequence of disjunctions
(Chapter 1). At first sight, this method requires allopatric speciation:
certainly, vicariance biogeography is usually described in terms of the
classic ‘dumb-bell’ model (p. 200). Can the method still be applied if
species form in other ways?

This question is closely tied to the argument over whether species are
bound together into coherent units by gene flow or by co-adaptation
(p- 202). We have seen that, although genetic differences may evolve in
a variety of ways, species or geographic races will still appear as
coherent units if population restructuring is frequent enough to obscure
the original pattern of divergence, and if the characters we observe are
either neutral, or involve divergence into different ‘adaptive peaks’. This
seems a fair approximation: geographic races are usually separated by
sharp boundaries, at which many genetic differences are clustered. Even
where these boundaries now follow ecological gradients, they may well
have been set up by secondary contact. Vicariance biogeography can
therefore be applied without restrictive assumptions about the way
the characters evolved.

7.4.3 Phylogeny and geography?
Where taxon boundaries become blurred, the separate distributions of

the various genetic components must be followed. There are interesting
parallels between vicariance biogeography and methods used in popula-
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tion genetics, which also depend on the relation between phylogeny
and geography. Until recently, the most reliable phylogenies came from
those Diptera with polytene chromosomes: for example, Carson and
Kaneshiro (1976) have deduced the relationships of over 100 species in
the picture-winged group of Hawaiian Drosophila. Here, most branches
in the phylogeny do correspond to movements between islands. The
sequence of movements is in rough accord with the history of the
islands (i.e. with the order in which the barriers between islands were
established), but the correspondence is not exact: lineages do sometimes
move from younger islands to older. The argument here is of course
rather different from the usual vicariance approach: barriers are esta-
blished when new islands arise, and flies colonize them, rather than
being imposed from outside.

Accurate phylogenies can be estimated for some other cases of
chromosomal evolution (e.g. the morabine grasshoppers; Hewitt, 1979).
However, the recent development of restriction mapping and DNA
sequencing allows phylogenies to be estimated for any sufficiently long
stretch of DNA; moreover, branch points can be dated. The clearest data
come from mitochondrial DNA, which is inherited intact through the
maternal lineage. Mitochondrial phylogenies have often revealed major
disjunctions (e.g. Avise et al., 1979a,b; Wilson et al., 1985; Cann et al.,
1987). These seem most likely to correspond to disjunctions of the whole
species, and not just the mitochondrial lineages; however, this is not
always the case (Gyllenstein and Wilson, 1987). Individual molecular
phylogenies do not, by themselves, show whether a split between
different sets of lineages is due to dispersal of individuals, to movement
of the whole population across the habitat, or to separation by vicar-
iance. Comparison of phylogenies across different genes, or different
species is needed, as in biogeographic arguments based on ‘generalized
tracks’ (Chapter 13).

Construction of phylogenies for segments of nuclear DNA is compli-
cated by recombination: the lineages of different segments will be
different (Section 7.2.4; Aquadro et al., 1986). However, the relationship
between two populations can be estimated by averaging over a large
number of genes, each of which will have descended through the
population along a separate lineage: this is the basis of methods based
on genetic distance. One may be interested in finding the relationship
between populations which have remained more or less isolated
(Thompson, 1975); or one may study continuously distributed popula-
tions, in which genetic distance increases with geographic distance
(Section 7.3.3). Even in the latter case, there is a strong parallel with
vicariance biogeography: the difference is that divergence indicates
isolation by distance, rather than a sharp physical barrier.
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7.5 CONCLUSIONS

Much of our knowledge of evolutionary processes comes from geo-
graphic patterns. Though I have argued that it is hard to infer the first
causes of divergence, geographic patterns do contain a wealth of
information on the history of population movements and disjunctions,
and on the current processes of selection, drift and gene flow. How-
ever, much caution is needed in making inferences about even these
relatively accessible aspects of evolution. Much of the evidence discus-
sed here is disturbingly loose: one of the main needs is for consistent
and statistically sound studies, designed to address particular questions.
The necessity, and the difficulties, involved in moving beyond anecdotal
evidence is most apparent in the argument over whether competition
shapes communities (Chapter 9). Statistical treatment is badly needed in
analysing the locations of parapatric distributions, both in asking
whether they are significantly clustered, and in asking whether they
parallel physical barriers or environmental gradients. It is remarkable
that though the main evidence for Pleistocene refugia in South America
has come from apparent parallels between different taxa (Chapter 10),
these parallels may not be statistically significant (Beven et al., 1984).
Finally, estimates of phylogenies (whether derived by cladistic inference
from morphology, or from molecular data) are often inaccurate and,
moreover, it is hard to get any measure of just how accurate they are
(Sokal, 1983a,b; Felsenstein, 1985). This poses a serious obstacle to
attempts to infer the detailed mode of speciation (Cracraft, 1982; Thorpe,
1984); nevertheless, the combination of geography with phylogeny is a
most promising approach to the study of speciation.



CHAPTER 8

Extinction

L. G.MARSHALL

8.1 INTRODUCTION

Extinction is to species what death is to individuals, an inevitable and
irreversible end of existence (Gould, 1983). Of the millions of biological
species that have existed on Earth most are now extinct, and about
250 000 extinctions are known from the fossil record (Raup and Sepkos-
ki, 1984; Raup, 1986). Among fossilizable marine organisms about 72%
of the families (2 400 of 3 300) and 78% of the genera (9 250 of 11 800) are
known to be extinct (Raup and Sepkoski, 1982, 1986). It is estimated that
63 species and 52 subspecies of mammals, and 88 species and 83
subspecies of birds have become extinct since AD 1600 (Diamond, 1984c).

Extinction is only one part of the evolutionary process and serves the
primary role of making room for the origination of new species (Gould,
1983). Origination is generally recognized as the ‘obverse’ of extinction
(Van Valen, 1985b), yet extinctions need not be followed by originations
and originations may occur without concurrent or preceding extinc-
tions. Extinctions are thus not a prerequisite for originations and vice
versa.

Traditionally, as dictated by Darwinism, extinction is viewed as the
fate of species which lose in the struggle for survival; it is a constructive
process for eliminating obsolete species (Gould, 1983). Yet evolution
provides only for unspecified change and it is not a ladder in which each
extinction-origination rung progresses a lineage one step closer to
immortality.

It is now recognized that some extinctions are non-constructive and
may result from ‘unpredictable challenges’ or ‘Acts of God’ (Gould,
1983); thus, a species’ ultimate demise is no reflection of its ‘goodness’ as
a biological organism. There is simply no way that a species can
anticipate and accordingly pre-adapt to the environmental conse-
quences of a meteorite impact of a nearby volcanic eruption.

Another view of biotic evolution, exemplified by the Red Queen
hypothesis (Van Valen, 1973), maintains that extinction is neither
constructive nor non-constructive, only inevitable. Species are in a
continual race to maintain their existence by adaptation, but sooner or
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later they fail to adapt when the pace exceeds their capabilities (i.e.
inherent genetic variability). Thus, “it takes all the running you can do
to keep in the same place” (Red Queen in Lewis Carroll’s Through the
Looking Glass).

Literature divides extinctions into three basic time periods: (1) Recent
or contemporary (Ehrlich and Ehrlich, 1981; Ehrlich et al., 1984; Di-
amond, 1984c), (2) terrestrial Late Pleistocene/Holocene (Martin and
Klein, 1984), and (3) pre-Pleistocene (Allaby and Lovelock, 1983; Raup
and Jablonski, 1986). The first focuses on extinctions in ecological
(short-term) time and on dynamics of populations and species; the
second on extinctions in ecological and geological (long-term) time and
on changes in species and genera; and the third primarily on extinctions
in geological time and on genera and families (i.e. clades not species).
These focuses are somewhat arbitrary but they serve to illustrate some
basic differences between the three time periods which result from the
quality of time resolution and taxonomic units being studied. Each has
made significant contributions to understanding extinction patterns and
processes, and attempts are now being made to integrate these contribu-
tions across ‘time period’ boundaries.

Extinction causes and processes were traditionally based on know-
ledge gleaned from the study of Recent biotas, and through inductive
reasoning were extrapolated to the fossil record. This approach stem-
med from the fact that causes and processes can be observed in Recent
biotas as outlined in Chapters 9 and 15, while only patterns are
preserved in fossil biotas. It is now realized that some extinctions in the
fossil record may have resulted from causes or processes that have no
observable or documented contemporary counterpart. The present can
thus no longer be viewed as the key to the past (Graham and Lundelius,
1984). For example, extinctions were long explained solely by earth-
bound processes, and biologists, geologists, and paleontologists were
given the task of identifying pattern—process relationships. With the
development and at least partial acceptance of the impact theory (i.e.
that meteorites striking the earth may have caused mass extinctions on
one Oor more occasions), some scientists are now entertaining extra-
terrestrial causes. As a result, astronomers and physicists may now be
making significant contributions to our understanding of extinctions in
the fossil record.

In recent years, theories about extinctions, particularly mass extinc-
tions, always far outstrip the facts. Yet, “heuristic models work best
when they are a bit overstated — those are the ones that generate the
testable predictions” (Flessa and Jablonski, 1983).

As shown below, case studies fall along a continuum with respect to
cause, duration, and intensity (Diamond, 1984c). “Our failure to be
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explicit about particular instances of extinction is not because such an
event is esoteric and inexplicable in detail but, quite on the contrary,
because there are so many possible detailed explanations that we cannot
choose among them” (Simpson, 1953).

I begin with a discussion of factors which effect changes in diversity
because extinction results in a decrease in diversity. Next I discuss
aspects of taxonomic turnover and identify the interrelationship of
extinction and origination as these processes effect changes (decreases
and increases) and maintenance of diversity. Then I discuss the biases
effecting extinction patterns (i.e. the data sets used for documenting
extinctions of populations, species, clades and/or biotas) and the pat-
terns themselves. Consideration is then given to susceptibility of species
and clades to extinction, followed by a discussion of the causes and
processes of extinctions (the factors or explanations which account for
the patterns). In the conclusions section I discuss the role of extinctions
in biogeography and aspects of commonality in divergent extinction

paradigms.

8.2 DIVERSITY

Standing diversity comprises all taxa (such as species, genera, families)
that exist in any clade or biota (local, regional, global) at any moment in
time. Many factors influence standing diversity as discussed in Chapters
3, 4 and 15, and these factors must be taken into consideration when
assessing diversity.

In Recent biotas standing diversity of biological species can be
securely determined by simple species counts. In fossil biotas standing
diversity is based on counts of morphological species which may include
more than one biological species. Many biological species are disting-
uished only on the basis of soft part anatomy, and these features are
seldom preserved or their former existence rarely recorded in fossil taxa.
A few exceptions exist, e.g. Lagerstatten faunas such as the Burgess and
Mazon Creek shales (Raup, 1979a), and the recorded diversity in these
biotas may approximate that of a previous biological community. In
fossil floras, diversity estimates may be inflated when parts of the same
plant (e.g. trunks, leaves, stems, flowers, pollen, seeds) are attributed to
different species, genera, or even families.

The overall trend of taxonomic diversity in land plants, marine animals
and terrestrial tetrapods has seen a continued increase through Phanero-
zoictime (thelast 600Myr) (Fig. 8.1). Although overall diversity forspecies,
genera, and families of marine organisms (and presumably other groupsas
well) are similar (Sepkoski et al., 1981), the diversity increase within each
rank is not necessarily proportionate. The post-Paleozoic record of
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skeletonized marine organisms shows a three to one increase in species
richness relative to families, and this ratiois five species to one family in the
Late Phanerozoic (Fig. 8.2); thus, there is apparently an increase in
species per family through time.

The quality of the fossil record increases with time because the
probabilities of preservation are greater in progressively younger rocks
which generally have broader geographic occurrences and less attrition
from erosional and diagenic processes. This feature may account for the
overall increase in taxonomic diversity during the Phanerozoic. Part of
this increase in quality of the record through time has been attributed to
the ‘Pull of the Recent’ (Raup, 1979a) which is primarily due to the
tendency to assign fossils to living taxonomic groups. Thus, the fossil
taxa with Recent representatives may have long temporal durations
simply because the Recent represents a complete sampling point not
prone to vagaries of the fossil record. The damping effect of this pull is
normalized by some workers (Raup and Sepkoski, 1984) by deleting taxa
with living members from data sets prior to analysis. This practice may,
however, obscure real patterns in the history of life due to the deletion
of potentially significant information (Hoffman, 1985b).

Adaptive radiations are patterns of exponential diversification (Stan-
ley, 1979), and “‘the multiplication of species from the same ancestral
stock” (Diamond, 1984b). These radiations can result in either an overall
increase in diversity or in recovery of diversity levels following mass
extinctions. They supposedly result from originations that follow (1) the
opening of previously occupied adaptive zones by extinction, (2) the
appearance of a new adaptive zone either by creation of new ecologies
or by achievement of innovations by organisms, (3) immigration of taxa
into new areas (e.g. colonization of islands), or (4) a combination of the
above (Stanley, 1979; Van Valen, 1985a,b,c). Adaptive zones “‘are the

Figure 8.1 (a) land plant species diversity during Phanerozoic time and the
successive radiation of four ‘evolutionary floras’ (F-I, early vascular plants; F-II,
pteridophytes; F~III, gymnosperms; F-IV, angiosperms) (after Niklas et al.,
1983). (b) family diversity of heavily skeletonized marine animals during
Phanerozoic time and the successive radiation of three ‘evolutionary faunas’
(M-I, Cambrian fauna; M-II, Paleozoic fauna; M-III, Mesozoic—Cenozoic or
Modern fauna) (after Sepkoski, 1984). (c) family diversity of terrestrial tetrapods
during Phanerozoic time and the successive radiation of three ‘family assemb-
lages’ (T-I, labyrinthodont amphibians, anapsids, mammal-like reptiles; T-II,
early diapsids, dinosaurs, pterosaurs; T-III, the Modern groups, including frogs,
salamanders, lizards, snakes, turtles, crocodiles, birds, mammals) (after Benton,
1985). These figures demonstrate diversity patterns through time and evolution-
ary relays. Cm, Cambrian; O, Ordovician; S, Silurian; D, Devonian; C, Carbo-
niferous; P, Permian; Tr, Triassic; ], Jurassic; K, Cretaceous; T, Tertiary.
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Figure 8.2 Diversity of average number of families (dashed line) and approxi-
mate number of species (solid line) of skeletonized marine organisms durin;
Phanerozoic time. Abbreviations as in Fig. 8.1. After Flessa and Jablonski (1985).

niches of higher taxa. They exist independent of any occupants; there
are empty adaptive zones and others where two or more higher taxa are
in long-term competition. They need not have sharp boundaries, and
indeed their boundaries in the resource space . . . may depend on their
occupants” (Van Valen, 1985c).

8.3 TURNOVER

Fluctuations in biotic diversity through time result from differential rates
of taxonomic turnover (i.e. differences in absolute or relative rates of the
opposing processes of extinction and origination). In Recent biotas,
diversity changes result from extinctions and immigrations
(= originations, see below) of local populations (Diamond, 1984a,b,c).
In fossil biotas, turnover is documented by the stratigraphic range of
taxa in which origination is defined by the first appearance, and
extinction by the last appearance, of a taxon. Origination implies



Extinction 225

evolution, and the appearance of new taxa is inferred to result from
speciation. Yet, the immigration of taxa into new areas can result in their
‘first’ appearance (origination) in both fossil and Recent biotas. Thus,
origination can result from two distinct processes (1) evolution (specia-
tion) and (2) immigration (including colonization, recolonization, and
introductions). The relative contributions of these two processes vary
considerably, with taxa and with island and continental location (Dia-
mond, 1984a,b).

As discussed in Chapter 15, the Equilibrium Theory of MacArthur and
Wilson (1967) predicts that with ecological time a region will become
saturated with taxa and reach a level where turnover is stochastically
constant. The resulting diversity at equilibrium is determined in part by
area (large areas will have greater diversity, smaller areas less) which
sets the extinction rate (large areas have lower rates) and isolation which
sets the origination (colonization/immigration) rate (see Chapter 4;
Section 8.7.7; and Rosenzweig, 1975 for an application of this theory to
the relation between area and probability of speciation). Equilibrium will
tend to persist until it is disrupted by (1) the appearance of a new biotic
group that can result in competitive interactions of taxa, (2) a change in
physical environment that can alter ecologies, or (3) a combination of the
above. Disruption can result in either a temporary or permanent change
in diversity.

Because extinction and origination may be interactive processes a
decline in diversity may result from a high extinction rate, a low
origination rate, or a combination of the two (Benton, 1985). If origina-
tion rates increase standing diversity to a point above the equilibrium or
saturation level, as occurred following the immigration of families of
North American mammals into South America in the Late Cenozoic
(Marshall, 1981) then a period of extinction will predictably follow.

8.3.1 Extinction with replacement

This kind of turnover results when extinction is followed by origination,
so that diversity either remains constant or increases. Replacement may
be viewed in either ecologic or geologic time, and may occur on a
taxon-to-taxon level or among clades which occupy one or more of the
same adaptive zones. The examples of replacement turnover discussed
below are part of an interrelated continuum; as a result their distinctions
are somewhat arbitrary. Also, many of the scenarios, models, and
theories used to explain turnover in the fossil record are speculative and
do not necessarily represent observable, demonstrated, or accepted
processes.

The appearance of a new taxon by either speciation or immigration
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may result in active competition with a previously established taxon: if
this is prolonged or intense the new taxon may replace the old.
Competitive replacement occurs between ecological vicars (this term
must not be confused with the biogeographic principle of vicariance; see
p- 7) — “groups which have a similar role in nature or occupy the
same trophic level within an adaptive zone” (Van Valen and Sloan,
1966). The vicars need not be closely related taxonomically and may be
in different families, orders, or classes (Marshall, 1981). If the new taxon
is more efficient in consuming or pre-empting available limited re-
sources (such as food and living space) then it may replace the
previously established taxon (see Chapter 9 for discussion of competi-
tion in ecological time). Competitive replacement may be inferred if the
appearance of a new taxon and disappearance of a vicar are more or less
synchronous. Immigration-induced biotic turnover episodes (Webb,
1984a) result from replacement of native taxa by immigrant vicars.
Examples include: extinction of the dog-like marsupial Thylacinus
cynocephalus following introduction of the dingo Canis familiaris into
Australia (Diamond, 1984c); and extinction of native terrestrial herbi-
vores such as large ground birds, lemurs, and tortoises following
introduction of cattle, suids, and caprids into Madagascar (Marshall,
1984).

Passive replacement occurs when environmental changes or unpre-
dicted phenomena cause extinction of a taxon and its role is subsequent-
ly filled by a native taxon or a timely immigrant. The successor taxon
simply fills a vacated niche or adaptive zone, but it is not necessarily
competitively superior to the taxon it replaces (Marshall, 1981). In such
instances “it is not physical or behavioural limitations which guidea.. . .
[taxon’s] . . . evolutionary potential or success, but merely the oppor-
tunity to exploit an available adaptive zone, which, because of the
nature of the fauna, was open” (Hecht, 1975). Passive replacement
results from Burger's Axiom — what survives may succeed (Marshall,
1981). Examples of passive replacement or environmentally-induced
biotic turnover episodes (Webb, 1984a) are: the replacement of some
native South American land mammals by immigrant land mammals
from North America following the appearance of the Panamanian land
bridge in the Late Cenozoic (Marshall, 1981; Marshall ef al., 1982); and
mammalian radiations following dinosaur extinctions at the end of the
Cretaceous (Simpson, 1953).

Competitive and passive replacements result in evolutionary relays
(Simpson, 1953; Newell, 1967; Flessa and Imbrie, 1973), eco-replacement
(Van Valen, 1971), or iterative evolution (Cifelli, 1969) — i.e. the succes-
sive abrupt or gradual replacement of taxa occupying the same adaptive
zone (Fig. 8.1). Since extinction and origination may be interacting
counterparts of the same evolutionary process, it may be difficult to
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determine a cause—effect relationship for evolutionary relays. In other
words, are sequential originations ‘permitted” by prior or concurrent
extinctions or are they the cause of those extinctions? Evolutionary
relays result from adaptive radiations of sequential clades which are
characterized by high turnover rates in the early part of the radiation
and lower turnover rates in the later parts of their history (Simpson,
1953; Sepkoski et al., 1981; Niklas et al., 1983; Van Valen, 1985c). Thus,
clade radiations approach “‘a levelling-off in the increase in the number
of species and ultimately decline in number as a new group radiates”
(Niklas et al., 1983). Examples of evolutionary relays include: replace-
ment of some native carnivorous marsupials and predatory ground
birds by immigrant placental carnivores in the Late Cenozoic of South
America (Marshall, 1977); and successive replacement during the
Phanerozoic of ‘evolutionary floras and faunas’ of marine organisms and
families of terrestrial tetrapods (Fig. 8.1).

Taxotely is a statistical measure designed for comparing turnover rates
of clades and is identified by significantly high or low turnover in a
taxon when that taxon is compared with others of the same rank (Raup
and Marshall, 1980). It can be used to identify relays among ecologic
vicariant taxa. For example, a synchronous taxotelic relationship of high
extinction rates in a native clade and high origination rates in an
immigrant clade may signal replacement of the native by the immigrant
(Marshall, 1981).

Origination rebounds permit diversity to be re-established to levels
which existed before a mass extinction. The premise for this type of
turnover is that extinctions leave room for successful originations, or,
put another way, extinctions allow rebounds in origination rates (Van
Valen, 1985b). In contemporary biotas, rebounds result from immigra-
tion or recolonization by species from populations outside an area
effected by extinction (Chapter 15). In fossil biotas, rebounds can result
from a combination of speciations (adaptive radiation) and immigra-
tions, although the former are typically credited as the principal contri-
butors following mass extinctions. As an example, Kitchell and Pena
(1984) note that the severity of the Late Permian and Late Cretaceous
mass extinctions ““allowed the rate of successful originations to substan-
tially increase in the lagged recovery periods.” These rebounds
apparently resulted from a combination of adaptive radiations of new
clades and re-radiation of clades affected by the extinctions. Both
processes permitted the recycling of adaptive zones made available by
extinctions (Van Valen, 1985c).

Van Valen (1984b, 1985c¢) suggested that recycling of adaptive zones
by mass extinctions or creation of new adaptive zones by innovation
(e.g. the appearance of terrestrial adaptations) can “reset the turnover
clock”. However, Kitchell and Pena (1984) show that mass extinctions in
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the Late Permian did not reset the clock as suggested by Van Valen, but
that the extinction rates of higher taxa decreased in a constant and
permanent pattern throughout the Phanerozoic.

8.3.2 Extinction without replacement

Extinction without replacement and at least a temporary decrease in
diversity can result when extinctions are not balanced by originations.
This kind of turnover is most apparent in species and genera in ecologic
time. Given sufficient time, some sort of replacement will predictably
occur, unless extinctions result from the disappearance of niches or
adaptive zones which could cause extinction of a taxon in geologic time.

Turnover without replacement may be related to predators, environ-
mental changes, or a combination of the two. The introduction of the
predatory mongoose into Jamaica resulted in extinction of many bird
species (Diamond, 1984c); rats introduced as “passengers’ on canoes and
ships onto islands resulted in the disappearance of many native species
of molluscs, large insects, birds, lizards, snakes and frogs (Diamond,
1984c, 1985); and humans contributed to, or caused, extinction of many
taxa on islands and continents as a result of over exploitation of food
animals (Martin, 1984a,b; see man-related extinctions, Section 8.7.12).
The disappearance of the mammal genera Tapirus and Glyptotherium
from North America at the end of the Pleistocene is attributed largely to
environmental change (Anderson, 1984), and Horton (1984) believes
that climatic change was primarily responsible for biotic extinctions in
the Late Pleistocene of Australia. A combination of man-the-hunter and
climatic change is believed responsible for extinction of such large
mammals as Mammut and Mammuthus in the Late Pleistocene of North
America (Anderson, 1984).

It has been argued that Late Pleistocene/Holocene extinctions in North
America represent non-replacement (i.e. the niches are still there, but
the animals are gone; Martin, 1984a). Other workers (Guthrie, 1984;
Graham and Lundelius, 1984) argue that the niches once occupied by
these now extinct taxa are gone, precluding opportunities for replace-
ment. However, the two alternative positions may not be comparable as
they are based on different definitions of the niche, namely whether it is
organism centred (autecological) or community centred (synecolo-

gical).
8.3.3 Turnover rates

A prediction of the equilibrium theory (MacArthur and Wilson, 1967;
Chapter 15) is that the time required to attain optimal diversity and
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equilibrium for any biota is largely a function of area, although distance
from the colonization source(s) is also important: large areas (continents)
will have a higher species diversity and lower per-species turnover rate
and will require a longer time span to attain equilibrium than smaller
areas (islands). Under equilibrium conditions turnover may be slow, but
not necessarily on a one taxon-to-one taxon basis where one extinction is
followed by one origination. This is a frequently stated misapprehension
that in no way follows from MacArthur and Wilson’s theory. Under that
theory, extinctions and originations (immigrations) could occur inde-
pendently of each other but yield an equilibrium species diversity; or
species packing could be so tight that immigrations led to extinctions
and vice versa. The MacArthur and Wilson theory is neutral as to where
along the axis between these extremes truth lies (Diamond, pers.
comm.). It is also recognized that extinctions and originations are a
function of diversity (i.e. number of species) which implies some level of
interaction between these two processes.

On the other hand, a perturbation that causes disruption of equilib-
rium may result in multiple extinctions which may be followed by a
wave of originations (i.e. rapid turnover; Diamond, 1984a). The’ Mac-
Arthur and Wilson theory was formulated to explain diversity and turn-
over patterns on true (oceanic) islands, and was subsequently applied
to ecologic (habitat) islands on continents (Diamond, 1984a; Patterson,
1984; Chapter 15), and continental (Webb, 1969; Marshall et al., 1982)
and global (Sepkoski, 1984) systems where the predictions generally
hold true. Species—area effects (see Section 8.7.7) are easy to study in
living biotas (Chapter 4); but difficult to assess in the fossil record
(Stanley, 1984).

Rate is simply a ratio of some measure of change with respect to time.
Rate calculations address the question, how fast or at what intensity do
extinctions occur? (Dingus, 1984). Several popular methods are used
(see Chapter 15 for discussion of turnover rates in ecological time).

A simple, but not very informative, method of comparing total
extinction intensities is made by computing absolute number of extinc-
tions in two or more time intervals (e.g. ages or stages). For example, if
five land mammal genera become extinct in the Pliocene and fifteen in
the Pleistocene, then the ‘relative’ rate of Pleistocene extinctions is three
times greater than Pliocene extinctions. This rate, however, normalizes
neither for the fact that the Pliocene and Pleistocene are of unequal
duration, nor for differences in standing diversity (i.e. taxa available for
extinction) during these time intervals.

Extinctions in a given time interval are cumulative indices (Lasker,
1978) that can be normalized for time intervals of unequal duration by
dividing the total number of extinctions (E;) of a particular taxonomic
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rank (species, genus, family, etc.) that occur in that interval by the
duration (d, usually expressed in millions of years of that interval).
Extinction rate (E,) is expressed in terms of extinctions per millions of
years; thus, E; = E/d. Origination rates (O,), based on first appearances,
are calculated in the same manner (Webb, 1969). Turnover rates (T) are
the average of extinction rates and origination rates for a given interval
of time; thus, T = (E, + O,)/2.

To normalize for differences in standing diversity between time
intervals, the number of extinctions (E;) is divided by the number of taxa
present (5;), giving an extinction percentage (E;); thus, E, = E/S;. To
further normalize for time intervals of unequal duration, the value of E,
is divided by the duration (d) of that interval to give an extinction
percentage rate (E,); thus, E,; = (E/S;)/d. This percentage rate measures
relative intensities of extinction, rates per taxon, or the number of “taxa
at risk”” (Raup and Sepkoski, 1984). It has been translated into what Van
Valen (1984b, 1985b) calls “probability of extinction per unit time” which
expresses extinction as a proportion of the total number of extinctions
per unit time (percentage of extinctions per million years).

The overall rate (Raup and Sepkoski, 1982, 1984) and probability
(Kitchell and Pena, 1984) of extinction of marine families shows a
uniform decline over Phanerozoic time. Background extinction rates (see
below) decrease from about 4.6 families per million years in the
Cambrian to about 2.0 families per million years today. The convention-
al explanation for this trend is that more recent taxa are simply more
extinction resistant due to an increase in Darwinian fitness through time
(Raup and Sepkoski, 1982). An objection to this explanation is that the
decline may only be apparent, not real, and the trend is simply an
artifact of the fossil record and/or disparate taxonomic treatment by
different authors. The higher apparent extinction rates resulting from
shorter stratigraphic ranges, hence durations, of older families may be
due to ‘lack of record’ of the early and/or later parts of their true
temporal ranges (i.e. stratigraphic ranges are only minimal records of
true durations; Gould, 1983). Younger families have lower apparent
extinction rates due to attributes of the Pull of the Recent. An alternative
explanation for this trend is provided by Flessa and Jablonski (1985).
They show that species/family ratios have, on the average, increased
through time, so that families living today have more species than
families in the Triassic (Fig. 8.2) and that species-rich families are
generally more extinction resistant than species-poor families.

The increase in marine diversity through time may be related more to
a decline in real or apparent extinction rates than to an increase in
origination rates. Raup and Sepkoski (1982) observe that if the Cambrian
rate of 4.6 families per million years had been sustained, about 710
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additional families would have become extinct. The 710 families ‘spared”
by declining extinction rates are nearly the same number (680) that
originated over the same time period. This observation is intriguing,
although its relevance is unclear (Gould, 1983). Also, if family origina-
tion had remained high, either family-level diversity would have in-
creased or many more families would have become extinct (J. Brown,
pers. comm.).

While marine organisms show a declining trend in total and per-taxon
rates of extinction, non-marine tetrapods show an overall increase in
total extinction rates and only a minimal decline in probability of
extinction through time (Benton, 1985). This difference suggests that
generalities about overall rates of extinction through time may be valid
only within clades, or that taxonomic discrimination may be higher
among vertebrates than invertebrates.

8.4 BIASES AFFECTING EXTINCTION PATTERNS

8.4.1 Tracking

Some diversity studies are based on species (Niklas et al., 1983; Ging-
erich, 1984), estimates of species (Flessa and Jablonski, 1985), genera
(Webb, 1984b), or families (Marshall, 1981; Marshall et al., 1982; Raup
and Sepkoski, 1982, 1984, 1986; Benton, 1985). When genera or families
are used it is assumed that the diversity patterns obtained will track or
mirror those of the species “without any significant bias”” (Flessa and
Jablonski, 1985). Yet the basic unit of evolution is the biological species
and use of families results in data sets that are three distinct taxonomic
steps removed - biological species, morphological species, genus,
family. The sort of disparity that can result from comparing data sets
based on morphological species and families is illustrated by the
following extreme example. Extinction of 10 monotypic families in a
stratigraphic stage translates into 10 species extinctions in that stage,
while extinction of two families each with 30 species in another stage
translates into 60 species extinctions in that stage. The diversity informa-
tion provided by the species and families is thus notably different and
the patterns do not track. There are a few published diversity studies
which demonstrate the invalidity of the tracking assumption: e.g.
families of Late Cenozoic land mammals in South America suggest
replacement, while genera suggest enrichment (Fig. 8.3); species of
marine invertebrates show a sharp decrease in the Toarcian (early-
middle Jurassic) while families do not and vice versa in the Late Eocene
(Hoffman, 1985b); and analysis of marine families shows eight extinction
episodes over the last 250 Myr while genera show these same episodes
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Figure 8.3 Number of known genera (a) and families (b) of land mammals
known in South America during last 7.0 Myr. Native taxa (stippling) and North
American immigrants (unshaded—NAI). Note that following appearance of the
Panamanian land bridge and immigration of North American taxa to South
America about 3.0 Myr that the generic diversity suggests enrichment while the
family diversity suggests replacement; thus, the two data sets do not track. After
Marshall (1981).

to be more pronounced and indicate the existence of two others (Raup
and Sepkoski, 1986). Thus, contrary to conventional wisdom, there is no
guarantee that diversity patterns based on genera or families represent
real events in the history of life. The tracking assumption which is
employed by some paleontologists underlies an important difference
that exists for assessing extinction patterns in living and fossil biotas.



Extinction 233
8.4.2 Hiatuses

Gaps or missing time intervals in the fossil record may produce
‘apparent’ truncations of stratigraphic ranges of taxa and give the
appearance of a major extinction or origination event (Flessa and
Jablonski, 1983). In reality the ranges of some or all of these truncated
taxa may have extended into younger or older age rocks but are not
recorded due to erosion and/or non-deposition. Benton (1985), for
example, concluded that “apparent mass extinctions” of terrestrial
tetrapods in the early and late Jurassic are simply artifacts of poor fossil
records in immediately succeeding time periods.

8.4.3 Lazarus effect

The fossil record of a lineage (species, genus, family) is never 100%
complete. There are always time intervals when a taxon is unkown but
was surely present somewhere because it is known from preceding and
succeeding time periods. Such ‘apparent’ absences produce a ‘Lazarus
effect’ (Jablonski, 1986b) and may result from hiatuses, non-preservation
due possibly to small population sizes, greatly restricted geographic
ranges, and/or unknown records (i.e. the fossils exist somewhere but
have not yet been found). These Lazarus taxa are useful in estimating
probabilities of non-preservation (Raup, 1986). If the total known record
of these taxa is not taken into consideration, then study of the time
interval(s) that represent the ‘apparent’ absence will give a false im-
pression of ‘extinction’ and ‘origination” in preceding and succeeding
biotas respectively.

8.4.4 Signor-Lipps effect

In a similar manner, the last surviving individual of a lineage will
seldom if ever be documented in the fossil record (Signor and Lipps,
1982). L. Alvarez (1983) argues that the highest occurrence of the last
known dinosaur a few metres below the Cretaceous—Tertiary boundary
in Montana does not (contra Archibald and Clemens, 1982) represent the
last dinosaur either in this or other areas. Vagaries of preservation will
predictably result in premature truncations of true temporal ranges,
particularly for taxa with small populations. The Signor-Lipps effect has
been used to justify, in part, the extension of ranges of extinct taxa in
specific time intervals to the upper boundary of those intervals (see also
discussion on smearing, p. 237).
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8.5 EXTINCTION PATTERNS

Patterns reflect the data sets used to document extinctions of popula-
tions, species, clades or entire biotas. Although patterns are data set
specific, there are some pattern categories which are recognizable.

The permanent disappearance of local populations of a broadly
distributed species will result in a range reduction, local or regional
extinction of that species (e.g. the North American Condor was widely
distributed in the Late Pleistocene but survives today in a restricted area
of California). The same pattern can occur in clades by local extinction of
species and genera; the order Proboscidea (elephants) was widely
distributed in Africa, Europe, Asia, and the Americas in the Late
Pleistocene and survives today only in Africa and India. These patterns
can be observed in ecological and geological time.

Terminal, biological, blanket, global, real, total, or true extinction
patterns represent what Martin (1984a) regards as extinction forever, the
total global disappearance of a species or higher taxon. These sorts of
extinctions apply to species (e.g. Dodo, Great Auk, Passenger Pigeon)
and clades (e.g. ammonites, trilobites), and represent the disappearance
of lineages.

Background and mass extinction patterns represent conceptual anti-
podes of an extinction continuum. ‘Background’ patterns represent the
typical, normal, baseline, or low extinction intensities of all taxa during
most time intervals. ‘Mass’ patterns represent excessively high extinc-
tion intensities of multiple clades on a global scale during relatively short
time intervals (Gould, 1983; Sepkoski, 1984). A third category, ‘Events’,
is represented by abnormally, but not usually significantly, high extinc-
tion intensities during short time intervals; they are typically clade or
region specific. The most important variables for distinguishing these
three categories are duration and intensity (magnitude/duration). A
fourth category, ‘Major patterns’ or ‘Episodes’, includes all patterns
above background (i.e. both events and mass).

Itis the ill-defined event pattern that results in the intergrading nature
of background and mass categories to form an extinction continuum.
Events which involve one or only a few clades will conceptually plot in
the upper level of the background category, while events involving
several or many clades will plot in the lower level of the mass category.
Conceptually, a large event can be regarded as a mass pattern as
exemplified by Stanley’s (1986) analysis of a ‘regional mass extinction’.
Definitions of background, event, and mass are thus relative and data
set specific, just as the terms small, medium, and large are meaningful
only among items in a given sample. To illustrate the intergrading
nature of these categories one may equate extinction of species with
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death of individuals. Background deaths result from accidents, old age,
and disease; death events from epidemics and regional wars; and mass
deaths from global wars. Historical demographers, like palaeontolog-
ists, have difficulty in isolating these categories for any given time
interval.

Raup and Sepkoski (1982) identified background intensities from
about one to eight family extinctions per million years by plotting a
linear regression for the 76 extinction points in their data set as a
function of time (Fig. 8.4). Benton (1985), in a study of non-marine
tetrapod families, found no evidence of mass extinctions above back-
ground (normal) levels. Van Valen (1985c) estimated that the back-
ground extinction rate of all species is about one per year. The major
causes of background extinctions are apparently phyletic change (i.e.
pseudoextinctions, see Section 8.7.1) and species interactions.

Mass extinctions are conceived as resulting from disruption of com-
munity structure by a catastrophic event. Catastrophe has been defined
as “biospheric perturbations that appear instantaneous when viewed at
the level of resolution provided by the geological record” (Knoll, 1984),
and “a single event that set in motion a chain of other events, thereby
causing major biological changes and extinctions within at most a few
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Figure 8.4 Extinction rate (families/Myr) of marine animals during Phanerozoic
time. The ‘big five’ mass extinctions (peaks with crosses) occur in the Late
Ordovician, Late Devonian, Late Permian, Late Triassic, and Late Cretaceous.
Background rates (dots) occur within dashed lines; solid line is a regression.
Abbreviations as in Fig. 8.1. Simplified after Raup and Sepkoski (1982).
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thousand years” (Archibald and Clemens, 1982). Mass extinctions are
sometimes identified by abnormally large decreases in standing diversi-
ty. Raup and Sepkoski (1982, 1984) attribute decreases in marine families
solely to significant increases in extinction rates, while Benton’s (1985)
study of non-marine tetrapods revealed that none of the ‘mass extinc-
tions” were associated with statistically high extinction rates but “were
the result of a slightly elevated extinction rate combined with a depress-
ed origination rate.” These studies identify two discrete mechanisms for
decreasing diversity and hence for defining mass extinctions
(Section 8.3).

To qualify as a catastrophic mass extinction (as opposed to a gradualis-
tic mass extinction, see below) a large decrease in diversity must occur in
a short period of time - ranging from within one generation of the
longest lived species to 10° years (Clemens, 1982; W. Alvarez et al., 1984;
Dingus, 1984; Van Valen, 1984a). Some mass extinctions may occur over
longer time frames and these may be labelled gradualistic — those
occurring somewhere between 10° and 107 years (Clemens, 1982; W.
Alvarez et al., 1984; Stanley, 1984; Van Valen, 1984a).

Data amassed by W. Alvarez et al. (1984) show that the Late Cre-
taceous mass extinction included both gradualistic and catastrophic
components: (1) a gradual decline of some taxa and overall diversity
between 1 and 10 Myr before the Cretaceous/Tertiary boundary, and (2)
sudden truncation of ammonites, some cheilostomate bryozoans, some
brachiopods, and some bivalves at or just below the boundary. A similar
two-fold pattern is reported for dinosaurs (Sloan et al., 1986). Conse-
quently, acceptance of one component (gradualistic or catastrophic)
does not necessitate rejection of the other since both may be operating
either synchronously or sequentially during any given interval of time.
Moreover, these components are largely conceptual, not operational,
because ‘it seems unlikely that we can distinguish episodes of extinction
lasting 100 years or less from episodes lasting as long as 100 000 years”
in rocks of this age in the fossil record (Dingus, 1984).

Unfortunately, not all workers attempt to distinguish catastrophic and
gradualistic components within their Late Cretaceous (or other) data
sets: these components are different from background and mass intensi-
ties discussed above, and are part of the mass intensities only. Rather,
they take all last appearances and extend them (Section 8.4.4) to the
Cretaceous-Tertiary boundary (Clemens, Archibald and Hickey, 1981).
Thus, no attempted distinction is made “between last occurrences that
clearly occurred before the upper boundary from those that occurred at
the boundary” (Dingus, 1984). By ignoring the existence of these
components it is implied that “extinctions in those lineages were
synchronous at some level of temporal resolution”, yet they are diachro-
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nous to some degree (Dingus, 1984). Grouping extinction patterns that
are in part or in whole diachronous result in smearing of the data set (W.
Alvarez et al., 1984; Section 8.4). The resulting extinction intensity
purported to occur at the end of a time interval is potentially a gross
misrepresentation of the real pattern of events in the history of life.
Given the reality that time resolution for determining durations of
events generally decreases with increasing age, it is probable that the
effects of smearing will be more prevalent in older sediments. Thus,
older mass extinctions will have potentially greater probabilities of
including unrelated and diachronous events than will those of younger
rocks.

It is not fortuitous that the best known mass extinctions occur at or
near the ends of geologic time intervals. This occurs because “stratig-
raphers who established the geologic time scale in the first half of the
19th century chose major faunal breaks as boundaries for the principal
subdivisions” (Raup and Sepkoski, 1982). The boundaries between
Paleozoic, Mesozoic, and Cenozoic are thus marked by two of the
largest mass extinction events in the history of life. Likewise, recogni-
tion of epoch subdivisions of Cenozoic time was originally based on
consideration of percentage of extinct taxa in each interval (Berry, 1968;
see also discussion of Lyellian Curves in Stanley, 1979).

In Phanerozoic marine biotas, Newell (1967) recognized mass extinc-
tions, based on percentage of families that became extinct, at or near the
ends of the Cambrian, Devonian, Permian, Triassic, and Cretaceous.
Raup and Sepkoski (1982) identified mass extinctions at the ends of the
Ordovician, Devonian, Permian, Triassic, and Cretaceous (Fig. 8.5);
they later (1984) observed 12 extinction peaks during the last 250 Myr
with the four highest peaks in the Late Permian, Late Triassic, Late
Cretaceous, and Middle Miocene. Stanley (1984) observed mass extinc-
tions in the Cambrian, Late Ordovician, Late Devonian, Late Permian,
Late Cretaceous, Eocene—Oligocene, and Pliocene. The mass extinctions
at the ends of the Ordovician, Devonian, Permian, Triassic, and
Cretaceous are now known as the ‘big five’ (Fig. 8.5). The one in the Late
Cretaceous is best documented and shows extinction of about 13% of
families, 50% of genera, and 75% of species of marine taxa during
Maestrichtian time. Raup (1979b) notes that the Late Permian episode
shows disappearance of about 50% of shallow water marine families and
an estimated 96% of species.

A study of Phanerozoic land plant diversity shows sharp drops at the
ends of the Devonian, Permian, Triassic, and Cretaceous (Niklas et al.,
1983). In the Permo-Triassic, diversity dropped by about 20%. The
episodes of land plant extinctions in the Late Devonian, Permo-Triassic,
and Late Cretaceous correspond roughly to those of mass extinctions in



238 Biological processes in biogeography

5001 e

R cd

Number of Families
(7]
o

‘M loB[olcIPRMITKIT

600 400 200 0
Geological Time (Myr)

Figure 8.5 Standing diversity of families of marine animals during Phanerozoic
time. The ‘big five’ mass extinctions are recognized by abrupt decreases in
diversity as compared with immediately preceding and succeeding stages and
include (% drop in diversity): a, Late Ordovician (—12%); b, Late Devonian
(—14%); ¢, Late Permian (—52%); d, Late Triassic (—12%); e, Late Cretaceous
(—11%). Abbreviations as in Fig. 8.1. After Raup and Sepkoski (1982).

marine animals, although “‘there is no evidence for globally synchro-
nous mass extinctions in the fossil record of land plants” (Knoll, 1984).

In a study of non-marine tetrapod families, Benton (1985) identified
six mass extinctions during the Phanerozoic (percentages are of families
that become extinct): Early Permian (58%), Late Permian—Early Triassic
(49%), Late Triassic (28%), Late Cretaceous (12%), Early Oligocene
(8%), and Late Miocene (2%).

Major extinction events of land mammals in the Cenozoic of North
America are reported in: (1) Middle Oligocene with loss of at least six
families (Prothero, 1985): (2) Late Miocene with loss of about 60 genera
(Webb, 1969, 1984b), and (3) Late Pleistocene (Wisconsin age) with loss
of 7 families, 33 (69%) genera, and 78 (72%) species before about 11 000
years ago (Martin, 1984b).

The extinction episodes noted above are only representative and each
differs in magnitude from the others. The intensities of each are relative
since each is defined solely on consideration of known taxa immediately
prior to and after each episode.

A periodicity in timing of extinction intensities above background
level in marine taxa over the past 250 Myr is reported to occur at cyclic
intervals of about 32 Myr (Fischer and Arthur, 1977), 26 Myr (Raup and
Sepkoski, 1986), 30 Myr (Rampino and Strothers, 1984), and 31 Myr
(Kitchell and Pena, 1984). If this periodicity is real, then it may be
triggered by a common recurrent cause; both earthbound (Fischer and
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Arthur, 1977) and extra-terrestrial (L. Alvarez, 1983; Rampino and
Strothers, 1984) mechanisms have been suggested. An extra-terrestrial
mechanism (Section 8.7.10) has been linked with the +26 Myr cyclic
passing of a proposed dark companion star (Nemesis) through the
existing Oort cloud of comets around the sun (deflecting some of the
comets toward the Earth; Whitmire and Jackson, 1984; Davis et al.,
1985), and to an increase in the influx of comets due to a +33 Myr
vertical oscillation of our solar system about the galactic plane (i.e. solar
z-motion; Rampino and Strothers, 1984; Schwartz and James, 1984) and
Planet X (Whitmire and Matese, 1985). The Nemesis and Planet X
scenarios are reputably testable (W. Alvarez, 1986). Study of impact
craters larger than 10 km in diameter (there are less than 20) on the
Earth’s surface shows peak impact intensities about 28.4 Myr (W.
Alvarez and Muller, 1984) or 31 Myr (Rampino and Strothers, 1984).
These data are consistent with impact theory (Section 8.7.10); yet Grieve
et al. (1985) provide data on crater ages which show no statistically
significant evidence of periodicity.

The periodicity of major extinction episodes as reported by Raup and
Sepkoski (1984) is questioned by Hoffman’s (1985b) analysis of three
features of their data set and statistical methodology. Firstly, culling of
their data set distorted the true picture of extinction intensity and
pattern. Beginning with stratigraphic range data of about 3 500 families,
Raup and Sepkoski deleted those with questionable ages, uncertain
taxonomic affinity, and living representatives (to normalize for pull of
the Recent), leaving only 567 (16.2%) of the families upon which they
based their analysis. Secondly, several widely accepted geologic time
scales are available, and if Raup and Sepkoski had used another their
findings would have been considerably different (e.g. boundaries for
Mesozoic stages differ by 10-14 Myr between the time scale of Harland
et al. (1982) used by Raup and Sepkoski, and that of Odin (1982)).
Thirdly, the nature of their time units (stages) gives cause for concern —
“there is a 1 and 4 probability that any stage will stand out as a major
extinction, given a random distribution, and with stages averaging 6.2
million years long, a 26-million year signal (4 X 6.2) is statistically
inevitable” (Lewin, 1985b). The sources of error pointed out by Hoffman
may simply be potential ‘noise’ in the Raup and Sepkoski data set, and
such sources should serve to degrade a signal of periodicity, not
enhance or produce it (Gould, 1985).

Analysis of extensive data sets of land plants (Niklas et al., 1983;
Knoll, 1984) and non-marine tetrapods (Benton, 1985) during Phanero-
zoic time shows no clear evidence of periodicity as reported in marine
organisms, although some extinction episodes in the three data sets do
coincide.
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In summary, the existence of periodicity in both mass extinctions and
crater ages is debated and unresolved. However, the indications avail-
able in support of such periodicity appear to justify further considera-
tion of its existence.

8.6 EXTINCTION SUSCEPTIBILITY

Extinction episodes are filtering processes in the history of life. The
“victims and survivors are not random samples of the pre-extinction
biotas” (Raup, 1986). Differential extinctions of populations, species, or
clades result because some taxa are more affected than are others.
Extinction processes (see Section 8.7) thus permit the continuation of
some populations or lineages and cause the termination of others. Thus,
taxa which survive major extinction events may provide as much
information about those events as do their victims (Jablonski, 1986a;
Lewin, 1986). The probability that a species will become extinct is said to
be independent of the age of its clade (Van Valen, 1973), although
Bambach (as cited in Lewin, 1985a) suggests that clades late in their
history are generally more extinction prone than those early in their
history.

Survival capability and extinction vulnerability of shallow-water,
bottom-dwelling marine species are different during times of back-
ground and mass extinctions (Jablonski, 1986a). Traits favouring surviv-
al during background times include species-rich clades, constituent
species with broad geographic ranges, and high dispersal ability of
larvae; during times of mass extinctions those “clades with broad
geographic ranges, regardless of the geographic range of the constituent
species, were those more likely to survive” (Lewin, 1986). These trait
differences do not represent dichotomous categories, but conceptual
ends of a continuum.

Land plants seem to be less vulnerable than animals to extinctions by
catastrophic events (Knoll, 1984). Extinction resistant traits in plants
include their ability to survive defoliation and regenerate foliage from
roots, rhizomes, seeds, and spores. These traits provide means for
plants to propagate even though the above ground foliage may be
destroyed. Thus, plants have the ability to survive episodes of severe
biomass mortality (Knoll, 1984).

8.6.1 Extinction prone taxa

Some interrelated features which make species susceptible to extinction
include: (1) large body size, (2) position in upper trophic levels within
communities (i.e. carnivores), (3) diet or habitat specialists, (4) poor
dispersal abilities, (5) restricted geographic ranges (i.e. endemics), and
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(6) tropical distributions (Brown, 1971; Diamond, 1984a; Stanley, 1984;
Jablonski, 1986a). Species with features 1, 2, and 5 generally have low
birth rates (r), low population densities (N), and great disparity between
r and N (Diamond, 1984a).

8.6.2 Extinction resistant taxa

In species, interrelated features which generally enhance survival and
lineage longevity include: (1) small body size, (2) position in lower
trophic levels within communities (i.e. herbivores), (3) dietary and
habitat generalists, (4) good dispersal capabilities and ability to recolo-
nize, (5) broad geographic ranges and cosmopolitan distributions (i.e.
“risk of extinction decreases with area available to the population”), (6)
longevity of individuals (i.e. “extinction rates decrease approximately
linearly with generation time”), (7) large population size and density, (8)
low metabolic rates, and (9) high birth/death ratios (Diamond, 1984a).

8.6.3 Living fossils

The term living fossil is applied to taxa that belong to extant clades, have
long geologic ranges, often occur in low densities, and exhibit features
regarded as primitive or generalized (Stanley, 1979). Examples (and
known durations) include: horseshoe crabs (230 Myr), bowfin fishes (105
Myr), bairdiid ostracods (230 Myr), notostracan crustaceans (305 Myr),
garfishes (80 Myr), sturgeons (80 Myr), snapping turtles (57 Myr),
alligators (35 Myr), aardvarks (20 Myr), tapirs (20 Myr), and pangolins
(35 Myr) (Stanley, 1979).

8.7 EXTINCTION CAUSES AND PROCESSES

A multitude of causes and processes have been proposed to explain why
organisms become extinct, and the “abundance of explanations leads
one to wonder that anything managed to survive” (Cassels, 1984).

It has been proposed that extinctions may result from chance or
random causes (Raup, 1978, 1984), the implication being that extinctions
are inevitable (Section 8.1). Yet all extinctions of populations and taxa
surely have causes, even if these causes are not readily evident. The
terms chance and random are thus misleading and should be deleted
from the extinction dictionary. The term unpredictable is more explicit
and may be substituted for chance and random as used by earlier
workers.

There is no way to arrange all the proposed extinction trends,
tendencies, correlations, and scenarios into a simple hierarchy; the
categories I use below are by necessity representative but not mutually
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exclusive. This arrangement results from the fact that many extinctions
are produced by an array of interrelated processes, many of which are
simply links along an extinction continuum (Section 8.8). In other cases
the precise cause of extinction can be securely identified. Many of the
extinction processes discussed below are conjectural and should accor-
dingly be considered with critical awareness.

8.7.1 Pseudoextinctions (anagenic, phyletic or taxonomic extinctions)

When a taxon evolves into another of equal or higher rank it ‘appears’
that the ancestral taxon becomes extinct and the descendant taxon
originates. Yet there is no ‘real’ extinction or origination, only evolution-
ary change within a single lineage. For example, Homo habilis is
apparently the direct ancestor of H. erectus (Johanson and Edey, 1981);
and the large extinct kangaroo Macropus titan of the Australian Late
Pleistocene is probably the direct ancestor of the smaller living M. gigan-
teus (Marshall and Corruccini, 1978) — this exemplifies phyletic dwarfism
(Marshall, 1984). Pseudoextinctions are present in most fossil data sets
and they increase the number of apparent extinctions for any given time
interval (Marshall, 1984). Multiple and synchronous pseudoextinctions
in a data set will produce apparently high turnover rates and, assuming
no real extinctions, the standing diversity will remain constant.
Pseudoextinctions may account for many background extinction pat-
terns and intensities in the fossil record, although this possibility has yet
to be assessed.

8.7.2 Population extinctions

Fluctuations in populations can produce what have been called
accidental, ecological, and/or population extinctions (MacArthur and
Wilson, 1967, Marshall, 1984; Martin, 1984a). Local populations of a
species may from time to time disappear (become extinct) and be
re-established (originate) by immigration of individuals from surround-
ing areas. These sorts of extinctions are common on true (oceanic)
islands (Diamond, 1984a) and on habitat islands on continents such as
restricted ecologies on mountain tops (Brown, 1971; Patterson, 1984);
they occur in ecologic time, and are difficult if not impossible to identify
in the fossil record.

8.7.3 Coextinction, trophic cascades, domino effect

Extinction of a ’key’ taxon from the base of a specialized food chain will
predictably result in extinction of other ‘dependent’ taxa higher in the
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same food chain. In such cases, extinction of one taxon may be the direct
result of extinction of another (Diamond and Case, 1986). As examples,
predator—prey coextinction will predictably result when extinction of a
predator (e.g. Smilodon) follows that of its principal or only prey
(mastodon); scavengers and commensals such as carrion feeding birds
may become extinct along with their ecologically-dependent partners, in
this case, megafauna in North America; parasites may disappear along
with their hosts; and herbivore extinctions may follow disappearance of
particular plant species or communities (Marshall, 1984). Coextinctions
or trophic cascades (Diamond, 1984c¢) are predicted by the impact theory
(Section 8.7.10) in which extinction of plants produced a domino effect
collapse of the food chain leading to extinction of herbivores and then
carnivores in the Late Cretaceous (L. Alvarez, 1983).

8.7.4 Competition

Competition between species may occur when they share requirements
for limited resources (Chapter 9). The replacement of four ‘evolutionary
floras” during the Phanerozoic is attributed largely to the competitive
superiority of each successively younger flora (Niklas et al., 1983; Knoll,
1984); biotic interchanges following continental suturing apparently
resulted in some competition between interchange taxa (Knoll, 1984)
described by Webb (1984a) as invasion-induced biotic turnover episodes
(Section 8.7.7); competition and subsequent extinction may follow
introduction of taxa into new areas (Diamond, 1984a; Sloan et al., 1986)
so that replacement occurs between vicars; and decrease in living or
habitat space and overall productivity may promote competition for
food resources and increase predation pressure (Stanley, 1984; Section
8.7.7).

8.7.5 Prey naivety

The immigration or introduction of a predator into a fauna may result in
extinction of its prey species. This may result because the prey species
are initially naive about predators in general or about a ‘new kind’ of
predator in particular. If the predator does not quickly overexploit the
prey species and cause its extinction, then the prey species may adapt to
the predator and the two may coexist (Chapter 9). This prey naivety has
broad implications relevant to mixing of faunas. For example, continen-
tal suturing of the Americas and the invasion of placental carnivores into
South America may have resulted in extinction of some naive native
South American herbivores (Marshall, 1977); cats and foxes introduced
by man into Australia took a heavy toll of native herbivorous marsupials
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(Diamond, 1984c); rats introduced onto oceanic islands which previous-
ly lacked rats and/or land crabs (the invertebrate ecologica<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>