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In the late 1960 s and early 1970 s, I wrote a book on the numerical analysis of ordinary differential equations antitled Computational Methods in Ordinary Differential Equations. published in 1973; to ny considerable surprise, it is still in print. That book was largely based on a course of lectures I had given to M.Sc. students of numerical analysis in the University of Dundee, a course which I have continued to give ever since. As the years have passed, the role of Lambert (1973) has changed from being virtually the content of that course, through a phase when parts of it were dropped and replaced by newer material, to the current situation, where it is relegated to the status of a background reference. There has never been a revised edition of Lambert (1973). I have always felt lukewarm about the idea of revised editions; too often the end-product seems to resemble the results of altering a house by chopping bits off and throwing up extensions-it fulfils its new purpose, but it is not what you would have designed if you had had a free hand. Theipresent book is intended as a replacement for Lambert (1973), and is by no means a revision of it. Although the general topic remains the same, the overlap between the two books has turned out to be very small indeed. The intended readership is precisely the same as for Lambert (1973), namely postgraduate and advanced undergraduate students and users of numerical methods.
Emphasis in the subject of numerical methods for initial value problems in ordinary differential systems has changed substantially since Lambert (1973) was written. At that time, new methods were constantly being proposed (frequently with scant consideration of the problems of efficient implementation); on the theoretical side, convergence was of course well understood, but stability relied exclusively on a linear theory based on an over-restrictive linear constant coefficient test equation. In contrast, the major codes in use today are based on only a handful of methods (Adams-Bashforth-Moulton Runge-Kutta and the Backward Differentiation Formulae), but embedded in very sophisticated and well-analysed implementations; moreover, there now exists a much more satisfactory nonlinear stability theory. (It is a little ironic to note that all of the names mentioned in the preceding sentence are from the nineteenth century.)

In this book I have tried to reflect those changes. From the outset, systems of differential equations rather than scalar equations are considered, and the basic topics of consistency zero-stability and convergence are set in a context of a general class of methods. Linea multistep and predictor-corrector methods are studied, at lirst in general, but with increasing emphasis on Adams methods. Problems of implementation are considered in much more detail than in Lambert (1973). Many of the results on Runge-Kutta methods in Lambert (1973) are valid only for the scalar problem, and I therefore felt i necessary to include a non-rigorous account of the Butcher theory for Runge-Kulta methods for systems. Of course, this theory existed when Lambert (1973) was written but I felt at that time that it was too demanding for a text at this level; I no longe believe this, and have found that students can not only assimilate this material, but
ather enjoy it (I have also included a brief account of the alternative approach of Albrecht, which appears not to be as well known as one would expect.) There is much more cuphasis on embedded explicit Runge-Kutta methods and on implicit Runge Kutta methods. The topic of stifness is treated in much more detail than in Lambert (1973), and includes an account of nonlinear stability theory. Numerical experiments are interspersed with the text, and exercises are inserted at the ends of appropriate sections. In the main, the latter are straightforward and are intended only to illustrate and, occasionally, to extend the text; those which are longer or more demanding are marked *.
This change of emphasis towards implementation has presented me with two probiems. Firstly, I had to decide to leave out a number of methods (such as cyclic methods) which, though of intrinsic intercst, do not appear to be competitive. The hardest decision in this respect was to omit extrapolation methods, for which a case for competitiveness can be made; in the end, I concluded that the interests of the intended readership would be better served by not sacrificing any of the material on the major classes of methods to make room for them. I have not included general linear methods on the grounds that they are not yet competitive. The second problem is that studying a smaller number of methods in greater depth tends to raise the level of difficulty. I believe that I have managed to avoid this by giving non-rigorous accounts where appropriate; where rigour is essential. I have quoted theorems, but supplied proofs only where these are constructive (in a numerical analytical sense). My evidence for this belief is that most of the material in this book has been tried out on students at the same level as those I taught in 1973 (and I see no overwhelming indications that 1990 students are any brighter or better prepared!) I do not believe that the change of emphasis has produced a duller book (hut the reader will have to judge that for himself). One of the magical properties of mithomatics is its ahility to keep producing fascinating ideas even when it is attempting to answer practical and technical questions; there can be no better example of this than the emergence of the elegant order star theory of Hairer, Wanner and Nфrsett, briefly covered in Chapter 6.
I am grateful to my friend and colleague Des Higham for his careful reading of the manuscript and for his many uscful suggestions.
J. D. Lambert Dundee, Scotland November 1990

## 1 Background Material

### 1.1 INTRODUCTION

The level of mathematical background needed for this book is not particularly high; in general, a knowledge of the calculus and of some aspects of numerical linear aigebra (vector and matrix norms, LU-decomposition) together with some familiarity with complex numbers will suffice. Inevitably, there will beocs part of every reader's experience. some additional concepts and techniques, not perhaps parther's algebraic theory of In some situations, such as the developmenopriate to develop the necessary tools Runge-Kutta methods (Chapter 5), it seems app is more incidental. such an approach can be disruptive. Accordingly, in this chapter we collect together a number of these additional concepts and techniques. No attempt is made to treat them in a comprehensive manner, and we settle for taking them just as far as is nccessary for an understanding of their use in the remainder of the text.

This chapter is, of necessity, a bit of a rag-bag, and readers who are familiar with its contents are urged to proceed at once to Chapter 2 .

### 1.2 NOTATION

This book is concerned with the numerical solution of systems of ordinary differential equations, which means that we shall regularly be dealing with vectors. So widespread will be the use of vectors that any attempt to differentiate between scalars and vectors by setting the latter in bold fount would result in rather an ugly texi. For most of the time it will be obvious from the context whether a particular sts such as $x \in \mathbb{R}$ to indicate or a vector, but when there is, doubt we shall insert stal is a real $m$-dimensional vector. that $x$ is a real scalar and $y \in \mathbb{R}^{m}$ to indicate
Alternatively, we may write statements such as
Alternatively, we may write statem

$$
y^{\prime}=f(x, y), \quad f: \mathbb{R} \times \mathbb{B}^{m} \rightarrow \mathbb{B}^{m}
$$

to indicate that $x$ is a scalar and $y$ and $f$ are m-dimensional vectors. Similarly, $\zeta \in \mathbb{C}$. $z \in \mathbb{C}^{m}$ will indicate that $\zeta$ is a complex scalar and $z$ a complex $m$-dimensional vector. The $t$ th component of $y \in \mathbb{R}^{m}$ will be dénoted by ' $y$, so that we may write

$$
y=\left[{ }^{1} y,{ }^{2} y, \ldots,{ }^{m} y\right]^{\top}
$$

where the superscript $T$ denotes transpose (vectors will always be column vectors). The slightly unusual notation of labelling a component of a vector by a left superscript is rather forced upon us; the more conventional positions for such labels are pre-booked
for other purposes.

Any norm of a vector $y$ or of a matrix $A$ will be denoted by $\left\|y^{\prime}\right\|$ and $\|A\|$ respectively, and when vector and matrix norms appear in the same context it is assumed that the matrix norm is subordinate to the vector norm. When we need to use a specific norm, it will usually be the $L_{2}$-norm, $\|\cdot\|_{2}$, defined by

$$
\|y\|_{2}=\left[\left.\left.\sum_{1}^{m 1}\right|^{\prime} y\right|^{2}\right]^{1 / 2}, \quad\|A\|_{2}=\left(\text { maximum eigenvalue of } \bar{A}^{\top} A\right)^{1 / 2}
$$

where $\bar{A}$ is the conjugate of the matrix $A$.
We shall frequently use the notation

$$
F(h)=0\left(h^{r}\right) \quad \text { as } h \rightarrow 0 .
$$

where $h$ is a scatar and $F$ may be either a scalar or a vector. It means that there exists a positive constant $K$ such that $\|F(h)\| \leqslant K h^{p}$ for $h$ sufficiently close to zero. Normally, we do not bother to add the phrase 'as $h \rightarrow 0$ ' and merely write $F(h)=0\left(h^{p}\right)$, but 'as $h \rightarrow 0^{\circ}$ is still implicd. This is of some importance, since $F(h)=0\left(h^{p}\right)$ is an asymptotic statement concerning what happens for sufficiently small $h$; its interpretation must not be debased into implying that $F(h)$ is roughly the same size as $h^{p}$, no matter the size of $h$ !
We shall occasionally use the notations $x \in[a, b], x \in(a, b), x \in(a, b]$ and $x \in[a, b)$ meaning that the scalar $x$ satisfies $a \leqslant x \leqslant b, a<x<b, a<x \leqslant b$ and $a \leqslant x<b$ respectively. We shall also write $y(x) \in C^{m}[a, b]$ to mean that $y(x)$ possesses $m$ continuous derivatives for $x \in[a, h]$. The $r$ th iotal derivative of $y$ with respect to $x$ will be denoted by $y^{(r)}(x), r=0,1,2, \ldots$, where $y^{(0)}(x) \equiv y(x)$ and $y^{(1)}(x) \equiv y^{\prime}(x)$. We shall also use the motations $A:=B$ and $B=: \Lambda$ to mean ' $A$ is defined to be $B$ '.

The use of the finite difference operators $E, \Delta$ and $\nabla$ will frequently prove helpful. These are defined as follows. Let $\left\{\left(x_{n}, F_{n}\right), x_{n} \in \mathbb{R}, F_{n} \in \mathbb{R}^{m}, n=0,1,2, \ldots\right\}$ be a set of equally spaced data points in $\mathbb{R}^{m+1}$; that is, we have that $x_{n}=x_{0}+n h$, where $x / h$ is a con tant. Then the forward shift operator $E$ is delined by

$$
E F_{n}=F_{n+1}, E^{2} F_{n}=E\left(E F_{n}\right)=F_{n+2}, \quad \text { etc. }
$$

Note that if $\pi$ is a polynomial of degree $k, \pi(r)=\sum_{j=0}^{k} \gamma_{j} r^{j}$, then we may write $\sum_{j=0}^{k} \gamma_{j} F_{n+j}$ as $\pi(E) F_{n}$. Negative exponents are also allowed so that, for example, $E^{-3} F_{n}=F_{n-3}$. The forward difference operator $\Delta$ is defined by $\Delta=E-1$, and the backward difference operator $\nabla$ by $\nabla=1-E^{-1}$, so that

$$
\begin{array}{ll}
\Delta F_{n}=F_{n+1} \cdots F_{n}, & \Delta^{2} F_{n}=\Delta\left(F_{n+1}-F_{n}\right)=F_{n+2}-2 F_{n+1}+F_{n}, \\
\nabla F_{n}=I_{n}-I_{n} \quad 1, & \nabla^{2} F_{n}=\nabla\left(F_{n}-F_{n-1}\right)=F_{n}-2 F_{n-1}+F_{n-2}, \quad \text { etc. }
\end{array}
$$

When the equally spaced data arise from the evaluation of a continuous function, that is when $F_{n}=F\left(x_{n}\right)$, then, provided $F(x) \in C^{k}$, we have the useful results that

$$
\Delta^{k} F\left(x_{n}\right)=h^{k} F^{(k)}\left(x_{n}\right)+0\left(h^{k+1}\right), \quad \nabla^{k} F\left(x_{n}\right)=h^{k} F^{(k)}\left(x_{n}\right)+0\left(h^{k+1}\right)
$$

### 1.3 MEAN VALUE THEOREMS

On several occasions later in this book we shall make use of the standard mean value theorem. Although this result is very familiar in a scalar context, care must be taken
when applying it in a vector context. As far as our applications of the theorem will be concerned, the difficulties introduced by the vector context are merely notational, and virtually constitute only nuisance value. In this section we state mean value theorems for the function $F(z) \in C^{1}$, where each of $F$ and $z$ can be either scalar or vector, and introduce some simplifying notation which will be uscful in avoiding the nuisance factor later.

Case $1 \quad F: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1} \quad F(z)$ is a scalar function of the scalar argument $=$ and the mean value theorem takes the familiar form

$$
F(z)-F\left(z^{*}\right)=\left(z-z^{*}\right) F^{\prime}(\breve{\zeta})
$$

where the mean value $\zeta$ lies in the open interval with end points $z$ and $z^{*}$.
Case $2 \quad F: \mathbb{R}^{1} \rightarrow \mathbb{R}^{m} \quad F(z):=\left[{ }^{1} F,{ }^{2} F, \ldots .{ }^{m} F\right]^{\top}$ is a vector function of the scala argument $z$. We can apply (1.1) to each component of $F$ to get

$$
' F(z)-{ }^{\prime} F\left(z^{*}\right)=\left(z-z^{*}\right)^{\prime} F^{\prime}\left(\zeta_{1}\right), \quad t=1,2, \ldots, m
$$

but it is not in general true that the same mean value will apply for each component hence the presence of the subscript in $\zeta_{r}$. A vector form of (1.2) would be much mor convenient, so we force this by writing

$$
\begin{equation*}
F(z)-F\left(z^{*}\right)=\left(z-z^{*}\right) F^{\prime}(\zeta) \tag{11}
\end{equation*}
$$

where $F^{\prime}$ is the vector with components ' $F^{\prime}, t=1,2, \ldots, m$, and the bar indicates that eac component of $F^{\prime}$ is evaluated at a different mean value; 5 now merely symbolizes typical mean value. That is,

$$
\bar{F}^{\prime}(\zeta):=\left[{ }^{1} F^{\prime}\left(\zeta_{1}\right),{ }^{2} F^{\prime}\left(\zeta_{2}\right), \ldots,{ }^{m} F^{\prime}\left(\zeta_{m}\right)\right]^{\top}
$$

where each of the mean values $\zeta_{1}, t=1,2, \ldots, m$ lies in the open interval with end poin $z$ and $z^{*}$.

Case $3 \quad F: \mathbb{R}^{m} \rightarrow \mathbb{R}^{1} \quad F(z)$ is a scalar function of the vector argume $z:=\left[{ }^{1} z,{ }^{2} z, \therefore \ldots,{ }^{m} z\right]^{\top}$, and the mean value theorem takes the form

$$
\begin{equation*}
F(z)-F\left(z^{*}\right)=\sum_{i=1}^{m}\left({ }^{\prime} z-z^{\prime} z^{*}\right)_{i^{\prime} z}^{i}(\zeta) \tag{11}
\end{equation*}
$$

where $\zeta$ is an internal point of the line segment in $\mathbb{R}^{m}$ joining $z t o z^{*}$.
Case $4 \quad F: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m} \quad F(z):=\left[{ }^{1} F,{ }^{2} F, \ldots,{ }^{m} F\right]^{\top}$ is a vector function of the vect argument $z:=\left[{ }^{1} z,{ }^{2} z, \ldots,{ }^{m} z\right]^{\top}$. We can apply (1.4) to cach component of $F$ to obtain

$$
\begin{equation*}
{ }^{s} F(z)-{ }^{s} F\left(z^{*}\right)=\sum_{t=1}^{m}\left('^{\prime} z-z^{\prime} z^{*}\right) \frac{\partial^{s} F}{\partial^{\prime} z}\left(\zeta_{s}\right) . \quad s=1,2, \ldots, m \tag{11}
\end{equation*}
$$

where, as in Case 2, we do not have the same mean value $\zeta_{s}$ for each component. Us

He notation

$$
F_{s t}(z):=\frac{\partial^{s} F}{\partial^{\prime} z}(z)
$$

we can write (1.5) in the more convenient form

$$
\begin{equation*}
F(z) \quad F\left(z^{*}\right)=\bar{J}(\zeta)\left(z-z^{*}\right) \tag{1.6}
\end{equation*}
$$

where $J$ is the Jacobian matrix of $F$ with respect to $z$, and the bar indicates that each row of $J$ is evaluated at a different mean value; that is

$$
\bar{J}(\zeta)=\left[\begin{array}{llll}
F_{11}\left(\zeta_{1}\right) & F_{12}\left(\zeta_{1}\right) & \cdots & F_{1 m}\left(\zeta_{1}\right) \\
F_{21}\left(\zeta_{2}\right) & F_{22}\left(\zeta_{2}\right) & \cdots & F_{2 m}\left(\zeta_{2}\right) \\
\vdots & & & \\
F_{m 1}\left(\zeta_{m}\right) & F_{m 2}\left(\zeta_{m}\right) & \cdots & F_{m m}\left(\zeta_{m}\right)
\end{array}\right]
$$

Fach of the mean values $\check{\zeta}_{1}, t=1,2, \ldots, m$ is an internal point of the line segment in $\mathbb{R}^{m}$ joining $z$ to $z^{*}$.

There is another mean value theorem, the generalized mean value theorem for integrals, which we shall have occasion to use. In its scalar form it states that if $\varphi(x)$ and $g(x)$ are scalar functions of the scalar variable $x$ where, in in interval $[c, d]$ of $x, \varphi(x)$ is continuous and,$n(x)$ is integrable and of constant sign, then there exists mean value $\xi \in(c, d)$ such that

$$
\begin{equation*}
\int_{c}^{d} \varphi(x) g(x) \mathrm{d} x=\varphi(\xi) \int_{c}^{d} g(x) \mathrm{d} x \tag{1.7}
\end{equation*}
$$

In the situation we shall med, $\rho(x)$ is a vector function of $x$ but $g(x)$ remains a scalar function, and clearly ( 1.7 ) can be applied to each component of $\varphi$ (provided, of course, that the stated conditions on $\varphi$ and $g$ hold), giving the result

$$
\begin{equation*}
\int_{c}^{d} \varphi(x) g(x) \mathrm{d} x=\bar{\varphi}(\xi) \int_{c}^{d} g(x) \mathrm{d} x \tag{1:8}
\end{equation*}
$$

where the notation $\bar{\varphi}(\xi)$ implies that each component of $\varphi$ is evaluated at a different mean value in the interval $(c, d)$.

### 1.4 FIRST-ORDER SYSTEMS OF ORDINARY DIFFERENTIAL EQUATIONS

Throughout this book we shall be concerned with a first-order system of ordinary differential equations of the form

$$
\left.\begin{array}{c}
{ }^{1} y^{\prime}={ }^{1} f\left(x,{ }^{1} y,{ }^{2} y, \ldots,{ }^{m} y\right) \\
{ }^{2} y^{\prime}= \\
{ }^{2} f\left(x,{ }^{1} y,{ }^{2} y, \ldots,{ }^{m} y\right) \\
\vdots \\
\vdots \\
{ }^{m} y^{\prime}=
\end{array}\right\}
$$

where ${ }^{\prime} y^{\prime}=(\mathrm{d} / \mathrm{d} x)^{\prime} y(x)$. We immediately abbreviate the phrase italicized above to 'first-order system', or just 'system'. The system (1.9) can be written in vector form as

$$
\begin{equation*}
y^{\prime}=f(x, y) \tag{1.10}
\end{equation*}
$$

where $y=\left[{ }^{1} y,{ }^{2} y, \ldots,{ }^{m} y\right]^{\top}$ and $f=\left[{ }^{1} f,{ }^{2} f, \ldots,{ }^{m} f\right]^{\top}$, so that $f: \mathbb{R} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$.
We note that each 'f depends on ${ }^{1} y,{ }^{2} y, \ldots, m$, , that is, the system is coupled. Were it the case that each ' $f$ depended on ' $y$ alone, the system would be turcoupled, and each equation in it could be handled independently of the rest. It is this coupling that is the essence of a system; an uncoupled system is not essentially different from a scalar differential equation.
The general solution of a first-order system of dimension $m$ contains, in general, $m$ arbitrary constants; thus, for example, it is easily checked by substitution that the two-dimensional system

$$
\left.\begin{array}{l}
{ }^{1} y^{\prime}={ }^{1} y / x+{ }^{2} y x  \tag{1.11}\\
{ }^{2} y^{\prime}=x\left[\left({ }^{2} y\right)^{2}-1\right] /{ }^{1} y
\end{array}\right\}
$$

is satisfied by

$$
\begin{aligned}
& { }^{1} y(x)=x\left[\cos \left(C_{1} x+C_{2}\right)\right] / C_{1} \\
& { }^{2} y(x)=-\sin \left(C_{1} x+C_{2}\right)
\end{aligned}
$$

for any values (with the exception of $C_{1}=0$ ) of the arbitrary constants $C_{1}, C_{2}$. For the general $m$-dimensional system, the $m$ arbitrary constants can be fixed by imposing $m$ side conditions. If these $m$ conditions take the form of demanding that the ' $y, t=1,2, \ldots, m$ all take given values at the same initial point, then the system together with the conditions constitute an initial value problem. Writing the system in the vector form (1.10), the general initial value problem thus takes the form

$$
\begin{equation*}
y^{\prime}=f(x, y), \quad y(a)=\eta, \quad f: \mathbb{R} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m} \tag{1.12}
\end{equation*}
$$

where

$$
\eta=\left[{ }^{1} \eta,{ }^{2} \eta, \ldots,,^{m} \eta\right]^{\top} .
$$

Once again, we abbreviate the nomenclature, and henceforth refer to (1.12) as a 'problem'. We regard (1.12) as the standard problem; this book is concerned entirely with numerical processes for solving (1.12).

Not all problems possess a unique solution, or indeed any solution at all. The following standard theorem lays down sufficient conditions for a unique solution to exist; we shall always assume that the hypotheses of this theorem are satisfied:

Theorem 1.1 Let $f(x, y)$, where $f: \mathbb{R} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, be defined and cominuous for all $(x, y)$ in the region $D$ defined by $a \leqslant x \leqslant b,-\infty<y^{\prime} \neq \infty, t=1,2, \ldots$, where $a$ and $b$ are finite, and let there exist a constant $L$ such that

$$
\begin{equation*}
\left\|f(x, y)-f\left(x, y^{*}\right)\right\| \leqslant L\left\|y-y^{*}\right\| \tag{1.13}
\end{equation*}
$$

holds for every $(x, y),\left(x, y^{*}\right) \in D$. Then for any $\eta \in \mathbb{R}^{m}$, there exists a unique solution $y(x)$ of the problem. (1.12), where $y(x)$ is continuous and differentiable for all $(x, y) \in D$.

The requirement (1.13) is known as a Lipschitz condition, and the constant $L$ as a Lipschitz constant. Since
$f(x, y)$ continuously differentiable wrt $y$ for all $(x, y) \in D$
$\Rightarrow f(x, y)$ satisfies a Lipschitz condition wrt $y$ for all $(x, y) \in D$
$\Rightarrow f(x, y)$ continuous wrt $y$ for all $(x, y) \in D$,
Whe condition can be thought of as requiring a little more that continuity but a little less than differentiability. If $f(x, y)$ is differentiable wrt $y$, then from the mean value theorem (1.6) we have that

$$
f(x, y)-f\left(x, y^{*}\right)=\bar{J}(x, \zeta)\left(y-y^{*}\right)
$$

where the notation implies that each row of the Jacobian $J=\hat{C} f(x, y) / \hat{\rho} y$ is evaluated at different mean values, all of which are internal points on the line segment in $\mathbb{R}^{m+1}$ from $\left(x, y^{\prime}\right)(0)\left(x, y^{*}\right)$, that is, atl of which are points in $D$. It follows that the condition (1.13) can be satisfied by choosing the Lipschitz constant to be

$$
\begin{equation*}
L=\sup _{(x, y) \in D}\|\partial f(x, y) / \partial y\| . \tag{1.14}
\end{equation*}
$$

If in ( 1.12 ) $f$ is independent of $x$, the problem (and the system it involves) is said to be automomous, and to be non-autonomous otherwise. It is always possible, at the cost of raising the dimension by 1.10 write a non-autonomous problem in autonomous form All one need do is add an extra scalar equation ${ }^{m+1} y^{\prime}=1$ with initial condition $m^{+1} y(a)=a$, which implies that ${ }^{m+1} y \equiv x$, so that the new $(m+1)$-dimensional system is clearly autonomous. For example, if we add to (1.11) the initial conditions ${ }^{1} y(1)=1$ $\exists_{y}(1)=0$, the resulting 2 -dimensional non-autonomous problem can be rewritten as

$$
\begin{array}{ll}
{ }^{1} y^{\prime}={ }^{1} y /{ }^{3} y+{ }^{2} y^{3} y & { }^{1} y(1)=1 \\
{ }^{2} y^{\prime}={ }^{3} y\left[\left({ }^{2} y\right)^{2}-1\right]{ }^{1} y & { }^{2} y(1)=0 \\
{ }^{3} y^{\prime}=1 & { }^{3} y(1)=1
\end{array}
$$

a . 3 -dimensional autonomous problem, with solution

$$
{ }^{\prime} y(x)=x \cos (x-1), \quad{ }^{2} y(x)=-\sin (x-1), \quad{ }^{3} y=x
$$

Since we regard the dimension of the problem as being arbitrary, there is clearly no loss of gencrality in assuming that the general $m$-dimensional problem is autonomous. (In fact, we will not generally make that assumption, although it will prove useful to do so in the development of Runge-Kutta theory in Chapter 5.) However, there is a loss of gencrality in assuming that a scalar problem is autonomous, since the conversion to autonomous form would raise the dimension by 1 , and the problem would no longer be scalar; thus the general scatar problem remains as $y^{\prime}=f\left(x, y^{\prime}\right), y(a)=\eta$.

### 1.5 HIGHER-ORDER SYSTEMS

The $q$ th-order $m$-dimensional system of ordinary differential equations of the form

$$
\begin{equation*}
y^{(q)}=\varphi\left(x, y^{(0)}, y^{(1)}, \ldots, y^{(q-1)}\right) \tag{1.15}
\end{equation*}
$$

where

$$
\varphi: \mathbb{R} \times \underbrace{\mathbb{R}^{m} \times \mathbb{R}^{m} \times \cdots \times \mathbb{R}^{m}} \rightarrow \mathbb{R}^{m}
$$

$$
1
$$

can be rewritten as a first-order system of dimension $q m$, by the following device:

Define $Y_{r} \in \mathbb{R}^{m}, r=1,2, \ldots, q$ by

$$
\begin{array}{ll}
Y_{1}:=y & \left(\equiv y^{(0)}\right) \\
Y_{2}:=Y_{1}^{\prime} & \left(\equiv y^{(1)}\right) \\
Y_{3}:=Y_{2}^{\prime} & \left(\equiv y^{(2)}\right) \\
\vdots & \vdots \\
Y_{q}:=Y_{q-1}^{\prime} & \left(\equiv y^{(q-1)}\right)
\end{array}
$$

The last $q-1$ of the above equations together with (1.15) gives

$$
\begin{aligned}
Y_{1}^{\prime}= & Y_{2} \\
Y_{2}^{\prime}= & Y_{3} \\
\vdots & \vdots \\
Y_{q-1}^{\prime}= & Y_{q} \\
Y_{q}^{\prime} & =\varphi\left(x, Y_{1}, Y_{2}, \ldots, Y_{q}^{\prime}\right)
\end{aligned}
$$

which is a first-order system of dimension $q \mathrm{~m}$. It can be written in more compact form as

$$
Y^{\prime}=F(x, Y)
$$

where

$$
\begin{aligned}
& Y:=\left[Y_{1}^{\top}, Y_{2}^{\top}, \ldots, Y_{q}^{\top}\right]^{\top} \in \mathbb{R}^{q m} \\
& F:=\left[Y_{2}^{\top}, Y_{3}^{\top}, \ldots, Y_{q}^{\top}, \varphi^{\top}\left(x, Y_{1}, Y_{2}, \ldots, Y_{q}\right)\right]^{\top} \in \mathbb{R}^{q q m} .
\end{aligned}
$$

The initial value problem consisting of (1.15) together with the initial conditions $y^{(r)}(a)=\eta_{r+1}, r=0,1, \ldots, q-1$, can thus be writlen in the form

$$
Y^{\prime}=F(x, Y), \quad Y(a)=\chi
$$

where $\chi:=\left[\eta_{1}, \eta_{2}, \ldots, \eta_{q}\right]^{\top}$
When seeking numerical solutions of initial value problems, it is standard practice arst to reduce a $q$ th-order system to a first-order system. The only exception is when the system is second order (and in particular, when such a system does not involve the irst derivatives), for which special numerical methods have been devised. Even then, whether or not it is better to make the reduction is an unresolved question the investigation of which leads us into the no man's land of lrying to compare norms over different spaces. In any event, the availability of sophisticated software for the numerical solution of first-order systems is a strong incentive always to make the reduction.

### 1.6 LINEAR SYSTEMS WITH CONSTANT COEFFICIENTS

The first-order system $y^{\prime}=f(x, y), f: \mathbb{R} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is said to be linear if $f(x, y)$ takes the form $f(x, y)=A(x) y+\varphi(x)$, where $A(x)$ is an $m \times m$ matrix and $\varphi \in \mathbb{R}^{m}$. Further, if $f(x)=A$. independent of $x$, the system is said to be linear with constant coefficients. Associated with such a system

$$
\begin{equation*}
y^{\prime}=A y+\varphi(x) \tag{1.16}
\end{equation*}
$$

is the homoucheous form

$$
\begin{equation*}
y^{\prime}=A y \tag{1.17}
\end{equation*}
$$

if $\tilde{y}(x)$ is the gencral solution of $(1.17)$ and $\psi(x)$ is any particular solution of $(1.16)$, then $\mathrm{f}(\mathrm{x})=\tilde{\mathrm{y}}(\mathrm{x})+\psi(x)$ is the gencral solution of $(1.16)$. $(\tilde{y}(x)$ is the complementary function of (1.16), and $\psi(x)$ is a particular integral.)

A set of $M$ solutions $\{y,(x), t=1,2, \ldots, M\}$ of $(1.17)$ is said to be linearly independent it

$$
\sum_{1=1}^{M} C_{1} y_{1}(x) \equiv 0 \Rightarrow C_{1}=0, \quad t=1,2, \ldots, M .
$$

A set of $m$ linearly independent solutions $\left\{\tilde{y}_{t}(x), t=1,2, \ldots, m\right\}$ of $(1.17)$ is said to form a fundamental system of (1.17), and the general solution of (1.17) is then a linear combination of the solutions which form the fundamental system. It is easily checked by substitution that $\tilde{y}_{1}(x)=\exp \left(\lambda_{t} x\right) c_{1}$, where $\lambda_{1}$ is an eigenvalue of $A$ and $c_{1}$ the corresponding eigenvector, satisfies (1.17). In the case when $A$ has distinct eigenvalues (he only case we shall necd) the set of eigenvectors $c_{1}, t=1,2, \ldots, m$ are indeed linearly independent and thus the solutions $\left\{\exp \left(\lambda_{1} x\right) c_{1}, t=1,2, \ldots, m\right\}$ form a fundamental system. We then have that the general solution of (1.17) is
in

$$
\begin{equation*}
\tilde{y}(x)=\sum_{t=1}^{m} x_{t} \operatorname{cxp}\left(\lambda_{t} x\right) c_{t} \tag{1.18}
\end{equation*}
$$

where the $x_{1}$ are arbitrary constants, and that the general solution of (1.16) is

$$
\begin{equation*}
y(x)=\sum_{t=1}^{m} x_{1} \exp \left(\lambda_{1} x\right) c_{1}+\psi(x) \tag{1.19}
\end{equation*}
$$

where $\psi(x)$ is a particular solution of (1.16).
The $x$, are of course uniquely specified if an initial condition $y(a)=\eta$ is added to (1.16): note that $\{c, t=1,2, \ldots, m\}$ forms a basis of $m$-dimensional vector space.

The cigenvalues and eigenvectors of $A$ are, in general, complex, as will be the constants $\gamma_{1}$ : but, due to the presence of complex conjugates, the solution (1.19) will be real-as indeed it must be. For example, consider the 2-dimensional initial value problem
where

$$
y^{\prime}=A y+\varphi(x), \quad y(0)=\eta
$$

$$
A=\left[\begin{array}{rr}
1 & 1 \\
-1 & 1
\end{array}\right], \quad \varphi(x)=\left[\begin{array}{l}
1 \\
x
\end{array}\right], \quad \eta=\left[\begin{array}{c}
2 \\
\frac{1}{2}
\end{array}\right] .
$$

## SYSTEMS OF LINEAR DIFFERENCE EQUATIONS

The eigenvalues of $A$ are $1+i$ and $1-i$, and the corresponding eigenvectors are $[1, i]^{\top}$ and $[i, 1]^{\top}$ respectively. Note that there is no need to normalize the eigenvectors, since they are going to be multiplied by the arhitrary constants $x_{1}$ and $\chi_{2}$. By trying a particular integral of the form $[a x+b, c x+d]^{\top}$, we establish that $\psi=[x ; 2,-(1+x) / 2]^{\top}$ is a particular integral. The general solution is therefore

$$
y(x)=x_{1} \exp [(1+i) x]\left[\begin{array}{l}
1 \\
i
\end{array}\right]+x_{2} \exp [(1-i) x]\left[\begin{array}{l}
i \\
1
\end{array}\right]+\left[\begin{array}{c}
x / 2 \\
-(1+x) / 2
\end{array}\right]
$$

The initial conditions are seen to be satisfied when $\kappa_{1}=1-i / 2, \kappa_{2}=1 / 2-i$. On substituting these values into the general solution and simplifying, we lind the solution of the problem is given by

$$
\begin{aligned}
& { }^{1} y(x)=(2 \cos x+\sin x) \exp (x)+x / 2 \\
& { }^{2} y(x)=(\cos x-2 \sin x) \exp (x)-(1+x) / 2
\end{aligned}
$$

## Exercises

.
1.6.1. Solve the initial value problem $y^{\prime}=A y, y(0)=[1,0,-1]^{\top}$. where

$$
A=\left[\begin{array}{rrr}
-21 & 19 & -20 \\
19 & -21 & 20 \\
40 & -40 & -40
\end{array}\right]
$$

1.6.2. Write the scalar differential equation $y^{(3)}=a y^{(2)}+h y^{(1)}+c y+\varphi(x)$ as a first-order system $y^{\prime}=A y+\Phi(x)$. Show that the eigenvalues of $A$ are the rools of the polynomial $r^{2}-\left(w^{2}-h-c\right.$ Show also that if $\psi(x)$ is a particular integral of the given scalar diferential equation. then $\Psi:=\left[\psi(x), \psi^{(1)}(x), \psi^{(2)}(x)\right]^{\top}$ is a particular integral of the equivalent first-order sisstem.
1.6.3. The differential equation $y^{(3)}+y^{\prime}=x^{2}+\exp (-2 x)$ has a particular integral 1.6.3. The differential equation $x^{2}-[\exp (-2 x)] / 7$. Find the equivalent first-order system and, using the results of the preceding exercise, find its general solution.

### 1.7 SYSTEMS OF LINEAR DIFFERENCE EQUATIONS WITH CONSTANT COEFFICIENTS

Let $\left\{y_{n}, n=n_{0}, n_{0}+1, n_{0}+2, \ldots\right\}$ be a sequence of vectors in $\mathbb{R}^{m}$. Then the system of difference equations

$$
\begin{equation*}
\sum_{j=0}^{k} \gamma_{j} y_{n+j}=\varphi_{n}, \quad n=n_{0}, n_{n}+1, n_{0}+2 \ldots \tag{1.20}
\end{equation*}
$$

where the $\gamma_{j}$ are scalar constants (that is, are independent of $n$ ) and $\varphi_{n} \in \mathbb{P}^{m}$. constitutes a kth-order system of linear difference equations with constan coefficients. Note that the solution of such a difference system is a sequence $\left\{y_{n}\right\}$ of vectors. The technique for establishing the general solution of $(1.20)$ is a direct analogue of that for the system (1.16) of linear differential equations with constant cocficients. Lct $\left\{i_{n}\right\}$ be the general
solution of the homogeneous form

$$
\begin{equation*}
\sum_{i=0}^{k} i_{i} y_{n+i}=0, \quad n=n_{0}, n_{n}+1, n_{0}+2, \ldots, \tag{1.21}
\end{equation*}
$$

and let $\left\{\psi_{n}\right\}$ be a particular solution of (1.20); then the general solution of (1.20) is ' $\left.v_{n}\right\}$, where $y_{n}=\tilde{j}_{n}+\psi_{n}$.

A set of $K$ solutions $\left\{\left\{y_{n, 1}\right\}, 1=1,2, \ldots, K\right\}$ of $(1.21)$ is said to be linearly independent if

$$
\sum_{i=1}^{k} C_{t} y_{n, 1}=0, \quad n=n_{0}, \quad n_{0}+1, n_{0}+2 \ldots \Rightarrow C_{1}=0, \quad t=1,2, \ldots, K
$$

A set of $k$ lincarly independent solutions $\left\{\left\{\hat{y}_{n, 1}\right\}, t=1,2, \ldots, k\right\}$ of $(1.21)$ is said to form a fundamental system of ( 1.21 ) and the general solution of $(1.21)$ is then a linear combination of the solutions which form the fundamental system. Let us attempt to find a solution of $(1.21)$ of the form $y_{n, t}=r_{1}^{n}$. By substitution, we find that this is indeed a solution provided that $r_{1}$ is a root of the characteristic polynomial

$$
\pi(r):=\sum_{j=0}^{k} \gamma_{j} r^{\prime}
$$

If $\pi(r)$ has $k$ distinct roots then it can be shown that the set of solutions $\left\{r_{1}^{n}\right\}, t=1,2, \ldots, k$ forms a fundamental system of(1.21) and the general solution of ( 1.20 ) is then $\left\{y_{n}\right\}$ where

$$
y_{n}=\sum_{t=1}^{k} r^{n} d_{t}+\psi_{n}
$$

where the $d$, are arbitrary vectors, which will be specified if $k$ initial values or starting rulues are given. If $r_{1}$ is a root of $\pi(r)$ of multiplicity $\mu$ and the remaining $k-\mu$ roots are distinct then the sel of solutions $\left\{r_{1}^{n}\right\},\left\{n r_{1}^{n}\right\}, \ldots,\left\{n^{\prime-1} r_{1}^{n}\right\}$ and $\left\{r_{1}^{n}\right\}, t=\mu+1$, $\mu+1, \ldots k$ form a fundamental system, and the general solution of (1.20) becomes $\left\{y_{n}\right\}$, where

$$
y_{n}=\sum_{j=1}^{\mu} n^{j-1} r_{1}^{n} d_{1 j}+\sum_{i=n+1}^{k} r_{1}^{n} d_{i}+\psi_{n}
$$

where the $d_{1 ;}$ and the $d_{1}$ are arbitrary vectors. When the roots of $\pi$ are complex then the corresponding vectors $d_{1}$ are likewise complex; the presence of complex conjugates ensures that the solution will be real. For example, consider the 2-dimensional 4th-order difference system

$$
y_{n+4}-6 y_{n+3}+14 y_{n+2}-16 y_{n+1}+8 y_{n}=[n, 1]^{\top}, \quad y_{n} \in \mathbb{R}^{2},
$$

with starting values $y_{0}=[1,0]^{\top}, y_{1}=[2,1]^{\top}, y_{2}=[3,2]^{\top}, y_{3}=[4,3]^{\top}$. By trying a particular solution of the form $\psi_{n}=n a+b, a, b, \in \mathbb{R}^{2}$, we find that $\psi_{n}=[n+2,1]^{\top}$ is such a solution. The characteristic polynomial is

$$
\pi(r)=r^{4}-6 r^{3}+14 r^{2}-16 r+8=(r-2)^{2}\left(r^{2}-2 r+2\right)
$$

which has roots $2,2,1+i, 1-i$. The general solution thus has the form

$$
y_{n}=2^{n} d_{11}+n 2^{n} d_{12}+(1+i)^{n} d_{3}+(1-i)^{n} d_{4}+[n+2,1]^{\top}
$$

Using the given starting values, we obtain a set of four equations for the four arbitrary vectors $d_{11}, d_{12}, d_{3}, d_{4}$, whose solution gives

$$
d_{11}=\left[\begin{array}{l}
-1 \\
-\frac{3}{2}
\end{array}\right] \quad d_{12}=\left[\begin{array}{c}
\frac{1}{4} \\
\frac{1}{2}
\end{array}\right] \quad d_{3}=\left[\begin{array}{c}
-i / 4 \\
(1-3 i) / 4
\end{array}\right] \quad d_{4}=\left[\begin{array}{c}
i / 4 \\
(1+3 i) / 4
\end{array}\right]
$$

whence

$$
y_{n}=2^{n}\left[\begin{array}{c}
n / 4-1 \\
(n-3) / 2
\end{array}\right]+(1+i)^{n}\left[\begin{array}{c}
-i / 4 \\
(1-3 i) / 4
\end{array}\right]+(1-i)^{n}\left[\begin{array}{c}
i / 4 \\
(1+3 i) / 4
\end{array}\right]+\left[\begin{array}{c}
n+2 \\
1
\end{array}\right]
$$

On writing $1 \pm i=\sqrt{2}(\cos \pi / 4 \pm i \sin \pi / 4)$ wéobtain the solution in real form

$$
y_{n}=2^{n}\left[\begin{array}{c}
n / 4-1 \\
(n-3) / 2
\end{array}\right]+2^{(n-2) / 2}\left[\begin{array}{c}
\sin n \pi / 4 \\
\cos n \pi / 4+3 \sin n \pi / 4
\end{array}\right]+\left[\begin{array}{c}
n+2 \\
1
\end{array}\right] .
$$

## Exarcises

1.7.1. For the example at the end of the above section, calculate $y_{4}, y_{\text {s }}$, and $y_{6}$, directly from the difference system and the given starting values and show that the values so found coincide with those given by the general solution.
1.7.2. If $y_{n+2}-2 \mu y_{n+1}+\mu y_{n}=c, n=0,1,2, \ldots$, where $y_{n}, c \in \mathcal{P}^{m}, \mu \in \mathbb{R}, c$ is constant and $0<\mu<1$ show that $y_{n} \rightarrow c /(1-\mu)$ as $n \rightarrow \infty$.
1.7.3. Let $r_{1}$ and $r_{2}$ be the roots, assumed distinct, of the quadratic $r^{2}-a r-b$. Show that the solution of the inhomogeneous linear constant coefficient difference system $y_{n+2}-a y_{n+1}-b_{n}=T_{n}$ satisfying the initial conditions $y_{0}=\delta_{0}, y_{1}=\delta_{1}$, where $y_{m}, T_{n}, \delta_{0}, \delta_{1} \in \mathbb{R}^{m}$, is given by

$$
\left.y_{n}=\frac{1}{r_{1}-r_{2}}\left[\left(r_{1}^{n}-r_{2}^{n}\right) \delta_{1}-\left(r_{1}^{n-1}-r_{2}^{n-1}\right) r_{1} r_{2} \delta_{0}+\sum_{j=0}^{n}\left(r_{1}^{n-j-1}-r_{2}^{n-j-1}\right)\right]_{j}\right] \quad n=0.1, \ldots
$$

where the summation term is taken to be zero when the upper limit of summation is negative
1.7.4. The Fibonacci numbers are a sequence of integers $\left\{\varphi_{n} \mid n=0,1 \ldots\right\}$ such that each member of the sequence is the sum of the two preceding it, the first two being 0 and 1 . Construct the first eleven Fibonacci numbers and compute the ratio $\varphi_{n+1} / \varphi_{n}, n=1,2 \ldots, 9$. Do you see any signs of this ratio converging as $n$ increases? By solving the appropriate scalar difference equation, prove that

$$
\lim \varphi_{n+1} / \varphi_{n}=\frac{1}{2}(1+\sqrt{5}) .
$$

### 1.8 ITERATIVE METHODS FOR NONLINEAR SYSTEMS of ALGEBRAIC EQUATIONS

We shall frequently need to find numerical solutions of systems of nonlinear algebraic equations of the form

This is done iteratively by one of two different methods. The first is fixed point iteration, which consists of constructing a sequence $\left\{y^{(1)}\right\}$ defined by

$$
\begin{equation*}
y^{[v+1]}=\varphi\left(y^{[(1)}\right), \quad v=0,1,2, \ldots, y^{[0]} \text { arbitrary. } \tag{1.23}
\end{equation*}
$$

The following theorem states conditions under which (1.22) possesses a unique solution 10 which the itcration (1.23) will converge:

Theorem 1.2 Let ip(y) satisfy a Lipschitz condition

$$
\left\|\varphi(y)-\varphi\left(y^{*}\right)\right\| \leqslant M\left\|y-y^{*}\right\|
$$

for all $5 . y^{*}$. where the Lipschitz constant $M$ satisfies $0 \leqslant M<1$. Then there exists a unique solution $y=x$ of ( 1.22 ) and if $\left\{y^{[1]}\right\}$ is defined by $(1.23)$, then $y^{|v|} \rightarrow \alpha$ as $v \rightarrow \infty$.

Occasions will arise where we are unable to satisfy the hypotheses of Theorem 1.2, and the iteration (1.23) diverges. In such circumstances we turn to another form of itcration, Newtom iteration, and usually just hope that a unique solution of (1.22) exists. Newton iteration (or the Newton Raphson process) is most familiar when applied to the scalar problem $F(y)=0, F: \mathbb{R} \rightarrow \mathbb{R}$, when it takes the form

$$
\begin{equation*}
y^{|v+1|}=y^{|v|}-F\left(y^{(v)}\right) / F^{\prime}\left(y^{|v|}\right), \quad v=0,1,2, \ldots \tag{1.24}
\end{equation*}
$$

The interpretation of (1.24) in terms of drawing tangents to the curve $z=F(y)$ and determining where they cut the $y$-axis will be familiar to most readers. Such an interpretation is enough to indicate that Newton iteration, unlike fixed point iteration, has only local and not global convergence; that is, it will not converge for arbitrary $y^{(0)}$ hut only for $!^{(0)]}$ sufficiently close to the solution. There exist theorems telling us how close to the solution $!^{(t) 1}$ has to be, but these are seldom of value in applications, and the usual practice is simply to guess $y^{(0)}$; if the iteration fails to converge, we abort it and seck : better first guess. If convergence is achieved; then it is quadratic, that is, the crror in the current iterate is asymptotically proportional to the square of the error in the previous iterate.
Newton itcration applied to the system $F(y)=0, F: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, takes the analogous form

$$
\begin{equation*}
y^{(1+1)}=y^{(1)}-J^{-1}\left(y^{(v)}\right) F\left(y^{(v)}\right), \quad v=0,1,2, \ldots \tag{1.25}
\end{equation*}
$$

where $J(y)=(\hat{C} F(y)$, the Jacobian matrix of $F$ with respect to $y$. Applied to (1.22) (puting $F(y)=y-\varphi(y))$ we clearly get

$$
y^{\prime \prime+\prime \prime}=y^{(l)}-\left[1-\frac{\lambda \varphi}{\partial y}\left(y^{(v)}\right)\right]^{-1}\left[y^{(v)}-\varphi\left(y^{(v)}\right)\right], \quad v=0,1,2, \ldots
$$

In practice, it is more efficient not to invert the matrix but instead use LU decomposition (sec, for example. Alkinson and Harley (1983)), to solve, at each step of the iteration, the linear algebraic system

1

$$
\begin{equation*}
\left[1-\lambda_{\partial y}^{\lambda \varphi}\left(y^{[v)}\right)\right] \tilde{\Delta} y^{(v)}=-y^{(v)}+\varphi\left(y^{(v)}\right), \quad v=0,1,2, \ldots \tag{1.26}
\end{equation*}
$$

## where

$$
\tilde{\Delta} y^{[v]}:=y^{[v+1]}-y^{[v]}
$$

is the increment that must be added to the old iterate to obtain the new one. (We have added the tilde to avoid later confusion with $\Delta$. defined in $\$ 1.2 ; \bar{\Delta}$ operates on the iteration superscript, whilst $\Delta$ operates on the subscripts in a set of discrete values $\left\{\begin{array}{l}1, n\end{array},\right\}$ $\mathrm{N}_{\mathrm{t}}$ wton iteration is considerably more expensive on computing time than is fixed point iteration. Each step of the latter costs just one function evaluation, whereas each step of the former calls for the updating of the Jacobian and a now LU decomposition and back substitution. In order to cut down on this computational effort, one can decline to update the Jacobian, so that ( 1.26 ) is replaced by

$$
\begin{equation*}
\left[I-\frac{\partial \varphi}{\partial y}\left(y^{[0]}\right)\right] \tilde{\Delta} y^{[v]}=-y^{[v]}+\varphi\left(y^{[(v)}\right), \quad r=0,1,2, \ldots \tag{1.27}
\end{equation*}
$$

This means that the same $L U$ decomposition can be used for every step of the titeration. and only new back substitutions need be performed. The iteration (1.27) is known as modified Newton iteration (and sometimes as quasi-Newton or psewdo-Newton iteration). Note that it is the analogue of drawing all tangents parallel to the first one in the interpretation of Newton iteration for a scalar problem.

## Evercises

1.8.1. Show that there exists a maque solution of the scalar equation $y=\varphi(y)$ where $p(y)=\cos y$ : Fixed point iteration for this equation can be nicely demonstrated on a hand calculator. Set amy number on the calculator (set to compute in radians, of course) and repeatedly press the cosinc key. Hence demonstrate that the iteration converges to the solution. $y=0.7 .39085 \ldots$ no matler what starting value is used.
1.8.2. Using a microcomputer (or a programmable calculator) show that, for the problem in Exercise 1.8.1, modified Newton iteration sometimes converges and sometimes diverges, depending on the starting value. Show also that if the starting value is reasonably close to the solution, then it converges considerably faster than does fixed-point iteration.

### 1.9 SCHUR POLYNOMIALS

We shall frequently be concerned with the question of whether the roots of a polynomial with real coefficients ie within the unit circle. There is a handy phrase for describing such polynomials:

Definition A polynomial $\pi(r)$ of degree $k$ is said io he Schur if its roots $r$, satisfy $\left|r_{i}\right|<1$. $, t=1,2, \ldots, k$.

It is mildly surprising that the conditions for a polynomial to be Schur turn out not to be particularly easy or natural. There exist several criteria each of which throws up a set of inequalities that must be satisfied by the coefficients of the polynomial. In the authors
experience, the criterion which usually produces the most easily solved set of inequalities is the Roulh llurwitz criverion. This is in fact a criterion for the roots of a polynomial to lie in the left half-plane, so it is necessary first to make the transformation $r \rightarrow z$, r.zefl, where

$$
r=(1+z) /(1-z) .
$$

This transformation maps the boundary of the circle $|r|=1$ onto the imaginary axis $\operatorname{Rc} z=0$, and the intcrior of the circle $|r|=1$ onto the left half-plane $\operatorname{Re} z<0$. Define

$$
\begin{equation*}
P(z):=(1-z)^{k} \pi[(1+z) /(1-z)]=a_{0} z^{k}+a_{1} z^{k-1}+\cdots+a_{k} \text {, } \tag{1.28}
\end{equation*}
$$

where we may assume, without loss of generality, that $a_{\mathrm{n}}>0$. The necessary and sufficient conditions for the roots of $P(z)$ to lie in the hall-plane $\operatorname{Re} z<0$, that is, for $\pi(r)$ to be Schur, are that all leading principal minors of $Q$ be positive, where $Q$ is the $k \times k$ matrix delined by

$$
Q=\left[\begin{array}{ccccc}
a_{1} & a_{3} & a_{5} & \cdots & a_{2 k-1} \\
a_{0} & a_{2} & a_{4} & \cdots & a_{2 k-2} \\
0 & a_{1} & a_{3} & \cdots & a_{2 k-3} \\
0 & a_{0} & a_{2} & \cdots & a_{2 k-4} \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \cdots & a_{k}
\end{array}\right],
$$

(where $a_{j}$ is to be taken to be zero if $j>k$ ). It can be shown that these conditions imply that $a_{j}>0, j=0,1, \ldots, k$, so that the positivity of the coefficients $a_{j}$ in ( 1.28 ) is a necessary but not sufficient condition for $\pi(r)$ to be Schur. For $k=2,3,4$, the Routh-Hurwitz conditions turn out to be:

$$
\begin{array}{ll}
k=2 ; & a_{i}>0, j=0,1,2 \\
k=3 ; & a_{j}>0, j=0,1,2,3, a_{1} a_{2}-a_{3} a_{0}>0 \\
k=4 ; & a_{j}>0, j=0,1,2,3,4, a_{1} a_{2} a_{3}-a_{0} a_{3}^{2}-a_{4} a_{1}^{2}>0 .
\end{array}
$$

We illustrate by an example, which is itself a useful result. Consider the quadratic

$$
\begin{equation*}
\pi(r)=r^{2}+\alpha r+\beta \tag{1.29}
\end{equation*}
$$

Applying (1.28), we have that
where

$$
P(z)=(1+z)^{2}+\alpha\left(1-z^{2}\right)+\beta(1-z)^{2}=a_{0} z^{2}+a_{1} z+a_{2}
$$

$$
a_{0}=1-\alpha+\beta, \quad a_{1}=2(1-\beta), \quad a_{2}=1+\alpha+\beta
$$

The necessary and sufficient conditions for the quadratic (1.29) to be Schur are therefore that the point $(\alpha, \beta)$ lies in the interior of the triangle in the $\alpha, \beta$ plane bounded by the lines

$$
\beta=1, \quad \beta=\alpha-1, \quad \beta=-\alpha-1
$$

(see Figure 1.1).


Figure 1.1

## Exercises

1.9.1. Use the Routh-Hurwitz criterion to find the interval of a for which the polynomial $2 r^{3}+(2 \alpha-1) r^{2}+(5 \alpha-2) r+1-3 \alpha$ is Schur. Check your result by finding a linear factor of the polynomial and using Figure 1.1.
1.9.2* $P_{q}^{p}(z, w), z, w \in \mathbb{C}$, is a polynomial of exact degree $p$ in $z$, whose cocficients are themselves polynomials in $w$ of degree at most $q$, where at least one of these polynomial coefficients has exact degree $q$. Specifically,
where there exists at least one $i^{*} \in\{0,1, \ldots, p\}$ such that $\gamma_{i_{q}} \neq 0$.
We shall say that $P_{q}^{p}(z, w)$ is ulimately Schur if there exists a positive constant $K$ such that $P_{q}^{p}(z, w)$, regarded as a polynomial in $z$, is Schur for all $w^{\prime}$ satisfying $\operatorname{Rc} w^{\prime}<-K<0$. Prove that if $P_{q}^{p}(z, w)$ is ultimately Schur, then $\gamma_{p q} \neq 0$.

### 1.10 INTERPOLATION FORMULAE

Consistent with our policy for this chapter, as stated in $\$ 1.1$, we shall gather together in this section only those results from interpolation theory which will be needed later in this book. The reader who wishes to see a full account, including proofs, is referred

Io latacson and Keller (1966). In most accounts of interpolation theory, the points to be interpolated are laken to be $\left(x_{n+j}, F_{n+j}\right), j=0,1, \ldots, q$, but for our purposes it will be more natural to taken them as $\left(x_{n-j}, F_{n-j}\right), j=0,1, \ldots, q$.

There exists a unique vector polynomial (that is, a polynomial with scalar argument and vector coeflicients) of degree at most $q$ which interpolates (that is, passes through) the $q+1$ distinct data points $\left(x_{n-j}, F_{n-j}\right) j=0,1, \ldots, q$, where $x_{n-j} \in \mathbb{R}$ and $F_{n-j} \in \mathbb{R}^{m}$. We shall denote this polynomial by $I_{q}(x)$, and we shall be particularly interested in representations of $I_{4}(x)$ which enable us readily to compute $I_{q+1}(x)$ from $I_{q}(x)$.

The interpolant takes a particularly simple form in the case when the data points are equally spaced, that is, when $x_{n-j}=x_{n}-j h, j=0,1, \ldots, q$, and $h$ is a constant. In such circumstances it is advantagcous to make use of the backward difference operator $\nabla$, defined in \$1.2.

## The Newton-Gregory backward interpolation formula

When the data are evenly spaced, $I_{q}(x)$ may be written in terms of the backward differences of $F$ as

$$
\begin{equation*}
I_{q}(x)=P_{q}(r)=\sum_{i=0}^{q}(-1)^{i}\binom{-r}{i} \nabla^{i} F_{n} \tag{1.30}
\end{equation*}
$$

where $x=x_{n}+r h$, and $\binom{-r}{i}$ is the binomial coefficient. Illustrating in the case $q=2$
we have

$$
\begin{aligned}
& P_{2}(r)=F_{n}+r \nabla F_{n}+\frac{1}{2} r(r+1) \nabla^{2} F_{n} \\
x=x_{n} & \Leftrightarrow r=0 \quad \Rightarrow \quad P_{2}(r)=F_{n} \\
x=x_{n-1} & \Leftrightarrow r=-1 \quad \Rightarrow \quad P_{2}(r)=F_{n}-\nabla F_{n}=F_{n-1} \\
x=x_{n-2} & \Leftrightarrow r=-2 \quad \Rightarrow \quad P_{2}(r)=F_{n}-2 \nabla F_{n}+\nabla^{2} F_{n}=F_{n-2} .
\end{aligned}
$$

If the data points have arisen from evaluating a function $F(x) \in C^{q+1}$, that is if $F_{n}=F\left(x_{n-j}\right), j=0,1, \ldots, q$, then the error in the interpolation can be written in the form

$$
\begin{equation*}
F\left(x_{n}+r h\right)-l_{q}\left(x_{n}+r h\right)=(-1)^{q+1}\binom{-r}{q+1} h^{q+1} \bar{F}^{(q+1)}(\xi) \tag{1.31}
\end{equation*}
$$

where, using the notation of $\$ 1.3$, the bar indicates that each component ${ }^{\prime} F^{(4+1)}$ is evaluated at different mean values $\xi_{1}$, each of which is an interior point of the smallest interval containing $x_{n}, x_{n+1}, \ldots, x_{n+q}$ and $x_{n}+r h$.

Note that from (1.30) it is straighiforward to generate $I_{q+1}(x)$ in terms of $I_{q}(x)$.

## The Lagrange interpolation formula

In the case when the data are unevenly spaced, the easiest interpolation formula is that due to Lagrange. Define

$$
L_{q, j}(x)=\prod_{\substack{i=0 \\ i \neq j}}^{q} \frac{x-x_{n-i}}{x_{n-j}-x_{n-i}}
$$

It is obvious that $L_{q, j}(x)$ is a polynomial in $x$ of degree $q$, and moreover that

$$
L_{q, j}\left(x_{n-i}\right)=\left\{\begin{array}{ll}
1 & \text { if } i=j \\
0 & \text { if } i \neq j
\end{array}\right\}, \quad i=1,2, \ldots, q
$$

It follows that $I_{q}(x)$ can be written in the form

$$
\begin{equation*}
I_{q}(x)=\sum_{j=0}^{q} L_{q . j}(x) F_{n-j} \tag{1.32}
\end{equation*}
$$

Although the ${ }^{2}$ Lagrange formula is conceptually simple, it suffers a serious disadvantage. If we wish to add a further data point $\left(x_{n-q-1}, F_{n-q-1}\right)$ then, using (1.32) with $q$ replaced by $q+1$, we can obtain an expression for $I_{q+1}(x)$, but there is no easy way in which we can generate $I_{q+1}(x)$ directly from $I_{q}(x)$. An alternative form overcomes this difficulty.

## The Newton divided difference interpolation formula

Given the $q+1$ (unequally spaced) data points $\left(x_{n-j}, F_{n-j}\right), j=0,1, \ldots, q$, we define the divided differences $F[n, n-1, \ldots, n-i], i=0,1, \ldots, q$ recursively by

$$
\begin{align*}
& F[n]:=F_{n} \\
& F[n, n-1, \ldots, n-i]=\frac{F[n, n-1, \ldots, n-i+1]-F[n-1, n-2, \ldots, n-i]}{x_{n}-x_{n-i}} \tag{1.33}
\end{align*}
$$

The interpolating polynomial $I_{q}(x)$ can be written in the form

$$
\begin{align*}
I_{q}(x)= & F[n]+\left(x-x_{n}\right) F[n, n-1]+\cdots \\
& +\left(x-x_{n}\right)\left(x-x_{n-1}\right) \ldots\left(x-x_{n-q+1}\right) F[n, n-1, \ldots, n-q] \tag{1.34}
\end{align*}
$$

Illustrating this in the case $q=2$, we have

$$
I_{2}(x)=F[n]+\left(x-x_{n}\right) F[n, n-1]+\left(x-x_{n}\right)\left(x-x_{n-1}\right) F[n, n-1, n-2]
$$

whence

$$
\begin{aligned}
I_{2}\left(x_{n}\right) & =F[n]=F_{n} \\
I_{2}\left(x_{n-1}\right) & =F[n]-(F[n]-F[n-1])=F[n-1]=F_{n-1} \\
I_{2}\left(x_{n-2}\right) & =F[n]+\left(x_{n-2}-x_{n}\right) F[n, n-1]-\left(x_{n-2}-x_{n-1}\right)(F[n, n-1]-F[n-1, n-2]) \\
& =F[n]+\left(x_{n-1}-x_{n}\right) F[n, n-1]+\left(x_{n-2}-x_{n-1}\right) F[n-1, n-2] \\
& =F[n]-(F[n]-F[n-1])-(F[n-1]-F[n-2]) \\
& =F[n-2]=F_{n-2} .
\end{aligned}
$$

Now (1.34) and (1.32) are different representations of the unique polynomial of degree it most $q$ interpolating the data $\left(x_{n-j}, F_{n-j}\right)$. We can therefore equate the coefficients of $x^{4}$ in the two polynomials to get

$$
r[n, n-1, \ldots, n-q]=\sum_{j=0}^{q}\left[F_{n-1} / \prod_{\substack{i=0 \\ i \neq j}}^{q}\left(x_{n-j}-x_{n-i}\right)\right], \quad q=0,1, \ldots .
$$

It follows that the value of $f[n, n-1, \ldots, n-q]$ is independent of the order of the imegers $n, n-1, \ldots, n$ \& More precisely.

$$
\begin{equation*}
r[n, n \quad \mid, \ldots, n-q]=f\left[p_{0}, p_{1}, \ldots, p_{q}\right], \quad q=0,1, \ldots \tag{1.35}
\end{equation*}
$$

where $\left\{p_{1}, p_{1}, \ldots, p_{q}\right\}$ is any permutation of the integers $\{n, n-1, \ldots, n-q\}$.
Now let us suppose that we wish to add an extra point $\left(x_{n-q-1}, F_{n-q-1}\right)$ to the data set. Then it follows from (1.34) that the unique polynomial $I_{q+1}(x)$ of degree at most $q+1$ interpolating the data $\left(x_{n}, j, F_{n-j}\right), j=0,1, \ldots, q+1$ is given by

$$
\begin{equation*}
I_{4}, 1(x)=I_{q}(x)+\left(x-x_{n}\right)\left(x-x_{n-1}\right) \ldots\left(x-x_{n-q}\right) F[n, n-1, \ldots, n-q-1] \tag{1.36}
\end{equation*}
$$

and, in contrast with the Lagrange form, we have an easy way of generating $I_{q+1}(x)$ from $I_{4}(x)$.

Whit would happen if we wished to add to the original data set an extra point $\left(x_{n}, 1, l_{n, 1}\right)$ at the "other end"? The answer is that nothing new happens at all, since there is no such thing as the 'other end! The data, being unevenly spaced, can be distributed in any manmer, and we certainly have not assumed that $x_{n}>x_{n-1}>\cdots>x_{n-q}$. There is nothing to stop us labelling the extra point $\left(x_{n+1}, F_{n+1}\right)$ rather than $\left(x_{+}, \mid, F_{n-q}\right)$ and, noting that $x_{n-q-1}$ does not appear in (1.36), we can rewrite that equation in the form

$$
I_{4}, 1(x)=I_{q}(x)+\left(x-x_{n}\right)\left(x-x_{n-1}\right) \ldots\left(x-x_{n-q}\right) F[n, n-1, \ldots, n-q, n+1] .
$$

In view of (1.35), this can be rewritten as

$$
\begin{equation*}
I_{q}, 1(x)=I_{4}(x)+\left(x \cdots x_{n}\right)\left(x-x_{n-1}\right) \ldots\left(x-x_{n-q}\right) F[n+1, n, \ldots, n-q] \tag{1.37}
\end{equation*}
$$

a representation of the polynomial interpolating $\left(x_{n-j}, F_{n-j}\right), j=-1,0,1, \ldots, q$ in terms of the polynomial interpolating $\left(x_{n}, F_{n}, j\right), j=0,1, \ldots, q$, which we shall need later in this book. We illustrate this result in the case $q=1$, when (1.37) reads

$$
I_{2}(x)=I_{1}(x)+\left(x-x_{n}\right)\left(x-x_{n-1}\right) F[n+1, n, n-1],
$$

where

$$
I_{1}(x)=F[n]+\left(x-x_{n}\right) F[n, n-1] .
$$

Since $I_{1}(x)$ interpolates $\left(x_{n}, F_{n}\right)$ and $\left(x_{n-1}, F_{n-1}\right)$ then so does $I_{2}(x)$, since the added term is zero at $x=x_{n}, x_{n-1}$. Further.

$$
\begin{aligned}
I_{2}\left(x_{n+1}\right) & =F[n]+\left(x_{n+1}-x_{n}\right) F[n, n-1]+\left(x_{n+1}-x_{n}\right)(F[n+1, n]-F[n, n-1]) \\
& =F[n]+\left(x_{n+1}-x_{n}\right) F[n+1, n]=F[n+1]=F_{n+1}
\end{aligned}
$$

Note that when the data become equally spaced, then the divided differences do not revert to backward differences. It is easily seen that when $x_{n-j}=x_{n}-j h$

$$
\begin{equation*}
F[n, n-1, \ldots, n-i]=\frac{1}{i!h^{i}} \nabla^{i} F_{n}, \quad i=1,2, \ldots, q-1 . \tag{1.38}
\end{equation*}
$$

However, it is readily checked that on putting $x_{n-j}=x_{n}-j h$ and using (1.38), the Newton divided difference interpolation formula (1.34) reverts to the Newton-Gregory back ward interpolation formula (1.30) for equally spaced data.

## Exercises

1.10.1. Find the quadratic polynomial $I_{2}(x)$ which interpolates the data points $(x, 1 / x)$ for $x=1.0$. $0.9,0.8$ using (i) the Newton-Gregory backward interpolation formula and (ii) the Lagrange interpolation formula.
1.10.2. Find the cubic polynomial $I_{3}(x)$ which interpolates the data points $(x, 1 / x)$ for $x=1.0,0.9,0.8,0.75$ using (i) the Lagrange interpolation formula and (ii) the result found in Exercise 1.10 .1 together with equation (1.36). You should be persuaded of the advantage of the divjded difference approach.

### 1.11 THE DIRECT PRODUCT OF MATRICES

Suppose we were dealing with a scalar differential equation $y^{\prime}=f(x, y), f: \mathbb{P} \times \mathbb{P} \rightarrow \mathbb{R}$; there arise occasions when we need to consider an $s \times s$ matrix whose elements are values of $\partial f / \partial y$. However, in this book we shall be dealing exclusively with the system of differential equations $y^{\prime}=f(x, y), f: \mathbb{R} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m} ;$ the corresponding matrices will have dimension $m s \times m s$, the scalar element $\partial f / \partial y$ being replaced by the $m \times m$ Jacobian matrix $\partial f / \partial y$. This leads to somewhat heavy notation, which tends to ubscure what is going on. A useful notation which helps overcome this problem is that of the direct product of two matrices. In this section we define the direct product and list only those properties which we shall need. A fuller treatment can be found in Lancaster (1969).

Definition Let $A=\left[a_{i j}\right]$ be an $s \times s$ matrix and let $B$ be an $m \times m$ matrix. Then the direct product of $A$ and $B$, denoted by $A \otimes B$, is an $\mathrm{ms} \times \mathrm{ms}$ matrix defmed by

$$
A \otimes B=\left[\begin{array}{ccccc}
a_{11} B & a_{12} B & \cdot & \cdot & a_{15} B \\
a_{21} B & a_{22} B & \cdot & \cdot & a_{25} B \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
; & \cdot & \cdot & \cdot & \cdot \\
a_{31} B & a_{52} B & \cdot & \cdot & a_{35} B
\end{array}\right]
$$

## Properties

(1) $(A \otimes B)(C \otimes D)^{\prime}=A C \otimes B D$, where $A$ and $C$ are $s \times s, B$ and $D$ are $m \times m$. (2) $(A \otimes B)^{-1}=A^{-1} \otimes B^{-1}$.
(3) If the cigenvalues of $A$ are $p_{i}, i=1,2, \ldots, s$, and those of $B$ are $q_{j}, j=1,2, \ldots, m$, then $A \otimes B$ has eigenvalues $p_{i} q_{j}, i=1,2, \ldots, s, j=1,2, \ldots, m$.

## Exercises

1.11.1. Prove Property (1) and deduce Property (2).
1.11.2. Verify that Property (3) holds for the case

$$
A=\left(\begin{array}{ll}
1 & 0 \\
1 & 2
\end{array}\right), \quad B=\left(\begin{array}{cc}
2 & 2 \\
-1 & 5
\end{array}\right)
$$

## 2 Introduction to Numerical Methods

### 2.1 THE ROLE OF NUMERICAL METHODS FOR initial value problems

The mathematical modelling of many problems in physics, engineering, chemistry. biology etc. gives rise to systems of.ordinary differential equations (henceforth shortened to 'systems'). Yet, the number of instances where an exact solution can be found by analytical means is very limited. Indeed the only general class of systems for which exact solutions can always be found (subject to being able to find a particular integral) consists of linear constant coefficient systems of the form

$$
\begin{equation*}
y^{\prime}=A y+F(x) \tag{2.1}
\end{equation*}
$$

where $A$ is a constant matrix. There are of course many examples of particular linear variable coefficient or nonlinear systems for which exact solutions are known, but, in general, for such systems we must resort to either an approximate or a numerical method.

In this context, by 'approximate methods' we mean techniques such as solution in series, solutions which hold only asymptotically for large $x$, etc. Sometimes the view is taken (wrongly in the author's opinion) that since powerful and well-tested numerical procedures are now commonly available; such approximate methods are obsolete. Such a view ignores the fact that approximate methods frequently (as in the case of linear variable coefficient systems) produce approximate general solutions, whereas numerical methods produce particular solutions satisfying given initial or boundary conditions: specifically, numerical methods solve initial or boundary value problems, not systems. Situations can arise where a low accuracy approximate general solution of the system is more revealing than high accuracy numerical solutions of a range of initial or boundary value problems. Further, even when the task in hand is the solution of a specific initial or boundary value problem, the system may contain a number of unspecified parameters; approximate methods can sometimes cast more light on the influence of these parameters than can repeated applications of a numerical method for ranges of the parameters, a procedure which is not only time-consuming but often hard to interpret.

Conversely, some mathematical modeliers seem loath to turn to numerical procedures, even in circumstances where they are entircly appropriate, and do so only when all else fails. Just because an approximate-or even an exact-method exists is no reason always to use it, rather than a numerical method, to produce a numerical solution. For example, calculation of the complementary function in the exact solution of the simple system (2.1) involves, as we have seen in §1.6, the computation of all of
the eigenvalues and cigenvectors of the matrix $A$; it is not difficult to construct examples where a numerical solution of an initial value problem involving (2.1) computed via the cigensystem will be considerably less accurate and efficient than one computed by an appropriate numerical method applied directly to the problem. Modern numerical methods, packaged in highly-tuned automatic algorithms are powerful and well-tested procedures which, together with other techniques, should surely find a place in the toolkit of any mathematical modeller.

### 2.2 NUMERICAL METHODS; NOMENCLATURE AND EXAMPLES

This book is concerned with numerical methods for initial value problems only. As we have seen in $\$ 1.5$, a higher-order differential equation or system of equations can always be rewritten as a first-order system, and we shall always assume that this has been done, so that the standard problem we attempt to solve numerically is

$$
\begin{equation*}
y^{\prime}=f(x, y), \quad y(a)=\eta \tag{2.2}
\end{equation*}
$$

where $y=\left[{ }^{1} y^{2} y \ldots, w^{m} y^{\prime}\right]^{\top}, f=\left[{ }^{1},{ }^{2} f, \ldots,{ }^{2} f\right]^{\top}$ and $\eta=\left[{ }^{1} \eta,{ }^{2} \eta, \ldots,{ }^{m} \eta\right]^{\top}$ are $m$-dimensional (column) vectors, and $x$ and $a$ are scalars. A solution is sought on the interval $[a, b]$ of $r$, where $t$ and $b$ are finite. It is assumed that the hypotheses of Theorem 1.1 (see § 1.4) hold, so that there exists a unique solution $y(x)$ of $(2,2)$.
All of the numerical methods we shall discuss in this book involve the idea of discretization; that is, the continuous interval $[a, b]$ of $x$ is replaced by the discrete point set $\left\{x_{n}\right\}$ ' defined by $x_{n}=a+n h, n=0,1,2, \ldots, N=(b-a) / h$. The parameter $h$ is called the steplength: for the time being (in fact for quite some time) we shall regard it as being a constant, though we remark in passing that much of the power of modern algorithms derives from their ability to change $h$ automatically as the computation proceeds. We let $y_{n}$ denote an approximation to the solution $y\left(x_{n}\right)$ of (2.2) at $x_{n}$,

$$
\begin{equation*}
y_{n} \simeq y\left(x_{n}\right) \tag{2.3}
\end{equation*}
$$

and our aim is to find a means of producing a sequence of values $\left\{y_{n}\right\}$ which approximates the solution of ( 2.2 ) on the discrete point set $\left\{x_{n}\right\}$; such a sequence constitutes a numerical solution of the problem (2.2).
A memerical method (henceforth shortened to 'method') is a difference equation involving a number of consecutive approximations $y_{n+j}, j=0,1, \ldots, k$, from which it will he possible to compute sequentially the sequence $\left\{y_{n} \mid n=0,1,2, \ldots, N\right\}$; naturally, this difference equation will also involve the function $f$. The integer $k$ is called the stepnumber of the method; if $k=1$, the method is called a one-step method, while if $k>1$, the rethod is called a multistep or $k$-step method.
An algorithm or package is a computer code which implements a method. In addition to computing the sequence $\left\{y_{n}\right\}$ it may perform other tasks, such as estimating the error in the approximation (2.3), monitoring and updating the value of the steplength $h$ and deciding which of a family of methods to employ at a particular stage in the solution.

Numerical methods can take many forms.

## Example 1

$$
y_{n+2}+y_{n+1}-2 y_{n}^{\prime}=\frac{h}{4}\left[f\left(x_{n+2}, y_{n+2}\right)+8 f\left(x_{n+1}, y_{n+1}\right)+3 f\left(x_{n}, y_{n}\right)\right] .
$$

Example 2

$$
y_{n+2}-y_{n+1}=\frac{h}{3}\left[3 f\left(x_{n+1} \cdot y_{n+1}\right)-2 f\left(x_{n}, y_{n}\right)\right]
$$

Example 3

$$
y_{n+3}+\frac{1}{4} y_{n+2}-\frac{1}{2} y_{n+1}-\frac{3}{4} y_{n}=\frac{h}{8}\left[19 f\left(x_{n+2}, y_{n+2}\right)+5 f\left(x_{n}, y_{n}\right)\right]
$$

Example 4

$$
\ddot{y}_{n+2}-y_{n}=h\left[f\left(x_{n+2}, y_{n+2}^{*}\right)+f\left(x_{n}, y_{n}\right)\right]
$$

where

$$
y_{n+2}^{*}-3 y_{n+1}+2 y_{n}=\frac{h}{2}\left[f\left(x_{n+1}, y_{n+1}\right)-3 f\left(x_{n}, y_{n}\right)\right]
$$

Example 5

$$
y_{n+1}-y_{n}=\frac{h}{4}\left(k_{1}+3 k_{3}\right)
$$

where

$$
\begin{aligned}
& k_{1}=f\left(x_{n}, y_{n}\right) \\
& k_{2}=f\left(x_{n}+\frac{1}{3} h, y_{n}+\frac{1}{3} h k_{1}\right) \\
& k_{3}=f\left(x_{n}+\frac{2}{3} h, y_{n}+\frac{2}{3} h k_{z}\right) .
\end{aligned}
$$

Example 6

$$
y_{n+1}-y_{n}=\frac{h}{2}\left(k_{1}+k_{2}\right)
$$

where

$$
\begin{aligned}
& k_{1}=f\left(x_{n}, y_{n}\right) \\
& k_{2}=f\left(x_{n}+h, y_{n}+\frac{1}{2} h k_{1}+\frac{1}{2} h k_{2}\right) .
\end{aligned}
$$

Clearly, Examples 5 and 6 are one-step methods, and on putting $y_{0}=\eta$ the sequence $\left\{y_{n}\right\}$ can be computed sequentially by setting $n=0,1,2, \ldots$ in the difference cquation. Examples 1,2 and 4, however, are 2 -step methods, and it will be necessary to provide an additional starting value $y_{1}$ before the sequence $\left\{y_{n}\right\}$ can be computed; in the case of Example 3, a 3-step method, it will be necessary to provide two additional starting values, $y_{1}$ and $y_{2}$. Finding such additional starting values presents no serious difficulty

One can always employ a separate one-step method to do this, but in practice all modern algorithms based on mulistep methods have a self-starting facility; this will be discussed in Chapter 4.
If the method is such that, given $y_{n+j}, j=0,1, \ldots, k-1$, the difference equation yields $i_{n, k}$ explicitly, it is said to be explicit; this is clearly the case for Examples 2,3,4 and 5 . If the value $y_{n+k}$ cannot be computed without solving an implicit system of equations, as is the case for Examples 1 and 6 (note that in the latter $k_{2}$ is defined implicitly) then the inethod is said to be implicit. Since the function $f$ is in general nonlinear in $y$, implicit methods involve the colution of a nonlinear system of equations at every step of the computation, and are thus going to be much more computationally costly than explicit methods. Note that in the case of explicit methods the provision of the necessary starting values essentially converts the method into an algorithm, albeit a rather rudimentary one. In contrast, an implicit method is some way from being an algorithm, since we would have to incorporate in the latter a subroutine which numerically solves the implicit system of equations at each step.
I:xamples 1,2 and 3 are examples of linear multistep methods, a class in which the difference cquation involves only linear combinations of $y_{n+j}, f\left(x_{n+j}, y_{n+j}\right), j=0,1, \ldots, k$. Fxample 4 is a predictor corrector method, in which an explicit linear multistep method (the predictor) is combined with an implicit one (the corrector): note that the resulting melhod is explicit. Fxamples 5 and 6 fall in the class of Runge-Kutta method, a class with a much more complicated structure.

All of the above examples, and indeed (almost) all of the methods covered in this book can be written in the general form

$$
\begin{equation*}
\sum_{j=0}^{k} x_{j} y_{n+i}=h \phi_{f}\left(y_{n+k}, y_{n+k-1}, \ldots, y_{n}, x_{n} ; h\right), \tag{2.4}
\end{equation*}
$$

where the subscript fon the right-hand side indicates that the dependence of $\phi$ on $y_{n+k}$, $x_{n+k}, \ldots, y_{n}, x_{n}$ is through the function $f(x, y)$. We impose two conditions on (2.4), namely

$$
\left.\begin{array}{c}
\phi_{f \equiv 0}\left(y_{n+k}, y_{n+k-1}, \ldots ; y_{n}, x_{n} ; h\right) \equiv 0,  \tag{2.5}\\
\left\|\phi_{f}\left(y_{n+k}, y_{n+k-1}, \ldots, y_{n}, x_{n}, h\right)-\phi_{f}\left(y_{n+k}^{*}, y_{n+k-1}^{*}, \ldots, y_{n}^{*}, x_{n} ; h\right)\right\| \\
\leqslant M \sum_{j=0}^{k}\left\|y_{n+j}-y_{n+j}^{*}\right\|
\end{array}\right\}
$$

where $M$ is a constant. These conditions are not at all restrictive; for all methods of the form (2.4) considered in this book, the first is satisfied, while the second is a consequence of the fact that the initial value problem (2.2) is assumed to satisfy a Lipschitz condition (Theorem 1.1 of $\$ 1.4$ ). Thus, Example 4 can be re-cast in the form

$$
y_{n+2}-y_{n}=h \phi_{f}\left(y_{n+1}, y_{n}, x_{n} ; h\right)
$$

where

$$
\phi_{f}=f\left(x_{n+2}, 3 y_{n+1}-2 y_{n}+{ }_{2}^{h} f\left(x_{n+1}, y_{n+1}\right)-\frac{3 h}{2} f\left(x_{n}, y_{n}\right)\right)+f\left(x_{n}, y_{n}\right)
$$

and it is clear that the first of the conditions (2.5) is satisficd. By repeatedly applying the Lipschitz condition

$$
\left\|f(x, y)-f\left(x, y^{*}\right)\right\| \leqslant L\left\|y-y^{*}\right\| \text {. }
$$

it is straightforward to show that

$$
\begin{aligned}
& \left\|\phi_{f}\left(y_{n+1}, y_{n}, x_{n} ; h\right)-\phi_{f}\left(y_{n+1}^{*}, y_{n}^{*}, x_{n} ; h\right)\right\| \\
& \quad \leqslant\left(3+\frac{h}{2} L\right) L\left\|y_{n+1}-y_{n+1}^{*}\right\|+\left(3+\frac{3 h}{2} L\right) L\left\|j_{n} \quad i_{n}^{*}\right\| .
\end{aligned}
$$

whence the second of (2.5) is satisfied with

$$
M=\left(3+\frac{3}{2} h L\right) L
$$

Each of the major classes of methods will be studied in detail in separate chapters later in this book, but certain fundamental properties, common to all these classes, can be developed for the general class (2.4), and this will be done in the following sections.

## Exercise

2.2.1. Show that the conditions (2.5) are satisfied for all of the six examples given in this section.

### 2.3 CONVERGENCE

Let us consider the numerical solution of the initial value problem (2.2) given by the general method (2.4) with appropriate starting values, that is the solution given by

$$
\begin{align*}
\sum_{j=0}^{k} \alpha_{j} y_{n+j} & =h \phi_{f}\left(y_{n+k}, y_{n+k-1}, \ldots, y_{n}, x_{n} ; h\right)  \tag{2.6}\\
y_{\mu} & =\eta_{\mu}(h), \mu=0,1, \ldots, k-1 .
\end{align*}
$$

In the limit as the steplength $h \rightarrow 0$, the discrete point set $\left\{x_{n} \mid x_{n}=a+n h, n=0,1, \ldots, N=\right.$ $(b-a) / h\}$ becomes the continuous interval $[a . b]$. An obvious property to require of any numerical method is that, in this limit, the numerical solution $\left\{y_{n}, n=0,1, \ldots, N=\right.$ $(b-a) / h\}$, where $\left\{y_{n}\right\}$ is defined by $(2.6)$, becomes the exact solution $y(x), x \in[a, b]$. This, in loose terms, is what is meant by convergence; the concept is straightforward, but there ai: notational difficulties to be considered.

Consider a sequence of numerical solutions given by (2.6) obtained by repeatedly halving the steplength, that is by taking $h=h_{0}, h_{1}, h_{2}, \ldots$, where $h_{i}=h_{0} / 2^{i}$, and let us temporarily adopt the notation $y_{n}\left(h_{i}\right)$ to denote the value $y_{n}$ given by (2.6) when the steplength is $h_{i}$.

Figure 2.1 typifies the sort of behaviour we envisage for a convergent method: here the solid line represents the exact solution for a component ' $y(x)$ of $y(x)$, and the points marked $\square, \diamond,+$ represent the numerical solutions $\left\{{ }^{1} y_{n}\left(h_{0}\right)\right\},\left\{y_{n}\left(h_{1}\right)\right\},\left\{y_{n}\left(h_{2}\right)\right\}$


Figure 2.1
respectively: It would be quite inappropriate to consider the convergence of the sequence $'_{n}\left(h_{0}\right)$. ' $y_{n}\left(h_{1}\right) . y_{n}\left(h_{2}\right) \ldots$ for fixed $n$; for any fixed $n$ such a sequence would clearly tend (o) the intial value $r$. What is appropriate is to consider a fixed value, say $\hat{x}=a+3 h_{0}$, of $x$ and, noting that

$$
\hat{x}=a+3 h_{0}=a+6 h_{1}=a+12 h_{2}=\ldots
$$

consider the convergence of the sequence ${ }^{\prime} y_{3}\left(h_{0}\right)$, ${ }^{t} y_{6}\left(h_{1}\right),{ }^{\prime} y_{12}\left(h_{2}\right), \ldots$ to ${ }^{\prime} y(\hat{x})$; moreover. we clearly want this to happen for all $x \in[a, b]$ and for $t=1,2, \ldots, m$. Of course, we need to consider not only the case where the steplength is repeatedly halved, hut more general sequences of steplengths tending to zero. We are thus led to the idea of a limiting process in which $h \rightarrow 0$ and $n \rightarrow \infty$ simultaneously in such a way that $x-a+n h$ remains fixed. Such a limit is denoted by

$$
\lim _{\substack{h \rightarrow 0 \\ x=a+n h}} F(h, n)
$$

and is called a fixed starion limit. It is nothing more than an ordinary limit in which we must substitute $(x-\cdots) / h$ for $n$ in $F(h, n)$ before letting $h \rightarrow 0$ (or, alternatively, substitute $(x-a)$ for $h$ in $F(h, n)$ before letting $n \rightarrow \infty)$. For example,

$$
\cdot \lim _{\substack{h \rightarrow 0 \\ x-n+n h}}(1+h)^{n}=\lim _{\substack{h \rightarrow 0 \\ x-a+n h}} \exp [n \ln (1+h)]=\lim _{h \rightarrow 0} \exp \left[\frac{x-a}{h} \ln (1+h)\right]=\exp (x-a) .
$$

Alternatively,

$$
\lim _{\substack{n \rightarrow 0 \\ x \rightarrow n+n h}} \exp [n \ln (1+h)]=\lim _{n \rightarrow \infty} \exp \left[n \ln \left(1+\frac{x-a}{n}\right)\right]=\exp (x-a) .
$$

There remain two other points to be considered before we attempt to frame a definition of convergence. Firstly, it is clear that we have to impose some restrictions on the
starting values $\eta_{\mu}(h), \mu=0,1, \ldots, k-1$; referring to Figure 2.1 again. the obvious restriction is that as $h \rightarrow 0, \eta_{\mu}(h) \rightarrow \eta, \mu=0,1, \ldots, k-1$. Secondly, if convergence is to be a property of the method, then convergence must take place for all initial value problems.

Definition The method defined by (2.6) is said to be convergent if. for all initial calue problems satisfying the hypotheses of Theorem 1.1, we have that

$$
\lim _{\substack{h \rightarrow 0 \\ x=a+h}} y_{n}=y(x)
$$

holds for all $x \in[a, b]$ and for all solutians $\left\{y_{n}\right\}$ of the difference equation in (2.6) satisfying starting conditions $y_{\mu}=\eta_{\mu}(h)$ for which $\lim \eta_{\mu}(1)=\eta, \mu=0,1, \ldots, k-1$. A method which is not convergent is said to be divergent.

An alternative equivalent definition is possible:
Alternative Definition The method defined by (2.6) is said to be convergent if, for all initial value problems satisfying the hypotheses of Theorem 1.1, we hare that

$$
\max _{0 \leqslant n \leqslant N}\left\|y\left(x_{n}\right)-y_{n}\right\| \rightarrow 0 \quad \text { as } h \rightarrow 0
$$

Note that the starting values in (2.6) as well as the solution $\left\{y_{n} \mid n=k, k+1, \ldots, N\right\}$ are thus required to converge. Although this definition is much simpler, it does not alert us to the notational difficulties that will be encountered when we attempt to use the definition in any analysis.

### 2.4 CONSISTENCY

We now turn to the question of what conditions a numerical method must satisfy if it is to be convergent? We would expect that one such condition would be that it has to be a sufficiently accurate representation of the differential system. It would be an infimitely accurate representation if the difference equation (2.4) were satisfied exactly when we replaced the numerical solution $y_{n+1}$ at $x_{n+j}$, by the cxact solution $y\left(x_{n+j}\right)$. for $j=0,1,2, \ldots, k$. We therefore take as a measure of accuracy the value of the residual $R_{n+k}$ which results on making this substitution. We thus define $R_{n+k}$ by

$$
R_{n+k}:=\sum_{j=0}^{k} \alpha_{j} y\left(x_{n+j}\right)-h \phi_{f}\left(y\left(x_{n+k}\right), y\left(x_{n+k-1}\right), \ldots, y\left(x_{n}\right), x_{n} \cdot h\right)
$$

$R_{n+k}$ is essentially the local trmation error, which we shall discuss in detail for the various classes of methods later in this book. There are, however, several variants of the definition of local truncation error; sometimes it is taken to be $R_{n+k} / h$, and sometimes it is further scaled by a constant multiplier independent of $h$.

A first thought on the appropriate level of accuracy that might be needed for convergence is that we should ask that $R_{n+k} \rightarrow 0$ as $h \rightarrow 0$. Further thought shows that this is not going to be enough. If we let $h \rightarrow 0$ in (2.7) then (assuming that $\phi_{f}$ does not
tend to as $h \rightarrow 0$, as is certainly always the case) we have that

$$
R_{n+k} \rightarrow \sum_{j=0}^{k} \alpha_{j} y\left(x_{n+j}\right)
$$

and the condition $R_{n+k} \rightarrow 0$ as $h \rightarrow 0$ can put a constraint only on the coefficients $\alpha_{j}$ it the method (2.4). It docs not constrain the function $\phi_{f}$ in any way, and we cannot believe that convergence can be obtained with arbitrary $\phi_{f}$, since that would be equivalent to choosing the function $\int$ arbitrarily; in short, the method would not even know which differential system it was dealing with. As we shall see presently, the appropriate level of accuracy is to demand that $R_{n+k} / h \rightarrow 0$ as $h \rightarrow 0$.

Definition The method (2.4) is said to be consistent if, for all ihitial value problems satisfying the hypotheses of Theorem 1.1, the residual $R_{n+k}$ defined by (2.7) satisfies

$$
\begin{equation*}
\lim _{\substack{h \rightarrow 0 \\ x=a+n h}} \frac{1}{h} R_{n+k}=0 . \tag{2.8}
\end{equation*}
$$

(The word 'consistent' is shorthand for the phrase 'consistent with the differential system'.)
We now establish the conditions which (2.4) must satisly if it is to be consistent. From Theorem 1.1 of $\$ 1.4$ we can assume the existence of $y^{\prime}(x)$ in $[a, b]$, but not necessarily that of higher derivatives. This means that, in investigating the limit (2.8), we must use the mean value theorem rather than any expansion in powers of $h$. Referring to $\S 1.3$, Case 2 , we may write

$$
y\left(x_{n+j}\right)-y\left(x_{n}\right)=j h \bar{y}^{\prime}\left(\xi_{j}\right), \quad j=0,1, \ldots, k
$$

where

$$
\bar{y}^{\prime}\left(\xi_{j}\right)=\left[{ }^{1} y^{\prime}\left(\xi_{1 j}\right),{ }^{2} y^{\prime}\left(\xi_{2 j}\right), \ldots,{ }^{m} y^{\prime}\left(\xi_{m j}\right)\right]^{\top}
$$

and $\xi_{i j} \in\left(x_{n}, x_{n+j}\right), t=1,2, \ldots, m$. It then follows from (2.7) that

$$
\begin{aligned}
{ }_{h}^{1} R_{n+k} & =\frac{1}{h} \sum_{j=0}^{k} \alpha_{j}\left[y\left(x_{n}\right)+j h y^{\prime}\left(\xi_{j}\right)\right]-\phi_{j}\left(y\left(x_{n+k}\right), y\left(x_{n+k-1}\right), \ldots, y\left(x_{n}\right), x_{n} ; h\right) \\
& ={ }_{h}^{1}\left(\sum_{j=0}^{k} \alpha_{j}\right) y\left(x_{n}\right)+\sum_{j=0}^{k} j \alpha_{j} \bar{y}^{\prime}\left(\xi_{j}\right)-\phi_{f}\left(y\left(x_{n+k}\right), y\left(x_{n+k-1}\right), \ldots, y\left(x_{n}\right), x_{n} ; h\right) .
\end{aligned}
$$

In the limit as $h \rightarrow 0, x_{n}=a+n h$,

$$
\bar{y}^{\prime}\left(\xi_{j}\right)=y^{\prime}\left(x_{n}\right), \quad j=0,1, \ldots, k
$$

and

$$
\phi_{f}\left(y\left(x_{n+k}\right), y\left(x_{n+k-1}\right), \ldots, y\left(x_{n}\right), x_{n} ; h\right)=\phi_{f}\left(y\left(x_{n}\right), y\left(x_{n}\right), \ldots, y\left(x_{n}\right), x_{n} ; 0\right)
$$

since, as $h \rightarrow 0, x_{n+j}:=x_{n}+j h \rightarrow x_{n}, j=0,1, \ldots, k$. It follows that (2.8) holds, for all initial
value problems, if

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j}=0 \tag{2.9i}
\end{equation*}
$$

and

$$
\left(\sum_{j=0}^{k} j x_{j}\right) y^{\prime}\left(x_{n}\right)=\phi_{f}\left(y\left(x_{n}\right), y\left(x_{n}\right), \ldots, y\left(x_{n}\right), x_{n} ; 0\right)
$$

whence, since $y(x)$ is a solution of the differential system $y^{\prime}=f(x, y)$

$$
\begin{equation*}
\phi_{f}\left(y\left(x_{n}\right), y\left(x_{n}\right) ; \ldots, y\left(x_{n}\right), x_{n} ; 0\right) /\left(\sum_{j=0}^{k} j x_{j}\right)=f\left(x_{n}, y\left(x_{n}\right)\right) . \tag{2.9ii}
\end{equation*}
$$

The method (2.4) is thus consistent if it satisfies the two conditions (2.9).
The role of each of these conditions can be illustrated as follows. Assume that the sequence $\left\{y_{n}\right\}$ converges, in the sense of the preceding section. to some function $z(x) \in C^{1}[a, b]$, where $z(x) \not \equiv 0$. Then

$$
y_{n+j} \rightarrow z\left(x_{n}\right) \quad \text { as } h \rightarrow 0, \quad x_{n}=a+n h, \quad j=0.1, \ldots, k
$$

and from (2.4) we obtain in the limit

$$
\left(\sum_{j=0}^{k} \alpha_{j}\right) z\left(x_{n}\right)=0
$$

whence the condition (2.9i) must hold. Thus convergence of $\left\{y_{n}^{\prime}\right\}$ to any non-trivial function, not necessarily related to the solution of the initial value problem. is enough to imply (2.9i). This is in agreement with our earlier remark that requiring that $R_{n+1} \rightarrow 0$ as $h \rightarrow 0$ cannot be enough. Now assume that (2.9i) holds. Then, since

$$
\sum_{j=0}^{k} \alpha_{j}\left(y_{n+j}-y_{n}\right)=\sum_{j=0}^{k} \alpha_{j} y_{n+j}-\left(\sum_{j=0}^{k} \alpha_{j}\right) y_{n}=\sum_{j=0}^{k} \alpha_{j} y_{n+j}
$$

we may write (2.4) in the form

$$
\begin{equation*}
\sum_{j=0}^{k} j \alpha_{j}\left(y_{n+j}-y_{n}\right) / j h=\phi_{f}\left(y_{n+k}, y_{n+k}-1, \ldots, y_{n}^{\prime}, x_{n}: h\right) \tag{2.10}
\end{equation*}
$$

In the limit as $h \rightarrow 0, x_{n}=a+n h$,

$$
\left(y_{n+j}-y_{n}\right) / j h=z^{\prime}\left(x_{n}\right)
$$

and

$$
\phi_{f}\left(y_{n+k}, y_{n+k-1}, \ldots, y_{n}, x_{n} ; h\right)=\phi_{f}\left(z\left(x_{n}\right), z\left(x_{n}\right), \ldots, z\left(x_{n}\right), x_{n} ; 0\right)
$$

so that (2.10) gives

$$
\left(\sum_{j=0}^{k} j x_{j}\right) z^{\prime}\left(x_{n}\right)=\phi_{f}\left(z\left(x_{n}\right), z\left(x_{n}\right), \ldots, z\left(x_{n}\right), x_{n} ; 0\right) .
$$

Thus, if $z(x)$ satisfies the differential system $z^{\prime}=f(x, z)$, then the second of the consistency ,
conditions (2.9ii) is satisfied. We have thus shown that if $\left\{y_{n}\right\}$ converges to any non-trivial function then $(29 i)$ is satisfied, and if that function is a solution of the given differentia system, then (2.9ii) is satisfied

Note that if the method (2.4) satisfies (2.9i) but, instead of satisfying (2.9ii) it satisfies

$$
\phi_{f}\left(y\left(x_{n}\right), y\left(x_{n}\right) \ldots, y\left(x_{n}\right), x_{n}: 0\right) /\left(\sum_{j=0}^{k} j x_{j}\right)=\mathrm{K} f\left(x_{n}, y\left(x_{n}\right)\right)
$$

where K is a constant, then it will attempt to solve the initial value problem for the differential system $y^{\prime}=\mathrm{K} f(x, y)$.

It is appropriate at this stage to introduce the first charateristic polynomial $\rho$ asseciated with the genemal method (2.4), defined by

$$
\begin{equation*}
\rho(\zeta):=\sum_{j=0}^{k} x_{j} \xi^{j}, \tag{2.11}
\end{equation*}
$$

where $\zeta \in \mathbb{C}$ is a dummy variable. It is then possible to write the necessary and sufficient conditions (2.9) for the method (2.4) to be consistent in the following alternative form:

$$
\begin{gather*}
\rho(1)=0  \tag{2.12i}\\
\phi_{f}\left(y\left(x_{n}\right), y\left(x_{n}\right), \ldots, y\left(x_{n}\right), x_{n} ; 0\right) / \rho^{\prime}(1)=f\left(x_{n}, y\left(x_{n}\right)\right) \tag{2.12ii}
\end{gather*}
$$

We conclude this section by applying the conditions (2.12) to each of the Examples 16 of $\$ 2.2$. It is casily seen that (2.12i) is satisfied for all six examples, and it is straghtforward to sec that (2.12ii) holds for Examples 1 and 3. For Example 2 , $\rho(r)=r^{2}-r$, whence $\rho^{\prime}(1)=1$ and

$$
\phi_{f}\left(y\left(x_{n}\right), y\left(x_{n}\right), \ldots, y\left(x_{n}\right), x_{n} ; 0\right) / \rho^{\prime}(1)=\frac{1}{3} f\left(x_{n}, y\left(x_{n}\right)\right)
$$

and the method is inconsistent: if it is applied to the initial value problem (2.2) it will attempt to solve instead the problem $y^{\prime}=\frac{1}{3} f(x, y), y(a)=\eta$. For Example 4, $p(r)=r^{2}-1, p^{\prime}(1)=2$ and
$\phi_{f}\left(y_{n+1}, y_{n}, x_{n} ; h\right)=f\left(x_{n+2}, 3 y_{n+1}-2 y_{n}+\frac{h}{2} f\left(x_{n+1}, y_{n+1}\right)-\frac{3 h}{2} f\left(x_{n}, y_{n}\right)\right)+f\left(x_{n}, y_{n}\right)$,
whence

$$
\phi_{f}\left(y\left(x_{n}\right), y\left(x_{n}\right), x_{n} ; 0\right)=2 f\left(x_{n}, y\left(x_{n}\right)\right)
$$

and $(2.12 \mathrm{ii})$ is clearly satisfied. For Examples 5 and 6 , it is clear that when $h=0$ and $y_{n}$ is replaced by $y\left(x_{n}\right)$, each of the $k_{i}$ reduces to $f\left(x_{n}, y\left(x_{n}\right)\right)$, and $(2.12 i i)$ is satisfied. Thus, all of the Examples except Example 2 are consistent.

## Exercises

2.4.1. Apply the method

$$
y_{n+2}-y_{n+1}=\frac{h}{12}\left[4 f\left(x_{n+2}, y_{n+2}\right)+8 f\left(x_{n+1}, y_{n+1}\right)-f\left(x_{n}, y_{n}\right)\right]
$$

to the scalar initial value problem $y^{\prime}=x, y(0)=0$ to get a one-step difference equation, of the form $y_{n+2}-y_{n+1}=\varphi(n, h)$. By trying a particular solution of the form $y_{n}=A n^{2}+B n$, find the exact solution of this diflerence equation satisfying the initial condition $y_{1}=\frac{1}{2} h^{2}$ (which coincides with the exact solution of the problem at $x=h$ ). Hence show that as $h \rightarrow 0, n \rightarrow x, x=h /$, the sequence $\left\{y_{n}\right\}$ so obtained does converge, but not to the solution of the initial value problem. Why is this?
2.4.2. Use the method of Exercise 2.4.1 to compute numerical solutions of the scalar initial value problem $y^{\prime}=4 x y^{1 / 2}, y(0)=1$ for $0 \leqslant x \leqslant 2$, using the steplengths $h=0.1$. 0.05 and 0.025 . Compare the results with the exact solution $y(x)=\left(1+x^{2}\right)^{2}$ and deduce that the numerical solutions are not converging to the exact solution as $h \rightarrow 0$.

### 2.5 ZERO-¿TABILITY

Although, as we have seen in the preceding section, convergence implies consistency, the converse is not true. It can happen that the difference system produced by applying a numerical method to a given initial value problem suffers an in-built instability which persists even in the limit as $h \rightarrow 0$ and prevents convergence. Various forms of stability will be discussed later in this book; the form to be considered here is called zero-stahility, since it is concerned with the stability of the difference system in the limit as $/ 1$ tends to zèro.
We start by considering a stability property of the initial value problem (2.2). Suppose that in the problem (2.2) we perturb both the function $f$ and the initial value $\eta$ and ask how sensitive the solution is to such perturbations. The perturbation $(\delta(x), \delta)$ and the perturbed solution $z(x)$ are defined by the perturbed initial value problem

$$
z^{\prime}=f(x, z)+\delta(x), \quad z(a)=\eta+\delta, \quad x \in[a, b]
$$

Definition (Hahn, 1967; Stetter, 1971) Let $(\delta(x), \delta)$ and $\left(\delta^{*}(x), \delta^{*}\right)$ be any wo perturbations of (2.2) and let $z(x)$ and $z^{*}(x)$ be the resulting perturbed solutions. Then if there exists a positive constant $S$ such that, for all $x \in[a, b]$,

$$
\begin{equation*}
\left\|z(x)-z^{*}(x)\right\| \leqslant S_{c} \tag{2.13}
\end{equation*}
$$

whenever

$$
\left\|\delta(x)-\delta^{*}(x)\right\| \leqslant \varepsilon \quad \text { and } \quad\left\|\delta-\delta^{*}\right\| \leqslant \varepsilon
$$

then the initial value problem (2,2) is said to be totally stable.
To ask that an initial value problem be totally stable (or, equivalently, properly-posed) is not asking for much; note that $S$ can be as large as we please as long as it is a (finite) constant. Indeed, it is straightforward to show that the hypotheses of Theorem 1.1 of §1.4 are sufficient for the initial value problem (2.2) to be totally stable (see, for example. Gear (1971a)).
Any numerical method applied to (2.2) will introduce errors due to discretization and round-off, and these could be interpreted as'being equivalent to perturbing the problem: if (2.13) is not satisfied, then no numerical method has any hope of producing an acceptable solution. The same will be true if the difference equation produced by the method is itself over-sensitive to perturbations. We therefore consider the effects of perturbations of the function $\phi_{f}$ and the starting values $\eta_{\mu}(/)$ in (2.6). The perturbation
$i_{n}, n=0,1, \ldots . N ;$ and the perturbed solution $\left\{z_{n}, n=0,1, \ldots, N\right\}$ of (2.6) are defined by the perturbed difference system

$$
\left.\begin{array}{rl}
\sum_{i=1}^{k} x_{j} z_{n, j} & =h\left[\phi_{f}\left(z_{n+k}, z_{n+k-1}, \ldots, z_{n}, x_{n}: h\right)+\delta_{n+k}\right]  \tag{2.14}\\
z_{\mu} & =\eta_{\mu}(h)+\delta_{\mu}, \quad \mu=0,1, \ldots, k-1
\end{array}\right\}
$$

Definition Let $\left\{S_{m}, n=0,1, \ldots, N\right\}$ and $\left\{\delta_{n}^{*}, n=0,1, \ldots, N\right\}$ be any two perturbations of 12.0), and let $\left\{z_{n}, n=0,1 \ldots, N\right\}$ and $\left\{z_{*}^{*}, n=0,1, \ldots, N\right\}$ be the resulting perturbed solutions. Then if there exist constants $S$ and $h_{0}$ such that, for all $h \in\left(0, h_{0}\right]$,

$$
\text { whenecer } \left.\quad \begin{array}{lc}
\left\|z_{n}-z_{n}^{*}\right\| \leqslant S \varepsilon, & 0 \leqslant n \leqslant N \\
\left\|\delta_{n}-\delta_{n}^{*}\right\| \leqslant \delta, & 0 \leqslant n \leqslant N, \tag{2.15}
\end{array}\right\}
$$

we say that the method (2.4) is zero-stable.
Several comments can be made about this definition:
(a) 7ero-stability requires that (2.15) holds for all $h \in\left(0, h_{0}\right]$; it is therefore concerned with what happens in the limit as $h \rightarrow 0$.
(b) Zero-stability is a property of the method, not of the system. Our assumption that (2.2) satisfies a Lipschitz condition ensures that the problem is totally stable and therefore insensitive to perturbations; zero-stability is simply a requirement that the difference system which the method generates be likewise insensitive to perturbations. It is equivalent to saying that the difference system is properly posed.
(c) A very practical interpretation can be put on the definition. No computer can calculate to infinite precision, so that inevitably round-off errors arise whenever $\phi_{f}$ is computed; in (2.14), $\left\{\delta_{n}, n=k, k+1, \ldots, N\right\}$ could be interpreted as these round-off errors. Likewise, the starting values cannot always be represented on the computer to infinite precision, and $\left\{\delta_{n}, n=0,1, \ldots, k-1\right\}$ could be interpreted as round-off errors in the starting values. If $(2.15)$ is not satisfied, then the solutions of the difference system generated by the method, using two different rounding procedures - for example, using two different computers-could result in two numerical solutions of the same difference system being infinitely far apart, no matter how fine the precision. In other words, if the method is zero-unstable, then the sequence $\left\{y_{n}\right\}$ is essentially uncomputable.

Before stating the necessary and sufficient conditions for the method (2.4) to be zero-stable, let us consider an example. We shall consider the solution of the scalar initial value problem

$$
y^{\prime}=-y, \quad y(0)=1,
$$

whose exact solution is $y(x)=\exp (-x)$, by the consistent implicit two-step method

$$
y_{n+2}-(1+\alpha) y_{n+1}+\alpha y_{n}=\frac{1}{2} h\left[f\left(x_{n+2}, y_{n+2}\right)+(1-\alpha) f\left(x_{n+1}, y_{n+1}\right)-\alpha f\left(x_{n}, y_{n}\right)\right]
$$

(where $\alpha$ is a free parameter) satisfying the initial conditions

$$
y_{0}=1, \quad y_{1}^{\prime}=1 .
$$

On substituting $-y$ for $f(x, y)$ in (2.16) we obtain the difference equation

$$
(1+h / 2) y_{n+2}-[1+\alpha-(1-\alpha) h / 2] y_{n+1}+\alpha(1-h / 2) y_{n}=0, \quad y_{0}=y_{1}=1 .
$$

We consider the simple perturbation in which $\delta_{n}=\delta$, a constant, for $n=0,1, \ldots, N$. The perturbed difference equation is thus

$$
\begin{gather*}
(1+h / 2) z_{n+2}-\left[1+\alpha-(1-\alpha) i_{1} / 2\right] z_{n+1}+\alpha\left(i-i_{1} / 2\right) z_{n}=i_{1} \ddot{\partial}  \tag{2.17}\\
z_{0}=1+\delta, \quad z_{1}=1+\delta . \tag{2.18}
\end{gather*}
$$

Following $\S 1.7$, the characteristic polynomial of $(2.17)$ is

$$
(1+h / 2) r^{2}-[1+\alpha-(1-\alpha) h / 2] r+\alpha(1-h / 2)
$$

with roots $\alpha$ and $(1-h / 2) /(1+h / 2)$. A particular solution is found to be $\delta /(1-\alpha)$ if $\alpha \neq 1$ and $n \delta$ if $\alpha=1$. Thus the general solution of (2.17) can be written in the form

$$
z_{n}=P \alpha^{n}+Q[(1-h / 2) /(1+h / 2)]^{n}+ \begin{cases}\delta /(1-\alpha) & \text { if } \alpha \neq 1  \tag{2.19}\\ n \delta & \text { if } \alpha=1\end{cases}
$$

where $P$ and $Q$ are arbitrary constants.
Case $\alpha \neq 1$ After some manipulation, we find that the solution of (2.17) satisfying the starting conditions (2.18) is

$$
z_{n}=\frac{1}{C}\left[A(\delta) \alpha^{n}+B(\delta)\left(\frac{1-h / 2}{1+h / 2}\right)^{n}\right]+\frac{\delta}{1-\alpha}
$$

where

$$
\begin{align*}
A(\delta) & =h[\alpha \delta /(1-\alpha)-1]  \tag{2.20}\\
B(\delta) & =(1-\alpha-\alpha \delta)(1+h / 2) \\
C & =1-\alpha-h(1+\alpha) / 2
\end{align*}
$$

If we replace the constant perturbation $\delta$ by another constath perturbation $\delta^{*}$, then the resulting perturbed solution $\left\{z_{n}^{*}\right\}$ is obviously given by (2.20) with is replaced by $\delta^{*}$. On subtracting we obtain

$$
z_{n}-z_{n}^{*}=\left\{\frac{1}{C}\left[\frac{h \alpha}{1-\alpha} \alpha^{n}-(1+h / 2) \alpha\binom{1-h / 2}{1+h / 2}^{n}\right]+\begin{array}{c}
1 \\
1-\alpha
\end{array}\right\}\left(\delta-\delta^{*}\right) .
$$

Now, for all $h \in\left(0, h_{0}\right], \alpha \in[-1,1)$,

$$
\left|h \alpha^{n+1} /(1-\alpha)\right| \leqslant h_{0} /(1-\alpha), \quad|(1+h / 2) \alpha| \leqslant 1+h_{0} / 2,\left|\begin{array}{l}
1-h / 2 \\
1+h / 2
\end{array}\right|<1
$$

and

$$
\left|\frac{t}{C}\right| \leqslant \frac{1}{\left|1-\alpha-h_{0}(1+\alpha) / 2\right|}
$$

provided that we choose $h_{0}$ such that $0<h_{0}<2(1-\alpha) /(1+\alpha)$. It follows that (2.15) holds with

$$
S=\frac{h_{0}(1-x)+1+h_{0} / 2}{\left|1-x-h_{0}(1+\alpha) / 2\right|}+1 /(1-\alpha) .
$$

This will not be the case, however, if $|\alpha|>1$. Consider the term han on the right -hand side of (2.21). Since

$$
\lim _{\substack{n \rightarrow 0 \\ n \cdots n h}} h x^{n}=x \lim _{n \rightarrow x} \alpha^{n} / n=\infty
$$

this term becomes unhomided as $h \rightarrow 0$, and (2.15) cannot hold.

Case $x=1$ Using (2.19), the solution of (2.17) satisfying the starting conditions (2.18) turns out to be

$$
\begin{equation*}
z_{n}=1+\frac{h-2}{2 h} \delta+\frac{h+2}{2 h} \delta\binom{1-h / 2}{1+h / 2}^{n}+n \delta \tag{2.22}
\end{equation*}
$$

and on replacing $z_{n}$ by $z_{n}^{*}, \delta$ by $\delta^{*}$, and subtracting, we obtain

$$
z_{n} \quad z_{n}^{*}=\left[\begin{array}{c}
h \cdots 2 \\
2 h
\end{array} \begin{array}{c}
h+2 \\
2 h
\end{array}\binom{1-h / 2}{1+h / 2}^{n}+n\right]\left(\delta-\delta^{*}\right) .
$$

As $h \rightarrow 0$. $n h=x$. the $t \mathrm{crm}$ within the square bracket becomes unbounded, and (2.15) cannot hold

Thus. for this example, the condition (2.15) is satisfied if and only if $-1 \leqslant \alpha<1$.
It is easily checked that the method used above is consistent, and we can see as follow What we have convergence if $-1 \leqslant x<1$, but divergence otherwise (thus demonstrating that consistency is not sufficient for convergence). Let $h \rightarrow 0, n h=x$ and $\delta \rightarrow 0$ in (2.20), noting that the latter ensures that the conditions $y_{\mu} \rightarrow \eta$ as $h \rightarrow 0, \mu=0, \ldots, k-1$ appearing in the definition of convergence, are satisfied. Then

$$
B(\delta) / C \rightarrow 1, \quad A(\delta) x^{n} / C \rightarrow \begin{cases}0 & \text { if }-1 \leqslant \alpha<1 \\ \infty & \text { if }|\alpha|>1\end{cases}
$$

and therefore

$$
z_{n} \rightarrow \begin{cases}\binom{1-h / 2}{1+h / 2}^{n} & \text { if }-1 \leqslant \alpha<1 \\ \alpha & \text { if }|\alpha|>1\end{cases}
$$

On comparing expansions in powers of $h$, it is easily seen that

$$
\begin{aligned}
& 1-h / 2 \\
& 1+h / 2
\end{aligned}=\exp (-h)+0\left(h^{3}\right)
$$

whence $z_{n} \rightarrow \exp (-n h)=\exp (-x)$, the exact solution of the initial value problem. We
thus have convergence if $-1 \leqslant \alpha<1$, and divergence if $|x|>1$. On applying the same limiting process to (2.22), it is easy to establish that divergence also occurs when $\alpha=1$

The above example shows that zero-stability is concerned with the roots of the characteristic polynomial of the difference equation (2.17). Of course, had we applied the method to a nonlinear problem, then the resulting difference equation would have been nonlinear and there would have been no such thing as a characteristic polynomial Nevertheless, for general problems, as $h \rightarrow 0$, the method (2.4) tends to the linear constant coefficient difference system

$$
\sum_{j=0}^{k} \alpha_{j} y_{n+i}=0
$$

whose characteristic polynomial is $\rho(\zeta)$, the first characteristic polynomial of the method defined by $(2.11)$; it is no surprise that it is the location of the roots of $\rho(\bar{i})$ that controls the zero-stability of the method.

Let the roots of $\rho(\zeta)$ be $\zeta_{i}, i=1,2, \ldots, k$. If we assume the method is consistent, then by ( 2.12 i ), one of the rots must be +1 . We call this root principal root, and always abel it $\zeta_{1}(=+1)$. The remaining roots $\zeta_{i}, i=2,3, \ldots k$, are the spurious roots, and arise because we choose to represent a first-order differential system by a $k$ th-order difference system. Obviously, for a one-step method there are no spurious roots. (Note that in our example, it is the root $(1-h / 2) /(1+h / 2)$ of the characteristic polynomial of $(2.17)$ which produces an approximation to the desired solution, and it is this root which tends to the principal root of $\rho$ as $h \rightarrow 0$; the other root tends to the spurious root $\alpha$ of $\rho$ (it so happens that it coincides with $\alpha$ ) and this is the root which has the capability of invoking zero-instability.) It turns out that zero-stability is ensured if the roots of $\rho$ satisfy the following condition:

Definition The method (2.4) is said to satisfy the root condition if all of the tots of the first characteristic polynomial have modulus less than or equal to unity and those of modulus unity are simple.

The roots of a polynomial being complex, an alternative statement of the root condition is that all of the roots of the first characteristic polynomial must lie in or on the unit circle, and there must be no multiple roots on the unit circle. Note that all consistent one-step methods satisfy the root condition. Example 1 of $\$ 2.2$ clearly fails to satisfy the root condition, since $\rho$ has a spurious root at -2 ; the remaining five Examples all satisfy the root condition.

Theorem 2.1 The necessary and sufficient condition for the method given by (2.4) and (2.5) to be zero-stable is that it satisfies the root condition.

For a proof of this theorem, see, for example, Isacson and Keller (1966). We note that our example corroborates this result, since both roots 1 and $x$ of $p$ lie in or on the unit circle when $-1 \leqslant \alpha<1$, there is a root outside the circle when $|x|>1$, and there is a multiple root on the circle when $\alpha=1$.
Some authors ( (or example, Lambert (1973)) adopt the following alternative definition of zero-stability:

Ahernatire Definition The method (2.4) is said to be zero-stable if it satisfies the root condition.
In vicw of Theorem 2.1 the two definitions are clearly equivalent, but there are two disadvantages in adopting the alternative form. Firstly, it does not have the flavour of a stability defintion in the way that our first definition has. Secondly, it does not draw allention to the fact that ecro-stability, being nothing more than a requirement that the difference system be properly posed, is a minimal demand.

We are now in a position to state the necessary and sufficient conditions for convergence.

Therorent 2.2 The necessary and sufficiont conditions for the method (2.4) to be convergent are that it be both comsistem and zero-stable.

Theorem 2.2 is the fundamental theorem of this subject. It was first proved for linear multistep methods by Dahlquist (1956) -sce also Henrici (1962). A proof for the class (2.4) can be found in lsatacson and Keller (1966). Proofs for yet wider classes of methods can be found in Gear (1965), Butcher (1966), Spijker (1966), Chartres and Stepleman (1972) and Maikela. Nevamlima and Sipila (1974).

## Exercises

2.5.1. Find the range of $x$ for which the method

$$
y_{n+2}+(x-1) y_{n+1}-x y_{n}=\frac{h}{4}\left[(x+3) f\left(x_{n+2}, y_{n+2}\right)+(3 \alpha+1) f\left(x_{n}, y_{n}\right)\right]
$$

is zero-stable. Apply the method, with $x=-1$ to the scalar initial value problem $y^{\prime}=y, y(0)=1$, and solve exactly the resulting difference equation, taking the starting values to be $y_{0}=y_{1}=1$. Hence show that the numerical solution diverges as $h \rightarrow 0, n \rightarrow \infty$.
2.5.2. Guades method is given by

$$
y_{n+4}-\frac{8}{19}\left(y_{n+3}-y_{n+1}\right)-y_{n}=\frac{6 h}{19}\left(f_{n+4}+4 f_{n+3}+4 f_{n+1}+f_{n}\right)
$$

where $\int_{n+j}=f\left(x_{n+j}, y_{n+j}\right), j=0,1, \ldots, 4$. Show that the method is convergent.
2.5.3. A method is given by

$$
\begin{aligned}
& y_{n+2}=\hat{y}_{n+2}-6 x\left(y_{n+1}-y_{n}\right)+\alpha h\left(f_{n+2}-4 f_{n+3 / 2}+7 f_{n+1}+2 f_{n}\right) \\
& \hat{y}_{n+2}=2 y_{n+1}-y_{n}+\frac{h}{3}\left(4 f_{n+3 / 2}-3 f_{n+1}-f_{n}\right)
\end{aligned}
$$

where $f_{n+1}=f\left(x_{n+j}, y_{n+j}\right), j=0,1,2, f_{n+3 / 2}=f\left(x_{n+3 / 2}, y_{n+3 / 2}\right)$ and $y_{n+3 / 2}$ is given by a formula of the form

$$
y_{n+3 / 2}+\tilde{x}_{1} y_{n+1}+\tilde{x}_{0} y_{n}=h\left(\tilde{\beta}_{1} f_{n+1}+\tilde{\beta}_{0} f_{n}\right)
$$

Show that the method satisfics the conditions (2.5) of $\$ 2.2$ and is consistent. Find the range of $\alpha$ for which it is zero-stable.

$$
\left.y_{n+2}-(1+x) y_{n+1}+x y_{n}=\frac{h}{2}\left[(3-x) f\left(x_{n+1}, y_{n+1}\right)-11+x\right) f\left(x_{n}, y_{n}\right)\right]
$$

with (i) $\alpha=0$, (ii) $x=-5$ to compute numerical solutions of the scalar initial value problem
$y^{\prime}=4 x y^{1 / 2}, y(0)=1$ for $0 \leqslant x \leqslant 2$ using the steplengths $h=0.1,005,0025$. $y^{\prime}=4 x y^{1 / 2}, y(0)=1$ for $0 \leqslant x \leqslant 2$, using the steplengths $h=0.1,0.05,0.025$.
$2.5 . \mathbf{5}^{\star}$. The family of methods $(2.16)$ is a sub-family of the two-parameter fanily of methods

$$
\begin{equation*}
y_{n+2}-(1+\alpha) y_{n+1}+\alpha y_{n}=h\left[(1+\beta) f_{n+2}-(\alpha+\beta+\alpha \beta) f_{n}, 1+\alpha \beta f_{n}\right] . \tag{1}
\end{equation*}
$$

where $f_{n+j}=f\left(x_{n+j}, y_{n+1}\right), j=0,1,2$. The family (1) is a useful one for illustrative purposes since it has the property that when it is applied to the scalar initial value problem $y=r y(0)=1$ the resulting difference equation can be solved exactly. Show that this solution, with starting values $y_{0}=\eta_{0}\left[=\eta_{0}(h)\right], y_{1}=\eta_{1}\left[=\eta_{1}(h)\right]$ is

$$
y_{n}=\left[A \alpha^{n}+\binom{1-\beta h}{1-(1+\beta) h}^{n}\right] / C .
$$

where

$$
A=(-1+\beta h) \eta_{0}+[1-(1+\beta) h] \eta_{1}, \quad B=[1-(1+\beta) h]\left(x \eta_{1}-\eta_{1}\right) . \quad C=x-1-(x-\beta+x \beta) h .
$$

Show further that

$$
\left(\frac{1-\beta h}{1-(1+\beta) h}\right)^{n}=\left\{\begin{array}{ll}
\exp \left(x_{n}\right)\left[1+\left(\frac{1}{2}+\beta\right) x_{n} h+0\left(h^{2}\right)\right] & \text { if } \beta \neq-\frac{1}{2} \\
\exp \left(x_{n}\right)\left[1+\frac{1}{12} x_{n} h^{2}+o\left(h^{3}\right)\right], & \text { if } \beta=-\frac{1}{2}
\end{array}\right\} .
$$

(Hint: Consider the expansion of the logarithm of the left side.) We assume that the starting values satisfy

$$
\begin{equation*}
\lim _{t \rightarrow 0} \eta_{i}(h)=1, \quad i=0,1 . \tag{2}
\end{equation*}
$$

(i) Demonstrate that when $|x|<1$ the method converges, for all starting values satisfying (2).
(ii) Demonstrate that when $|\alpha|>1$ the method diverges for general starting values satisfying (2). but that it converges for the specific starting values $\eta_{0}=1 . \eta_{1}(h)=(1-\beta h) /[1-(1+\beta) h]$ (which satisfy (2)). Why would we not be able to demonstrate this numerically? Try doing so.
(iii) Demonstrate that when $\alpha=1$, there exist some starting values satisfying (2) for which the method converges, and some for which it diverges (sometimes in the sense that $\left\{y_{n}\right\}$ converges to the wrong solution, and sometimes in the sense that $y_{n} \rightarrow \infty$ as $h \rightarrow 0, n \rightarrow \infty$ ).

### 2.6 THE SYNTAX OF A STABILITY DEFINITION

Zero-stability is not the only form of stability pertinent to the numerical solution of initial value problems, and several other stability definitions will appear later in this book. In this section we shall discuss a general framework for such definitions and introduce a 'syntax diagram', which the reader may (or may not) find helpful.

A stability definition can be broken down into the following components:

1. We impose certâin conditions $C_{p}$ on the problem (2.2) which force the exact solu: .$y(x), x \in[a, b]$, to display a certain stability property.

- We apply the method (2.4) to the problem, assumed to satisfy $C_{p}$

3. We ask what conditions $C_{m}$ must be imposed on the method in order that the numerical solution $\left\{y_{n}, n=0,1, \ldots, N\right\}$ displays a stability property analogous to that displayed by the exact solution.
This 'syntax' can be represented by the diagram below.


The syntax diagram for zero-stability can therefore be written as shown below.


The syntax diagram is not a replacement for a stability definition; thus in the above example, it is still necessary to refer to the formal definitions of total slability and ero-stability. It is more a device for putting stability concepts into context. In the general syntax diagram (2.23), the rightmost lower box normally defines the stability property of the method, and the box to its left defines the conditions for that property Io hold, but it can also be the case that the middle box defines the stability property in which case the rightmost box is interpreted as a consequence of the property. Thus, if we adopt the alternative definition of zero-stability given in $\S 2.5$, the syntax diagram now appropriate to convergence rather than zero-stability-becomes as shown below.


Again, we find the allernative definition of zero-stability less satisfactory than the first definition.

In certain circumstances (which will arise in Chapter 7), it will be appropriate to replace 'problem' by 'system' in the top line of the syntax diagram.

### 2.7 SOME NUMERICAL EXPERIMENTS

The experiments described in this section consist of applying cach of the six Examples of methods given in $\$ 2.2$ to the same initial value problem, using a range of steplengths. The purpose is two-fold: firstly to demonstrate the effects of the propertics defined in the preceding sections, and secondly to persuade the reader that it is by no means guaranteed that a convergent method will always produce acceptable numerical solutions.

The initial value problem to be solved is

$$
y^{\prime}=f(x, y) . \quad y(0)=1, \quad x \in[0,1]
$$

where

$$
\begin{equation*}
y=[u, n]^{\top} \text {. } \tag{2.24}
\end{equation*}
$$

and

$$
f(x, y)=[0, v(0-1) / u]^{\top}, \quad \eta=[1 / 2,-3]^{\top} .
$$

It is easily checked that (2.24) satisfies the hypotheses of Theorem 1.1 and is therefore totally stable. The unique exact solution is'

$$
u(x)=[1+3 \exp (-8 x)] / 8, \quad r(x)=-3 \exp (-8 x)
$$

and we note that the solution decays in the sense that both $\mid$ m(x)| and $|r(x)|$ decrease monotonically as $x$ increases from 0 to 1 . When additional starting values are needed these are taken to coincide with the exact solution. It is impracticable to reproduce the numerical solution at every discretization point, and we present only tables of the error $E_{n}$ defined by

$$
E_{n}:=\left\|y\left(x_{n}\right)-y_{n}\right\|_{2}
$$

at intervals of 0.2 of $x$, for a range of values of $h$.

## Example 1

$$
y_{n+2}+y_{n+1}-2 y_{n}=\frac{h}{4}\left[f\left(x_{n+2}, y_{n+2}\right)+8 f\left(x_{n+1}, y_{n+1}\right)+3 f\left(x_{n}, y_{n}\right)\right]
$$

This method is consistent but zero-unstable and therefore divergent. See Table 2.1 for numerical results.

Table 2.1

| $x$ | $h=0.1$ | $h=0.05$ | $h=0.025$ | $h=0.0125$ |
| :--- | :---: | :--- | :--- | :--- |
| 0.2 | 0.02653 | 0.00823 | 0.00898 | 0.15405 |
| 0.4 | 0.13504 | 0.20852 | 4.0807 | 18.27 .3 |
| 0.6 | 0.90251 | 5.8904 | 1877.3 | $2.2 \times 10^{11}$ |
| 0.8 | 6.1568 | 166.69 | 863679 | 0.1 |
| 1.0 | 42.040 | 47169 | $4.0 \times 10^{11}$ |  |

O/F indicates overflow.

The divergence is clear. For each fixed $h$, the error increases rapidly as $x$ increases. For $r=0.2$ the error initially decreases as $h$ decreases, but soon starts to increase; for all other fixed values of $x$, the error increases as $h$ decreases.

Example 2

$$
y_{n+2}-y_{n+1}=h_{3}^{h}\left[3 f\left(x_{n+1}, y_{n+1}\right)-2 f\left(x_{n}, y_{n}\right)\right]
$$

ibis method is zero-stabic but inconsistent and therefore divergent. See Table 2.2 for numerical results.

| Table 2.2 |  |  |  |  |
| :--- | :---: | :---: | :--- | :--- |
| $x$ | $h=0.1$ | $h=0.01$ | $h=0.001$ | $h=0.0001$ |
| 0.2 | 1.2737 | 1.1104 | 1.1576 | 1.1627 |
| 0.4 | 1.1019 | 0.90784 | 0.91616 | 0.91715 |
| 0.6 | 0.79501 | 0.59294 | 0.58618 | 0.58559 |
| 0.8 | 0.55384 | 0.36517 | 0.35422 | 0.35318 |
| 1.0 | 0.38425 | 0.22080 | 0.21018 | 0.20917 |

Divergence due to zero-instability led to an explosion of error in Example 1. Here divergence is caused by inconsistency, and leads to no such explosion, but manifests itself in a persistent error which refuses to decay to zero as $h$ is reduced (even to the excessively small value of $10^{-4}$ ); indeed, for $x=0.2,0.4$, the error eventually increases slowly as $h$ is decreased. The sequence $\left\{y_{n}\right\}$ is converging as $h \rightarrow 0$, but not to the solution of (2.24). This is exactly what we would expect, since the method satisfies the first of the consistency conditions (2.12) but not the second. Following the discussion towards the end of $\$ 2.4$, we would expect it to attempt to solve a different initial value problem, namely

$$
z^{\prime}=f(x, z), \quad z(0)=\eta, \quad x \in[0,1]
$$

where

$$
z=[\tilde{u}, \tilde{v}]^{\top},
$$

and

$$
f(x, z)=\frac{1}{3}[\tilde{0}, \tilde{\tilde{n}}(\tilde{v}-1) / \tilde{u}]^{\top}, \quad \eta=\left[\frac{1}{2},-3\right]^{\top},
$$

whose exact solution is

$$
z(x)=[(1+3 \exp (-8 x / 3)) / 8,-3 \exp (-8 x / 3)]^{\top}
$$

The errors $E_{n}^{*}$, where $E_{n}^{*}:=\left\|z\left(x_{n}\right)-z_{n}\right\|_{2}$ are given in Table 2.3.
One is persuaded that the method is indeed attempting to solve the above initial value problem.

Table 2.3

| $x$ | $h=0.1$ | $h=0.01$ | $h=0.001$ | $h=0.0001$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.2 | 0.30195 | 0.03613 | 0.000777 | 0.00038 |
| 0.4 | 0.39651 | 0.04390 | 0.00444 | 0.00044 |
| 0.6 | 0.38950 | 0.03937 | 0.00391 | 0.00039 |
| 0.8 | 0.33972 | 0.03125 | 0.00306 | 0.00031 |
| 1.0 | 0.27775 | 0.02322 | 0.00225 | 0.00022 |

## Example 3

$$
y_{n+3}+\frac{1}{4} y_{n+2}-\frac{1}{2} y_{n+r}-\frac{3}{4} y_{n}=\frac{h}{8}\left[19 f\left(x_{n+2}, y_{n+2}\right)+5 f\left(x_{n}, y_{n}\right)\right] .
$$

This method is consistent and zero-stable and therefore convergent. See Table 2.4 for numerical results.

| Table 2.4 |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $x$ | $h=0.1$ | $h=0.05$ | $h=0.025$ | $h=0.0125$ |
| 0.2 | - | 0.00837 | $9.3 \times 10^{4}$ | $1.1 \times 10^{4}$ |
| 0.4 | 0.25776 | 0.04105 | $2.4 \times 10^{4}$ | $4.5 \times 10^{4}$ |
| 0.6 | 1.4975 | 0.11969 | $1.6 \times 10^{4}$ | $1.4 \times 10^{-5}$ |
| 0.8 | 8.0876 | 0.33012 | $2.1 \times 10^{-5}$ | $3.8 \times 10^{-6}$ |
| 1.0 | 43.507 | 0.90507 | $6.8 \times 10^{-6}$ | $9.6 \times 10^{7}$ |

The last two columns demonstrate that the method does indeed converge. However. there appears' to exist some value $h^{*}$ of $h$ between 0.025 and 0.05 , such that for fixed $h>h^{*}$, the error increases as $x$ increases, while for fixed $h<h^{*}$. the error decreases as $x$ increases. We shall examine this phenomenon in detail later in this book, bit for the moment we note that for $h>h^{*}$ the numerical solution generated by the method is not acceptable. Thus convergent methods do not always give acceptable answers; one has to choose $h$ to be sufficiently small.

## Example 4

where

$$
y_{n+2}-y_{n}=h\left[\int\left(x_{n+2}, y_{n+2}^{*}\right)+f\left(x_{n}, y_{n}\right)\right]
$$

$$
y_{n+2}^{*}-3 y_{n+1}+2 y_{n}=\frac{h}{2}\left[f\left(x_{n+1}, y_{n+1}\right)-3 f\left(x_{n}, y_{n}\right)\right] .
$$

This method is consistent and tero-stable and therefore convergent. See Table 2.5 for numerical results.

| Table 2.5 |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $x$ | $h=0.1$ | $h=0.01$ | $h=0.001$ | $h=0.0001$ |
| 0.2 | 0.896 .42 | 0.00665 | $2.7 \times 10^{-9}$ | $1.7 \times 10^{-7}$ |
| 0.4 | 3.9745 | 0.08924 | $1.5 \times 10^{-4}$ | $4.7 \times 10^{-6}$ |
| 0.6 | 22.955 | 1.7131 | $3.4 \times 10^{-3}$ | $1.2 \times 10^{-4}$ |
| 0.8 | 1.35 .02 | 33.193 | 0.08209 | $2.9 \times 10^{-3}$ |
| 10 | 794.75 | 643.23 | 1.9633 | 0.07147 |
| 1.2 |  |  |  | 1.7489 |
| 1.4 |  |  |  | 42.794 |

The results here are somewhat unexpected, and appear to be demonstrating divergence rather than convergence. However, on comparing them with those for the divergent Fxample I, a significant difference emerges. In Example I, as $h$ is decreased, the value of $x$ at which the numerical solution parts company with the exact solution-to put it in hroad terms moves closer to the initial point $x=0$; in Example 4, it moves further awaf from the initial point. (lo the case of $h=0.0001$ we have extended the interval of integration to show this.) If we were to keep on reducing $h$, the same pattern would emerge: the numerical solution would be a reasonable approximation to the exact solution for longer and longer intervals of $x$, but would always blow up for sufficiently large $x$. Thus, in the limit as $h \rightarrow 0$, the point at which the numerical solution detaches , itself from the exact solution tends to infinity, and so the method is convergent; for I:xample I. that point tends to the initial point, and the method is divergent. Thus, this example provides a salutary lesson there exist convergent methods which, no matter how small the steplength, will produce numerical solutions which will blow up for sufficiently long intervals of integration.

## Example 5

$$
y_{n+1}-y_{n}=\frac{\stackrel{h}{4}}{4}\left(k_{1}+3 k_{3}\right)
$$

where

$$
\begin{aligned}
& k_{1}=f\left(x_{n}, y_{n}\right) \\
& k_{2}=f\left(x_{n}+\frac{1}{3} h, y_{n}+\frac{1}{3} h k_{1}\right) \\
& k_{3}=f\left(x_{n}+\frac{2}{3} h, y_{n}+\frac{2}{3} h k_{2}\right) .
\end{aligned}
$$

This method is consistent and zero-stable and therefore convergent. See Table 2.6 for numerical results.

The comments made on Example 3 apply equally to this example, except that the vatue of $h^{*}$ is considerably larger, lying between 0.2 and 0.4 . We conclude that the maximum value of $h$ which gives a solution which does not blow-up depends on the method (and presumably on the problem too).

Example 6

$$
y_{n+1}-y_{n}=\frac{h}{2}\left(k_{1}+k_{2}\right)
$$

where

$$
\begin{aligned}
& k_{1}=f\left(x_{n}, y_{n}\right) \\
& k_{2}=f\left(x_{n}+h, y_{n}+\frac{1}{2} h k_{1}+\frac{1}{2} h k_{2}\right) .
\end{aligned}
$$

This method is consistent and zero-stable and therefore convergent. Sce Tabic 2.7 for numerical results.

Table 2.7

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $x$ | $h=0.8$ | $h=0.4$ | $h=0.2$ | $h=0.1$ |
| 0.2 | - | - | 0.27448 | 0.05509 |
| 0.4 | - | 0.82093 | 0.08591 | 0.02124 |
| 0.6 | - | - | 0.02073 | 0.00615 |
| 0.8 | 1.5887 | 0.15598 | .0 .00456 | 0.00158 |
| 1.0 | - | - | 0.00096 | 0.00038 |
| 1.6 | 0.82953 | 0.00857 | 0.00001 | 0 |
| 2.4 | 0.43452 | 0.00046 |  |  |

Convergence is again det onstrated. This time, the errors decay as $x$ increases for all the values of $h$ used; indeed this would be the case no matter how large $h$.

The above examples were chosen to demonstrate various stability phenomena which will be studied in detail later in this book; in particular they illustrate that zero-stability is not the only form of stability that will have to be considered. Such stability phenomena are not related to any particular class of methods, and it would therefore be quite wrong to draw any conclusion, on the basis of these'results, about which class of methods performs best.

## 3 Linear Multistep Methods

### 3.1 NOTATION AND NOMENCLATURE

In $\S 2.2$, we mentioned the class of linear multistep methods, in which the function $\phi_{f}\left(y_{n+k}, y_{n+k-1}, \ldots, y_{n}, x_{n} ; h\right)$ defined by (2.4) takes the form of a lincar combination of the values of the function $f$ evaluated at $\left(x_{n+j}, y_{n+j}\right), j=0.1 \ldots \ldots$. Using the shortened notation

$$
f_{n+j}:=f\left(x_{n+j}, y_{n+j}\right), \quad j=0,1, \ldots, k
$$

we define a linear multistep method or linear $k$-step methed in standard form by

$$
\sum_{j=0}^{k} \alpha_{j} \dot{y}_{n+j}=h \sum_{j=0}^{k} \beta_{j} f_{n+j}
$$

where $\alpha_{j}$ and $\beta_{j}$ are constants subject to the conditions

$$
\begin{equation*}
\alpha_{1}=1, \quad\left|\alpha_{0}\right|+\left|\beta_{0}\right| \neq 0 . \tag{3.2}
\end{equation*}
$$

The first of these conditions removes, in a convenient manner, the arbitrariness that arises from the fact that we could multiply both sides of ( 3,1 ) by the same constant without altering the method. (Other means of removing this arbitratiness are of course possible; thus some authors divide both sides of (3.1) by $\sum_{i=0}^{k} \beta_{j, 1}$ ) The second condition prevents both $\alpha_{0}$ and $\beta_{0}$ being zero, and thus precludes methods such as

$$
y_{n+2}-y_{n+1}=h f_{n+1},
$$

which is essentially a 1 -step and not a 2 -step method, and is in practice indistinguishable from the 1 -step method

$$
\begin{equation*}
y_{n+1}-y_{n}=h_{n} f_{n} . \tag{3.3}
\end{equation*}
$$

Method (3.3) is Euler's Rule, the simplest of all numerical methods.
There is an alternative notation for linear multistep methods. In (2.11) we introduced the first characteristic polynomial $\rho$ associated with the general method (2.4)., , being the polynomial of degree $k$ whose cocflicients are $\alpha_{j}$. In the case of lincar multistep methods it is natural to define a similar polynomial whose coefficients are $\beta_{j}$. We thus define the first and second characteristic polynomials of (3.1) by

$$
\rho(\zeta):=\sum_{j=0}^{k} \alpha_{j}^{j}, \quad \sigma(\zeta):=\sum_{j=0}^{k} \beta_{j} \xi^{j},
$$

where $\zeta \in \mathbb{C}$ is a dumny variable. Using the notation of $\$ 1.2$, the lincar multistep method
W. . can now be writlen in the form

$$
\begin{equation*}
\rho(E) y_{n}=h \sigma(E) f_{n} \tag{3.5}
\end{equation*}
$$

where $l$ is the forward shift operator. The conditions (3.2) imply that $\rho$ is a monic polynomial of degree $h$ and that $f$ and $\sigma$ do not have a common factor $\zeta$. Both notations have advantages, and we shall use whichever is the more convenient for the analysis in hand.

The method (3.1) is clearly explicit if $\beta_{k}=0$, and implicit if $\beta_{k} \neq 0$. Equivalently, we can say that $(3.5)$ is implicit if $\sigma$ has degree $k$ and explicit if it has degree less than $k$. For an explicit method, the sequence $\left\{y_{n}\right\}$ can be computed directly, provided the necessary additional starting values have been obtained, whereas for an implicit method it is necessary to solve at each step the nonlinear (in general) system of equations

$$
\begin{equation*}
y_{n+k}=h / \beta_{k} /\left(x_{n+k} \cdot y_{n+k}\right)+g, \tag{3.6}
\end{equation*}
$$

where $g$ is a known function of previously computed values of $y_{n+j}$. By Theorem 1.2 of $\$ 1 . K$. this system of equations possesses a unique solution for $y_{n+k}$, which can be approached arbitrarily closely by the iteration
provided that $0 \leqslant M<1$, where $M$ is the Lipschite constant with respect to $y_{n+k}$ of the right-hand side of (3.6). If the lipschitz constant of $f$ with respect to $y$ is $L$, then we can take $M$ to have the value $h\left|B_{k}\right| L$ and the iteration (3.7) converges to the unique solution of (3.6) provided

$$
\begin{equation*}
h<1 /\left(\left|\beta_{k}\right| L\right) \tag{3.8}
\end{equation*}
$$

Except in the case of stiff systems, which will be studied later in this book, condition $(3,8)$ does not present any problems: we find that considerations of accuracy impose restrictions on the steplength $h$ which are far more severe than (3.8). (The situation is very different for stiff systems, for which $L \gg 1$ and the restriction imposed by (3.8) is so severe that an altermative to the iteration (3.7) must be sought.)

Within the general ctass (3.1) of linear multistep methods, there are several well-known suh-ctasses. The sub-class of methods of Adams type are characterized by

$$
\rho(\zeta)=\zeta^{k}-\zeta^{k}-1
$$

Since the spurious roots of $p$ are all situated at the origin of the complex plane, methods of Adams Iype are clearly zero-stable for all values of $k$. Methods of Adams type which have the maximum possible accuracy are known as Adams methods; if they are explicit they are known as Adams Bushtordimethods, and if implicit as Adams-Moulton methods. The I-step Adams Bashforth method is Euler's Rule (3.3), while the 1 -step AdamsMenilton method is the Trapezoidal Rule,

$$
\begin{equation*}
y_{n+1}-y_{n}=\frac{h}{2}\left(f_{n+1}+f_{n}\right) \tag{3.9}
\end{equation*}
$$

Adams methods are among the oldest of linear multistep methods, dating back to the nincteenth century, nevertheless, as we shall see later, they continue to play a key role
in efficient modern algorithms. Other sub-classes are characterized by

$$
\rho(\zeta)=\zeta^{k}-\zeta^{k-2}
$$

and are clearly also zero-stable for all $k$. Explicit members of this sub-class are known as Nyström methods, and implicit members as Generalized Milne-Simpson methods. A well-known example of a Nyström method is the Mid-point Rule

$$
\begin{equation*}
y_{n+2}-y_{n}=2 h f_{n+1} \tag{3.10}
\end{equation*}
$$

and of a Generalized Milne-Simpson method is Simpson's Rule

$$
\begin{equation*}
y_{n+2}-y_{n}=\frac{1}{3}\left(f_{n+2}+4 f_{n+1}+f_{n}\right) \tag{3.11}
\end{equation*}
$$

A sub-class that is important in dealing with stiffness consists of the Backward Differentiation Formulae or BDF, which are implicit methods with $\sigma(\underline{c})=\beta_{h}{ }^{\text {ch}}$ : as we shall see later, they are zero-stable only for a restricted range of $k$

Finally, we observe that although the method (3.1) is linear. in the sense that it equates linear combinations of $y_{n+j}$ and of $f_{n+j}$, the resulting difference system for $\left\{\begin{array}{l}1\end{array}\right\}$ is (in general) nonlinear, since $f$ is (in general) a nonlincar function of $y$. The analytical study of nonlinear difference systems is much harder than that of the corresponding nonlinear differential systems, and since the major motivation for contemplating numerical methods in the first place is our inability to get very far with the latter study: we cannot be optimistic about our chances of obtaining powerful amalitical results about the solution of the difference system. Thus, numerical methods involve a trade-off: the price we pay for being able to compute a numerical solution is increased difficulty in analysing that solution.

### 3.2 THE ASSOCIATED DIFFERENCE OPERATOR; ORDER AND ERROR CONSTANT

In $\$ 2.4$ we introduced the idea of using the residual. defined by (2.7), as a measure of the accuracy of a method. To be a little more precise, by forming a Taylor expamsion about some suitable value of $x$, we could express the residual as a power serics in $h$ : the power of $h$ in the first non-vanishing term is then an indication of accuracy. For example, let us carry out this procedure for Euler's Rule (3.3) and the Trapezoidal Rule (3.9), taking $x_{n}$ as the origin of the expansions. Using the fact that $y^{\prime}=f(x, y)$ we obtain

$$
R_{n+1}=y\left(x_{n+1}\right)-y\left(x_{n}\right)-h y^{\prime}\left(x_{n}\right)=\frac{h^{2}}{2} y^{(2)}\left(x_{n}\right)+0\left(h^{3}\right)
$$

and

$$
R_{n+1}=y\left(x_{n+1}\right)-y\left(x_{n}\right)-\frac{h}{2}\left[y^{\prime}\left(x_{n+1}\right)+y^{\prime}\left(x_{n}\right)\right]=-\frac{h^{3}}{12} y^{(3)}\left(x_{n}\right)+0\left(h^{4}\right)
$$

respectively, from which we conclude that the Trapezoidal Rule is the more accurate by one power of $h$.

However, there are some difficulties with this approach. Firstly, Theorem 1.1 of $\$ 1.4$ implies only that $y(x) \in C^{-1}[a, b]$, so that the higher derivatives of $y(x)$ used in the Taylor expansions may not exist Secondly, it is not immediately clear whether, if we use a different origin for the Taylor expansions, the leading term in the expansion of the residual will have the same power of $h$ and the same numerical coefficient.

The first difficulty is casily overcome. Once we have substituted $y^{\prime}\left(x_{n+j}\right)$ for $f\left(x_{n}, y\left(x_{n}, 1\right)\right.$ in the expression defining the residual, subsequent manipulations involving Taylor expansions make no further use of the fact that $y(x)$ is the exact solution of the initial value problem. The same result would be obtained if we replaced $y(x)$ and $y^{\prime}(x)$ in (3.12) by $z(x)$ and $z^{\prime}(x)$ respectively, where $z(x)$ is an arbitrary difierentiabie function. In other words, the important thing in (3.12) is the difference operation that takes place, not the particular function operated on.

Definition The linear difference operator $\mathscr{L}$ associated with the limear multistep method (3.1) is defined by

$$
\begin{equation*}
Y^{\prime}[z(x) ; h]:=\sum_{j=0}^{k}\left[x_{j} z(x+j h)-h / \beta_{j} z^{\prime}(x+j h)\right] \tag{3.13}
\end{equation*}
$$

Where $z(x) \in C^{\prime}[a, b]$ is an arbitrary function.
We now choose the function $z(x)$ to be differentiable as often as we need, expand $z(x+j h)$ and $z^{\prime}(x+j h)$ about $x$, and collect terms in (3.13) to obtain

$$
\begin{equation*}
\mathscr{I}[z(x): h]=C_{0} z(x)+C_{1} h z^{(1)}(x)+\cdots+C_{q} h^{q} z^{(q)}(x)+\cdots \tag{3.14}
\end{equation*}
$$

where the $C_{4}$ are constants.
Definition The linear multiverp method (3.1) and the associated difference operator $\mathscr{L}^{\text {1 }}$ defined by (3.13) are said to be of order $p$ if, in (3.14), $C_{0}=C_{1}=\cdots=C_{n}=0, C_{n+1} \neq 0$.

The following formulae for the constants $C_{q}$ are easily established:

$$
\begin{align*}
& C_{0}=\sum_{j=0}^{k} x_{j} \equiv \rho(1) \\
& C_{1}=\sum_{j=0}^{k}\left(j x_{j}-\beta_{j}\right) \equiv \rho^{\prime}(1)-\sigma(1)  \tag{3.15}\\
& C_{4}=\sum_{j=0}^{k}\left[{ }_{q!}^{1} j^{q} x_{j}-\frac{1}{(q-1)!} j^{q-1} \beta_{j}\right] \quad q=2,3, \ldots
\end{align*}
$$

The definition of order will be useless unless we can satisfy ourselves that we get the same result if we choose to expand about a different origin: this is the second difficulty referred to above. Suppose we expand $z(x+j h)$ and $z^{\prime}(x+j h)$ about $x+$ th rather than about $x$, where $t$ need not necessarily be an integer. In place of (3.14) we obtain

$$
\begin{equation*}
\mathscr{S}[z(x) ; h]=D_{0} z(x+t h)+D_{1} h z^{(1)}(x+t h)+\cdots+D_{q} h^{q} z^{(q)}(x+t h)+\cdots \tag{3.16}
\end{equation*}
$$

The functions $z^{(q)}(x+t h), q=0,1,2, \ldots$ (where $\left.z^{(0)}(x) \equiv z(x)\right)$ can now each be Taylor expanded about $x$, thus:

$$
z^{(q)}(x+t h)=z^{(q)}(x)+t h z^{(q+1)}(x)+\cdots+\frac{t^{5} / h^{5}}{s!} z^{(q+5)}(x)+\cdots \quad q=0.1 .2 \ldots
$$

Substituting these expansions into (3.16) yields an expression identical in form with the right-hand side of (3.14). Equating the result term by term with (3.14) yields,

$$
\begin{aligned}
& C_{0}=D_{0} \\
& C_{1}=D_{1}+1 D_{0} \\
& C_{2}=D_{2}+1 D_{1}+\frac{t^{2}}{2!} D_{0} \\
& \vdots \\
& C_{p}=D_{p}+1 D_{p-1}+\cdots+{ }_{p!}^{p} D_{0} \\
& C_{p+1}=D_{p+1}+t D_{p}+\cdots+\frac{t^{p+1}}{(p+1)!} D_{0} \\
& C_{p+2}=D_{p+2}+1 D_{p+1}+\cdots+\frac{t^{p+2}}{(p+2)!} D_{0} .
\end{aligned}
$$

It follows that $C_{q}=0, q=0,1, \ldots, p$, if and only if $D_{q}=0, q=0,1, \ldots, p$. Thus we could equally define the method and the associated difference operator to have order $p$ if the first $p+1$ coeflicients in the expansion (3.16) vanish, and this definition is independent of $t$; that is, the definition of order given above is indeed independent of the origin of the Taylor expansions.

Moreover, if $C_{q}=0, q=0,1, \ldots, p, C_{p+1} \neq 0$, then

$$
D_{n+1}=C_{n+1}, \quad D_{n+2}=C_{n+2}+1 C_{n+1} .
$$

etc. Thus the first non-vanishing coefficient in the expansion (3.16) is independent of $t$. but subsequent coefficients do depend on $t$. Clearly, the first non-vanishing coefficient, $C_{p+1}$, is the only one to have any significance.

Definition A linear multistep method of order $p$ is said to hate error constant $C_{n+1}$, giten by (3.15).

We can obviously use the formulae (3.15) to establish the order and error constant of any given linear multistep method; but we can also use them to construct linear multistep methods of given structure. For example, consider the two-parameter family of linear two-step methods given by

$$
\begin{equation*}
y_{n+2}-(1+\alpha) y_{n+1}+\alpha y_{n}=h\left[(1+\beta) f_{n+2}-(\alpha+\beta+\alpha \beta) f_{n+1}+\alpha \beta f_{n}\right] \tag{3.17}
\end{equation*}
$$

where $x(\neq 0)$ and $/ \beta$ are free paramcters ( $\sec$ Exercise $2.5 .5^{\star}$ o[ $\$ 2.5$ ). Using (3.15) we have

$$
\begin{aligned}
& C_{1}=1-(1+\alpha)+x=0 \\
& C_{1}=2 \quad(1+x)[1+\beta-(x+\beta+\alpha \beta)+\alpha \beta]=0 \\
& C_{2}=\frac{1}{2}[4-(1+x)]-[2(1+\beta)-(x+\beta+\alpha \beta)]=(\alpha-1)\left(\beta+\frac{1}{2}\right) \\
& C_{1}=\frac{1}{1}[8-(1+\alpha)]-\frac{1}{2}[4(1+\beta)-(\alpha+\beta+\alpha \beta)]= \begin{cases}-\left(\beta+\frac{1}{2}\right) & \text { if } \alpha=1 \\
\frac{1}{12}(\alpha-1) & \text { if } \beta=-\frac{1}{2}\end{cases} \\
& C_{4}=\frac{1}{2}[16 \cdot(1+x)]-\frac{1}{4}[8(1+\beta)-(\alpha+\beta+\alpha \beta)]=-\frac{1}{12} \quad \text { if } \alpha=1, \beta=-\frac{1}{2} .
\end{aligned}
$$

## llence.

$$
\begin{aligned}
& \text { if } x \neq 1, \beta \neq \quad \frac{1}{2} \text {, order } p=1 \text {, error constant } C_{2}=(\alpha-1)\left(\beta+\frac{1}{2}\right) \\
& \text { if } x \neq 1, \beta=\frac{1}{2} \text {, order } p=2 \text {, crror constant } C_{3}=\frac{1}{1}(\alpha-1) \\
& \text { if } x=1, \beta \neq-\frac{1}{2} \text {, order } p=2 \text {, error constant } C_{3}=-\left(\beta+\frac{1}{2}\right) \\
& \text { if } x=1, \beta=-\frac{1}{2} \text {, order } p=3 \text {, error constant } C_{4}=-1 \frac{1}{i} \text {. }
\end{aligned}
$$

(Note, however. What the method is zero-unstable for $\alpha=1$.)
Alhough the abose approach is the standard one for deriving linear multistep methods. il can happen that for methods with large stepnumber it is casier to abandon Fommata (3.15), and perform the Taylor expansions ab intio about some point other than $x$. it the hope of ntilizing symmetry: see Fxereise 3.2.2.
I matly. we wherve that (2.7). Which defines the residual $R_{n}$, for the general class


$$
R_{n+k}=\mathscr{Y}\left[y\left(x_{n}\right) ; h\right]
$$

where $f(x)$ is the exact solution of the intial value problem. It follows from (3. P4) and the discussion in $\$ 24$, that a linear multistep method is consistent if it has order $p \geqslant 1$. It then follows from (.3.15) that for a consistent linear multistep method, we have

$$
\sum_{j=0}^{k} x_{j}=0, \quad \sum_{j=0}^{k} j x_{j}=\sum_{j=0}^{k} \beta_{j}
$$

or, equivalently

$$
\rho(1)=0, \quad \rho^{\prime}(1)=\sigma(1)
$$

Note that if $\sigma(1)-0$, we would have $\mu(1)=\rho^{\prime}(1)=0 ; \rho$ would then have a double root al +1 and the method would fail to satisfy the root condition. Thus, for all consistent ero-stable lincar multistep methods, $\sigma(1) \neq 0$. (This is why some authors normalize linear multistep methods by dividing through by $\sigma(1)$; see $\$ 3.1$.)

## Exercises

32.1. Construct a one-parameter family of implicit linear two-step methods of greatesi possible order, and find the order and error constant. For which values of the parameter is the method comergent?
3.2.2. Find the order and error constant of Quade's method, given in Exercise 2.5.2. What is the most efficient point about which to take Taylor expansions?
3.2.3. Let $\mathscr{P}$ be the linear difference operator associated with a linear multistep method. Shou that the method has order $p$ if and only if

$$
\mathscr{P}\left[x^{r}: h\right] \not \equiv 0, r=0,1 \ldots, r^{\prime} \text { and } \mathscr{P}\left[x^{r+1}: h\right] \not \equiv 0 .
$$

and the error constant $C_{p+1}$ satisfies

$$
h^{p+1}(p+1)!C_{n+1}=\mathscr{I}^{\prime}\left[x^{n} \cdot 1: h\right] .
$$

3.2.4. A linear multistep method is defined by its Mirst and second characteristic polynomials $m$ ä) $\sigma(\zeta)$. Sequences of polynomials $\left\{\rho_{j}(\zeta) \mid j=1,2, \ldots\right\},\left\{\sigma_{j}(\zeta) \mid j=1.2 \ldots\right\}$ are consiructed as follows:

$$
\begin{aligned}
\rho_{1}(\zeta) & =p(\zeta) & \sigma_{1}(\zeta) & \left.=\sigma_{( }^{\prime}\right) \\
\rho_{1}, 1(\zeta) & =\zeta_{j}^{\prime}(\zeta) . & \sigma_{j}, 1(\zeta) & =\zeta \sigma_{j}^{\prime}(\zeta), \quad j=1,2 \ldots \ldots
\end{aligned}
$$

Prove that the lincar multistep method has order $p$ if and only if

$$
\rho_{1}(1)=0, \quad \rho_{j+1}(1)=j \sigma_{j}(1), \quad j=1,2 \ldots p \text { and } \rho_{p+2}(1) \neq\left(p+1 \mid \sigma_{p, 1}(1)\right.
$$

Use this result to verify your answer to Exercise 3.2 .2
3.2.5*. A hybrid method is an extension of a linear multistep method which motves f(w, it
 separate formula; but that need not concern us here.) An explicit dern-stable 2-step method of this type has the form

$$
\begin{equation*}
y_{n: 2}-(1+\alpha) y_{n+1}+\alpha y_{n}=h\left(\beta_{1} f_{n+1}+\beta_{1} f_{n}+\beta_{r} f_{n}, \quad \mid \cdot \gamma \cdot 1\right. \tag{111}
\end{equation*}
$$

The associated lincar difference operator, the order and the eroor comstanm can be defined in obvious extensions of the corresponding definitions for a linear multistep method
(i) Show that for any $x$ satisfying $-1<x<1$ there exists a value of $r$ for which the method (1) has order 4, and find the relation between $r$ and $x$ which must then hold. Why do we exctude the case $\alpha=-1$ ?
(ii) Show that there exists a unique value for $r$ and for $x$ such that the method (1) has order 5
3.2.6*. There exists in the literature a family of one-step methods for the numerical solution of our standard problem; these methods are applicable to the general system. but we shall assume here (in order to keep things simple) that the problem is scalar. The methods are given by

$$
\left\{\begin{align*}
y_{n+1} & =y_{n}+h f_{n}+c^{\top} r_{n}+K h\left(f_{n+1}-f_{n}\right) \\
h \hat{f}_{n} & =h f_{n}+\phi^{\top} r_{n}  \tag{1}\\
v_{n+1} & =U v_{n}+h\left(f_{n+1}-\hat{f}_{n}\right) c
\end{align*}\right\}
$$

where $f_{n}=f\left(x_{n}, y_{n}\right), U$ is an $r \times r$ upper triangular matrix, $\mathcal{K}$ is a scalar and $\epsilon^{\prime}, v_{n}, \phi, c \in \mathbb{R}^{\prime}$. The vectors $e$ and $\phi$ are given by

$$
c=[1,1, \ldots, 1]^{\top}, \quad \phi=[2,3, \ldots, r+1]^{i} .
$$

and $K, c$ and $U$ are all constant and can be regarded as the parameters of the family It is assumed that starting values $y_{0}$ and $v_{0}$ are available.
(i) By considering the linear combination $\sum_{j, n}^{r} y_{j} y_{n+1+1}$, with a suitable choice of coeflicients $i, j=0.1 \ldots$. show that the method $(1)$ is equivalent to a linear multistep method (LMM) with stepnumber +1 . and show how the coeflicients in the equivalent LMM can be calculated in terms of the parameters apparing in (1). [Hims: First find $v_{n+1}$, in terms of $v_{n}, c, f_{n}$, $f_{n}, \ldots \ldots t_{n}$, and the matrix $M=U-\subset \phi^{\top}$. The Cayley-Hamilton theorem might come in handy
(ii) Illutrate your answer to (i) by finding the LMM equivalent to (1) in the case when

$$
,-2, \quad U=\left[\begin{array}{ll}
1 & 3 \\
0 & 1
\end{array}\right], \quad c=\left[\begin{array}{l}
3 \\
4 \\
1 \\
6
\end{array}\right] \quad K \text { free. }
$$

Hence find the order of the one-parameter family of methods defined by (1) and (2). Find also the values of $k$ for which (i) the method has maximum order, and (ii) the equivalent LMM is a 2 -step method: identify the equivalent LMMs in both (i) and (ii).
(iii) lising the results of (i). find, in terms of the eigenvalues of the matrix $M=U-c \phi^{\top}$, the condition for the gencral method (1) to be zero-stable for all values of $K$.

### 3.3 THE LINK WITH POLYNOMIAL INTERPOLATION

linear multistep methods are closely linked with the process of polynomial interpolation. Two distinct such links can be established, the first involving interpolation of the $f$ values. the second involving that of the $y$ values. We shall illustrate by using both approaches to derive Simpson's Rule (3.11).

The method we seek thus has the form

$$
\begin{equation*}
y_{n+2}-y_{n}=h_{1}\left(\beta_{2} f_{n+2}+\beta_{1} f_{n+1}+\beta_{0} f_{n}\right) . \tag{3.18}
\end{equation*}
$$

Stanting from the identity

$$
\begin{equation*}
y\left(x_{n+2}\right)-y\left(x_{n}\right) \equiv \int_{x_{n}}^{x_{n}+2} y^{\prime}(x) \mathrm{d} x \tag{3.19}
\end{equation*}
$$

we replace $y^{\prime}(x)$ by $f(x, y(x))$ and, having an eye to the data we wish to involve on the right hand side of (3.18). approximate $f$ by the unique vector interpolant of degree 2 in $x$ passing through the threc points $\left(x_{n+2}, f_{n+2}\right),\left(x_{n+1}, f_{n+1}\right),\left(x_{n}, f_{n}\right)$ in $\mathbb{R}^{m+1}$. Referring 10. \$1.10, the appropriate interpolant is given by the Newton-Gregory backward imerpolation formula

$$
\begin{equation*}
I_{2}(x)=I_{2}\left(x_{n+2}+r h\right)=P_{2}(r)=\left[1+r \nabla+\frac{1}{2} r(r+1) \nabla^{2}\right] f_{n+2} \tag{3.20}
\end{equation*}
$$

enabling us to approximate the right-hand side of (3.19) by

$$
\int_{x_{n}}^{x, 2} l_{2}(x) \mathrm{d} x=\int_{-2}^{0}\left[f_{n+2}+r \nabla f_{n+2}+\frac{1}{2} r(r+1) \nabla^{2} f_{n+2}\right] h \mathrm{~d} r .
$$

On evaluating the definite integral and expanding $\nabla f_{n+2}$ and $\nabla^{2} \int_{n+2}$ in terms of
$f_{n+2}, f_{n+1}, f_{n}$, (3.19) yields

$$
\begin{equation*}
y\left(x_{n+2}\right)-y\left(x_{n}\right) \approx \frac{h}{3}\left(f_{n+2}+4 f_{n+1}+f_{n}\right) . \tag{3.21}
\end{equation*}
$$

We can now define $y_{n+2}$ and $y_{n}$ to be approximations to $y\left(x_{n+2}\right)$ and $y\left(x_{n}\right)$ respectively. such that the approximate equality in (3.21) becomes an exact equality, thus obtaining Simpson's Rule.

The reader will have noted that the above derivation of Simpson's Rule is virtually identical with that of Simpson's Rule for quadrature, that is, for the numerical approximation of the definite integral $\int_{x_{n}=1}^{2 x} f(x) \mathrm{dx}$; indeed all Newion Cotes quadrature formulae can be interpreted as linear multistep methods. However, there is an important distinction in the way in which quadrature rules and linear multistep methods are applied. If Simpson's Rule is used to evaluate the definite integral $\int_{-1}^{x_{n}^{\prime \prime}} f(x) d x$, then it is successively applied, to the sub-intervals $\left[x_{0}, x_{2}\right],\left[x_{2}, x_{4}\right],\left[x_{4}, x_{6}\right\}$, etc., which subintervals do not overlap; the ecror in integration over the whole interval is simply the sum of the errors over cach sub-interval. In contrast, if Simpson's Rule is used to integrate an initial value problem, then it is successively applied to the sub-intervals $\left[x_{0}, x_{2}\right]$. $\left[x_{1}, x_{3}\right],\left[x_{2}, x_{4}\right]$, etc., which sub-intervals do overlap. The accumulation of error is now much more complicated, and it should not be totally unexpected that Simpson's Rule, an excellent method for quadrature, turns out (as we stall see later) to be a bad method for integrating initial value problems.
The above procedure can be used to derive only lincar multistep methods for which $\rho(\zeta)=\zeta^{k}-\zeta^{k-4}$ for some integer $q, 0 \leqslant q<k$. Note that this class contains more than the linear multistep equivalents of the standard Newton Cotes quadrature formulac. For example, the 2 -step Adams-Moulton method could be derived by replacing (3.19) by

$$
y\left(x_{n+2}\right)-y\left(x_{n+1}\right) \equiv \int_{x_{n+1}}^{x_{n}+2} y^{\prime}(x) \mathrm{d} x
$$

but retaining the approximation (3.20) for $f$. Likewise, the 2-step Adams Bashforth method could be derived by reducing the degree of the interpolant $P$ to one and avoiding the involvement of $\int_{n+2}$

The second approach is somewhat more direct, in that it interpolates the data $\left(x_{n}, y_{n}\right)$ rather than $\left(x_{n}, f_{n}\right)$, but in a Hermite or osculatory sense; this means that the interpolant is required not only to take prescribed values at the interpolation points, but to have prescribed slopes at such points as well. Over the span $\left[x_{n}, x_{n+2}\right]$ of the method, let $I(x)$ be such a Hermite interpolant (with vector coefficients). That is, we require I( $x$ ) to satisfy

$$
I\left(x_{n+j}\right)=y_{n+j}, \quad I^{\prime}\left(x_{n+j}\right)=f_{n+j}, \quad j=0,1,2
$$

There are six (vector) conditions in all; if we allowed $I(x)$ to have six free (vector) parameters, then all that would happen would be that, the six conditions would specify $I(x)$ uniquely. Instead, we choose $I(x)$ to have five free parameters, use any five of the six conditions to specify $I(x)$, and substitute the result in the sixth condition; in other words, we find the eliminant of the live free parameters between the six conditions. Choosing $I(x)$ to be a polynomial, then in order to achieve five free vector parameters,
we must choose the degree to be four, that is choose

$$
\begin{equation*}
I(x)=x^{4} a+x^{3} b+x^{2} c+x d+e \tag{3.22}
\end{equation*}
$$

where a,b.c.d.e are $m$-dimensional vector parameters. A straightforward calculation dows that the eliminant is indecd Simpson's Rule. Note that if the solution of the initial value problem happens to be a polynomial of degree $\leqslant 4$, then $I(x)$ and $y(x)$ become identical, and Simpson's Rule would be exact. This is consistent with the readily cstablished fact that Simpson's Rule has order 4 , and cror constant $-\frac{1}{90}$, so that the difference operator associated with Simpson's Rule expands to give

$$
f^{\prime}[z(x) ; h]=-\frac{1}{90} h^{5} z^{(5)}+\cdots
$$

If $=\mathrm{f} \boldsymbol{\mathrm { O }}$ ) is replaced hy $\mathrm{f}(x)$ a polynomial of degree $\leqslant 4$, then clearly $y^{\prime q}(x)=0$ for all $y \geq 5$ so that $\gamma[|x|: h=0$, implying that the method is exact.

The link between linear multistep methods and polynomial interpolation is a revealing whe. We can anticipate that linear multistep methods will perform badly in situations where polynomial interpolation would perform badly-a point we shall return to in Chapter 6 where we discuss stiffness However, useful though the correspondence helween libiear maltisle; methods and polynomial interpolation is, that correspondence is wot one-to-onc. If, in the above derivation, the reader cares to replace the quadratic polynomial $I(x)$ given by (3.22) by the cubic spline $S(x)$ defined by

$$
S(x)= \begin{cases}x^{3} d+x^{2} b+x+d & \text { if } x \in\left[x_{n}, x_{n+1}\right] \\ x^{\prime}\left(1+x^{2} b+x+d+\left(x-x_{n+1}\right)^{\prime} e\right. & \text { if } x \in\left[x_{n+1}, x_{n+2}\right]\end{cases}
$$

Which also has the requisite number (five) of free vector parameters $a, b, c, d, e$, then again Simpson's Rule cmerges.

## Exercises

3.3.1. Starting from the identity

$$
y\left(x_{n+2}\right)-y\left(x_{n+1}\right) \equiv \int_{x_{n+1}}^{x_{n} \cdot 2} y^{\prime}(x) d x
$$

derive the 2-step Adams Bashforth and Adams- Moulton methods.
3.3.2. At the end of the above section, we indicate that a single application of Simpson's Rule is equivalent to lecall Hermite interpolation by a cubic spline. Let $S_{n}(x)$ indicate such a cubic spline
 the overlapping points. show that integrating an initial value problem from $x=a$ to $x=b$ by repeated applications of Simpson's Rule is equivalent to glohal Hermite interpolation by a (global) cubic spline that is, a function which is cubic in each of the sub-intervals $\left[x_{n}, x_{n+1}\right]$ in $\left.r, b\right]$ and has continuous first and second derivatives in $[a, b])$.
3.3.3. There is an alternative way of establishing the relationship between Simpson's Rule and Hermite interpolation by a cubic spline. Consider the interpolant $I_{n}(x)=\gamma_{n} x^{3}+a_{n 2} x^{2}+a_{n 1} x+a_{n 0}$. Impose the conditions $I_{n}\left(x_{n}, j\right)=I_{n}+j, I_{n}^{\prime}\left(x_{n}+j\right)=f_{n+1}, j=0, \nmid$, and eliminate $a_{n 2}, a_{n 1}, a_{n 0}$ from the resulting four conditions to get a formula which will involve $\gamma_{n}$. Write down this formula again,
with $n$ replaced by $n+1$ and add, to get a two-step method involving the parameter $i_{n}+i_{n+1}$. Choosing the value of this parameter in order that $I_{n}^{\prime \prime}\left(x_{n+1}\right)=I_{n+1}^{\prime \prime}\left(x_{n+1}\right)$ should again produce Simpson's Rule.
3.3.4. (i) Let the exact solution of the initial value problem be locally represented in the interval $\left[x_{n}, x_{n+1}\right]$ by the cubic interpolant $I(x)=a_{3} x^{3}+a_{2} x^{2}+a_{1} x+a_{n}$. Find the eliminant of the four coefficients $a_{i}, i=0,1,2,3$, between the five conditions

$$
\begin{equation*}
I\left(x_{n+j}\right)=y_{n}, j, \quad j=0,1 . \quad I^{(4)}\left(x_{n}\right)=\int_{n}^{(4)} \quad 11 . \quad 4=1,2,3 \tag{1}
\end{equation*}
$$

to obtain an explicit method (the Taylor algorithm of order three).
(ii) Repeat (i) but with $I(x)$ replaced by the rational function $R(x)=\left(a_{2} x^{2}+a_{1} x+a_{0}\right)\left(x+a_{3}\right)$. pplying the same condit: ins (1). The result will be a new explicit method. Why is the method derived in (i) applicable to an m-dimensional problem, while that derived in (ii) is applicable only to a scalar problem?
(iii) Suggest circumstances in which the method found in (ii) might be expected to perform better than that found in (i). Illustrate by applying both methods to the scalar problem. $y^{\prime}=1+y^{2}$. $y(0)=1,0 \leqslant x \leqslant 0.75$. (The exact solution is $y(x)=\tan (x+\pi / 4)$.)

### 3.4 THE FIRST DAHLQUIST BARRIER

A natural question to ask is what is the highest order that can be achicved by a convergent linear $k$-step method. In seeking high order, the consistency condition is automatically satisfied, but we meet a very real barrier in attempting to satisfy the root condition. This barrier has become known as the first Dalilquist barrier, since it was originally investigated in the seminal paper of Germund Dahlquist (1956); this paper was the first to bring strict mathematical analysis to the problem of the convergence of numerical solutions to initial value problems, and ushered in a new era in the subject.
The linear $k$-step method $(3,1)$ has $2 k+2$ free coeflicients $\alpha_{j}, \beta_{j}, j=0,1, \ldots, k$, of which one, $\alpha_{k}$ is specified by (3.2) to be 1 . There are thus $2 k+1$ free parameters $2 k$, if the method is constrained to be explicit). From (3.14) and (3.15), it follows that if the method is to have order $p$, then $p+1$ linear equations in $x_{j}, \beta_{j}, j=0.1 \ldots \ldots k$. must be satisfied. Thus the highest order we can expect from a linear $k$-step method is $2 k$ if the method is implicit, and $2 k-1$ if it is explicit. Linear $k$-step methods achieving such orders are called maximal. However, maximal methods, in general, fail to satisfy the root condition and are thus zero-unstable. The first Dahlquist barrier is encapsulated in the following theorem (Dahlquist (1956); see also Henrici (1962)):

Theorem 3.1 No zero-stable linear $k$-step method can have order excecting $k+1$ when $k$ is odd and $k^{\prime \prime}+2$ when $k$ is even.

A zero-stable linear $k$-step method of order $k+2$ is called an optimol method: naturally $k$ must be even and the method implicit. It can be shown that all of the spurious roots of the first characteristic polynomial of an optimal method lie on the unit circle, a situation that gives rise to some stability difficulties which we shall investigate in $\$ 3.8$. The result is that optimal methods do not perform well, and so it would be incorrect to deduce from Theorem 3.1 that zero-stable $k$-step methods of order $k+1$, where $k$ is odd, are overshadowed by the optimal methods that can be achieved when $k$ is even.

Simpson's Rule occupies a unique position in this hierarchy. It has stepnumber 2 and order 4 , and is thus both maximal and optimal.

### 3.5 LOCAL TRUNCATION ERROR AND GLOBAL TRUNCATION ERROR

In $\$ 3.2$ we used the power of $h$ in the first non-vanishing term in the Taylor expansion of the residual $R_{1+k}$, defined by (2.7), Io define the order of a linear multistep method. It is matural to use the residual itself as a finer measure of accuracy, giving rise to the following defimition:

Difinition The local truncation crror or LTE of the mothod (3.1) at $x_{n+k}$, denoted by $T_{n, h}$ is defmed by

$$
\begin{equation*}
T_{n+k}=\mathscr{L}^{\prime}\left[1\left(x_{n}\right) ; h\right] \tag{3.23}
\end{equation*}
$$

where $y^{\prime}$ is the associated differnce operator defined by (3.13) and $y(x)$ is the exact solution of the inimal calue problem (2.2).
$I_{n+k}$ is thus seen to be identical with $R_{n+k}$. The local nature of $T_{n+k}$ can be seen if we make the following somewhat artificial assumption, known as the localizing assumption. We assume that $y_{n+1}=1\left(x_{n+j}\right), j=0,1, \ldots, k-I$, that is, that all of the back values are exact: let us denote by $\tilde{y}_{n, k}$ the value at $x_{n+k}$ generated by the method when the localizing assumption is in force. It follows from (3.13) that

$$
\begin{aligned}
\sum_{i=1}^{k} x_{j} y\left(x_{n}+j h\right) & =h \sum_{j=0}^{k} \beta_{j} y^{\prime}\left(x_{n}+j h\right)+\mathscr{L}\left[y\left(x_{n}\right) ; h\right] \\
& =h \sum_{j=0}^{k} \beta_{j} f\left(x_{n}+j h, y\left(x_{n}+j h\right)\right)+T_{n+k},
\end{aligned}
$$

since $y(x)$ atisfies the differential system $y^{\prime}=f(x, y)$. The value $\tilde{y}_{n+k}$ given by the method satisfics

$$
\tilde{y}_{n+k}+\sum_{j-1}^{k} x_{j}^{1} y_{n+j}=h_{1} \beta_{k} f\left(x_{n+k}, \dot{y}_{n+k}\right)+h \sum_{j=0}^{k-1} \beta_{j} f\left(x_{n+j}, y_{n+j}\right),
$$

and on subtracting and using the localizing assumption we obtain

$$
\begin{equation*}
f\left(x_{n+k}\right)-\tilde{y}_{n+k}=h \beta_{k}\left[f\left(x_{n+k}, y\left(x_{n+k}\right)\right)-f\left(x_{n+k}, \tilde{y}_{n+k}\right)\right]+T_{n+k} . \tag{3.24}
\end{equation*}
$$

We now apply the mean value theorem to the right side of (3.24). Using the notation of $\$ 1.3$. Case 4, we have that

$$
f\left(x_{n+k}, y\left(x_{n+k}\right)\right)-f\left(x_{n+k}, \hat{y}_{n+k}\right)=\bar{J}\left(x_{n+k}, \eta_{n+k}\right)\left[y\left(x_{n+k}\right)-\tilde{y}_{n+k}\right]
$$

where $\bar{J}$ is the Jacobian matrix of $f$ with respect to $y$, and the notation implies that each row of $\bar{J}$ is evaluated at different mean values $\eta_{n+k}$, each lying in the internal part

$$
\begin{equation*}
\left[I-h \beta_{k} \bar{J}\left(x_{n+k}, \eta_{n+k}\right)\right]\left[y\left(x_{n+k}\right)-\tilde{y}_{n+k}\right]=T_{n+k} . \tag{3.25}
\end{equation*}
$$

Thus if the method is explicit $\left(\beta_{k}=0\right)$ then the LTE at $x_{n+k}$ is simply the difference between the exact and the numerical solutions at $x_{n+k}$ (subject, of course, to the localizing assumption). If the method is implicit, then to a first approximation (that is, ignoring the $0(h)$ term on the left side) the same is true.

We note that the definition (3.23) of LTE demands only that $f(x) \in C^{1}[a, b]$, and this is guaranteed by Theorem 1.1 of $\$ 1.4$. If, however, we are prepared to assume that $y(x) \in C^{p+1}[a, b]$, where $p$ is the order of the method, then by (3.14) we have

$$
\begin{equation*}
T_{n+k}=C_{p+1} h^{p+1} y^{(p+1)}\left(x_{n}\right)+0\left(h^{n+2}\right) \tag{3.26}
\end{equation*}
$$

and it follows from (3.25) that for both explicit and implicit methods

$$
y\left(x_{n+k}\right)-\tilde{y}_{n+k}=C_{n+1} h^{p+3} y^{(n+1)}\left(x_{n}\right)+0\left(h^{n+2}\right)
$$

The term $C_{p+1} h^{p+1} y^{(p+1)}\left(x_{n}\right)$ is referred to as the principal local trumation error or :'LTE.

If no localizing assumption is made, then the difference between the exact and the numerical solution is the accumulated or global error.

Definition The global truncation crror or GTE of the method (3.1) at $x_{n+k}$. denoted by $E_{n+k}$ is defined by

$$
E_{n+k}=y\left(x_{n+k}\right)-y_{n+k}
$$

The LTE and the starting errors accumulate to produce the GTE, but this accumulation process is very complicated, and we cannot hope to obtain any usable general expression for the GTE. However, some insight into the accumulation process can be gleaned by looking at an example.

Consider the Mid-point Rule

$$
\begin{equation*}
y_{n+2}-y_{n}=2 h f_{n+1} \tag{3.2/}
\end{equation*}
$$

applied to the scalar problem

$$
\begin{equation*}
y^{\prime}=y, \quad y(0)=1 \tag{3.28}
\end{equation*}
$$

whose exact solution is $y(x)=\exp (x)$. Since we wish to see the effect of starting crrors, we choose as starting values $0\left(h^{9}\right)$ perturbations of the exact starting values, and take

$$
\begin{equation*}
y_{0}=1+\omega_{0} h^{q}, \quad y_{1}=\exp (h)+\omega_{1} h^{q}, \quad q \geqslant 1 . \tag{3.29}
\end{equation*}
$$

The method (3.27) has order 2 and error constant $\frac{1}{3}$, and it follows from (3.26) that the LTE at $x_{n}$ is

$$
\begin{equation*}
T_{n}=\frac{1}{3} h^{3} \exp \left(x_{n-2}\right)+0\left(h^{4}\right)=\frac{1}{3} h^{3} \exp \left(x_{n}\right)+0\left(h^{4}\right) \tag{3.30}
\end{equation*}
$$

To get an expression for the GTE, we must first attempt to solve the difference equation
obtained when (3.27) is applied to (3.28), namely

$$
\begin{equation*}
y_{n+2}-2 h y_{n+1}-y_{n}=0 . \tag{3.31}
\end{equation*}
$$

It is easily checked that the solution of (3.31) which satisfies the initial conditions (3.29) is given by
where

$$
\begin{equation*}
y_{n}=\frac{\Omega\left(r_{2}\right) r_{1}^{n}-\Omega\left(r_{1}\right) r_{2}^{n}}{r_{1}-r_{2}} \tag{3.32}
\end{equation*}
$$

$$
\left.\Omega(r)=\exp (h)-r+\left(\omega_{1}-r \omega_{0}\right) h^{q}\right)
$$

and $r_{1}, r_{2}$ are the roots of $r^{2}-2 h r-1=0$. Now,

$$
\left.\begin{array}{l}
r_{1}=h+\sqrt{ }\left(1+h^{2}\right)=1+h+h^{2} / 2+0\left(h^{4}\right)=\exp (h)\left[1-h^{3} / 6+0\left(h^{4}\right)\right]  \tag{3.33}\\
r_{2}=h-\sqrt{ }\left(1+h^{2}\right)=-1+h-h^{2} / 2+0\left(h^{4}\right)=-\exp (-h)\left[1+h^{3} / 6+0\left(h^{4}\right)\right] .
\end{array}\right\}
$$

Using the fact that $n h=x_{n}$, we obtain

$$
\left.\begin{array}{l}
r_{1}^{n}=\exp \left(x_{n}\right)\left[1-h^{2} x_{n} / 6+0\left(h^{3}\right)\right]  \tag{3.34}\\
r_{2}^{n}=(-1)^{n} \operatorname{cxp}\left(-x_{n}\right)\left[1+h^{2} x_{n} / 6+0\left(h^{3}\right)\right]
\end{array}\right\}
$$

Further, since $r_{1}-r_{2}=2+0\left(h^{2}\right)$, we find from (3.32) and (3.33) that

$$
\begin{aligned}
\Omega\left(r_{1}\right) & =\left(\omega_{1}-\omega_{0}\right) h^{q}+0\left(h^{3}\right)+0\left(h^{q+1}\right) \\
& =\left(r_{1}-r_{2}\right)\left[\left(\omega_{1}-\omega_{0}\right) h^{q} / 2+0\left(h^{3}\right)+0\left(h^{q+1}\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\Omega\left(r_{2}\right) & =r_{1}-r_{2}+\left(\omega_{1}+\omega_{0}\right) h^{9}+0\left(h^{3}\right)+0\left(h^{9+1}\right) \\
& =\left(r_{1}-r_{2}\right)\left[1+\left(\omega_{1}+\omega_{0}\right) h^{9} / 2+0\left(h^{3}\right)+0\left(h^{9+1}\right)\right]
\end{aligned}
$$

Thus, (3.32) gives

$$
\begin{aligned}
y_{n}= & \exp \left(x_{n}\right)\left[1-\frac{1}{6} h^{2} x_{n}+\frac{1}{2}\left(\omega_{1}+\omega_{0}\right) h^{9}\right] \\
& -\frac{1}{2}(-1)^{n} \exp \left(-x_{n}\right)\left(\omega_{1}-\omega_{0}\right) h^{9}+0\left(h^{3}\right)+0\left(h^{q+1}\right)
\end{aligned}
$$

Since $y\left(x_{n}\right)=\exp \left(x_{n}\right)$, we have that the global Iruncation error at $x_{n}$ is

$$
\begin{align*}
E_{n}= & y\left(x_{n}\right)-y_{n} \\
= & \frac{1}{h} h^{2} x_{n} \exp \left(x_{n}\right)-\frac{1}{2} h^{q}\left[\left(\omega_{1}+\omega_{\overline{0}}\right) \exp \left(x_{n}\right)-(-1)^{n}\left(\omega_{1}-\omega_{0}\right) \exp \left(-x_{n}\right)\right] \\
& +0\left(h^{3}\right)+0\left(h^{a+1}\right) . \tag{3.35}
\end{align*}
$$

Two points of importance emerge from this example. On comparing (3.30) with (3.35) (and, ignoring for the moment $O\left(h^{q}\right)$ terms in the latter), we see that while the local truncation error is $0\left(h^{3}\right)$, the global truncation error is $0\left(h^{2}\right)$; that is, one power of $h$ has been lost owing to the process of accumulation. We can see exactly where this loss occurred, namely, on going from (3.33) to (3.34). Secondly, on comparing (3 3) with
(3.35) we see that there is no loss of order in the starting errors due to accumulation. Further, if we were to mimic what we would do in practice and choose $q \geqslant 3$, so that the starting errors were at least of the same order as the LTE, then the starting errors would not influence the leading term in $E_{n}$; indeed we could afford to take $q=2$ and still not alter the order of $E_{n}$.

## Exercis'es

3.5.1. Using (i) Euler's Rule and (ii) the Trapezoidal Rule, verify the validity of (3.25) for the scalar initial value problem $y^{\prime}=\lambda y, y(0)=1$, for a general steplength $h$. (Use the exact solution of the problem to impose the localizing assumption.)
3.5.2. Consider the application of the method (3.17) of $\$ 3.2$ to the scalar initial value problem $y^{\prime}=y, y(0)=1$. Using the results of Exercise $2.55^{\star}$ of $\S 2.5$ show that the relationships between the GTE, the LTE and the statting errors, established in this section for the Mid-point Rule, also hold for (3.17).

### 3.6 ERROR BOUNDS

It is possible-at the cost of some quite heavy analysis-to establish bounds for both the local and the global truncation errors. However, as we shatl show presently, these bounds are of no practical value, and so we shall only summarize the results here, giving references where full derivations may be found.

Referring to equation (3.26), it is tempting to conjecture that, by analogy with the Lagrange form of remainder for a Taylor series, the local truncation error can be expressed (with the notation of $\S 1.3$ ) in the form

$$
\begin{equation*}
T_{n+k}=C_{p+1} h^{n+1} \bar{y}^{(p+1)}\left(\xi_{n}\right), \quad \xi_{n} \in\left(x_{n}, x_{n+k}\right) \tag{3.36}
\end{equation*}
$$

whence we would have the bound

$$
\begin{equation*}
\left\|T_{n+k}\right\| \leqslant\left|C_{p+1}\right| h^{r+1} Y \tag{3.37}
\end{equation*}
$$

where

$$
\begin{equation*}
Y=\max _{x \in\{a, b]}\left\|y^{(p+1)}(x)\right\| \tag{3.38}
\end{equation*}
$$

the bound holding over the range of integration $[a, b]$. However, it turns out that ( 3.36 ) holds for some linear multistep methods but not for others. The influence function or Peano kernel, $G(s)$, of the method is defined by

$$
G(s)=\sum_{j=0}^{k}\left[\alpha_{j}(j-s)_{+}^{n}-p \beta_{j}(j-s)_{+}^{n-1}\right]
$$

where $p$ is the order of the method and the function $z_{+}$is defined by

$$
z_{+}= \begin{cases}z & \text { if } z \geqslant 0 \\ 0 & \text { if } z<0\end{cases}
$$

If and only if $G(s)$ is of constant sign in the interval $[0, k]$ of $s$ does (3.36) hold; this is the case for all Adams methods. However, whether or not $G(s)$ changes sign in $[0, k]$, a bound akin to (3.37) holds, namely

$$
\begin{equation*}
\left\|T_{n+k}\right\| \leqslant G h^{p+1} Y \tag{3.39}
\end{equation*}
$$

where $Y$ is given by (3.38) and

$$
G= \begin{cases}\left|C_{p+1}\right| & \text { if } G(s) \text { does not change sign in }[0, k] \\ {\left[\int_{0}^{k}|G(s)| \mathrm{d} s\right] / p!} & \text { if } G(s) \text { changes sign in }[0, k] .\end{cases}
$$

(Full details can be found in, for example, Lambert (1973).)
The global error bound we are about to quote can take account of the effect of local round-off error. Let us denote by $\{\hat{\varphi}\}$ the sequence generated by the method when a local round-off error is committed at each step, that round-off error being bounded by $K h^{q+1}$; that is, $\left\{\hat{y}_{n}\right\}$ is given by

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} \hat{y}_{n+j}=h \sum_{j=0}^{k} \beta_{j} f\left(x_{n+j}, \hat{y}_{n+j}\right)+\theta_{n} K h^{q+1}, \quad\left|\theta_{n}\right| \leqslant 1 \tag{3.40}
\end{equation*}
$$

We similarly adapt the definition of global error by defining $\hat{E}_{n+k}:=y\left(x_{n+k}\right)-\hat{\rho}_{n+k}$. We introduce the notation

$$
\begin{aligned}
& A=\sum_{j=0}^{k}\left|\alpha_{j}\right| \quad B=\sum_{j=0}^{k}\left|\beta_{j}\right| \quad \delta=\max _{\mu=0,1, \ldots, k-1}\left\|\hat{E}_{\mu}\right\| \\
& \Gamma=\left[\sup _{s=0,1, \ldots}\left|\gamma_{s}\right|\right] /\left(1-h\left|\beta_{k}\right| L\right)
\end{aligned}
$$

where

$$
1 /\left(1+\alpha_{k-1} \zeta+\cdots+\alpha_{0} \zeta^{k}\right)=\gamma_{0}+\gamma_{1} \zeta+\gamma_{2} \zeta^{2}+\cdots
$$

and $L$ is the Lipschitz constant of the differential system in the problem being solved. We note that $\delta$ is a bound on the starting errors, and that for all Adams methods $\Gamma=1 /\left(1-h\left|\beta_{k}\right| L\right)$.

Then, provided that

$$
h\left|\beta_{k}\right| L<1
$$

the global error (including round-off) is bounded as follows:

$$
\begin{equation*}
\left\|\hat{E}_{n}\right\| \leqslant \Gamma\left\{A k \delta+\left(x_{n}-a\right)\left(h^{p} G Y+h^{q} K\right)\right\} \exp \left\{\Gamma L B\left(x_{n}-a\right)\right\} \tag{3.42}
\end{equation*}
$$

for all $x_{n} \in[a, b]$. For a derivation of this bound, see Henrici $(1962,1963)$. Several comments can be made about the bound given by (3.42).
(a) The condition (3.41) is clearly satisfied for all explicit methods; for implicit methods, it coincides with (3.8) of $\$ 3.1$, which was the condition for the implicit difference equation to have a unique solution.
(b) The effect of the three sources of error, LTE, starting error and round-off error are
clearly seen. We note from (3.39) that, if the LTE is bounded by $G h^{p+1} Y$, then the corresponding term in the global bound is bounded by $G l^{n} Y$. This mirrors exactly the behaviour we observed in the example of $\S 3.5$. That example showed that the actual global truncation error, for a particular example, was $0\left(h^{r}\right)$, and (3.42) shows that for all linear multistep methods applied to a general problem, it cannot be worse than $0\left(h^{p}\right)$; it follows that, in general, the global truncation error of a pth-order linear multistep method is $0\left(h^{D}\right)$.
(c) If the bound $\delta$ is $0\left(h^{p+1}\right)$ (the natural choice) then the starting errors have a secondorder effect on the error bound; one can afford to take $\delta=0\left(h^{r}\right)$ without altering the order of the bound. These conclusions again reflect those drawn from the example of $\S 3.5$.
(d) Just as for the LTE, if round-off errors are locally bounded by $K h^{q+1}$, then they are globally bounded by $K h^{q}$. However, this is not a realistic model for what happens in practice. We know of no computers where the user can ask for arbitrarily small levels of round-off; we choose to work in single-, double- or triple-length arithmetic, and have no further control over the level of local round-off. A more realistic assumption would thus be to replace $K h^{4+1}$ in (3.40) by r., a fixed bound on local round-off error. This clearly has the effect of replacing the term $K h^{q}$ in (3.42) by $\varepsilon / h$, which leads to an interesting conclusion: as $h \rightarrow 0$, the bound initially decreases due to the term in $h^{r}$, but eventually increases (to infinity) due to the term $\varepsilon / h$, thus corroborating what common sense tells us, that, in general, convergence to the exact solution can never be achieved in practice with a computer that works in finite arithmetic.
(e) Let us ignore round-off by setting $K=0$ (or $\varepsilon=0$ ). Then if, in accordance with the definition of convergence, we assume $\delta \rightarrow 0$ as $h \rightarrow 0$, we have that $\left\|E_{n}\right\| \rightarrow 0$ as $h \rightarrow 0$ if $p \geqslant 1$; that is, the method is convergent if it is consistent. But what has happened to the condition of zero-stability, which we know to be necessary for convergence? The answer is that if the method is zero-unstable, then it can be shown that the $\left\{\gamma_{\mathrm{s}}\right\}$ used to define $\Gamma$ become unbounded, so that $\Gamma=\infty$ and convergence is lost.
(f) Can the bound be used in practice to give the user a helpful guarantee on how accurate the computed solution is? The answer is no! All of the terms in (3.42) except $L$ and $Y$ are functions of the coefficients of the method only, and are readily computed. $L$ can be taken to be the maximum value that $\|\partial f / \partial y\|$ takes in $[a, b]$, and this could be estimated a posteriori by evaluating $\partial f / \partial y$ on the numerical solution $\left\{y_{n}\right\}$ rather then on the (unknown) exact solution $y(x)$. Y could similarly be estimated a posteriori by the (error-prone) process of numerically differentiating the solution $\left\{y_{n}\right\} p+1$ times. However, the real reason why the bound is of no practical value lies in the fact that it is nearly always excessively conservative. For example, we note from (3.42) that the bound grows exponentially with $x_{n}$ and this applies even if the solution decays, in which case we would expect the actual global error also to decay (see the examples of §2.7).

We conclude by illustrating comment (f) above by applying the bound (3.42) to Example 3 of $\S 2.7$ where the method

$$
y_{n+3}+\frac{1}{4} y_{n+2}-\frac{1}{2} y_{n+1}-\frac{3}{4} y_{n}=\frac{h}{8}\left(19 f_{n+2}+5 f_{n}\right)
$$

was applied in the interval $[0,1]$ to the problem

$$
\begin{array}{ll}
{ }^{1} y^{\prime}={ }^{2} y & { }^{1} y(0)=\frac{1}{2} \\
\left.{ }^{2} y^{\prime}={ }^{2} y{ }^{2} y-1\right) /{ }^{2} y & { }^{2} y(0)=-3
\end{array}
$$

Whose exact solution is ${ }^{1} y(x)=[1+3 \operatorname{cxp}(-8 x)] / 8,{ }^{2} y(x)=-3 \exp (-8 x)$. We ignore round-off crror, and since exact starting values were used in $\$ 2.7$ we set $\delta=0$. The hound given by (3.42) now reads

$$
\begin{equation*}
\left\|E_{n}\right\| \leqslant \Gamma x_{n} h^{n} G Y \exp \left(\Gamma L B x_{n}\right) \tag{3.43}
\end{equation*}
$$

where, to be consistent with the results of $\S 2.7$, we take $\|\cdot\|=\|\cdot\|_{2}$ throughout. The method has order 3 and error constant $17 / 48$; a tedious calculation establishes that $G(s)^{*}$ does not change sign for $s \in[0.3]$, so that $G=17 / 48$. By constructing and solving a difference equation for ' ${ }_{2}$ ', we find that $\Gamma=1$. Using the exact solution, we have that

$$
y^{(4)}(x)=\operatorname{cxp}(-8 x)[1536,12228]^{\top}
$$

and $\left\|y^{(4)}(x)\right\|_{2}$ takes its maximum value of 12384 at $x=0$. The maximum value of $\|\dot{r}, \vec{r} y\|_{2}$ also occurs at $x=0$ and is 50.001. B takes the value 3, so that (3.43) gives

$$
\begin{equation*}
\left\|L_{n}\right\| \leqslant 4386 x_{n} h^{3} \exp \left(150.003 x_{n}\right) \tag{3.44}
\end{equation*}
$$

and we see at once that this bound is hopelessly pessimistic. From $\$ 2.7$, when $h=0.0125$, the actual global errors at $x=0.2$ and $x=1.0$ were $1.1 \times 10^{-4}$ and $9.6 \times 10^{-7}$ respectively: the bounds on the global error given by (3.44) at these points are $1.8 \times 10^{10}$ and $1.2 \times 10^{65}$ respectively. A customer is unlikely to be impressed by being told that there is a cast-iron guarantee that the errors in the numerical solution are everywhere less lhan $1.2 \times 10^{0.5}$.
Despite its inability to give useful practical results, the bound (3.42) is none the less helpful in our understanding of how local errors propagate.

## Exercise

3.6.1. Construct the influence function $G(s)$ for the method

$$
y_{n+2} \cdots(1+x) y_{n+1}+x y_{n}=\frac{1}{2} h\left[(3-\alpha) f_{n+1}-(1+\alpha) f_{n}\right], \quad \alpha \neq-5 .
$$

Find the range of $x$ for which $G(s)$ does not change sign for $s \in[0,2]$ and demonstrate that for $\alpha$ in that range.

$$
\frac{1}{p!} \int_{0}^{2}|G(s)| \mathrm{d} s=\left|C_{p+1}\right| .
$$

### 3.7 LOCAL ERROR

The LTE, as defined in $\$ 3.5$, is useful in analysing local errors, but the localizing assumption, necessary for an interpretation in terms of the difference between exact and
numerical solutions, is highly artificial, and there is no way that it can be implemented in practice. Some authors propose, as an alternative measure of local accuracy, the local error or LE defined as follows:

Definition. Let $u(x)$ be the solution of the initial value problem

$$
u^{\prime}=f(x, u), \quad u\left(x_{n+k-1}\right)=y_{n+k-1} .
$$

Then the local error, $\mathrm{LE}_{n+k}$ at $x_{n+k}$ is defined by

$$
\mathrm{LE}_{n+k}:=u\left(x_{n+k}\right)-y_{n+k} .
$$

The nomenclature in the literature is a little confused in this area and some authors use 'local error' to have oth . meanings (e.g. Hairer, Nørsett and Wanner (1980)). If LE ${ }_{n+k}$ is expanded in powers of $h$, then the leading term in this expansion is called the principal local error or P\&E. Note that no localizing assumption arises in this definition; $y_{n+k-1}$ and $y_{n+k}$ are the actual computed values, in which truncation error will have accumulated. The situation is perhaps clarified by Figure 3.1, which illustrates the situation in the case $k=3$; for a typical component ' $y$, the points marked $\times$ denote the numerical solution $\left\{y_{n}\right\}$, those marked $\square$ the back values ${ }^{\prime} y_{n+j}, j=0,1,2$ under the localizing assumption. and the point marked + the value ${ }^{t} \dot{y}_{n+k}$ (in the notation of $\$ 3.5$ ). It is sometimes claimed that, because of the absence of any localizing'assumptions, the LE is a more natural measure of local accuracy than is the LTE. We shall challenge this view later in this section.

By (3.26), for a method of order $p$ the LTE is $0\left(f^{p+1}\right)$. Intuition suggests that the LE is also $0\left(h^{p+1}\right)$, since it is free of accumulation of error. An interesting question arises is the PLTE the same as the PLE? We approach this question by first considering what happens for an example. The convergent method

$$
\begin{equation*}
y_{n+2}-(1+\alpha) y_{n+1}+\alpha y_{n}=\frac{h}{2}\left[(3-\alpha) f_{n+1}-(1+\alpha) f_{n}\right] . \tag{3.45}
\end{equation*}
$$

where $\alpha,-1 \leqslant \alpha<1$, is a parameter, has order 2 and error constant $C_{3}=(5+\alpha) / 12$. If

we apply it to the scalar problem

$$
y^{\prime}=y, \quad y(0)=1
$$

whose exact solution is $f(x)=\exp (x)$, then the local truncation error at $x_{n+2}$ is

$$
\begin{equation*}
\mathrm{LTE}_{n+2}=\frac{1}{12}(5+\alpha) h^{3} \exp \left(x_{n}\right)+0\left(h^{4}\right) \tag{3.47}
\end{equation*}
$$

Applying (3.45) to (3.46) generates the difference equation

$$
\begin{equation*}
y_{i i: 2}-\left[1+\alpha+\frac{h}{2}(3-\alpha)\right] y_{n+i}+\left[\alpha+\frac{h}{2}(1+\alpha)\right] y_{n}-0 . \tag{3.48}
\end{equation*}
$$

We are interested in seeing whether local error is affected by starting errors, so we take the initial conditions for (3.48) to be $0\left(h^{q}\right)$ perturbations of the exact conditions:

$$
\begin{equation*}
y_{0}=1+\omega_{0} h^{q}, \quad y_{1}=\exp (h)+\omega_{1} h^{q}, \quad q \geqslant 1 \tag{3.49}
\end{equation*}
$$

As for the example of $\$ 3.5$, we find that the solution of (3.48) satisfying (3.49) may be wrilten
where

$$
\begin{equation*}
y_{n}=\frac{\Omega\left(r_{2}\right) r_{1}^{n}-\Omega\left(r_{1}\right) r_{2}^{n}}{r_{1}-r_{2}} \tag{3.50}
\end{equation*}
$$

$$
\left.\Omega(r)=\exp (h)-r+\left(\omega_{1}-r \omega_{0}\right) h^{q}\right)
$$

and $r_{1}, r_{2}$ are now the roots of

$$
r^{2}-\left[1+\alpha+\frac{h}{2}(3-\alpha)\right] r+\alpha+\frac{h}{2}(1+\alpha)=0
$$

By expanding the discriminant of this quadratic in powers of $h$, or by using sums and products of roots (or preferably by both!) we find the following expansions for $r_{1}$ and $r_{2}$ :

$$
\left.\begin{array}{l}
r_{1}=1+h+\frac{1}{2} h^{2}-\frac{11+\alpha}{41-\alpha} h^{3}+0\left(h^{4}\right) \\
r_{2}=\alpha+\frac{1}{2}(1-\alpha) h-\frac{1}{2} h^{2}+\frac{11+\alpha}{41-\alpha} h^{3}+0\left(h^{4}\right) \tag{3.51}
\end{array}\right\}
$$

The function $u$ in the definition of local error satisfies $u^{\prime}=u, u\left(x_{n+1}\right)=y_{n+1}$, and is therefore $u(x)=y_{n+1} \exp \left(x-x_{n+1}\right)$. It follows that

$$
\mathrm{LE}_{n+2}=u\left(x_{n+2}\right)-y_{n+2}=y_{n+1} \exp (h)-y_{n+2}
$$

On substituting for $y_{n+1}, y_{n+2}$ from (3.50) and using the expansions (3.51), we find after some manipulation that

$$
\begin{equation*}
L E_{n+2}=\frac{15+\alpha}{121-\alpha} h^{3} \exp \left(x_{n}\right)-\left[\frac{15+\alpha}{121-\alpha} h^{3}+\left(\omega_{1}-\omega_{0}\right) h^{q}\right] r_{2}^{n+1}+0\left(h^{4}\right)+0\left(h^{q+1}\right) \tag{3.52}
\end{equation*}
$$

Comparing (3.52) with (3.47), we sée that for general $\alpha \in[-1,1$ ), the LE and the LTE are very different. In particular, note that when $\alpha=-1$ the factor $r_{2}^{n+1}$ in the second term of (3.52) does not decay as $n \rightarrow \infty$. We conclude that for general linear multistep methods PLE $\neq$ PLTE.
Does the above example persuade us that LE is to be preferred to LTE as a measure of local accuracy? Whilst the definition of LE does appear to indicate that it is the more natural measure of local accuracy, the results of the above example can be interpreted as being a little disturbing. Global error arises through three factors, (i) the starting errors, (ii) the 'local' errors committed at each step, and (iii) the manner in which these two errors are propagated; here we are searching for the most acceptable definition of (ii). From (3.47) and (3.52) we first note that the LE, unlike the LTE, is influenced by the starting errors (and the PLE is so influenced if we make the natural choice $q=3$ ). But any measure of local accuracy should not be concerned with what happened in the starting phase; LE is straying from factor (ii) to factor (i). Secondly, in the example we demanded that $-1 \leqslant \alpha<1$, in order to ensure that the method was zero-stable; the analysis would certainly need modification in the case $\alpha=1$, but it holds good for $\alpha>1$. If we take $\alpha>1$ then the method is zero-unstable and the global error will be unbounded. From (3.52) we see from the term in $r_{2}^{n+1}$ that the LE will also become unbounded as $n$ increases. One could argue that the LE is rightly warning us that the numerical solution is bad. However, a measure of local accuracy need not, indeed should not reflect zeroinstability, which as we have seen in $\S 2.5$ is precisely to do with the adverse accumulation of local errors and not with the size of those local errors themselves; so LE also strays from factor (ii) to factor (iii). One could say that LE pokes its nose into what is not its business!
Having made some possibly controversial remarks, let us now make some conciliatory ones by noting that LE is usually defined in the context of codes which almost invariably use Adams methods. We observe from (3.47) and (3.52) that if $\alpha=0$, when the method becomes the 2 -step Adams-Bashforth method, a remarkable simplification takes place Firstly,

$$
5+\alpha=5=(5+\alpha) /(1-\alpha),
$$

and secondly, from (3.51),

$$
r_{2}=\frac{1}{2} h-\frac{1}{2} h^{2}+\frac{1}{4} h^{3}+0\left(h^{4}\right)=\frac{1}{2} h\left[\exp \left(-h_{1}\right)+0\left(h^{3}\right)\right]
$$

whence $r_{2}^{n+1}=(h / 2)^{n+1}+0\left(h^{n+2}\right)$, and provided $q \geqslant 3$, we have

$$
\mathrm{LE}_{n+2}=\frac{5}{12} h^{3} \exp \left(x_{n+1}\right)+0\left(h^{4}\right)=\frac{5}{12} h^{3} \exp \left(x_{n}\right)+0\left(h^{4}\right)
$$

and PLE $_{n+2}=$ PLTE $_{n+2}$.
We are tempted to conjecture that for all methods of Adams type, PLTE = PLE; we can prove as follows that this conjecture is indeed true, under natural conditions on the starting errors.

Consider the general linear $k$-step method of Adams type of order $p \geqslant 1$,

$$
\begin{equation*}
y_{n+k}-y_{n+k-1}=h \sum_{j=0}^{k} \beta_{j} f_{n+j} \tag{3.53}
\end{equation*}
$$

applied to the problem $y^{\prime}=f(x, y), y(a)=\eta$, with starting values which are in error by () $\left(h^{\prime \prime}{ }^{\prime \prime}\right)$. The method is convergent and from comment (b) in $\$ 3.6$, we know that the global error satisfics $E_{n}=0\left(l^{r}\right), n=k, k+1, \ldots$, it follows from our assumption on the starting errors that

$$
\begin{equation*}
E_{n}=0\left(h^{r}\right), \quad n=0,1, \ldots \tag{3.54}
\end{equation*}
$$

Assuming that the exact solution $y(x)$ is sufficiently differentiable, then, if $C_{p+1}$ is the error constant, we have that

$$
y\left(x_{n+k}\right)-y\left(x_{n+k-1}\right)=h \sum_{j=0}^{k} \beta_{j} f\left(x_{n+j}, y\left(x_{n+j}\right)\right)+C_{p+1} h^{p+1} y^{(p+1)}\left(x_{n}\right)+0\left(h^{n+2}\right)
$$

and on subtracting (353) and using the mean value theorem with the notation of $\S 1.3$, we obtain

$$
\begin{equation*}
E_{n+k}-E_{n+k-1}=h \sum_{j=0}^{k} \beta_{j} \lambda_{\partial y}\left(X_{n+j}, \eta_{n+j}\right) E_{n+j}+0\left(h^{p+1}\right), \quad n=0,1, \ldots, \tag{3.55}
\end{equation*}
$$

where the bar indicates that each row of the Jacobian $\partial f / \partial y$ is evaluated at possibly different values of $\eta_{n, j}$, all of which lie in the line segment in $\mathbb{P}^{m}$ from $y\left(x_{n} \neq j\right)$ to $y_{n+1}$ It follows from (3.54) and (3.55) that

$$
E_{n+k}-E_{n+k-1}=0\left(h^{n+1}\right), \quad n=0,1, \ldots,
$$

and in view of our hypothesis that the starting errors are $0\left(h^{p+1}\right)$ we may write

$$
\begin{equation*}
E_{n+1}-E_{n}=0\left(h^{n+1}\right), \quad n=0,1, \ldots \tag{3.56}
\end{equation*}
$$

L.et $u(x)$ be the solution of the initial value problem

$$
u^{\prime}=f(x, u), \quad u\left(x_{n+k-1}\right)=y_{n+k-1} .
$$

Then, by definition of the LTE of the method

$$
u\left(x_{n+k}\right)-u\left(x_{n+k-1}\right)-h \sum_{j=0}^{k} B_{j} f\left(x_{n+j}, u\left(x_{n+j}\right)\right)+C_{p+1} h^{p+1} u^{(p+1)}\left(x_{n}\right)+0\left(h^{p+2}\right)
$$

and on subtracting (3.53) and again using the mean value theorem we have

$$
\begin{aligned}
u\left(x_{n+k}\right)-y_{n+k}= & h \sum_{j=0}^{k} \beta_{j} \frac{j}{\partial y}\left(x_{n+j}, \zeta_{n+j}\right)\left[u\left(x_{n+j}\right)-y_{n+j}\right] \\
& +C_{n+1} h^{n+1} u^{(n+1)}\left(x_{n}\right)+0\left(h^{p+2}\right), \quad n=0,1, \ldots
\end{aligned}
$$

From the definition of $\mathrm{LE}_{n+k}, u\left(x_{n+k-1}\right)=y_{n+k-1}$ and it follows that

$$
\begin{align*}
{\left[I-h \beta_{k} \rho_{y}\left(x_{n+k}, \zeta_{n+k}\right)\right] \mathrm{LE}_{n+k}=} & h \sum_{j=0}^{k-2} \beta_{j} \frac{\partial f}{\partial y}\left(x_{n+j}, \zeta_{n+j}\right)\left[u\left(x_{n+j}\right)-y_{n+j}\right] \\
& +C_{p+1} h^{p+1} u^{(\rho+11}\left(x_{n}\right)+0\left(h^{p+2}\right), \quad n=0,1, \ldots \tag{3.58}
\end{align*}
$$

Now, for $j=0,1, \ldots, k-2$,

$$
\begin{aligned}
u\left(x_{n+j}\right) & =u\left(x_{n+k-1}\right)+\sum_{s=1}^{p} \frac{(j-k+1)^{s}}{s!} h^{s} u^{s s}\left(x_{n+k-1}\right)+0\left(h^{r+1}\right) \\
& =y_{n+k-1}+\sum_{s=1}^{p} \frac{(j-k+1)^{s}}{s!} h^{s} f^{s-1}\left(x_{n+k-1}, y_{n+k-1}\right)+0\left(h^{r+1}\right)
\end{aligned}
$$

where $f^{(s-1)}(x, y)=\left[\mathrm{d}^{s-1} / \mathrm{d} x^{s-1}\right] f(x, y), s=1,2, \ldots$, . Also,

$$
y\left(x_{n+j}\right)=y\left(x_{n+k-1}\right)+\sum_{s=1}^{p} \frac{(j-k+1)^{s}}{s!} h^{r} f^{(s-1)}\left(x_{n+k-1}, y\left(x_{n+k-1}\right)\right)+0\left(h^{r+1}\right) .
$$

On subtracting and applying the mean value theorem we obtain, using (3.54)

$$
u\left(x_{n+j}\right)-y\left(x_{n+j}\right)=-[I+0(h)] E_{n+k-1}+0\left(h^{n+1}\right)=-E_{n+k-1}+0\left(h^{p+1}\right)
$$

Heñce, for $j=0,1, \ldots, k-2, n=0,1, \ldots$,

$$
\begin{aligned}
u\left(x_{n+j}\right)-y_{n+j} & =u\left(x_{n+j}\right)-y\left(x_{n+j}\right)+y\left(x_{n+j}\right)-y_{n+j} \\
& =-E_{n+k-1}+E_{n+j}+0\left(h^{n+1}\right) \\
& =-E_{n+k-1}+E_{n+k-2}-E_{n+k-2}+\cdots-E_{n+j+1}+E_{n+j}+0\left(h^{p+1}\right) \\
& =0\left(h^{p+1}\right),
\end{aligned}
$$

by (3.56). Hence from (3.58) we obtain that

$$
\mathrm{LE}_{n+k}=C_{p+1} h^{n+1} u^{(p+1)}\left(x_{n}\right)+0\left(h^{r^{\prime}}\right)
$$

whereas

$$
\mathrm{LTE}_{n+k}=C_{p+1} h^{p+1} y^{(p+1)}\left(x_{n}\right)+0\left(h^{p+2}\right)
$$

Since $y(x)-u(x)=0\left(h^{r}\right)$, it follows that $\mathrm{PLE}_{n+k}=\mathrm{PLTE}_{n+k}, n=0,1 \ldots$, thus proving the conjecture.
The above result can be extended a little. Assume that a linear multistep method satisfies the root condition and, in addition, $\zeta=1$ is the only root of $\rho(\underset{)}{(0)}$ on the unit circle; such methods are sometimes said to satisfy the strong root condition. Then it can be shown (Lambert, 1990) that if the solution of the problem satisfies $y(x) \in C^{r+1}[a, b]$. where $p \geqslant 1$ is the order of the method, and the starting values are in crror by $0\left(h^{r}\right)$. then PLTE $=$ PLE if and only if $\sum_{j=0}^{k} \beta_{j}=1$. Clearly, Adams methods satisfy this last condition and the strong root condition. -
We have said nothing so far on how we would, in practice, estimate the LTE (or the LE). From (3.26) we have that the PLTE is given by

$$
\operatorname{PLTE}_{n+k}=C_{p+1} h^{p+1} y^{(p+1)}\left(x_{n}\right)
$$

It would be possible to replace the exact solution $y(x)$ by the numerical solution $\left\{y_{n}\right\}$ and hence estimate $y^{(p+1)}\left(x_{n}\right)$ by the process of numerical differentiation-an inaccurate process, especially when high derivatives are sought. However, linear multistep methods
are normally implemented in the form of predictor-corrector pairs, and it turns out that in this form a much more satisfactory estimate of the PLTE is available at virtually no computational cost. We therefore defer the question of estimating the PLTE to Chapter 4.

## Exercise

3.7.1*. Repeat the analysis performed in the above section for the method (3.45) applied to the probiem (3.4ó), bui with the explicia meihod ( 3.45 ) replaced by the implicit meihod

$$
y_{n+2}-(1+x) y_{n+1}+x y_{n}=\frac{h}{12}\left[(5+\alpha) f_{n+2}+8(1-\alpha) f_{n+1}-(1-5 \alpha) f_{n}\right] .
$$

Show that the PITTF and PLE coincide if and only if $\alpha=0$, when the method becomes the 2 -step Adams Moulton method.

### 3.8 LINEAR STABILITY THEORY

Let us refer back to Example 3 of $\$ 2.7$, where a convergent linear multistep method was applied to the test problem (2.24). The numerical results showed that there appeared to exist some value $h^{*}$ of the steplength such that for fixed $h>h^{*}$ the error increased as $x$ increased, whereas for fixed $h<h^{*}$ it decreased. Further, it can happen (as in Fixample 4, which is not, however, a linear multistep method) that for alh fixed positive values of $h$, the errors produced by a convergent linear multistep method increase as rincreases. In such situations, clearly the local errors are accumulating in an adverse fashion; in other words, we are dealing with a stability phenomenon. The only form of stability we have considered so far is zero-stability, which controls the manner in which errors accumulate, but only in the limit as $h \rightarrow 0$. What is needed is a stability theory which applies when $h$ takes a fixed non-zero value.
In altempting to set up such a theory, we follow the spirit of $\$ 2.6$, where we discussed the syntax of a stability definition, and seek some simple test system, all of whose solutions tend to zero as $x$ tends to infinity. We then attempt to find conditions for the numerical solutions to behave similarly. The simplest such test system is the linear constant coefficient homogeneous system

$$
\begin{equation*}
y^{\prime}=A y \tag{3.59}
\end{equation*}
$$

where the eigenvalues $\lambda_{-}, t=1,2, \ldots, m$ of the constant $m \times m$ matrix $A$ (assumed distinct) satisfy

$$
\begin{equation*}
\operatorname{Re} \lambda_{t}<0, \quad t=1,2, \ldots, m \tag{3.60}
\end{equation*}
$$

The general solution of (3.59) takes the form

$$
\begin{equation*}
y(x)=\sum_{t=0}^{m} x_{t} \exp \left(\lambda_{t} x\right) c_{t} \tag{3.61}
\end{equation*}
$$

(see §1.6) and it follows from (3.60) that all solutions $f(x)$ of (3.59) satisfy

$$
\|y(x)\| \rightarrow 0 \quad \text { as } x \rightarrow x .
$$

We now ask what conditions must be imposed in order that the numerical solutions $\left\{y_{n}\right\}$ generated when a linear multistep method is applied to (3.59) satisfy

$$
\left\|y_{n}\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Let the linear multistep method

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} y_{n+j}=h \sum_{j=0}^{k} \dot{\beta}_{j} f_{n+j} \tag{3.63}
\end{equation*}
$$

be applied to (3.59). The resulting difference system for $\left\{y_{n}\right\}$ is

$$
\begin{equation*}
\sum_{j=0}^{k}\left(\alpha_{j} I-h \beta_{j} A\right) y_{n+j}=0, \tag{3.64}
\end{equation*}
$$

where $I$ is the $m \times m$ unit matrix. Since the eigenvalues of $A$ are assumed distinct, there exists a non-singular matrix $Q$ such that

$$
Q^{-1} A Q=\Lambda:=\operatorname{diag}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right] .
$$

We now define $z_{n}$ by

$$
\begin{equation*}
y_{n}=Q z_{n} \tag{3.65}
\end{equation*}
$$

and on pre-multiplying (3.64) by $Q^{-1}$, we obtain

$$
\begin{equation*}
\sum_{j=0}^{k}\left(\alpha_{j} I-h \beta_{j} \Lambda\right) z_{n+j}=0 \tag{4}
\end{equation*}
$$

Since $I$ and $\Lambda$ are both diagonal matrices, this system is uncoupled, that is we may write it as

$$
\begin{equation*}
\sum_{j=0}^{k}\left(\alpha_{j}-h \beta_{j} \lambda_{t}\right)^{\prime} z_{n+j}=0, \quad t=1,2 \ldots m . \tag{3.66}
\end{equation*}
$$

where $z_{n}=\left[{ }^{1} z_{n},{ }^{2} z_{n}, \ldots,{ }^{m} z_{n}\right]^{\top}$. Since the eigenvalues of $A$ are in general complex, we note that each equation in (3.66) is a complex linear constant coefficient homogeneous difference equation. By (3.65), $\left\|y_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$, if and only if $\left\|z_{n}\right\| \rightarrow 0$ as $n \rightarrow x$, and hence (3.62) is satisfied if and only if all solutions $\left\{z_{n}\right\}$ of (3.66) satisfy

$$
\begin{equation*}
\left.\right|^{\prime} z_{n} \mid \rightarrow 0 \quad \text { as } n \rightarrow \infty, \quad t=1,2, \ldots, m . \tag{3.67}
\end{equation*}
$$

Now, from $\S 1.7$ we know that the general solution of each of the difference equations in (3.66) takes the form

$$
\begin{equation*}
{ }^{\prime} z_{n}=\sum_{s=1}^{m} x_{1 s} r_{s}^{n}, \quad t=1,2, \ldots, m \tag{?68}
\end{equation*}
$$

where the $\chi_{1,}$ are arbitrary complex constants and $r_{s}, s=1,2, \ldots, m$ are the roots, assumed distinct. of the characteristic polynomial

$$
\sum_{j=0}^{k}\left(\alpha_{j}-h \beta_{j} \lambda_{i}\right) r^{j}
$$

This polynomial can conveniently be written in terms of the first and second characteristic polynomials $\rho, \sigma$ of the method (see equation (3.4)) as
where

$$
\begin{align*}
\pi(r, \hat{h}): & =\rho(r)-\hat{h} \sigma(r) \\
\hat{h} & =h \lambda \tag{3.69}
\end{align*}
$$


The polynomial $\pi(r . h)$ is called the stability polynomial of the method. Clearly, (3.67) and consequently (3.62) are satisfied if all the roots $r_{s}\left(=r_{s}(\hat{h})\right), s=1,2, \ldots, k$ of $\pi(r, \hat{h})$ satisfy $\left|r_{\mathrm{s}}\right|<1$, and we are motivated to make the following definition.

Definition The lincur multistep method (3.63) is said to be absolutely stable for given $h$ if for that $h_{1}$ all the roots of the stability polynomial (3.69) satisfy $\left|r_{s}\right|<1, s=1,2, \ldots, k$, and of he absolutely unstable for that $\hat{h}$ otherwise.
(learly we are interested in knowing for what products of $h$ and $\lambda$ the method is absolutely stable, whence the following definition:

Definition The linedr multistep method (3.63) is said to have region of absolute stability $\mathscr{A}_{1}$, where $\mathscr{A}_{A}$ is a region of the complex $\hat{h}_{\text {-plane, }}$ if it is absolutely stable for all $\hat{h} \in \mathscr{S}_{A}$. The imersection of th with the real axis is called the interval of absolute stability.

Note that the interval of absolute stability is relevant to the case of the scalar test equation $y^{\prime}=\lambda y, \lambda$ real

We construct below the syntax diagram for absolute stability.

| $y^{\prime}=A y^{\prime}, A$ has distinct <br> cigenvalues $\lambda_{1}$ <br> Linear multistep <br> method <br> $t=$$\operatorname{Re} \lambda_{1}<0$ <br> $t, 2, \ldots, m$ <br> $t=$$h \lambda_{1} \in \mathscr{R}_{1}$ <br> $t, 2, \ldots, m$$\Rightarrow$$\\|y(x)\\| \rightarrow 0$ <br> as $x \rightarrow \infty$ |
| :---: |
| $\left\\|y_{n}\right\\| \rightarrow 0$ <br> as $n \rightarrow \infty$ |

The region of absolute stability, $A_{A}$, is a function of the method and the complex parameter $\hat{h}$ only, so that for each linear multistep method we are able to plot the region $\mathscr{A}_{\lambda}$ in the complex $\hat{h}_{\text {-plane. If the eigenvalues of } A \text { are known it is then possible to }}$ choose $h$ sufficiently small for $h \lambda_{t} \in \mathcal{R}_{A}$ to hold for $t=1,2, \ldots, m$.

We note from (3.69) that when $h=0$ the stability polynomial $\pi(r, \hat{h})$ reduces to the first characteristic polynomial $\rho$. Recall from $\$ 2.5$ that for a consistent linear multistep method $\rho(\zeta)$ always has a root $\zeta_{1}=1$, and this we called the principal root; if the method is zero-stable, this root must be simple. Now the roots of a polynomial are continuous
functions of the coefficients of. the polynomial, and it follows that there must exist a root $r_{1}$ of $\pi$ which has the property that $r_{1} \rightarrow \zeta_{1}=1$ as $h \rightarrow 0$. The following argument tells us how $r_{1}$ approaches 1 as $h \rightarrow 0$.

Let the linear multistep method satisfy the root condition, have associated difference operator $\mathscr{L}$ and have order $p>1$. Then $\mathscr{L}[z(x), h]=0\left(h^{r+1}\right)$ for any sufficiently differentiable function $z(x) ; \exp (\lambda x)$, where $\lambda \in \mathbb{C}$, is such a function, and we may write

$$
\mathscr{L}[\exp (\lambda x) ; h]=\sum_{j=0}^{k}\left\{\alpha_{j} \exp [\lambda(x+j h)]-h \beta_{j} \lambda \exp [\lambda(x+j h)]\right\}=0\left(h^{p+1}\right)
$$

On dividing by $\exp (\lambda x)$ we obtain

$$
\sum_{j=0}^{k}\left\{\alpha_{j}[\exp (\hat{h})]^{j}-\hat{h}_{j} \beta_{j}[\exp (\hat{h})]^{j}\right\}=0\left(\hat{h}_{r^{n+1}}\right)
$$

which may be wrillen

$$
\pi(\exp (\hat{h}), \hat{h})=0\left(\hat{h}^{p+1}\right)
$$

The polynomial $\pi(r, \hat{h})$ can be reconstructed in terms of its roots $r_{s}, s=1,2 \ldots, k$ as

$$
\begin{equation*}
\pi(r, \hat{h})=\left(1-\hat{h} \beta_{k}\right)\left(r-r_{1}\right)\left(r-r_{2}\right) \cdots\left(r-r_{k}\right) \tag{3.71}
\end{equation*}
$$

(Note that, by the following argument, the factor $1-\hat{h} \beta_{k}$ can never be zero: Ict $\tau(A)$ be the spectral radius of $A$. The Lipschitz constant $L$ of the function $f=A y$ is $L=\|A\| \geqslant$ $\tau(A) \geqslant|\lambda|$ (where $\lambda$ is any eigenvalue of $A$ ). Hence the condition (3.8), $h<1 /\left|\beta_{k}\right| L$, implies that $\hat{h}<1 /\left|\beta_{k}\right|$.)

On setting $r=\exp (\hat{h})$ in (3.71) and using (3.70), we obtain

$$
\left[\operatorname{cxp}(\hat{h})-r_{1}\right]\left[\exp (\hat{h})-r_{2}\right] \cdots\left[\exp (\hat{h})-r_{k}\right]=0\left(\hat{h}^{r+1}\right)
$$

Since, as $\hat{h} \rightarrow 0, \exp (\hat{h}) \rightarrow 1$, and $r_{s} \rightarrow \zeta_{s}, s=1,2, \ldots, k$, the first factor on the left side tends to zero as $h \rightarrow 0$, and no other factor can do so since, by the roots condition, $\zeta_{1}$, is the only roots of $\rho(\zeta)$ located at +1 . It follows that

$$
\begin{equation*}
r_{1}=\exp (\hat{h})+0\left(\hat{h}^{n+1}\right) \tag{3.72}
\end{equation*}
$$

It immediately follows that for small $\hat{h}$ with $\operatorname{Re} \hat{h}>0,\left|r_{1}\right|>1$, and the melhod is absolutely unstable. In other words, the region of absolute stability of any comergent linear multistep method cannot contain the positive real axis in the neighbowhood of the origin. Note that since the above argument is asymptotic (as $\hat{h} \rightarrow 0$ ), we cannot conclude that the region of absolute stability does not contain part of the positive real axis for large $|\hat{h}|$ or that the boundary of the region does not intrude into the positive half-plane away from the origin.
The most convenient method for finding regions of absolute stability is the boundary. locus technique. The region $A_{A}$ of the complex $\hat{h}_{\text {-plane }}$ is delined by the requirement that for all $\hat{h} \in \mathscr{R}_{A}$ all of the roots of $\pi(r, \hat{h})$ have modulus less than 1 . Let the contour $\partial \mathscr{K}_{A}$ in the complex $\hat{h}$-plane be defined by the requirement that for all $\hat{h}_{\in} \hat{C}_{A} \mathscr{A}_{A}$ one of the roots of $\pi(r, \hat{h})$ has modulus 1 , that is, is of the form $r=\exp (i \theta)$. Since the roots of a polynomial are continuous functions of its coefficients it follows that the boundary
 correspond to $\pi(r, h)$ having one root of modulus 1 , some of the remaining roots having modulus less than $I$ and some having modulus greater than 1). Thus, for all $\hat{h}_{\boldsymbol{h}} \partial_{\mathscr{R}_{A}}$, the identity

$$
\begin{equation*}
\pi(\exp (i \theta), \hat{i})=\rho(\exp (i 0))-\hat{h} \sigma(\exp (i 0))=0 \tag{3.73}
\end{equation*}
$$

must hold. This equation is readily solved for $\hat{h}$, and we have that the locus of $\partial \mathscr{R}_{A}$ is given by

$$
\hat{\hat{n}}=\hat{\hat{n}}(0)=\rho(\exp (i \theta)) / \sigma(\exp (i 0))
$$

For the Adams Moulton method with $k=1$ (the Trapezoidal Rule), the contour $\partial \mathscr{R}_{A}$ is particular geometrical shape, but in most cases we simply use (3.74) to plot $\hat{h}(\theta)$ for a range of $0 \in[0,2 \pi]$, and link consecutive plotted points by straight lines to get a representation of $\Gamma, \mathscr{A}_{A}$. The contours $O$, $A_{A}$ so obtained for the Adams-Moulton methods of stepnumbers 1 to 4 are shown in Figure 3.2 and those for the Adams-Bashforth

$k=1$


Figure 3.2 Regions of absolute stability for $k$-step Adams-Moulton methods.

$k=1$


Figure 3.3 Regions of absolute stability for $k$-step Adams-Bashforth methods
methods of stepnumbers 1 to 4 in Figure 3.3. Having found $\lambda A_{1}$, we have to deduce what $\mathscr{R}_{A}$ is. For the Adams-Moulton methods with $k=2,3,4$ and the Adams Bashforth methods with $k=1,2,3, \partial \mathscr{S}_{A}$ is a simple closed contour; to see that the shaded regions in Figures 3.2 and 3.3 , that is the interiors of the regions bounded by $r^{2} \mathscr{A}_{A}$, are indeed the regions of absolute stability, all we need do is obscrve that, from (3.72), all linear multistep methods are necessarily absolutely unstable for small positive values of $\operatorname{Re}(\hat{h})$. For the Adams-Moulton method with $k=1$ (the Trapezoidal Rule), whe contour $A_{A}$ is simple but no longer closed; it is indeed the whole of the imaginary axis. The same argument shows that the region of absolute stability is the whole of the negative half-plane $\operatorname{Re}(\hat{h})<0$.

Things are not quite so simple for the Adams-Bashforth method with $k=4$, where the contour $\partial \mathscr{R}_{A}$ is closed but no longer simple, since it crosses itself at two points (which are just to the right of the imaginary axis). The argument we have used above establishes that the region of absolute stability contains the shaded region, but it is not clear whether it also contains the two loops lying iti the positive half-plane. The point marked $A$ in Figure 3.3 lying on the loop of $\partial \mathscr{R}_{A}$ in the first quadrant corresponds to taking $\theta=\pi / 2$, which, by (3.74), implies that $\hat{h}=0.272+0.578 \mathrm{i}$ at $A$. With this value for $\hat{h}, \pi(r, \hat{h})$ turns out to have roots
(Note that since $\pi$ is a polynomial with complex cocfficients, its complex roots no longer appear as complex conjugate pairs.) The first root has modulus I (justifying $A$ as a point on $\dot{\Gamma} \ell_{A}$ ) but the second root has modulus greater than 1 . By continuity, the interior of the foop cannot be a region of absolute stability. By symmetry, the same holds for the loop in the fourth quadrant, and we conclude that the shaded region in Figure 3.3 constitutes the entire region of absolute stability.

We note in passing that Figures 3.2 and 3.3 prompt two conjectures: that implicit mechods have larger regions of absolute stability than explicit methods and that, as order increases, the regions of absolute stability shrink. The first is, in a general sence, true of all numerical methods; the second is not (cf. explicit Runge-Kutta methods, 0 be discussed in (hapter 5).

It is of seme interest to apply the boundary locus method to one further example, nalmely Simpson's Rule, given by

$$
\rho(r)=r^{2}-1, \quad \sigma(r)=\frac{1}{3}\left(r^{2}+4 r+1\right)
$$

Applying (3.74), we find after a little manipulation that the locus of $\partial \mathscr{M}_{A}$ is given by

$$
\hat{h}(\theta)=\frac{3 i \sin \theta}{2+\cos \theta}
$$

and therefore lies wholly on the imaginary axis. For all $\theta$, the function $3 \sin \theta /(2+\cos \theta)$ lies hetween $-\sqrt{3}$ and $\sqrt{3}$, and it follows that $\partial H_{1}$ is that part of the imaginary axis ruming from $\sqrt{3 i} 10 \sqrt{3 i}$. We know that for $\hat{h}_{\in} \lambda_{A}, \pi(r, \hat{h})$ has a root of modulus 1 (in this instance, both roots have modulus 1) and we conclude that Simpson's Rule has all empty region of absolute stability. All optimal methods have regions of absolute stability which are either empty or essentially useless in that they do not contain the negative real axis in the neighbourhood of the origin (see Stetter (1973), page 268 for fuller details). In essence, by squeezing out the maximum possible order (subject to cero-stability) from a line:ar multistep method of given stepnumber, the absolute stability region gets squecred flat. This is why optimal methods are not favoured. *

The interval of absolute stability can, of course, be deduced directly from the region, but sometimes we want to find only the interval, in which case quicker methods are available. It is then appropriate to take $\hat{h} \in \mathbb{B}$, in which case $\pi(r, \hat{h})$ becomes a real polynomial. The criterion for absolute stability is then that $\pi(r, \hat{h})$ be a Schur polynomial, and the Routh Hurwitz criterion, discussed in §1.9, can be applied. Consider, for example, the 3 -step Adams Moulton method given by

$$
p(r)=r^{3}-r^{2}, \quad \sigma(r)=\left(9 r^{3}+19 r^{2}-5 r+1\right) / 24
$$

whence, setting $I:=\hat{h} / 24$ for convenience, we obtain

$$
\pi(r, \hat{h})=(1-9 H) r^{3}-(1+19 H) r^{2}+5 H r-H .
$$

On applying the tiansformation $r=(1+z) /(1-z)$ we obtain

$$
(1-z)^{3} \pi((1+z) /(1-z), \hat{h})=a_{0} z^{3}+a_{1} z^{2}+a_{2} z+a_{3}
$$

where

$$
\begin{aligned}
& a_{3}=-24 H>0 \text { if } H<0, \\
& a_{2}=2-48 H>0, \text { if } H<\frac{1}{24}, \\
& a_{1}=4-16 H>0 \text { if } H<\frac{1}{4}, \\
& a_{0}=2+16 H>0 \text { if } H>-\frac{1}{8} .
\end{aligned}
$$

The conditions $a_{j}>0, j=0,1,2,3$, are thus satisfied iff $H \in\left(-\frac{1}{8}, 0\right)$. The remaining condition $a_{1} a_{2}>a_{0} a_{3}$ is satisfied iff

$$
144 H^{2}-22 H+1>0
$$

which condition (the discriminant of the left side being negative) is easily seen to be satisfied for all $H$. It follows that $\pi(r, \hat{h})$ is Schur iff $H \in\left(-\frac{1}{8}, 0\right)$, or equivalently $\hat{h} \in(-3,0)$. The interval of absolute stability is thus ( $-3,0$ ), a resull corroborated by Figure 3.2.
Linear stability theory supports a further crop of definitions concerning relatice stability, a topic nowadays considered less 'significant than hitherto. The rationale for this development is as follows. Recall the result (3.72) that

$$
\begin{equation*}
r_{1}=\exp (\hat{h})+0\left(\hat{h}^{p+1}\right) \tag{3.72}
\end{equation*}
$$

A consequence of this is that when we use a linear multistep method to solve numerically the test system (3.59) in the case when $A$ has some eigenvalues with positive real parts then, for sufficiently small $h$, the numerical solution $\left\{y_{n}\right\}$ will have the property that $\left\|y_{n}\right\| \rightarrow \infty$ as $n \rightarrow \infty$. This is as it should be, since from (3.61) we know that $\|y(x)\| \rightarrow \infty$ as $x \rightarrow \infty$ when any of the $\lambda_{1}$, have positive real part; the situation is acceptable, provided that $\|y(x)\|$ and $\left\|y_{n}\right\|$ tend to $\infty$ at approximately the same rate. Let $\lambda^{*}$ be the eigenvalue of $A$ with greatest (positive) real part. It follows from (3.61) that the growth of $\|y(x)\|$ will be dominated by the term $\exp \left[\left(\operatorname{Re} \lambda^{*}\right) x\right]$. Now, from (3.72).

$$
\begin{equation*}
r_{1}\left(h \lambda^{*}\right)^{n}=\left[\exp \left(h \lambda^{*}\right)\right]^{n}+0\left(h^{p}\right)=\exp \left[\lambda^{*}\left(x_{n}-a\right)\right]+0\left(h^{r}\right) \tag{3.75}
\end{equation*}
$$

Relative stability is concerned with whether $r_{1}\left(h \lambda^{*}\right)^{n}$ or $r_{s}\left(h \lambda^{*}\right)^{n}$ (for some $s \in[2,3, \ldots, k]$ ) dominates the numerical solution. If the former holds then, in view of (3.75), that is acceptable. The concept also has some relevance to the case of decaying solutions, since one might not be happy with a numerical solution which decayed, but not as fast as did the theoretical solution. Among many criteria that have been proposed to encapsulate this notion are the following:

$$
\begin{array}{lll}
\text { criterion A: } & \left|r_{s}\right|<\left|r_{\mathrm{t}}\right|, & s=2,3 \ldots, k \\
\text { cri vion B: } & \left|r_{s}\right|<|\exp (\hat{h})|, & s=2,3 \ldots, k, \\
\text { criterion C: } & \left|r_{s}\right|<|\exp (\hat{h})|, & s=1,2 \ldots, k
\end{array}
$$

We can clearly define regions and intervals of relative stability based on each of these criteria. A is probably the most sensible criterion, but is hard to apply. In view of (3.72). B is not very different from A, at least for small $|\hat{h}|$, and is a little easier to apply. C is much easier to apply, since a change of argument in the stability polynomial from $r$ to
$R$. where $r=R|\exp (\hat{h})|$ implies that C will be satisfied if $\pi(R|\exp (\hat{h})|, \hat{h})$ is a Schur polynomial in $R$. Unfortunatcly, C can give bizarre results, reflecting the fact that, for suhstantial regions of $\hat{h},\left|r_{1}\right|$ may be greater than $|\exp (\hat{h})|$, although close to it. For eximple, the intervals of relative stability for the 2 -step Adams-Moulton method, using each of these criteria, are:

$$
\begin{array}{ll}
\mathrm{A}: & (-1.50, \infty) \\
\mathrm{B}: & (-1.39, \infty) \\
\mathrm{C}: & (+2.82, \infty)
\end{array}
$$

Confusion over definitions may have been a minor factor in the decline of interest in relative stability, but the major reason is probably the fact that it is absolute stability, not relative stability, that is relevant to the problem of stiffness, to be discussed later in this book.

It will not have escaped the reader's notice that the theory propounded above is highly restrictive, in that it applies only to the test system $y^{\prime}=A y$, whereas in practice we usually find ourselves dealing with the general system $y^{\prime}=f(x, y)$. Attempts can be made to extend the applicability of linear stability theory to general systems by constructing an approximate system of difference equations for the global error $E_{n}:=y\left(x_{n}\right)-y_{n}$. As we shatl see presently, such attempts can give rise to very misleading results. One starts by noting that the definition of the local truncation error $T_{n+k}$ implies that

$$
\sum_{j=0}^{k} \alpha_{j} y\left(x_{n}+j h\right)=h \sum_{j=0}^{k} \beta_{j} f\left(x_{n+j}, y\left(x_{n+j}\right)\right)+T_{n+k} .
$$

The sequence $\left\{f_{n}\right\}$ generated by the method satisfies

$$
\sum_{j=0}^{k} \alpha_{j} y_{n+j}=h \sum_{j=0}^{k} \beta_{j} f\left(x_{n+j}, y_{n+j}\right)
$$

and on subtracting and using the mean value theorem (with the notation of $\S 1.3$ ) we obtain

$$
\begin{equation*}
\sum_{j=0}^{k} x_{j} E_{n+j}=h \sum_{j=0}^{k} \beta_{j} \frac{\overline{\partial f}}{\partial y}\left(x_{n+j}, \zeta_{n+j}\right) E_{n+j}+T_{n+k} \tag{3.76}
\end{equation*}
$$

This difference system for $\left\{E_{n}\right\}$ is deceptive; it looks linear but is indeed nonlinear since the values $\zeta_{n+j}$ all lic on the line segment from $y_{n+j}$ to $y\left(x_{n+j}\right)$, and hence $E_{n+j}$ is an unk nown nonlinear function of $\zeta_{n+j}$. We cannot handle this system, so we force it to be linear constant coefficient by making the assumption

$$
\begin{equation*}
\frac{\partial f}{\partial y}=J, \text { a constant matrix. } \tag{3.77}
\end{equation*}
$$

We make the further assumption that $T_{n+k}=T$, a constant vector, so that (3.76) now reads

$$
\begin{equation*}
\sum_{j=0}^{k}\left[\alpha_{j} I-h \beta_{j} J\right] E_{n+j}=T \tag{3.78}
\end{equation*}
$$

sometimes known as the linearized error equation. Since the constant term $T$ plays no part in determining whether the norms of the solutions of (3.78) grow or decay as $n \rightarrow 9$. it can be ignored, and (3.78) is essentially the same system as (3.64) with $A$ replaced by $J$ as.d $y_{n+j}$ by $E_{n+j}$. The subsequent analysis holds, and we conclude that $\left\|E_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$ if $h \lambda_{t} \in \mathscr{R}_{1}$, where $\lambda_{1}, t=1,2, \ldots, m$ are now the cigenvalues of $J$, and $R_{i}$ is the region of absolute stability of the method. A similar extension in the case of relative stability is clearly possible.
The flaw in this argument lies in the assumption (3.77). It is simply not true in general that the eigenvalues of $J$, even if $J$ is taken to be piecewise constant that is. recalculated from time to time as ine compuation proceedish, aiways correcity represeni, even in a qualitative sense, the behaviour of, the solutions of the nonlinear system (3.76). (It is, of course, true when $f(x, y)=A y, A$ a constant matrix. in which case the difference systems for the solution and for the errors are essentially the same.) We shall have more to say about 'frozen Jacobian' assumptions in Chapter 7, but meanwhile let us look at two examples.

First, consider the problem used in the numerical examples of $\$ 2.7$.
where

$$
\left.\begin{array}{rlrl}
y^{\prime} & =f(x, y), \quad y(0)=\eta, & & x \in[0,1] \\
y & =[u, v]^{\top}, & &  \tag{3.79}\\
f(x, y) & =[v, v(v-1) / u]^{\top}, & & \eta=[1 / 2,-3]^{\top}
\end{array}\right\}
$$

with exact solution

$$
\begin{equation*}
u(x)=[1+3 \exp (-8 x)] / 8, \quad v(x)=-3 \operatorname{cxp}(-8 x) \tag{3.80}
\end{equation*}
$$

The Jacobian of the system is

$$
\partial f / \partial y=\left[\begin{array}{cc}
0 & 1 \\
-v(v-1) / u^{2} & (2 v-1) / u
\end{array}\right]
$$

Its eigenvalues are real, and can be expressed in closed form as

$$
\begin{equation*}
\lambda_{1}=(v-1) / u, \quad \lambda_{2}=v / u \tag{3.81}
\end{equation*}
$$

Substituting for $u$ and $v$ from the exact solution (3.80), we obtain

$$
\begin{equation*}
\lambda_{1}=-8, \quad \lambda_{2}=-24 /[3+\exp (8 x)] . \tag{3.82}
\end{equation*}
$$

In the interval $[0,1]$ of integration, $\lambda_{2}$ increases from -6 to nearly zero, and we note that for all $x>0$ both eigenvalues lie in the interval $[-8,0]$.

The linear multistep method of Example 3 in $\S 2.7$ was

$$
\begin{equation*}
y_{n+3}+\frac{1}{4} y_{n+2}-\frac{1}{2} y_{n+1}-\frac{3}{4} y_{n}=\frac{h}{8}\left(19 f_{n+2}+5 f_{n}\right) . \tag{3.83}
\end{equation*}
$$

Since the eigenvalues of the Jacobian of the system to be solved are real, we need compute only the interval rather than the region of absolute stability for this method. This interval turns out to be ( $-\frac{1}{3}, 0$ ), and hence we can satisfy the condition

$$
h \lambda_{t} \in \mathscr{R}_{A}, \quad t=1,2
$$

by choosing $h$ such that $-8 h$ lies in $\left(-\frac{1}{3}, 0\right)$; that is, by choosing $h<h^{*}=\frac{1}{24}=0.0417$. rom Table 2.4 of $\$ 2.7$. we sec that the global errors do indecd decrease for $h<h^{*}$ and increase for $h>h^{*}$. For his example the linearized error equation approach gives sensible results.
We do not need to look far for a counter-example, however. Consider the same system 13.79). but with new initial values given by

$$
\eta=\left[-\frac{1}{4}, 3\right]^{\top}
$$

The extict solution is now

$$
\begin{equation*}
u(x)=[1-3 \operatorname{cxp}(-8 x)] / 8, \quad v(x)=3 \exp (-8 x) \tag{3.84}
\end{equation*}
$$

Since the system is unchanged, the cigenvalues of the Jacobian are still given by (3.81), but when we substitute the exact solutions (3.84) for $u$ and $v$ we obtain

$$
\lambda_{1}=-8, \quad \lambda_{2}=-24 /[3-\exp (8 x)]
$$

Comparing with (3.82), we see that while $\lambda_{1}$ is unchanged, the behaviour of $\lambda_{2}$ for positive $x$ is radically changed. At $x=\tilde{x}=(\ln 3) / 8 \approx 0.137, \lambda_{2}$ is infinite. For $x \in[0, \tilde{x}), \lambda_{2}$ is negative, but $\left|\lambda_{2}\right|$ becomes extremely large as $x \rightarrow \tilde{x}$; for $x>\tilde{x}_{,} \lambda_{2}$ is positive. Were we (0) compute a solution of this now initial value problem using method (3.83), whose interval of absolute stability is $\left(-\frac{1}{3}, 0\right)$, then the theory based on the linearized error equation would predict that in order to avoid error growth, we would have to take sharpiy decreasing values of $h$ as $x$ approached $\bar{x}$, and that error growth would be unavoidabie for $x>\tilde{x}$. ln practice, nothing of the sort happens, and the table of errors for numerical solutions in the interval [0,1] with a range of steplengths is virtually identical with those given in Table 2.4 of $\$ 2.7$ for the original initial value problem. What is happening is that the linearized error equation, faced with the impossible task of attempting to mimic the behaviour of the true nonlinear error equation, throws up one cigenvalue, $i_{1}$, which does the best it can in predicting in a general sort of way the exponential decay $\exp (-8 x)$, but the other eigenvalue, $\lambda_{2}$, is meaningless; in the case of the original initial value problem, it happened not to get in the way.

The litcrature of the 1960 s and 1970 s contains many results (some of which are reported in Lambert (1973)) on absolute and relative stability, but these results are of less significance nowadays. The reasons for this are partly that there has been a steadily growing appreciation of the limitations of linear stability theory and the emergence of a much more satisfactory theory of nonlinear stability (which we shall discuss in Chapter 7), but mainly because modern codes for the numerical solution of initial value problems do not actually test for absolute or relative stability. Quite apart from the possibility or bizarre results, as illustrated above, such a procedure would be hopelessly uneconomic; it would require frequent updatings of the Jacobian and of its entire - spectrum of cigenvalues, a heavy computational task for a large system. Instead, these codes rely on their monitoring of the local truncation error to alert them to any instability; if the estimate of the LTE becomes too large, the step is aborted and the steplength reduced.

This is not to say that linear stability theory is of no value. A method which cannot handle satisfactorily the linear test system $y^{\prime}=A y$ is not a suitable candidate for
incorporation into an automatic code. More precisely, linear stability theory provides a useful yardstick (if one can have a yardstick in the complex plane!) by which different linear multistep methods (or classes of such methods) can be compared as candidates for inclusion in an automatic code. There is ample computational evidence that methods with large regions of absolute/relative stability out-perform those with small regions.
One specific result of linear stability theory, already referred to, is worthy of note. namely that all optimal methods have regions of absolute stability which cither are empty or do not contain the negative real axis in the neighbourhood of the origin. This means that when such methods are applied to the test system $y^{\prime}=A y$, where the eigenvalues of $A$ have negative real parts, the numerical solution will satisfy $\left\|y_{n}\right\| \rightarrow x$ as $n \rightarrow \infty$, for all sufficiently small positive $h$, whercas the exact solution satisfies $\|y(x)\| \rightarrow 0$ as $x \rightarrow \infty$. Example 4 of $\$ 2.7$ (although not a linear multistep method) has an empty region of absolute stability, and such behaviour is excmplificd by the numerical results quoted. (Once again, it is fortuitous that linear stability works well for the particular nonlinear problem in question; it would not be difficult to produce one for which the theory was much less satisfaclory.) The mechanism by which methods with empty regions of absolute stability are none the less convergent has already been explained in the comments on Example 4 in $\S 2.7$.

## Exercises

3.8.1. Use the boundary locus method to show that the region of absolute stability of the method

$$
y_{n+2}-y_{n}=\frac{1}{2} h\left(f_{n+1}+3 f_{n}\right)
$$

is a circle centre $\left(-\frac{2}{2}, 0\right)$ and radius $\frac{2}{3}$. Check this result by using the Routh Hurwitz criterion to show that the interval of absolute stability of the method is the diameter of this circle.
3.8.2. Using Figure 3.2, find the apt roximate maximum steplength that will achieve absolute stability when the 3 -step Adams-Moulton method is applied to the scalat problem $y^{\prime \prime}+20 y^{\prime}+$ $200 y=0, y(0)=1, y^{\prime}(0)=-10$, recast as a first-order system. Test your answer numerically.
3.8.3*. Find an expression for the locus of $\boldsymbol{\lambda}$. A $_{A}$ for the method

$$
y_{n+2}-(1+\alpha) y_{n+1}+\alpha y_{n}^{\prime}=\frac{h}{12}\left[(5+x) f_{n+2}+8(1-x) f_{n+1}-(1+5 x) f_{n}\right]
$$

Deduce the interval of absolute stability when $\alpha \neq-1$; check your result by using the Routh Hurwit criterion to find the interval of absolute stability. Find ${ }_{A}$ in the cases (i) $x=1$, (ii) $x=-1$.
3.8.4*. A linear multistep method is defined by its first and second characteristic polynomials $p, \sigma$. Show that if

$$
\begin{equation*}
\text { - } \operatorname{Re}[\rho(\exp (i O)) \sigma(\exp (-i()))]=0 \tag{1}
\end{equation*}
$$

then the method is absolutely stable either for no $\hat{h}$ or for all $\hat{h}$ with $\operatorname{Re}(\hat{h})<0$. Show that the most general zero-stable linear 2 -step method of order at least 2 which satisfies (1) is

$$
y_{n+2}-y_{n}=h\left[\beta \int_{n+2}+2(1-\beta) f_{n+1}+\beta / n\right]
$$

and that it is absolutely stable for all $\hat{h}$ with $\operatorname{Re}(\hat{h})<0$ if and only if $\beta>\frac{1}{2}$.
3.8.5*. Consider the method

$$
y_{n+2}-(1+x) y_{n+1}+x y_{n}=\frac{1}{2} h(1-\alpha)\left(f_{n+1}+f_{n}\right), \quad-1<\alpha<1 .
$$

(i) Show that the order is independent of $\alpha$
(ii) Find the locus of $\hat{\imath} \mathscr{A}_{A}$ in the form $\eta^{2}=F(\xi)$, where $\hat{h}=\xi+$ in.
(iii) Hence sketch $i A_{A}$ and show that it divides the complex plane into three regions; ascertain which of these regions are regions of absolute stability.
(iv) Deduce that the interval of absolute stability is independent of $\alpha$.
(v) Construct a suitable two-dimensional linear constant coefficient problem and use it to devise and carry out a numerical experiment to corroborate your findings in (iii).
3.N.6*. A consisten linear 2 -step method for the numerical solution of the second-order problem

$$
\begin{equation*}
y^{\prime \prime}=f(x, y), \quad y(a)=\eta, \quad y^{\prime}(a)=\tilde{\eta} \tag{1}
\end{equation*}
$$

is defined by

$$
\begin{equation*}
y_{n+2}-2 y_{n+1}+y_{n}=h^{2}\left[\beta \int_{n+2}+(1-2 \beta) f_{n+1}+\beta f_{n}\right] . \tag{2}
\end{equation*}
$$

We are interested in the question of whether the numerical solution $\left\{y_{n}\right\}$ given by (2) is periodic when the exact solution $y(x)$ of $(1)$ is periodic. Accordingly, we choose as test equation the scalar equation

$$
\begin{equation*}
y^{\prime \prime}=-\mu^{2} y \tag{3}
\end{equation*}
$$

whose solutions are periodic, of period $2 \pi / \mu$. In a development analogous to linear stability theory, we say that (2) has an interval of periodicity $\left(0, H_{0}^{2}\right)$, where $H=h \mu$, if the numerical solution of the difference equation resulting from applying (2) to (3) is periodic for all $H^{2} \in\left(0, H_{0}^{2}\right)$.
(i) Find the interval of periodicity of (2) in each of the cases $\beta=0, \beta=5 / 6$ and $\beta=1 /(2-2 \cos \varphi)$, $0<\varphi<2 \pi$
(ii) If (2) is applied to (3) with a steplength $h$ for which $H^{2} \in\left(0, H_{0}^{2}\right)$, show that the numerical solution has approximately the correct period in the following sense. Let $h$ be such that there exists an integer $m$ such that $m h=2 \pi / \mu$; then show that

$$
y_{n+m}=y_{n}+0\left(h^{p+1}\right) \quad \text { for all } n .
$$

where

$$
\mathscr{Y}[z(x) ; h]:=z(x+2 h)-2 z(x+h)+z(x)-h^{2}\left[\beta z^{\prime \prime}(x+2 h)+(1-2 \beta) z^{\prime \prime}(x+h)+\beta z^{\prime \prime}(x)\right]
$$

$$
=0\left(h^{r^{+}} 2\right)
$$

(Hint: Put $z(x)=\exp (i \mu x)$ in $\mathscr{L}[z(x) ; h]$.)

### 3.9 ADAMS METHODS IN BACKWARD DIFFERENCE FORM

Adams methods constitute a sub-family of linear multistep methods defined by

$$
\begin{equation*}
y_{n+k}-y_{n+k-1}=h \sum_{j=0}^{k} \beta_{j} f_{n+j} \tag{3.85}
\end{equation*}
$$

These methods have a long history, the explicit Adams-- Bashforth methods having been first introduced in a numerical investigation of capillary attraction (Bashforth and Adams, 1883); the implicit Adams-Moulton methods first appeared in connection with problems of ballistics (Moulton, 1926). Today they still remain easily the most popular family of linear multistep methods, and form the basis of almost all predictor cortector codes for non-stiff initial value problems.
There are good reasons for this popularity'. Firstly, in comparison with many other families of linear multistep methods, Adams methods have good regions of absolute stability; this is to be expected since as $h \rightarrow 0$ the roots $r_{s}$ of the stability polynomial satisfy $r_{s} \rightarrow \zeta,=0, s=2,3, \ldots, k$. Secondly, the Adams methods have a definite advantage in the situation where the steplength is changed during the computation. We shall discuss the implementation of step changes in the next chapter, but it is clear that when the steplength is changed there is a problem, in that the back values are no longer at the appropriate values of $x$. One solution is to use interpolation to establish the necessary back values, and for general linear multistep methods this would mean interpolat the existing back values of $y$ followed by function evaluations to obtain the back valucs of $f$. For Adams methods, there is clearly never a need to interpolate the back values of $y$, and direct interpolation of the back values of $f$ is enough. Lastly, Adams methods are capable of being expressed in terms of backward differences in a form that greatly eases the problems of implementing them in an automatic code; we now derive these alternative forms. In this context, it is convenient to rewrite (3.85) in the equivalent form

$$
\begin{equation*}
y_{n+1}-y_{n}=h \sum_{j=0}^{k} \dot{\beta}_{j} f_{n+j-k+1} . \tag{3.86}
\end{equation*}
$$

We start by considering the explicit Adams-Bashforth methods. In the next chapter, we need to distinguish between implicit and explicit linear multistep gethods which appear in the same context; we do this by attaching the superscript * To all symbols relating to explicit methods. It is thus appropriate to do this for all symbols relating to the Adams-Bashforth methods. Recall from §3.3 that certain classes of linear multistep methods (including the class of Adams methods) could be derived by a process of polynomial interpolation. Analogously to (3.19), we consider the identity

$$
\begin{equation*}
y\left(x_{n+1}^{\prime}\right)-y\left(x_{n}\right)=\int_{x_{n}}^{x_{n+1}} y^{\prime}(x) \mathrm{d} x . \tag{3.87}
\end{equation*}
$$

We replace $y^{\prime}(x)$ by $f(x, y(x))$ and seek a polynomial interpolant of the data

$$
\left(x_{n}, f_{n}\right), \quad\left(x_{n-1}, f_{n-1}\right), \ldots, \quad\left(x_{n-k+1}, f_{n-k+1}\right) .
$$

By $\S 1.10$, such an interpolant, in terms of backward differences, is given by

$$
\begin{equation*}
I_{n-1}^{*}(x)=I_{k-1}^{*}\left(x_{n}+r h\right)=: P_{k-1}^{*}(r)=\sum_{i=0}^{k-1}(-1)^{i}\left(\frac{-r}{i}\right) \nabla^{i} f_{n} . \tag{3.88}
\end{equation*}
$$

Approximating the integrand on the right side of $(3.87)$ by $I_{k-1}^{*}(x)$ and proceeding as
in $\$ 3.3$, we obtain

$$
\begin{equation*}
y_{n+1}-y_{n}=\int_{0}^{1} p_{k-1}^{*}(r) h \mathrm{~d} r=h \sum_{i=0}^{k-1} \gamma_{i}^{*} \nabla^{i} f_{n}, \tag{3.89}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{i}^{*}=(-1)^{i} \int_{0}^{1}\binom{-r}{i} \mathrm{~d} r . \tag{3.90}
\end{equation*}
$$

It is important to note that the $\gamma_{i}^{*}$ are independent of $k$. We could use (3.90) to evaluate the $\gamma_{i}^{*}, i=0,1,2 \ldots$, but there is a more constructive way to proceed. We seek a generating function for the $\gamma_{i}^{*}$, that is, a function of a dummy variable $t$ which, when expanded in powers of $t$ will have the $\gamma_{i}^{*}$ as coefficients. That is, we seek a function $G^{*}(t)$ such that

$$
G^{*}(t)-\sum_{i=0}^{\infty} \ddot{i}_{i}^{*} t^{i}=\sum_{i=0}^{5}(-1)^{i} \int_{0}^{1}\binom{-r}{i} \mathrm{~d} r=\int_{0}^{1}\left[\sum_{i=0}^{\infty}(-t)^{i}\binom{-r}{i}\right] \mathrm{d} r .
$$

The integrand on the furthest right side can be recognized as the expansion of the function $(1-t)^{-r}$, whose integral with respect to $r$ is $-(1-t)^{-r} / \ln (1-t)$. Hence,

$$
\begin{equation*}
G^{*}(t)=\frac{1}{\ln (1-t)}\left[\frac{-1}{1-1}+1\right]=\frac{-t}{(1-t) \ln (1-1)} \tag{3.91}
\end{equation*}
$$

which we rewrite in the form

$$
G^{*}(t)\left[\begin{array}{c}
-\ln (1-t)  \tag{3.92}\\
t
\end{array}\right]=\frac{1}{1-t}
$$

Now

$$
-\ln (1-t)=1+\frac{t}{2}+\frac{t^{2}}{3}+\frac{t^{3}}{4}+\cdots
$$

and

$$
\frac{1}{1-t}=1+t+t^{2}+t^{3}+\cdots
$$

and it follows form (3.92) that the $\gamma_{i}^{*}$ are given by

$$
\left(\gamma_{0}^{*}+\gamma_{1}^{*} t+\gamma_{2}^{*} t^{2}+\gamma_{3}^{*} t^{3}+\cdots\right)\left(1+\frac{t}{2}+\frac{t^{2}}{3}+\frac{t^{3}}{4}+\cdots\right)=1+t+t^{2}+t^{3}+\cdots .
$$

Lequating coeflicients of $1^{i}$ gives the following relation, from which the $\gamma_{i}^{*}$ can be readily calculated:

$$
\gamma_{i}^{*}+\gamma_{2}^{\gamma_{1}^{*}}+\frac{\gamma_{i}^{*}}{3}+\cdots+\frac{\gamma_{0}^{*}}{i+1}=1, \quad i=0,1,2, \ldots
$$

The first few $\gamma_{i}^{*}$ are easily seen to be

$$
\gamma_{0}^{*}=1, \quad \gamma_{1}^{*}=\frac{1}{2}, \quad \gamma_{2}^{*}=\frac{5}{12}, \quad \gamma_{3}^{*}=\frac{3}{8} .
$$

Thus the family of Adams-Bashforth methods can be written as

$$
\begin{equation*}
y_{n+1}-y_{n}=h\left(f_{n}+\frac{1}{2} \nabla f_{n}+\frac{5}{1} \frac{5}{2} \nabla^{2} f_{n}+\frac{3}{8} \nabla^{3} f_{n}+\cdots\right) \tag{3.93}
\end{equation*}
$$

Truncating the series on the right side after $k$ terms and expanding the backward differences in terms of function values, gives the following:

$$
\begin{array}{ll}
k=1: & y_{n+1}-y_{n}=h f_{n} \\
k=2: & y_{n+1}-y_{n}=\frac{h}{2}\left(3 f_{n}-f_{n-1}\right) \\
k=3: & y_{n+1}-y_{n}=\frac{h}{12}\left(23 f_{n}-16 f_{n-1}+5 f_{n}\right) \\
& \\
k \pm 4: & y_{n+1}-y_{n}=\frac{h}{24}\left(55 f_{n}-59 f_{n-1}+37 f_{n-2}-9 f_{n-1}\right)
\end{array}
$$

These are the standard $k$-step Adams-Bashforth methods, $k=1,2,3,4$, but in the form (3.86) rather than the form (3.85).

The importance of the fact that the $\gamma_{i}^{*}$ are independent of $k$ is now clear. By storing only the four numbers $\gamma_{i}^{*}, i=0,1,2,3$, we effectively store all four $k$-step Adams Bashforth methods with $k=1,2,3,4$. Further, if we wish to rephace a $k$-step Adams Bashforth method by a $(k-1)$-step, we merely drop the last term in the series on the right side of (3.93); if we wish to replace it by a $(k+1)$-step method, we add an extra term. constructing the additional backward difference from the previously calculated values. This ability easily to change the stepnumber (and therefore the order) is an essential property of the algorithms we shall discuss in the next chapter.

We have established that the $k$-step Adams-- Bashforth method is given by

$$
y_{n+1}-y_{n}=h \sum_{i=0}^{k-1} \gamma_{i}^{*} \nabla^{i} f_{n}
$$

The difference between the values for $y_{n+1}$ given by the $(k+1)$-step and the $k$-step Adams-Bashforth methods is therefore

$$
h \gamma_{k}^{*} \nabla^{k} f_{n}=h^{k+1} \gamma_{k}^{*} y^{(k+1)}\left(x_{n}\right)+0\left(h^{k+2}\right)
$$

(by $\S 1.2$, using the fact that $y^{\prime}=f$ ), a result which strongly suggests that the $k$-step Adams-Bashforth method has order $k$ and crror constant $i_{k}^{*}$. We can establish this more formally as follows.

Let $\mathscr{L}^{*}$ be the linear difference operator associated with the $k$-step Adams Bashforth method, and let $z(x)$ be a sufficiently differentiable function. Then, by (3.13),

$$
\mathscr{L}^{*}[z(x) ; h]=z\left(x_{n+1}\right)-z\left(x_{n}\right)-h \sum_{i=0}^{k} \gamma_{i}^{*} \nabla^{i} z^{\prime}\left(x_{n}\right) .
$$

where $\nabla z^{\prime}\left(x_{n}\right)=z^{\prime}\left(x_{n}\right)-z^{\prime}\left(x_{n-1}\right)$, etc. Hence we may write

$$
\mathscr{L}^{*}[z(x) ; h]=\int_{x_{n}}^{x_{n+1}} z^{\prime}(x) \mathrm{d} x-h \sum_{i=0}^{k-1} \gamma_{i}^{*} V^{i} z^{\prime}\left(x_{n}\right) .
$$

Let $I_{k, 1}(x)=I_{k-1}\left(x_{n}+r h\right)=: \tilde{P}_{k-1}(r)$ interpolate the data

$$
\left(x_{n}, z^{\prime}\left(x_{n}\right)\right),\left(x_{n-1}, z^{\prime}\left(x_{n-1}\right)\right), \ldots,\left(x_{n-k+1}, z^{\prime}\left(x_{n-k+1}\right)\right)
$$

Then

$$
\tilde{P}_{k-1}(r)=\sum_{i=0}^{k-1}(-1)^{i}\binom{-r}{i} \nabla^{i} z^{i}\left(x_{n}\right)
$$

and, by (1.31), the interpolation error is given by

$$
z^{\prime}(x)-\tilde{I}_{k-1}(x)=(-1)^{k}\binom{-r}{k} h^{k} z^{(k+1)}(\xi(r))
$$

where $\xi(r)$ is in internal point of the smallest interval containing $x_{n}, x_{n-1}, \ldots, x_{n-k+1}$ and $x_{n}+r h$, and the bar over $z^{(k+11}$ indicates that each component of $z^{(k+1)}$ is evaluated at a different value of $\xi(r)$. Hence

$$
\begin{aligned}
\mathscr{L}^{*}\left[z\left(x_{n}\right) ; h\right]= & \int_{0}^{1}\left[\sum_{i=0}^{k}(-1)^{i}\binom{-r}{i} \nabla^{i} z^{\prime}\left(x_{n}\right)\right. \\
& \left.+(-1)^{k}\binom{-r}{k} h^{k} z^{(k+1)}(\xi(r))\right] h \mathrm{~d} r-h \sum_{i=0}^{k-1} \gamma_{i}^{*} \nabla^{i} z^{\prime}\left(x_{n}\right) .
\end{aligned}
$$

It follows from (3.90) that

$$
\mathscr{L}^{*}\left[z\left(x_{n}\right) ; h\right]=h^{k+1} \int_{0}^{1}(-1)^{k}\binom{-r}{k} \bar{z}^{-(k+1)}(\xi(r)) \mathrm{d} r .
$$

Noting that $(-1)^{k}\binom{-r}{k}$ does not change sign for $r \in[0,1]$, we can apply the generalized mean value theorem for integrals (see §1.3) to obtain

$$
\begin{aligned}
\mathscr{I}^{*}\left[z\left(x_{n}\right): h\right] & =h^{k+1} \bar{z}^{(k+1)}(\hat{\xi}) \int_{0}^{1}(-1)^{k}\binom{-r}{k_{i}} \mathrm{~d} r \\
& =h^{k+1} \gamma_{k}^{*} \bar{z}^{(k+1)}(\hat{\xi})
\end{aligned}
$$

by (3.90).
It follows that the $k$-step Adams-Bashforth method has order $k$ and error constant $\gamma_{k}^{*}$.
By an analogous approach, the implicit Adams-Moulton methods can also be expressed in terms of back wards differences of $f$. We start from the same identity (3.87), but this time, after replacing $y^{\prime}$ by $f$, we seek a (vector) polynomial interpolant of the data

$$
\left(x_{n+1}, f_{n+1}\right), \quad\left(x_{n}, f_{n}\right), \ldots, \quad\left(x_{n+k-1}, f_{n+k-1}\right) .
$$

Note that there are now $k+1$ data points rather than $k$, so that the appropriate interpolant, replacing (3.88), is

$$
I_{k}(x)=I_{k}\left(x_{n+1}+r h\right)=: P_{k}(r)=\sum_{i=0}^{k}(-1)^{i}\binom{-r}{i} \nabla^{i} f_{n+1} .
$$

We obtain in place of (3.89) and (3.90)

$$
y_{n+1}-y_{n}=\int_{-1}^{0} P_{k}(r) h \mathrm{~d} r=h \sum_{i=0}^{k} \gamma_{i} \nabla^{i} f_{n+1}
$$

where

$$
\gamma_{i}=(-1)^{i} \int_{-1}^{0}\binom{-r}{i} \mathrm{~d} r .
$$

The generating function $G(t)$ for the $\gamma_{i}$ is given by

$$
G(t)=\sum_{i=0}^{\infty} \gamma_{i} t^{i}=\sum_{i=0}^{\infty}(-t)^{i} \int_{-1}^{0}\binom{-r}{i} \mathrm{~d} r=\int_{-1}^{0}\left[\sum_{i=0}^{\infty}(-t)^{i}\binom{-r}{i}\right] \mathrm{d} r .
$$

The integrand is the same as in the case of the Adams-Bashforth methods, but the limits of integration are different. We easily find that

$$
\begin{equation*}
G(t)=\frac{-t}{\ln (1-t)} \tag{3.94}
\end{equation*}
$$

and it follows that

$$
\left(\gamma_{0}+\gamma_{1} t+\gamma_{2} t^{2}+\gamma_{3} t^{3}+\cdots\right)\left(1+\frac{t}{2}+t_{3}^{t^{2}}+t_{4}^{3}+\cdots\right)=1
$$

whence

$$
\gamma_{i}+\frac{\gamma_{i-1}}{2}+\frac{\gamma_{i-i}}{3}+\cdots+\frac{\gamma_{0}}{i+1}= \begin{cases}1 & \text { if } i=0 \\ 0 & \text { if } i=1,2, \ldots\end{cases}
$$

The first few $\gamma_{i}$ are seen to be

$$
\gamma_{0}=1, \quad \gamma_{1}=-\frac{1}{2}, \quad \gamma_{2}=-\frac{1}{12}, \quad \gamma_{3}=-\frac{1}{24}, \quad \gamma_{4}=-\frac{19}{720} .
$$

Thus the family of Adams-Moulton methods can be written as

$$
\begin{equation*}
y_{n+1}-y_{n}=h\left(f_{n+1}-\frac{1}{2} \nabla f_{n+1}-\frac{1}{12} \nabla^{2} f_{n+1}-\frac{1}{24} \nabla^{3} \int_{n+1}-\frac{19}{720} \nabla^{4} f_{n+1}+\cdots\right) \tag{3.95}
\end{equation*}
$$

Truncating the series on the right side after $k+1$ terms (contrast with truncating after $k$ terms in (3.93)) and expanding the backward differences in terms of function values gives the following:

$$
\begin{array}{ll}
k=1: & y_{n+1}-y_{n}=\frac{h}{2}\left(f_{n+1}+f_{n}\right) \\
k=2: & y_{n+1}-y_{n}=\frac{h}{12}\left(5 f_{n+1}+8 f_{n}-f_{n-1}\right) \\
k=3: & y_{n+1}-y_{n}=\frac{h}{24}\left(9 f_{n+1}+19 f_{n}-5 f_{n-1}+f_{n-2}\right) \\
k=4: & y_{n+1}-y_{n}=\frac{h}{720}\left(251 f_{n+1}+646 f_{n}-264 f_{n-1}+106 f_{n-2}-19 f_{n-3}\right)
\end{array}
$$

These are the standard $k$-step $\Lambda$ dams - Moulton methods, $k=1,2,3,4$ in the form (3.86).
Note that, formally, we do not include in the class of Adams-Moulton methods the method obtained by truncating the right side of (3.95) after just one term, that is, the method

$$
y_{n+1}-y_{n}=h f_{n+1}
$$

known as the Backward Ealer method. It could be argued that to do so would be confusing. since we would then have lwo I-step Adams-Moulton methods, the Backward Fwer method and the Trapezoidal Rule. Nevertheless, there is advantage in regarding the Backward Euler method as the unique Adams-Moulton method of order 1 .

By an argument exactly analogous to that used for the Adams-Bashforth methods, we can establish that the $h$-step Adams Moulton method has order $k+1$ and error constant $j_{k+1}$. (Note that order $k+1$, rather than $k$, is consistent with the fact that we truncated the series in (3.95) after $k+1$ terms, whereas that in (3.93) was truncated after h terms.)
We can summarize the results we have obtained as follows, where $p$ is the order and $\gamma_{n+1}$ the error constam:

$$
\begin{array}{llll}
k \text {-step Adams Bashforth: } & y_{n+1}-y_{n}=h \sum_{i=0}^{k-1} \gamma_{i}^{*} \nabla^{i} f_{n}, & p^{*}=k, & C_{k+1}^{*}=\gamma_{k}^{*} \\
k \text {-step Adams Moulton: } & y_{n+1}^{\prime}-y_{n}=h \sum_{i=0}^{k} \gamma_{i} \nabla^{i} f_{n+1}, & p=k+1, \quad C_{k+2}=\gamma_{k+1} \tag{3.96}
\end{array}
$$

We conclude this section by observing that the history of the application of Adams methods has a somewhat ironic flavour. In the pre-computer days computations had to be done by hand, with only a (non-programmable) mechanical calculator to help with the arithmetic. It was standard practice in all step-by-step computations to keep up-dating a table of the differences (including higher differences) of the numerical solution, since this was a good way of spotting the inevitable arithmetic errors that crept in. (Such a difference lable amplifies errors in an identifiable pattern.) Thus, difference tables were an accepted adjunct to all step-by-step computations. In the case when an initial value problem was being solved by an Adams method, it was natural to use the backward difference form, since the differences were all to hand. If one computed with, say, a Lh-order Adams Bashforth, then the differences $\nabla^{i} f_{n}, i=0,1, \ldots, k-1$, were utilized in the method, and the difference $\nabla^{k} f_{n}$ gave an indication of the local accuracy. If, as the computation proceeded, the differences $\nabla^{k} f_{n}$ became too large, one would simply art adding the term $h \gamma_{k}^{*} \nabla^{k} f_{n}$ to the right side of the method; if $\nabla^{k-1} f_{n}$ became too small, one would drop the term $/ \gamma_{k-1}^{*} \nabla^{k-1} f_{n}$ from the right side. In other words, the $k$ th-order method would be replaced by a $(k+1)$ th- or a $(k-1)$ th-order method as the occasion demanded. When programmable computers first became available such arbitrary changes of method were somewhat frowned upon, and it was accepted practice to compute with a fixed method and rely on changes of steplength (exceedingly unpleasant to implement in a hand computation) to control accuracy. The irony is that it is now accepted that the key to high efficiency in modern codes for initial value problems is the ability to vary both the steplength and the order of the method. Such codes almost
always use Adams methods (in predictor-corrector form), and the implementation of order changes is precisely that employed in the old days of hand computation. Plus ca change, plus c'est la même chose!

### 3.10 PROPERTIES OF THE ADAMS COEFFICIENTS

In the next chapter we shall be much concerned with the important role that Adams methods play in predictor-corrector theory. In that context, we shall need a number of results concerning the coefficients which define the Adams methods, and it is convenient to gather these together in this section. Some of these properties are needed to enable us to move from backward difference form to standad form, and call for a little additional notation.

Let the $k$ th-order Adams-Bashforth method in standard form be defined by the characteristic polynomials $\rho_{k}^{*}(r), \sigma_{k}^{*}(r)$ and the $k$ th-order Adams-Moulton method by $\rho_{k}(r), \sigma_{k}(r)$. It is important to note that the subscript $k$ denotes the order, not the stepnumber, of the method. For $k \geqslant 2$, the $k$ th-order Adams-Bashforth method has stepnumber $k$ and is explicit whereas the $k$ th-order Adams Moulton has stepnumber $k-1$ and is implicit. Hence for $k \geqslant 2$,

$$
\begin{gather*}
\rho_{k}^{*}(r)=r^{k}-r^{k-1}, \quad \rho_{k}(r)=r^{k-1}-r^{k-2},  \tag{3.97}\\
\sigma_{k}^{*}(r) \text { and } \sigma_{k}(r) \text { hat degree } k-1 .
\end{gather*}
$$

Thus, for example,

$$
\begin{array}{ll}
\rho_{2}^{*}(r)=r^{2}-r, & \sigma_{2}^{*}(r)=\frac{1}{2}(3 r-1) \\
\rho_{2}(r)=r-1, & \sigma_{2}(r)=\frac{1}{2}(r+1)
\end{array}
$$

which define the second-order Adams-Bashforth and Adams-Moulton methods. Note the anomalous situation when $k=1$; we have already agreed to regard the Backward Euler method as the Adams-Moulton method of order 1, but it does not satisfy (3.97). For this reason, some of the properties we are about to list hoid only for $k \geqslant 2$.
Property $1 \quad \gamma_{j}^{*}=\sum_{i=0}^{j} \gamma_{i}, \quad j=0,1,2, \ldots$
Property $2 \quad \gamma_{j}^{*}-\gamma_{j-1}^{*}=\gamma_{j}, \quad j=1,2,3, \ldots$
Property $3 \sum_{j=0}^{k-1}\left(\gamma_{j} \nabla^{j} f_{n+1}-\gamma_{j}^{*} \nabla^{j} f_{n}\right)=\gamma_{k-1}^{*} \nabla^{k} f_{n+1}, \quad k \geqslant 1$
Property 4 The leading coefficient in $\sigma_{k}(r)$ is $\gamma_{k-1}^{*}, \quad k \geqslant 1$
Property 5

$$
\begin{cases}\sigma_{k+1}^{*}(r)=r \sigma_{k}^{*}(r)+\gamma_{k}^{*}(r-1)^{k}, & k \geqslant 1 \\ \sigma_{k+1}(r)=r \sigma_{k}(r)+\gamma_{k}(r-1)^{k}, & k \geqslant 2\end{cases}
$$

Property $6 \quad \gamma_{k-1}^{*} \sigma_{k+1}^{\prime}(r)=\gamma_{k}^{*} r \sigma_{k}(r)-\gamma_{k} \sigma_{k}^{*}(r), \quad k \geqslant 2$
Property $7 \quad \sigma_{k+1}^{*}(r)=\sigma_{k+1}(r)+(r-1) \sigma_{k}^{*}(r), 1 \quad k \geqslant 1$
Property $8 \quad r \sigma_{k}(r)_{-}-\sigma_{k}^{*}(r)=\gamma_{k-1}^{*}(r-1)^{k}, \quad k \geqslant 2$.

Proof af Properio's I and ? Recall the generating functions $G^{*}(t)$ and $G(t)$ for the cocfficionts $\left.\eta_{i}^{*}\right\}$ and $\left\{i_{i}\right.$, defined by (3.91) and (3.94). It follows that

$$
G(t) /(1-t) \doteq G^{*}(t)
$$

whence

$$
\left(i_{0}+i_{1} t+i_{2} t^{2}+\cdots\right)\left(1+t+i^{2}+\cdots\right)=\gamma_{0}^{*}+\gamma_{1}^{*} t+\gamma_{2}^{*} t^{\prime}+\cdots
$$

On cequating coelficionts of $t^{\prime}$, Property 1 results. Property 2 follows immediately.
Proot of Property?

$$
f_{n}=f_{n+1}-\left(f_{n+1}-f_{n}\right)=(1-\nabla) f_{n+1}
$$

The left side of Property 3 can thus be written as

$$
\sum_{j=1}^{k-1}\left[\gamma_{j} \nabla^{j} f_{n+1}-\gamma_{j}^{*} \nabla^{j}(1-\nabla) f_{n+1}\right]=S(\nabla) f_{n+1}
$$

where

$$
\begin{aligned}
S(V) & \left.:=\sum_{j=0}^{k} \mid \gamma_{j}^{\prime} V^{j 11}+\left(\gamma_{j}-\gamma_{j}^{*}\right) \nabla^{j}\right] \\
& =\gamma_{k-1}^{*} \nabla^{k}+\sum_{j=n}^{k-2} \gamma_{j}^{*} \nabla^{j+1}+\sum_{j=1}^{k-1}\left(\gamma_{j}-\gamma_{j}^{*}\right) \nabla^{J}+\gamma_{0}-\gamma_{0}^{*}
\end{aligned}
$$

Put $j=i-I$ in the first summation and $j=i$ in the second to get

$$
S(\nabla)=\gamma_{k-1}^{*} \nabla^{k}+\sum_{i=1}^{k-1}\left[\gamma_{i-1}^{*} \nabla^{i}+\left(\gamma_{i}-\gamma_{i}^{*}\right) \nabla^{i}\right]+\gamma_{0}-\gamma_{0}^{*}
$$

By Property 2. the second term on the right side is zero, and the third term vanishes since ${ }_{i n}=;_{i}^{*}(=1)$. Hence

$$
S(\nabla)=\gamma_{k-1}^{*} \nabla^{k}
$$

and Property 3 is proved.
Proel of Property 4 By writing the $k$ th-order Adams-Bashforth and Adams-Moulton methods in standard and in backward difference form and equating the results, we obtain

$$
\left.\begin{array}{ll}
\sigma_{k}^{*}(l:) f_{n-k+1}=\sum_{j=0}^{k-1} \gamma_{j}^{*} \nabla^{j} f_{n}, & k \geqslant 1  \tag{3.98}\\
\sigma_{k}(l) f_{n-k+1}=\sum_{j=0}^{k-1} \gamma_{j} \nabla^{j} f_{n}, & k \geqslant 2
\end{array}\right\}
$$

The leading coefficient in $\sigma_{k}(r)$ is the coefficient of $f_{n}$ on the left side of the second of 13.98) which, from the right side, is $\sum_{j=0}^{k-1} \gamma_{j}=\gamma_{k-1}^{*}$, by Property 1 . Hence Property 4 is established for $k \geqslant 2$ : that it also holds for $k=1$ is readily checked.

Proof of Property 5 Since $\nabla=1-E^{-1}$, the first of (3.98) may be written in the form

$$
\begin{equation*}
\sigma_{k}^{*}(E) f_{n-k+1}=\sum_{j=0}^{k-1} \gamma_{j}^{*}\left(1-E^{-1}\right)^{j} E^{k-1} f_{n-k+1}, \quad k \geqslant 1 \tag{3.99}
\end{equation*}
$$

Replacing $k$ by $k+1$ in (3.99) gives

$$
\sigma_{k+1}^{*}(E) f_{n-k}=\sum_{j=0}^{k} \gamma_{j}^{*}\left(1-E^{1}\right)^{j} l^{-k} f_{n-k}
$$

or

$$
E^{-1} \sigma_{k+1}^{*}(E) f_{n-k+1}=\sum_{j=0}^{k} \gamma_{j}^{*}\left(1-E^{-1}\right)^{j} E^{k-1} f_{n-k+1}
$$

On subtracting (3.99) we obtain

$$
\left[E^{-1} \sigma_{k+1}^{*}(E)-\sigma_{k}^{*}(E)\right] f_{n-k+1}=\gamma_{k}^{*}\left(1-E^{-1}\right)^{k} E^{k-1} f_{n-k+1}
$$

whenc

$$
\sigma_{k^{+}+1}^{*}(E)-E \sigma_{k}^{*}(E)=\gamma_{k}^{*}(E-1)^{k},
$$

which establishes the first part of Property 5. The proof of the second part is identical except that, in view of (3.98), the result holds only for $k \geqslant 2$.

Proof of Property 6 By (3.98) and the fact that $E^{-1}=1-\nabla$, we have, for $k \geqslant 2$

$$
\begin{aligned}
& {\left[\gamma_{k}^{*} \sigma_{k}(E)-E^{-1} \gamma_{k} \sigma_{k}^{*}(E)\right] f_{n-k+1}} \\
& \quad=\left[\gamma_{k}^{*} \sum_{j=0}^{k-1} \gamma_{j} \nabla^{J}-\gamma_{k} \sum_{j=0}^{k-1} \gamma_{j}^{*}(1-\nabla) \nabla^{j}\right] f_{n} \\
& \quad=\left[\gamma_{k}^{*} \sum_{j=0}^{k-1} \gamma_{j} \nabla^{j}-\gamma_{k}\left\{\gamma_{0}^{*}+\sum_{j=1}^{k-1}\left(\gamma_{j}^{*}-\gamma_{j-1}^{*}\right) \nabla^{j}-\gamma_{k-1}^{*} \nabla^{k}\right\}\right] f_{n} \\
& \left.\quad=\left[\gamma_{k}^{*} \sum_{j=0}^{k-1} \gamma_{j} \nabla^{j}-\gamma_{k} \sum_{j=0}^{k-1} \gamma_{j} \nabla^{j}+\gamma_{k} \gamma_{k-1}^{*}, \nabla^{k}\right] f_{n} \quad \text { (by Property } 2 \text { and } \gamma_{0}^{*}=\gamma_{0}\right) \\
& \quad=\left[\gamma_{k-1}^{*} \sum_{j=0}^{k-1} \gamma_{j} \nabla^{j}+\gamma_{k} \gamma_{k-1}^{*} \nabla^{k}\right] f_{n} \quad \text { (by Property 2) } \\
& \quad=\gamma_{k-1}^{*} \sum_{j=0}^{k} \gamma_{j} \nabla^{j} f_{n}=\gamma_{k-1}^{*} \sigma_{k+1}(E) f_{n-k} \quad \text { (by (3.98)). }
\end{aligned}
$$

Hence

$$
\left[E \gamma_{k}^{*} \sigma_{k}(E)-\gamma_{k} \sigma_{k}^{*}(E)\right] \int_{n-k+1}=\gamma_{k-1}^{*} \sigma_{k+1}(E) f_{n-k+1}
$$

which establishes Property 6.
Proof of Property 7 Eliminating $(r-1)^{k}$ from the two identities in Property 5 gives

$$
\gamma_{k}^{*} \sigma_{k+1}(r)-\gamma_{k} \sigma_{k+1}^{*}(r)=r\left[\gamma_{k}^{*} \sigma_{k}(r)-\gamma_{k} \sigma_{k}^{*}(r)\right], \quad k \geqslant 2
$$

Subtracting this resull from Property 6 and using Property 2 gives

$$
-\gamma_{k} \sigma_{k+1}(r)+\gamma_{k} \sigma_{k+1}^{*}(r)=(r-1) \gamma_{k} \sigma_{k}^{*}(r), \quad k \geqslant 2
$$

which establishes Property 7 in the case $k \geqslant 2$; that the property also holds for $k=1$ is readily cheeked.

Proof of Property: 8 Propertics 5 and 6 imply that

$$
i_{k}^{*},\left[r \sigma_{k}(r)+\gamma_{k}(r-1)^{k}\right]=\gamma_{k}^{*} r \sigma_{k}(r)-\gamma_{k} \sigma_{k}^{*}(r), \quad k \geqslant 2
$$

whence, by Property 2

$$
i_{k}^{*} \quad i_{k}(r-1)^{k}=\gamma_{k} r \sigma_{k}(r)-\gamma_{k} \sigma_{k}^{*}(r) .
$$

Dividing through by $\gamma_{k}$ gives Property 8 .
It is of interest to note that Property 5 . a recurrence relationship for the polynomials $\sigma_{k}^{*}(r), k=1,2, \ldots$ and $\sigma_{k}(r), k=2,3, \ldots$, provides a very efficient means of generating the Adams methods in standard form from the cocfficients $\left\{\gamma_{j}^{*}\right\},\left\{\gamma_{j}\right\}$ which define the same methods in backward difference form. Recall the first few $\gamma_{k}^{*}, \gamma_{k}$

| $k$ | 0 | 1 | 2 | 3 | 4 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $i_{k}^{*}$ | 1 | $\frac{1}{2}$ | $\frac{5}{12}$ | $\frac{3}{8}$ |  |
| $i_{k}$ | 1 | $-\frac{1}{2}$ | $-\frac{1}{12}$ | $-\frac{1}{24}$ | $-\frac{19}{720}$ |

The Adams Bashforth methods in standard form are generated as shown below

| $\sigma_{1}^{*}(r)($ Euler's Rule $)$ |  | 1 |  |
| :--- | :--- | :--- | :--- |
| $r \sigma_{1}^{*}(r)$ |  |  |  |
| $\gamma_{1}^{*}(r-1)$ |  | $\frac{1}{2} r$ | $-\frac{1}{2}$ |
| $\sigma_{2}^{*}(r)$ |  | $\frac{3}{2} r$ | $-\frac{1}{2}$ |
| $r \sigma_{2}^{*}(r)$ | $\frac{3}{2} r^{2}$ | $-\frac{1}{2} r$ |  |
| $\gamma_{2}^{*}(r \cdots 1)^{2}$ | $\frac{5}{12} r^{2}$ | $-\frac{5}{6} r$ | $+\frac{5}{12}$ |
| $\sigma_{3}^{*}(r)$ | $\frac{23}{12} r^{2}$ | $-\frac{4}{3} r$ | $+\frac{5}{12}$ |
| $r \sigma_{3}^{*}(r)$ | $\frac{23}{12} r^{3}$ | $-\frac{4}{3} r^{2}$ | $+\frac{5}{12} r$ |
| $\gamma_{3}^{*}(r-1)^{3}$ | $\frac{3}{8} r^{3}$ | $-\frac{9}{8} r^{2}$ | $+\frac{9}{8} r$ |
| $\sigma_{4}^{*}(r)$ | $-\frac{3}{8}$ |  |  |
|  | $\frac{55}{24} r^{3}$ | $-\frac{59}{24} r^{2}$ | $+\frac{37}{24} r$ |

Similarly, the Adams-Moulton methods are generated as shown below.

| $\sigma_{1}(r)$ (Trapezoidal Rule) |  |  |  | $\frac{1}{2}$ | $+\frac{1}{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $r \sigma_{2}(r)$ |  |  | $\frac{1}{2} r^{2}$ | $+\frac{1}{2} r$ |  |
| $\gamma_{2}(r-1)^{2}$ |  |  | $-\frac{1}{12} r^{2}$ | $+\frac{1}{6} r$ | $-\frac{1}{12}$ |
| $\sigma_{3}(r)$ |  |  | $\frac{5}{12} r^{2}$ | $+\frac{2}{3} r$ | $-\frac{1}{12}$ |
| $r \sigma_{3}(r)$ |  | $\frac{5}{12} r^{3}$ | $+\frac{2}{3} r^{2}$ | $-\frac{1}{12} r$ |  |
| $\gamma_{3}(r-1)^{3}$ | . | $-\frac{1}{24} r^{3}$ | $+\frac{1}{8} r^{2}$ | $-\frac{1}{8} r$ | $+\frac{1}{24}$ |
| $\sigma_{4}(r)$ |  | $\frac{3}{8} r^{3}$ | $+\frac{19}{24} r^{2}$ | $-\frac{5}{24} r$ | $+\frac{1}{24}$ |
| $r \sigma_{4}(r)$ | $\frac{3}{8} r^{4}$ | $+\frac{19}{24} r^{3}$ | $-\frac{5}{24} r^{2}$ | $+\frac{1}{24} r$ |  |
| $\gamma_{4}(r-1)^{4}$ | $-\frac{19}{720} r^{4}$ | $+\frac{19}{180} r^{3}$ | $-\frac{19}{120} r^{2}$ | $+\frac{19}{180} r$ | $-\frac{19}{720}$ |
| $\sigma_{5}(r)$ | $\frac{251}{720} r^{4}$ | $+\frac{323}{360} r^{3}$ | $-\frac{11}{30} r^{2}$ | $+\frac{53}{360} r$ | $-\frac{19}{720}$ |

$\qquad$

### 3.11 GENERAL LINEAR MULTISTEP METHODS IN BACKWARD DIFFERENCE FORM

We have seen that all Adams-Bashforth methods of order up to $k$ can be generated in backward difference form if the $k+1$ numbers $\gamma_{i}^{*}, i=0,1, \ldots, k$ are known; likewise, all Adams-Moulton methods of order up to $k+1$ can be generated if the $k+1$ numbers $\gamma_{l}, i=0,1,2, \ldots, k$ are known. It is natural to ask whether general linear multistep methods can similarly be compactly expressed in terms of backward differences. This is indeed possible, and turns out to be an efficient way of computing the coefficients of classes of linear multistep methods.

The key is to extend the class of Adams methods to the more general form

$$
\begin{equation*}
y_{n+1}-y_{n}=h\left(\gamma_{0}^{s} f_{n+s}+\gamma_{1}^{s} \nabla f_{n+s}+\gamma_{2}^{s} \nabla^{2} f_{n+s}+\cdots\right), \quad s=0,1,2, \ldots \tag{3.100}
\end{equation*}
$$

Clearly, putting $s=0$ in (3.100) gives the class of Adams-Bashforth methods (where $\gamma_{1}^{*}=\gamma_{1}^{0}$ ), and putting $s=1$ gives the class of Adams-Moulton methods (where $\gamma_{i}=\gamma_{i}^{1}$ ). For $s>1$, the methods retain the Adams left side, but are 'over-implicit'. The technique for finding the coefficients $\left\{v_{i}^{3}\right\}^{\text {ti }}$ a straightforward modification of that used to find $\left\{\gamma_{1}^{*}\right\}$ and $\left\{y_{1}\right\}$ for the conventional Adams methods. Starting from the identity (3.87), we now seek an interpolant for $f$ on the set of $k+s$ data points

$$
\left(x_{n+s}, f_{n+s}\right),\left(x_{n+s-1}, f_{n+s-1}\right), \ldots,\left(x_{n}, f_{n}\right), \ldots,\left(x_{n-k+1}, f_{n-k+1}\right) .
$$

The required interpolant, of degree $k+s-1$, is

$$
I_{k+s},(x)=I_{k+s, 1}\left(x_{n+s}+r h\right)=: P_{k+s-1}^{s}(r)=\sum_{i=0}^{k+s-1}(-1)^{i}\binom{-r}{i} \nabla^{i} \int_{n+s}
$$

and in place of (3.89) and (3.90) we obtain

$$
y_{n+1}-y_{n}=\int_{-s}^{1-s} P_{k+s-1}^{s}(r) h \mathrm{~d} r=h \sum_{i=0}^{k+s-1} \gamma_{i}^{s} \nabla^{i} f_{n+s}
$$

where

$$
\begin{equation*}
y_{i}^{s}=(--i)^{\prime} \int_{-s}^{1-s}\binom{-r}{i} \mathrm{~d} r . \tag{3.101}
\end{equation*}
$$

We note that the integrands in (3.90) and (3.101) are the same; only the limits of integration differ. The argument following $(3.90)$ holds, the only change being that the generating function (')(t), delined by

$$
G^{s}(t)=\sum_{i=0}^{\infty} \gamma_{i}^{s} t^{i}
$$

now simplifies to

$$
\begin{align*}
G^{s}(t) & =\left.\frac{-(1-t)^{-r}}{\ln (1-t)}\right|_{-s} ^{1-3} \\
& =\frac{-t(1-t)^{3-1}}{\ln (1-t)} \tag{3.102}
\end{align*}
$$

Rewriting this in the form

$$
-\ln (1-t) G^{5}(t)=(1-t)^{s-1}
$$

or

$$
\begin{equation*}
\left(\gamma_{0}^{\mathrm{s}}+\gamma_{1}^{\mathrm{s}} t+\gamma_{2}^{\mathrm{s}} t^{2}+\cdots\right)(1+t / 2+t / 3+\cdots)=(1-t)^{s-1} \tag{3.103}
\end{equation*}
$$

and equating coefficients of powers of $t$ enables us to compute the coefficients $\gamma_{i}^{s}$. However, it is easicr to use an obvious generalization of Property 1 of $\S 3.10$. It follows from (3.102) that

$$
G^{s}(t)={ }_{1-t}^{1} G^{s+1}(t), \quad s=0,1, \ldots
$$

or

$$
\gamma_{0}^{5}+\gamma_{1}^{5} t+\gamma_{2}^{5} t^{2}+\cdots=\left(1+t+t^{2}+\cdots\right)\left(\gamma_{0}^{s+1}+\gamma_{1}^{s+1} t+\gamma_{2}^{s+1} t^{2}+\cdots\right)
$$

liquating the cocflicients of $t^{\prime}$ gives

$$
\gamma_{j}^{s}=\sum_{i=0}^{j} \gamma_{i}^{s+1}, \quad j=0,1,2, \ldots, s=0,1,2, \ldots
$$

whence

$$
\begin{equation*}
\gamma_{j}^{s}-\gamma_{j-1}^{s}=\gamma_{j}^{s+1}, \quad j=1,2,3, \ldots, s=0,1,2, \ldots \tag{3.104}
\end{equation*}
$$

|  | $j=0$ | $j=1$ | $j=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ | $j=7$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=0$ | 1 | $\frac{1}{2}$ | $\frac{5}{12}$ | $\frac{3}{8}$ | $\frac{251}{720}$ | $\frac{95}{288}$ | $\frac{19087}{60490}$ | $\frac{5257}{17280}$ |
| $s=1$ | 1 | $\frac{-1}{2}$ | $\frac{-1}{12}$ | $\frac{-1}{24}$ | $\frac{-19}{720}$ | $\frac{-3}{160}$ | $\frac{-863}{60480}$ | $\frac{-275^{\prime}}{24 i 92}$ |
| $s=2$ | 1 | $\frac{-3}{2}$ | $\frac{5}{12}$ | $\frac{1}{24}$ | $\frac{11}{720}$ | $\frac{11}{1440}$ | $\frac{271}{60480}$ | - $44 \frac{3}{80}$ |
| $s=3$ | 1 | - 2 | $\frac{23}{12}$ | $-8$ | $\frac{-19}{720}$ | $\frac{-11}{1440}$ | $\frac{-191}{60+80}$ | - $-\frac{19}{20} 9 \frac{1}{960}$ |
| $s=4$ | 1 | $\frac{-7}{2}$ | $\frac{53}{12}$ | $-\frac{35}{24}$ | $\frac{251}{720}$ | $\frac{3}{160}$ | $\frac{271}{60980}$ | $\frac{191}{120960}$ |
| $s=5$ | 1 | $\frac{-9}{2}$ | $\frac{95}{12}$ | - $\frac{161}{24}$ | $\frac{1901}{720}$ | $\frac{-95}{288}$ |  | - $\frac{-13}{4880}$ |
| $s=6$ | 1 | $\frac{-11}{2}$ | $\frac{149}{12}$ | $\frac{-351}{24}$ | $\frac{6731}{720}$ | $\frac{-4277}{1440}$ | $\frac{19}{60} \frac{108}{48} \overline{0}$ | $\frac{275}{24192}$ |
| $s=7$ | 1 | $\frac{-13}{2}$ | $\frac{215}{12}$ | $\frac{-649}{24}$ | $\frac{17261}{720}$ | $=\frac{1097}{1619}$ | 198721 604880 | 1925 51 |

a direct generalization of Properties I and 2 of the Adams Bashforth/Adams Moulton methods. From (3.103), it is clear that

$$
\gamma_{0}^{s}=1, \quad s=0,1,2, \ldots,
$$

so that (3.104), together with a knowledge of the Adams Bashforth coefficients $\left\{y_{j}^{0}\right\}$. enables us readily to write down a two-dimensional array of the coefficients $\gamma_{j}^{\mathrm{s}}, s=0,1,2, \ldots, j=0,1,2, \ldots$; we shall christen this array the Adams aroy: The array is shown for $s, j=0,1,2, \ldots, 7$ in Table 3.1.

We note in passing that the columns of the Adams array, as opposed to the rows. possess a fair amount of structure arising from (3.104). Thus we note that the first $j+1$ entries of the $(j+1)$ th column are symmetric if $j$ is cven, and antisymmetric if $j$ is odd. Further, all of the entries in the $(j+1)$ th column satisfy the following identity:

$$
\sum_{i=0}^{j}(-1)^{i}\binom{j}{i} r_{j}^{s+i}=1, \quad s=0,1,2, \ldots, j=0,1,2, \ldots
$$

Finally, we note the relationships between the main diagonal and the first row, between the diagonal above the main and the second row, etc.
The order $p$ and error constant $C_{p+1}$ of members of the class (3.100) can be established by a direct extension of the analysis given in $\$ 3.9$ for Adams Bashforth and Adams Moulton methods. We are now in a position to define formally the $k$-step $s$-Adams method as follows:
Case $s=0: \quad y_{n+1}-y_{n}=h \sum_{i=0}^{k-1} \gamma_{i}^{0} \nabla^{i} f_{n}, \quad k \geqslant 1, \quad p=k, \quad C_{p+1}=\gamma_{k}^{0} \quad \mid$
Case $s \geqslant 1: \quad y_{n+1}-y_{n}=h \sum_{i=1}^{k} \gamma_{i}^{s} \nabla^{i} \rho_{n+s}, \quad k \geqslant s, \quad p=k+1, \quad C_{p+1}=\gamma_{k+1}^{s}$.
(Note that the restriction $k \geqslant s$ when $s \geqslant 1$ is consistent with the fact that in $\S 3.9$ the Backward Euler method did not fit the Adams-Moulton pattern.)

We can use ( 3.105 ) to express general classes of linear multistep methods in backward difference form. In attempting to list the coeflicients for the general class of linear multistep methods, one faces the practical problem of deciding how many parameters to include. If one attempts to include all possible methods, then the number of parameters becomes unmanageable; for example the general class of 6 -step implicit zero-stable methods contains 12 parameters. Low-order methods of such classes are of little interest, and a reasonable compromise is to include just enough parameters to allow complete control of the location of the spurious roots of the first characteristic polynomial $\rho(\zeta)$. That is, we retain $k-1$ parameters in a $k$-step method. This results in explicit methods having order $k$ (the maximum possible subject to zero-stability) and in implicit methods having order $k+1$ (the maximum possible subject to zero-stability, if $k$ is odd; if $k$ is even the maximum is $k+2$, sec \$3.4). It is convenient to choose these $k-1$ parameters in the following way: recalling that consistency demands that $\rho(\zeta)$ has a root at +1 , we write $\rho(\zeta)$ for a $k$-step method in the form

$$
\begin{equation*}
p(\zeta)=(\zeta-1)\left(\zeta^{k-1}+A_{1} \zeta^{k-2}+\cdots+A_{k-2} \zeta+A_{k-1}\right) \tag{3.106}
\end{equation*}
$$

where the $A_{j}, j=1,2, \ldots, k-1$ are the parameters to be retained. Clearly, if $\rho(\zeta)$ is to satisfy the root condition, these parameters have to be chosen so that the polynomial

$$
\hat{\rho}(\zeta):=\zeta^{k-1}+A_{1} \zeta^{k-2}+\cdots+A_{k-2} \zeta+A_{k-1}
$$

has all its roots in or on the unit circle, has no multiple roots on the unit circle and does not have a root at +1 . The left side of the linear $k$-step method becomes

$$
\begin{align*}
\sum_{j=0}^{k} \alpha_{j} l_{n+j}= & y_{n+k}-y_{n+k-1}+A_{1}\left(y_{n+k-1}-y_{n+k-2}\right)+\cdots+A_{k-2}\left(y_{n+2}-y_{n+1}\right) \\
& +A_{k-1}\left(y_{n+1}-y_{n}\right)  \tag{3.107}\\
= & \sum_{s=0}^{k-1} A_{s} V_{y_{n+k-s}, \quad}, \quad A_{0}:=1, \quad k \geqslant 2 \tag{3.108}
\end{align*}
$$

(Note that the condition $k \geqslant 2$ is not restrictive; if $k=1$, there are no free parameters, and the methods become the one-step Adams methods, explicit or implicit.)

Let $h R_{n}(k, s)$ denote the right side of the methods given by (3.105); that is, let

$$
R_{n}(k, s):=\sum_{i=0}^{k-\omega} \gamma_{i}^{s} \nabla^{i} f_{n+s}, \quad \omega= \begin{cases}1 & \text { if } s=0  \tag{3.109}\\ 0 & \text { if } s \geqslant 1 .\end{cases}
$$

The subscript $n$ denotes that the method is being applied at $x_{n}$ to give a value for $y$ at $x_{n+1}$. Thus, for cxample, the $k$-step $s$-Adams method (with $s \geqslant 1$ ) shifted one steplength to the right is given by

$$
\begin{aligned}
y_{n+2}-y_{n+1} & =h R_{n+1}(k, s) \\
& =h \sum_{i=0}^{k} \gamma_{i}^{s} \nabla^{i} \int_{n+1+s} .
\end{aligned}
$$

From (3.105), (3.107) and (3.109), the family of implicit linear $k$-step methods with $k-1$ free parameters $A_{i}, i=1,2, \ldots, k-1$, can be written in backward difference form as

$$
\begin{aligned}
& y_{n+k}-y_{n+k-1}+A_{1}\left(y_{n+k-1}-y_{n+k-2}\right)+\cdots+A_{k-1}\left(y_{n+1}-y_{n}\right) \\
& \quad=h\left[R_{n+k-1}(k, 1)+A_{1} R_{n+k-2}(k, 2)+\cdots+A_{k-1} R_{n}(k, k)\right] . \quad k \geqslant 2 .
\end{aligned}
$$

By (3.108) and (3.109), this class can be written more formally as

$$
\begin{equation*}
\sum_{s=0}^{k-1} A_{s} \nabla y_{n+1-s}=h \sum_{s=0}^{k-1} A_{s} \sum_{i=0}^{k} \gamma_{i}^{s+1} \nabla^{t} f_{n+1}, \quad A_{0}:=1, \quad k \geqslant 2, \tag{3.110}
\end{equation*}
$$

where we have left-shifted the methods by $k-1$ steplengths (that is, replaced $n$ by $n-k+1$ ) so that $t^{1}$ : class of methods is presented in a form analogous to that of the Adams-Moulton methods.

The order of $(3.110)$ is $k+1$, and the error constant is

$$
C_{k+2}=\sum_{s=0}^{k-1} A_{s} \gamma_{k+1}^{s+1} .
$$

In the case when $k$ is even, it is possibleto stretch the order to $k+2$, and still achieve zero-stability, by suitably choosing the $A_{s}$ such that $C_{k+2}=0$. In this case the error constant is given by

$$
C_{k+3}=\sum_{s=0}^{k} A_{s} \gamma_{k+2}^{s+1}
$$

The family of explicit $k$-step linear methods with $k-1$ free parameters can similarly be written in backward difference form as

$$
\begin{aligned}
& y_{n+k}-y_{n+k-1}+A_{1}\left(y_{n+k-1}-y_{n+k-2}\right)+\cdots+A_{k-1}\left(y_{n+1}-y_{n}\right) \\
& =h\left[R_{n+k-1}(k, 0)+A_{1} R_{n+k-2}(k-1,1)+\cdots+A_{k-1} R_{n}(k-1, k-1)\right], \quad k \geqslant 2
\end{aligned}
$$

or, in a form analogous to (3.110),

$$
\begin{equation*}
\sum_{s=0}^{k-1} A_{s} \nabla y_{n+1-s}=h \sum_{s=0}^{k-1} A_{s} \sum_{i=0}^{k-1} \gamma_{i}^{s} \nabla^{i} f_{n}, \quad A_{0}:=1, \quad k \geqslant 2 \tag{3.111}
\end{equation*}
$$

The order of $(3,111)$ is $k$ and the error constant is

$$
C_{k+1}=\sum_{s=0}^{k-1} A_{s} \gamma_{k}^{s}
$$

It is not possible to increase the order past $k$ and still achieve zero-stability.
We have thus been able to express in terms of backward differences the class of implicit $k$-step linear methods of order $k+1$ and the class of explicit $k$-step linear methods of order $k$. If we wish to obtain such classes in standard form, rather than in backward difference form, then, obviously, we could express the backward differences in (3.110) and (3.111) in terms of function values. It is, however, somewhat easier first to express the s-Adams methods themselves in terms of function values. This is done
in Table 3.2 for $s=0,1, \ldots, 5$ and $s \leqslant k-t \leqslant 5$, where $t=1$ if $s=0$ and $t=0$ if $s \geqslant 1$. For convenience of presentation, we have left-shifted the methods so that the $k$-step s-Adams method is expressed in the form

$$
y_{n-s+1}-y_{n-s}^{\prime}=h_{1} \sum_{s=0}^{k-1} B_{n-s} f_{n-s}, \quad t= \begin{cases}1 & \text { if } s=0 \\ 0 & \text { if } \geqslant 1 .\end{cases}
$$

Further, in order to make the table more readable, we have expressed the coefficients $B_{n}$, for each method in the form $B_{n-s}=b_{n-s} / d$, where $b_{n-s}$ and $d$ are integers. In Table 32 the coefficients $h_{n}$, arc listed (ander columns headed $f_{n-s}$ ) together with the denominator $d$, stepnumber $k$, order $p$ and error constant $C_{p+1}$.

We illustrate the application of Table 3.2 by using it first to construct 'a family of

implicit linear 4-step methods of order 6 (the maximum possible, subject to zero-stability). Following the discussion preceding (3.110), we see that the family of implicit linear 4 -step meihods of order 5 can be constructed by forming a linear combination of the 4 -step $s$-Adams methods for $s=1,2,3,4$. From Table 3.2, this procedure yields

$$
\begin{align*}
y_{n}- & y_{n-1}+A_{1}\left(y_{n-1}-y_{n-2}\right)+A_{2}\left(y_{n-2}-y_{n-3}\right)+A_{3}\left(y_{n-3}-y_{n-4}\right) \\
= & \frac{h}{720}\left[\left(251-19 A_{1}+11 A_{2}-19 A_{3}\right) f_{n}+\left(646+346 A_{1}-74 A_{2}+106 A_{3}\right) f_{n-1}\right. \\
& +\left(-264+456 A_{1}+456 A_{2}-264 A_{3}\right) f_{n-2}\left(10674 A_{1}+346 A_{2}+646 A_{3}\right) f_{n-3} \\
& +\left(-19+11 A_{1}-19 A_{2}+251 A_{3}\right) f_{n-4} . \tag{3.112}
\end{align*}
$$

(The reader may wish to ascertain that the same formula results from setting $k=4$ in (3.110).) Again from Table 3.2, the order of (3.112) is 5 and the error constant is

$$
C_{6}=\frac{3}{160}\left(A_{3}-1\right)+\frac{11}{1440}\left(A_{1}-A_{2}\right)
$$

The order rises to 6 if we choose $A_{1}, A_{2}$ and $A_{3}$ such that $C_{6}=0$, that is if

$$
\begin{equation*}
A_{3}=1+\frac{11}{27}\left(A_{2}-A_{1}\right) . \tag{3.113}
\end{equation*}
$$

Substituting for $A_{3}$ from (3.113) in (3.112) gives the required 2 -parameler family of implicit 4-step methods of order 6. The error constant is, from Table 3.2,

$$
\begin{align*}
C_{7} & =\left(-863+271 A_{1}-191 A_{2}+271 A_{3}\right) / 60480 \\
& =\left(-999+271 A_{1}-136 A_{2}\right) / 102060 \tag{3.114}
\end{align*}
$$

on substituting for $A_{3}$ from (3.113). One must, of course, choose the parameters $A_{1}$ and $A_{2}$ so that the method is zero-stable. For example, we can construct a il-parameter family of symmetric methods by choosing $A_{2}=A_{1}$, whence, by ( 3.113 ), $A_{3}=1$. The first characteristic polynomial now factorizes thus

$$
\rho(\zeta)=(\zeta-1)(\zeta+1)\left[\zeta^{2}+\left(A_{1}-1\right) \zeta+1\right]
$$

and it is easily ascertained from Figure 1.1 of $\$ 1.9$ that zero-stability is achieved if $-1<A_{1}<3$. We have thus identified a 1 -parameter family of zero-stable symmetric 4 -step methods which have order 6 , given by

$$
\begin{aligned}
y_{n} & +\left(A_{1}-1\right)\left(y_{n-1}-y_{n-3}\right)-y_{n-4} \\
& =\frac{h}{90}\left[\left(29-A_{1}\right)\left(f_{n}+f_{n-4}\right)+\left(-66+144 A_{1}\right) f_{n-2}+\left(94+34 A_{1}\right)\left(f_{n-1}+f_{n-3}\right)\right]
\end{aligned}
$$

with error constant $C_{7}=\left(-37+5 A_{1}\right) / 3780$. We note in passing that setting $A_{1}=11 / 19$ (an acceptable value for zero-stability) produces the special case of Quade's method,

$$
y_{n}-\frac{8}{19}\left(y_{n-1}-y_{n-3}\right)-y_{n-4}=\frac{6 h}{19}\left(f_{n}+4 f_{n-1}+4 f_{n-3}+f_{n-4}\right)
$$

a method from the 1950s. (See Exercises 3.2 .2 and 2.5.2.)

Families of explicit linear $k$-slep methods of order $k$ can likewise be constructed by taking a linear combination of the $k$-step 0 -Adams method and the ( $k-1$ )-step $s$-Adams methods, $s=1,2 \ldots, k-1$. Thus, for example, the 2 -parameter family of explicit 3 -step methods of order 3 is seen from Table 3.2 to be

$$
\begin{aligned}
y_{n+1} & +\left(A_{1}-1\right) y_{n}+\left(A_{2}-A_{1}\right) y_{n-1}-A_{2} y_{n-2} \\
& ={ }_{12}\left[\left(23+5 A_{1}-A_{2}\right) f_{n}+\left(-16+8 A_{1}+8 A_{2}\right) f_{n-1}+\left(5-A_{1}+5 A_{2}\right) f_{n-2}\right]
\end{aligned}
$$

with error constant $C_{4}=\left(9-A_{1}+A_{2}\right) / 24$.

## Exercise

3.11.1. Use Table 32 to conciruct a ( $k-1$ )-parameter family of explicit linear $k$-step methods for $k=2,3,4$. Show that for each family, the order of the methods is $k$ and that orders greater than \& cannot be obtaincd if the methods are to be zero-stable

### 3.12 THE BACKWARD DIFFERENTIATION FORMULAE

As we shall sec later in this book, the regions of absolute stability of the Adams-Moulton methods, though reasonably sized, turn out to be inadequate to cope with the problem of stiffness, where stability rather than accuracy is paramount. A class of implicit linear $k$-step methods with regions of absolute stability large enough to make them relevant to the problem of stiffness is the class of Backward Differentiation Formulae or BDF defined by

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} y_{n+j}=h \beta_{k} f_{n+k} . \tag{3.115}
\end{equation*}
$$

This class can be seen (in a hand-waving sort of way) to be a dual of the class of Adams Moulton methods. The latter is characterized by having the simplest possible (subject to consistency) first characteristic polynomials $\rho(\zeta)=\zeta^{k}-\zeta^{k-1}$, whereas the BDF have the simplest possible second characteristic polynomials $\sigma(\zeta)=\beta_{k} \zeta^{k}$. Moreover, there is a certain duality between the techniques for deriving the Adams-Moulton methods and the BDIF in hack ward difference form. Instead of starting from the identity (387)

$$
y\left(x_{n+1}\right)-y\left(x_{n}\right)=\int_{x_{n}}^{x_{n}+1} y^{\prime}(x) \mathrm{d} x
$$

replacing $y^{\prime}$ by $f$ and integrating the polynomial interpolant of the back values of $f$, we start from the differential system itself

$$
\begin{equation*}
y^{\prime}=f(x, y) \tag{3.116}
\end{equation*}
$$

and differentiate the polynomial interpolant of the back values of $y$ : By $\S 1.10$, the data

$$
\left(x_{n+1}, y_{n+1}\right),\left(x_{n}, y_{n}\right), \ldots,\left(x_{n-k+1}, y_{n-k+1}\right)
$$

is interpolated by the polynomial $I_{\boldsymbol{k}}(x)$ of degree $k$ given by

$$
I_{k}(x)=I_{k}\left(x_{n+1}+r h\right)=: P_{k}(r)=\sum_{i=0}^{k}(-1)^{i}\binom{-r}{i} \nabla^{i} y_{n+1} .
$$

The left side of (3.116) is replaced by the derivative of this interpolant at $x=x_{n+1}$. given by

$$
I_{k}^{\prime}\left(x_{n+1}\right)=\left.\frac{1}{h} P_{k}^{\prime}(r)\right|_{r=0}=\left.\frac{1}{h} \sum_{l=0}^{k}(-1)^{i} \frac{d}{\mathrm{~d} r}\binom{-r}{i}\right|_{r=0} \nabla^{i} y_{n+1}
$$

and the right side is replaced by $f_{n+1}$, giving the Backward Differentiation Formulae in the following backward difference form:

$$
\sum_{i=0}^{k} \delta_{i} \nabla^{i} y_{n+1}=h \int_{n+1}
$$

where

$$
\begin{equation*}
\delta_{i}=\left.(-1)^{i} \frac{d}{d r}\binom{-r}{i}\right|_{r=0} \tag{3.117}
\end{equation*}
$$

The $\delta_{i}$ are easily found by direct evaluation to be;

$$
\begin{equation*}
\delta_{0}=0, \quad \delta_{i}=1 / i, \quad i=1,2, \ldots \tag{3.118}
\end{equation*}
$$

(A generating function is no longer necessary, but it is casily seen to be $G^{\mathrm{ADF}}(t)=-\ln (1-t)$.) In order to put the methods given by (3.117) and (3.118) in the standard form (3.115), we first divide through by $\sum_{i=0}^{k} \delta_{i}$ (in order that $x_{k}=1$ ), and appropriately right-shift each method. Recalling that $\delta_{0}=0$, we get

$$
\begin{equation*}
\tau_{k} \sum_{i=1}^{k} \delta_{i} \nabla^{i} y_{n+k}=h \tau_{k} f_{n+k} \tag{3.119}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{k}=1 / \sum_{i=1}^{k} \cdot \delta_{i} . \tag{3.120}
\end{equation*}
$$

On expanding the differences on the left side of (3.119), we get the class of BDF methods in the standard form (3.115).

By an argument analogous to that used for the Adams Moulton methods in §3.10. we find that the order of the $k$-step BDF is $k$ and the error constant is

$$
\begin{equation*}
C_{k+1}=-\tau_{k} \delta_{k+1} . \tag{3.121}
\end{equation*}
$$

Clearly, the BDF do not have zero-stability built in, in the way that the Adams methods do, and it is necessary to examine, for each $k$, the roots of the first characteristic polynomial. It turns out that for $k=1,2, \ldots, 6$, the methods are zero-stable, but that for

$k=1$

$k=3$

$k=5$
$=5$
Figure 3.4 Regions of absolute stability for the $k$-step BDF.

Table 3.3 Coefficients of the BDF

| $k$ | $\alpha_{0}$ | $\alpha_{5}$ | $\alpha_{4}$ | $\alpha_{3}$ | $\alpha_{1}$ | ${ }_{1}$ | $x_{0}$ | $\beta_{k}$ | $\rho$ | $C_{p+1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  |  |  |  | 1 | $-1$ | 1 | 1 | $-\frac{1}{2}$ |
| 2 |  |  |  |  | 1 | $-\frac{4}{3}$ | $\frac{1}{3}$ | $\frac{2}{3}$ | 2 | $-\frac{2}{9}$ |
| 3 |  |  |  | 1 | $-\frac{18}{11}$ | $\frac{9}{11}$ | - ${ }^{2}$ | $\frac{6}{11}$ | 3 | $-\frac{3}{22}$ |
| 4 | . |  | 1 | $-\frac{48}{23}$ | $\frac{36}{25}$ | $-\frac{10}{25}$ | $\frac{3}{2 \pi}$ | $\frac{12}{2!}$ | 4 | $-\frac{12}{12!}$ |
| 5 |  | 1 | $-\frac{300}{137}$ | $\frac{300}{13}$ | $-\frac{200}{137}$ | 759 | $-\frac{12}{137}$ | $\frac{60}{137}$ | 5 | $-\frac{10}{137}$ |
| 6 | 1 | $-\frac{360}{147}$ | $\frac{450}{147}$ | $-\frac{400}{147}$ | $\frac{225}{147}$ | $-\frac{72}{147}$ | $\frac{10}{147}$ | $\frac{60}{147}$ | 6 | $-\frac{20}{343}$ |

$k \geqslant 7$ the methods are all zero-unstable (see Cryer, 1972). The coefficients of the BDI: in the form (3.115), together with the error constants are given in Table 3.3 for $k=1,2, \ldots, 6$.
The important feature of the BDF is the size of their regions of absolute stability. These are shown in Figure 3.4. We note that for $1 \leqslant k \leqslant 6$ these regions contain the whole of the negative real axis, and that for $k=1,2$, they contain the whole of the negative half-plane. (For $k=3$, the boundary of the region marginally invades the negative half-plane near the points $\pm$ i.) These properties are significant in the context of stiffness.

## 4 Predictor-Corrector Methods

4.1 PREDICTOR-CORRECTOR MODES

Suppose that we wish to solve the standard initial value problem by an implicit linear multistep method. Then at each step we have to solve for $y_{n+k}$ the implicit system

$$
\begin{equation*}
y_{n+k}^{\prime}+\sum_{j=0}^{k-1} \alpha_{j} y_{n+j}=h \beta_{k} f\left(x_{n+k}, y_{n+k}\right)+h \sum_{j=0}^{k-1} \beta_{j} f_{n+j} \tag{4.1}
\end{equation*}
$$

We normally do this by the fixed point iteration

$$
\begin{equation*}
y_{n+k}^{[v+1]}+\sum_{j=0}^{k-1} \alpha_{j} y_{n+j}=h \beta_{k} f\left(x_{n+k}, y_{n+k}^{[v]}\right)+h \sum_{j=0}^{k-1} \beta_{j} f_{n+j}, \quad y_{n+k}^{(0)} \text { arbitrary, } v=0,1, \ldots \tag{4.2}
\end{equation*}
$$

which, by (3.8), will converge to the unique solution of (4.1) provided that

$$
h<1 /\left(\left|\beta_{k}\right| L\right),
$$

where $L$ is the Lipschitz constant of $f$ with respect to $y$. For non-stiff problems, this restriction on $h$ is not significant; in practice, considerations of accuracy put a much more restrictive constraint on $h$. Although (4.2) will converge for arbitrary $y_{h+4}^{101}$, each iteration calls for one evaluation of the function $f$, and computation can obviously be saved if we can provide as good a guess as possible for $y_{n+k}^{(0)}$. This is conveniently done by using a separate explicit linear multistep method to provide the initial guess. $!_{n+k}^{[0]}$ We call this explicit method the predictor and the implicit method (4.1) the corrector: the two together comprise a predictor-corrector pair. There will turn out to be advantage in having the predictor and the corrector of the same order, which usually means that the stepnumber of the predictor has to be greater than that of the corrector. Rather than deal with the complication of having two different stepnumbers, we take the stepnumber of the predictor, which we shall call $k$, to be the stepnumber of the pair, and no longer demand of the corrector that the second of the conditions (3.2), namely $\left|\alpha_{0}\right|+\left|\beta_{0}\right| \neq 0$, holds. Thus, for example, we regard

$$
y_{n+2}-y_{n+1}=\frac{h}{2}\left(3 f_{n+1}-f_{n}\right), \quad y_{n+2}-y_{n+1}=\frac{h}{2}\left(f_{n+2}+f_{n+1}\right)
$$

as a predictor-corrector pair with stepnumber 2 , even though the corrector is essentially a 1 -step method. We shall always distinguish between the predictor and the corrector by attaching asterisks to the coefficients (and to any other parameters, such as order and error constant) of the predictor. Thus the general $k$-step predictor-corrector or PC
pair is

$$
\left.\begin{array}{l}
\sum_{j=0}^{k} \alpha_{j}^{*} y_{n+j}=h \sum_{j=0}^{k-1} \beta_{j}^{*} \int_{n+j} \\
\sum_{j=0}^{k} \alpha_{j} y_{n+j}=h \sum_{j=0}^{k} \beta_{j} f_{n+j} \tag{4.3}
\end{array}\right\}
$$

There are various ways, or modes, in which the pair (4.3) can be implemented. I iritly, we coind use the predictor to give the first guess $y_{n+k}^{[0]}$, then allow the iteration (4.2) to proceed until we achicve convergence (in practice, until some criterion like
 the mode of correcting to conergence. In this mode, the predictor plays a very ancillary role, and the local truncation error and linear stability characteristics of the predictorcorrector pair are those of the corrector alone. What makes this mode unattractive in practice is that we cannot tell in advance how many iterations of the corrector-and therefore how many function evaluations - will be involved at cach slep. In writing an algorithm based on the mode of iterating to convergence, we are in effect writing a hlank cheque. In general this is to be avoided; in the special case of real-time problems, if can he downright dangerous. An example of a real-time problem would be an automatic landing system for an aircraft; such a system can be modelled by a system of ordinary differential equations, the solution of which determines the appropriate settings of the control surfaces and throttles of the aircraft; it is not much use if the numerical procedure for solving the differential system takes so long to compute on an onboard computer that it ends up by telling the control system what these settings should have been a few seconds ago! In such situations, it is paramount that the computing time shoutd be predictable, and that is never possible in the mode of correcting to convergence.
$\Lambda$ much more acceptable procedure is to state in advance just how many iterations of the corrector are to be permitted at each step. Normally this number is small, usually 1 or 2 . The local truncation error and linear stability characteristics of the predictorcorrector method in such a finite mode depend on both the predictor and the corrector; we investigate this dependence in later sections. A useful mnemonic for describing modes of this sort can be constructed by using $P$ and $C$ to indicate one application of the predictor or the corrector respectively, and $E$ to indicate one evaluation of the function $f$ given $x$ and $y$ Note that if the system of differential equations is of large dimension then a function evaluation can represent a significant amount of computing; thus it is usual to regard the number of evaluations per step as a rough indication of the computing effort demanded by the method. Suppose we apply the predictor to evaluate $y_{n+k}^{[0]}$, cvaluate $f_{n+k}^{[0]}=f\left(x_{n+k}, y_{n+k}^{[9]}\right)$, and then apply (4.2) just once to obtain $y_{n+k}^{[1]}$. The mode is then described as PEC. If we call the iteration a second time to obtain $y_{n+k}^{[2]}$, which obviously involves the further evaluation $f_{n+k}^{[1]}=f\left(x_{n+k}, y_{n+k}^{[1]}\right)$, then the mode is described as PECEC or $\mathrm{P}(E C)^{2}$. There is one further decision we have to make. At the end of the $P^{\prime}(\mathrm{EC})^{2}$ step we have a value $y_{n+k}^{[2]}$ for $y_{n+k}$ and a value $f_{n+k}^{[1]}$ for $f\left(x_{n+k}, y_{n+k}\right)$. We may choose to update the value of $f$ by making a further evaluation $f_{n+k}^{[2]}=f\left(x_{n+k}, y_{n+k}^{[2]}\right)$; the mode would then be described as $P(E C)^{2} E$. The two classes of modes $P(E C)^{\mu} E$ and $P(1: C)^{\mu}$ can be written as a single mode $P(E C)^{\mu} E^{1-1}$, where $\mu$ is positive integer and
$t=0$ or 1 , and are defined by
$P(E C)^{\mu} E^{1-1}:$

Alternatively, the predictor and corrector may be written in the form (3.5) as

$$
\rho^{*}(E) y_{n}=h \sigma^{*}(E) f_{n}, \quad \rho(E) y_{n}=h \sigma(E) f_{n}
$$

respectively, where $\rho^{*}, \rho$ and $\sigma$ have degree $k$ and $\sigma^{*}$ has degrec $k-1$ at most. With this notation, the mode $P(E C)^{\prime \prime} E^{1-1}$ may be defined by
$P(E C)^{\mu} E^{1-1}:$


### 4.2 THE LOCAL TRUNCATION ERROR OF PREDICTOR-CORRECTOR METHODS

If the predictor-corrector pair is applied in the mode of correcting to convergence then the local truncation error is clearly that of the corrector alone. If, however, the pair is applied in $P(E C)^{\mu} E^{-1}$ mode, $t=0,1$, then the local truncation crror of the corrector will be polluted by that of the predictor. In this section we investigate the level of this pollution.

Let the predictor and corrector defined by (4.3) have associated linear difference operators $\mathscr{L}^{*}$ and $\mathscr{L}$, orders $p^{*}$ and $p$ and error constants $C_{p^{*}, 1}^{*}$ and $C_{p+1}$ respectively. As always when dealing with local truncation error, we make the localizing assumption $y_{n+j}^{[y]}=y\left(x_{n+j}\right), j=0,1, \ldots, k-1$, and indicate by $\hat{y}_{n+k}^{\prime 2]}$ approximations to $y$ at $x_{n+k}$ generated when the localizing assumption is in force. We also assume that $y(x) \in C^{r^{n+1}}$, where $\beta=\max \left(p^{*}, p\right)$. It then follows from $\S 3.5$ that

$$
\left.\begin{array}{c}
\mathscr{L}^{*}[y(x) ; h]=C_{p^{*}+1}^{*} h^{r^{*}+1} y^{\left(r^{*}+1\right)}(x)+0\left(h^{r^{*}+2}\right) \\
\mathscr{L}[y(x) ; h]=C_{p+1} h^{p+1} y^{(p+1)}(x)+0\left(h^{p+2}\right) \tag{4.6}
\end{array}\right\}
$$

Following the analysis of $\$ 3.5$, we have that for the predictor

$$
\sum_{i=0}^{k} \alpha_{j}^{*} y\left(x_{n+j}\right)=h \sum_{j=0}^{k-1} \beta_{j}^{*} f\left(x_{n+j}, y\left(x_{n+j}\right)\right)+\mathscr{L}^{*}\left[y\left(x_{n}\right)_{j} h\right]
$$

and

$$
i_{n+k}^{(0)}+\sum_{i=0}^{k} x_{j}^{*} y_{n+j}^{(\mu)}=h^{k-1} \sum_{j=0}^{*} \beta_{j}^{*} f\left(x_{n+j}, y_{n+j}^{[i+-j]}\right)
$$

On subtracting and using the localizing assumption and (4.6) we obtain

$$
\begin{equation*}
y\left(x_{n+k}\right)-y_{n+k}^{-(0)}=C_{n^{*}+1}^{*} h^{r^{*}+1} y^{\left(r^{*}+1\right)}\left(x_{n}\right)+0\left(h^{r^{*}+2}\right) . \tag{4.8}
\end{equation*}
$$

Since the predictor corrector pair is being applied in $\mathrm{P}^{\prime}(\mathrm{EC})^{\mu} \mathrm{E}^{1-1}$ mode, as defined by (4.4). the equations for the corrector, corresponding to (4.7), are

$$
\sum_{j}^{k} x_{j} \mu\left(x_{n+j}\right)=h \sum_{j=0}^{k} \beta_{j} f\left(x_{n+j}, y\left(x_{n+j}\right)\right)+\mathscr{L}\left[y\left(x_{n}\right) ; h\right]
$$

and

$$
i_{n, k}^{\prime \prime \cdot}{ }^{11}+\sum_{j}^{k} x_{j} y_{n+i}^{(n)}=h \beta_{k} f\left(x_{n+k} j_{n+k}^{[v]}\right)+h \sum_{j=0}^{k-1} \beta_{j} f\left(x_{n+j}, y_{n+j}^{(n-j)}, \quad v=0,1, \ldots, \mu-1 .\right.
$$

On subtracting and using the localizing assumption, we have

$$
\begin{align*}
f\left(x_{n+k}\right)-\tilde{y}_{n+k}^{\prime \cdot+1}= & h \beta_{k}\left[f\left(x_{n+k} \cdot y\left(x_{n+k}\right)\right)-f\left(x_{n+k}, \tilde{y}_{n+k}^{(n)}\right)\right]+\mathscr{P}\left[y\left(x_{n}\right) ; h\right] \\
= & h \beta_{k} f_{y}\left(x_{n+k} \cdot \eta_{v}\right)\left[y\left(x_{n+k}\right)-\tilde{y}_{n+k}^{(v)}\right]+C_{n+1} h^{n+1} y^{(p+1)}\left(x_{n}\right) \\
& +0\left(h^{n+2}\right) . \quad v=0,1, \ldots, \mu-1 \tag{4.9}
\end{align*}
$$

(using the notation of \$1.3). What follows depends on the relative magnitudes of $p^{*}$ and $p$. 1 irst consider the case $p^{*} \geqslant p$. On substituting (4.8) into (4.9) with $v=0$ we get that

$$
y\left(x_{n+k}\right)-j_{n+k}^{(1)}=C_{p+1} h^{p+1} y^{(n+1)}\left(x_{n}\right)+0\left(h^{p+2}\right) .
$$



$$
y\left(x_{n+k}\right)-\tilde{y}_{n+k}^{121}=C_{p+1} h^{p+1} y^{(p+1)}\left(x_{n}\right)+0\left(h^{p+2}\right) .
$$

Continuing in this manner we find that

$$
y\left(x_{n+k}\right)-\tilde{y}_{n+k}^{(n)}=C_{p+1} h^{p+1} y^{(p+1)}\left(x_{n}\right)+0\left(h^{p+2}\right) .
$$

Thus, if $p^{*} \geqslant p$, the PLTE of the $\left.\mathrm{P}^{(\mathrm{EC}}\right)^{\prime \prime} \mathrm{E}^{1-1}$ mode is, for all $\mu \geqslant 1$, precisely that of the corrector alone.

Now consider the case $p^{*}=p-1$. On substituting (4.8) into (4.9) with $v=0$ we now
get that

$$
y\left(x_{n+k}\right)-\tilde{y}_{n+k}^{(1)}=\left[\beta_{k} \frac{\partial f}{\partial y} C_{n}^{*} y^{(p)}\left(x_{n}\right)+C_{p+1} y^{(n+1)}\left(x_{n}\right)\right] h^{n+1}+0\left(l^{p+2}\right)
$$

Thus if $\mu=1$, that is if the mode is PECE ${ }^{1-1}$, the PLTE is not identical with that of the corrector, but the order of the PC method is that of the corrector. However, on successive substitution into (4.9) we find that for $\mu \geqslant 2$,

$$
y\left(x_{n+k}\right)-\tilde{y}_{n+k}^{[n]}=C_{p+1} h^{p+1} y^{(n+1)}\left(x_{n}\right)+0\left(h^{p+2}\right)
$$

and the PLTE of the PC method becomes that of the corrector alone.
Now consider the case $p^{*}=p-2$. On substituting (4.8) into (4.9) with $v=0$, we get

$$
\begin{equation*}
y\left(x_{n+k}\right)-\tilde{y}_{n+k}^{(1)}=\beta_{k} \frac{\partial \bar{f}}{\partial y} C_{n-1}^{*} h^{r} y^{(n-1)}\left(x_{n}\right)+0\left(h^{r+i}\right) \tag{4.10}
\end{equation*}
$$

Thus if $\mu=1$, the order of the PC method is only $p-1$. Substituting (4.10) into (4.9) with $v=1$ gives

$$
y\left(x_{n+k}\right)-y_{n+k}^{(2)}=\left[\left(\beta_{k} \frac{\partial f}{\partial y}\right)^{2} C_{p-1}^{*} y^{(p-1)}\left(x_{n}\right)+C_{p+1} y^{(p+1)}\left(x_{n}\right)\right] h^{p+1}+0\left(h^{p+2}\right)
$$

and thus for $\mu=2$ the order of the PC method is that of the corrector, but the two PLTEs are not identicat. Further successive substitutions into (4.9) show that for $\mu \geqslant 3$

$$
y\left(x_{n+k}\right)-\bar{y}_{n+k}^{\prime \mu]}=C_{p+1} h^{p+1} y^{(p+1)}\left(x_{n}\right)+0\left(h^{p+2}\right)
$$

and the PLTE is that of the corrector alone
It is now clear that the order and the PLTE of a PC method depend on the gap between $p^{*}$ and $p$ and on $\mu$, the number of times the corrector is called. Specifically.
(i) if $p^{*} \geqslant p$ (or if $p^{*}<p$ and $\mu>p-p^{*}$ ), the PC method and the corrector have the same order and the same PLTE,
(ii) if $p^{*}<p$ and $\mu=p-p^{*}$, the PC method and the corrector have the same order but different PLTEs, and
(iii) if $p^{*}<p$ and $\mu \leqslant p-p^{*}-1$, the order of the PC method is $p^{*}+\mu(<p)$.

Note that the modes $P(E C)^{\mu} E$ and $P(E C)^{\prime \prime}$ always have the same order and PLTE.

### 4.3 MILNE'S ESTIMATE FOR THE PLTE; LOCAL EXTRAPOLATION

At the end of $\S 3.7$ we noted that attempts to estimate the PLTE of a linear mullistep method directly from the formula

$$
y\left(x_{n+k}\right)-\tilde{y}_{n+k}=C_{p+1} h^{p+1} y^{(p+11}\left(x_{n}\right)
$$

ran up against the difficulty of trying to estimate $y^{2 n+1)}\left(x_{n}\right)$ numerically. Predictor
corrector methods have a substantial advantage over linear multistep methods in that, due to a device due originally to W . E . Milne, it is possible to estimate the PLTE of the former without any need to attempt a direct estimate of $y^{(p+1)}\left(x_{n}\right)$. The device, which works ouly if $p^{*}=p$, is as close as one ever gets in numerical analysis to getting something for nothing. and is indeed a major motivation for using predictor-corrector methods. It follows from the preceding section that if $p^{*}=p$, then

$$
C_{p+1}^{*} h^{\Gamma+1} y^{(p+1)}\left(x_{n}\right)=y\left(x_{n+k}\right)-\tilde{y}_{n+k}^{(0)}+0\left(h^{p+2}\right)
$$

and

$$
\left(C_{n+1} h^{p+1} y^{(p+1)}\left(x_{n}\right)=y\left(x_{n+k}\right)-\tilde{y}_{n+k}^{(n)}+0\left(h^{p+2}\right) .\right.
$$

On subtracting we obtain

$$
\left(C_{n+1}^{*}-C_{p+1}\right) h^{p+1} y^{(p+1)}\left(x_{n}\right)=\tilde{y}_{n+k}^{(p)}-\tilde{y}_{n+k}^{(0)}+0\left(h^{p+2}\right)
$$

Whence we obtain the Milne estimate for the PLTE
where

$$
W:=\frac{C_{p+1}}{C_{p+1}^{*}-C_{p+1}}
$$

()n the right side of the first of (4.II) we have replaced $\tilde{y}_{n+k}^{[\mu]}$ by $y_{n+k}^{[\mu]}$ since it is no longer necessary to remind ourselves that the localizing assumption is in force; recall the argument in $\$ 3.7$ that PLTE is an acceptable measure of local accuracy despite the localizing assumption.

The main use made of the estimate (4.11) is the monitoring of steplength, which could be decreased if the norm of the error estimate exceeds a given tolerance, and increased if the norm is less than the tolerance by a given factor. However, as is the case with all error estimates, one is tempted also to add the error estimate to the numerical solution, thereby increasing the accuracy. This addition used to be known as a modifier, but is now usually called local extrapolation. It is clearly equivalent to raising the order of the method by one. It is common practice in many modern codes to perform local extrapolation at cach step and still use the error estimate (4.11) to monitor steplength, the rationale being that if the steplength is chosen so that the error estimate (4.11) for $y_{n+k}^{[\mu]}$ is acceptable, then surely the error in the more accurate loca''y extrapolated value will atso be acceptable. This argument is not altogether sound-higher order methods do not invariably produce smaller errors than do lower order ones --- and there is no avoiding the fact that local extrapolation is basically an attempt to eat one's cake and have it! Nevertheless, local extrapolation is an accepted feature of many modern codes. It can he applied in more than one way. We could apply local extrapolation after each call of the corrector; using $L$ as the mnemonic for local extrapolation, the resulting modes can be denoted by $P(E C L)^{\mu} E^{1-t}, l=0$ or 1 . Alternatively, we could choose to apply local extrapolation only after the linal application of the corrector, resulting in the modes $\mathrm{P}^{\mathrm{P}}(\mathrm{E})^{\prime \prime} L E^{1-1}, 1=0$ or 1 ; clearly the two families of modes coincide when $\mu=1$. Noting that. from (4.11), local extrapolation is equivalent to replacing $y_{n}^{[(v)}$ by

$$
y_{n}^{[v]}+W\left(y_{n}^{[v]}-y_{n}^{[(0]}\right),
$$

these modes are formally defined as follows:

## $P(E C L)^{\mu} E^{1-t}$

$$
\begin{align*}
& P: \quad y_{n+k}^{[0]}+\sum_{j=0}^{k-1} \alpha_{j}^{*} y_{n+j}^{[n]}-h \sum_{j=0}^{k-1} \beta_{j}^{*} f_{n+j}^{[n-n]} \\
& \text { (ECL) }{ }^{\text {I }}: \quad f_{n+k}^{[!]}=f\left(x_{n+k}, y_{n+k}^{[v]}\right) \\
& \left.\begin{array}{rl}
f_{n+k}^{(n)} & =f\left(x_{n+k}, y_{n+k}^{(v)}\right) \\
f_{n+k}^{[v+1]}+\sum_{j=0}^{k-1} \alpha_{j} y_{n+j}^{[\mu]} & =h \beta_{k} f_{n+k}^{[v]}+h \sum_{j=0}^{k-1} \beta_{j} f_{n+j}^{[\mu-1)} \\
y_{n+k}^{[v+1]} & =(1+W) f_{n+k}^{(v+1)}-W y_{n+k}^{\prime(0)} \\
f_{n+k}^{[\mu]} & =f\left(x_{n+k}, y_{n+k}^{[\mu]}\right), \quad \text { if } 1=0 .
\end{array} \quad v=0,1 \ldots, \mu-1\right\}  \tag{4.12}\\
& E^{(1-t)}:
\end{align*}
$$

P(EC) ${ }^{\mu} \mathrm{LE}$ :
P: $\quad \hat{y}_{n+k}^{[0]}+\sum_{j=0}^{k-1} \alpha_{j}^{*} y_{n+j}^{[n]}=h \sum_{j=0}^{k-1} \beta_{j}^{*} f_{n+1}^{[n]}$
$(E C)^{\mu}:$

$$
\left.\begin{array}{c}
\hat{f}_{n+k}^{[v]}=f\left(x_{n+k}, \hat{y}_{n+k}^{(v]}\right)  \tag{i}\\
\hat{\rho}_{n+k}^{[v+1]}+\sum_{j=0}^{k-1} \alpha_{j} y_{n+j}^{[n]}=h \beta_{k} \hat{f}_{n+k}^{[v]}+h \sum_{j=0}^{n-1} \beta_{j} \sum_{n+j}^{[n]}
\end{array}\right\} v=0,1, \ldots, \mu-1
$$

$\mathrm{L}:$

$$
\begin{aligned}
& y_{n+k}^{[n]}=(1+W) g_{n+k}^{[n]}-W y_{n+k}^{[(0)} \\
& f_{n+k}^{[n]}=f\left(x_{n+k}, y_{n+k}^{[n]}\right) .
\end{aligned}
$$

E:
P(EC) ${ }^{\mu} \mathrm{L}$ :
$P:$

$$
\hat{y}_{n+k}^{[0]}+\sum_{j=0}^{k-1} \alpha_{j}^{*} y_{n+j}^{[\mu]}=h \sum_{j=0}^{k-1} \beta_{j}^{*} \hat{f}_{n+j}^{l n-1]}
$$

$(E C)^{\mu}$ :

$$
\left.\begin{array}{c}
\hat{f}_{n+k}^{\mid v]}=f\left(x_{n+k}, \hat{y}_{n+k}^{(v)}\right) \\
\hat{y}_{n+k}^{[v+1]}+\sum_{j=0}^{k-1} \alpha_{i} y_{n+j}^{(\mu]}=h \beta_{k} f_{n+k}^{[v]}+h \sum_{j=0}^{k-1} \beta_{j} f_{n+j}^{[\mu-11}
\end{array}\right\} r=0,1, \ldots, \mu-1
$$

L:

$$
y_{n+k}^{[\mu]}=(1+W) \hat{y}_{n+k}^{[\mu]}-W \hat{y}_{n+k}^{[n]}
$$

## Exercises

4.3.1. The predictor $P$ and the two correctors $C, \tilde{C}$ are defined by their characteristic polynomials as follows:

$$
\begin{array}{lll}
P: & \rho^{*}(\zeta)=\zeta^{4}-1, & \sigma^{*}(\zeta)=\frac{4}{3}\left(2 \zeta^{3}-\zeta^{2}+2 \zeta\right) \\
C: & \rho(\zeta)=\zeta^{2}-1, & \sigma(\zeta)=\frac{1}{3}\left(\zeta^{2}+4 \zeta+1\right) \\
\vec{C}: & \rho(\zeta)=\zeta^{3}-\frac{9}{8} \zeta^{2}+\frac{1}{8}, & \sigma(\zeta)=\frac{3}{8}\left(\zeta^{3}+2 \zeta^{2}-\zeta\right)
\end{array}
$$

.. . . ote that $C$ is Simpson's Rule. Show that Milne's estimate is applicable to the predictor-corrector pairs $(P, C)$ and $(P, \bar{C})$. Write down the algorithms which use (a) $P$ and $C$ in PECE mode and (b) $P$ and $C$ in PECLE mode. (Algorithm (a) is often known as Milne's method and (b) as Hamming's method.)
4.3.2*. The scalar initial value problem $y^{\prime}=-10(y-1)^{2}, y(0)=2$ has exact solution $y(x)=$ $(2+10 x) /(1+10 x)$. Knowledge of the exact solution enables us 10 implement the localizing assumption, and thus compute the actual LTE. Using $P$ and $\tilde{C}$ defined in Exercise 4.3 .1 compare the actual LIt: with the Milnc estimate (a) for the mode of correcting to convergence and (b) in PECE mode. Use exact starting values, take $h=0.01$ and compute from $x=0$ to $x=0.2$.
4.3.3. In (4.12) we wrote the two modes $P(E C L)^{\mu} E^{1-1}, t=0,1$, in a single statement. Why was this not dune in (4.13) for the two modes P(EC)"LE ${ }^{-1}, t=0,1$ ?
4.3.4. Let $P^{\prime}$ have order $p^{*}$ and ( have order $p$. Show that an estimate of the PLTE similar to, but not identical with (4.11) can be constructed when $p^{*}>p$, but not when $p^{*}<p$.
4.3.5*. A result of llenrici (1962) shows that Milne's estimate holds without the localizing assumption provided $\rho^{*}(\xi) \equiv \rho(\xi)$, the mode of correcting to convergence is employed and the starting errors are $0\left(h^{q}\right)$ with $q>p$, where the PC method has order $p$. Find a fourth-order predictor which when used with the corrector $\tilde{C}$ defined in Exercise 4.3.1 satisfies the condition $r^{*}(\zeta) \equiv \rho(\zeta)$. Devise and carry out a numerical experiment, using the problem of Exercise 4.3.2*, to test this result.

### 4.4 PREDICTOR-CORRECTOR METHODS BASED ON ADAMS METHODS IN BACKWARD DIFFERENCE FORM

Amost all modern predictor corrector codes for non-stiff problems use AdamsBashforth methods as predictors and Adams-Moulton methods as correctors; such PC methods are consequently sometimes called $A B M$ methods, but the phrase 'Adams method is also somewhat loosely used to mean an ABM method. We saw in $\S 3.9$ that the Adams methods, when expressed in backward difference form, had particularly simple and attractive structures: these structures can be fully exploited in the framework of predictor corrector methods.
Since we shall of course be making use of the Milne estimate for the PLTE, it is necessary that predictor and corrector have the same order. This is achieved by taking the predictor to be a $k$-step Adams-Bashforth method and the corrector to be a $(k-1)$-step Adams Moulton; both then have order $p=k$. From (3.96), the $k$-step $k$ th order $\triangle B M$ pair is thus

$$
\left.\begin{array}{lll}
y_{n+1}-y_{n}=h \sum_{i=0}^{k-1} \gamma_{i}^{*} \nabla^{i} f_{n}, & p^{*}=k, & C_{k+1}^{*}=\gamma_{k}^{*}  \tag{4.14}\\
y_{n+1}-y_{n}=h \sum_{i=0}^{k-1} \gamma_{i} \nabla^{i} f_{n+1}, & p=k, & C_{k+1}=\gamma_{k}
\end{array}\right\}
$$

(On' setting $k=1$ in (4.14) we note that the PC pair consisting of Euler's Rule and the Back ward Euler method is now considered as an ABM pair of order 1; see the comments towards the end of \$3.9.)

We can at once anticipate a notational difficulty. If we envisage (4.14) being applied in $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}^{1-1}$ mode then, in the second of (4.14), $y_{n+1}$ will be replaced by $y_{n+1}^{1,+1}$, and the single value $f_{n+1}$ on the right side by $f_{n+1}^{[y]}$, the remaining values $f_{n-j}$ being replaced by $f_{n-j}^{[n-1]}, j=0,1, \ldots, k-1$. We can overcome this difficulty by defining $\nabla_{v}^{i} f_{n+1}^{[\mu]}$ to be $\nabla^{i} f_{n+1}^{[n]}$ [ith the single value $f_{n+1}^{[(4)}$, replaced by $f_{n+1}^{[1])}$. That is.

$$
\begin{equation*}
\nabla_{v}^{i} f_{n+1}^{[\mu]}:=\nabla^{i} f_{n+1}^{[\mu]}+f_{n+1}^{[1]}-f_{n+1}^{[\mid \mu]} . \tag{4.15}
\end{equation*}
$$

Thus, for example, $\nabla_{v}^{2} f_{n+1}^{[\mu]}=f_{n+1}^{[v]}-2 f_{n}^{[\mu]}+\int_{n-1}^{[\mu]}$. Note that it follows from (4.15) that

$$
\begin{equation*}
\nabla_{v}^{\prime} \int_{n+1}^{[\mu]}-\nabla_{\omega}^{\prime} \int_{n+1}^{[(n)}=\int_{n+1}^{[w]}-\int_{n+1}^{[(w)} . \tag{4.16}
\end{equation*}
$$

We now make use of Property 3 of $\$ 3.10$, amended to take account of the notation we have just introduced. It is easily seen that the proof of Property 3 is unaffected by the particular value taken by $f_{n+1}$, so that we may write the result in the form

$$
\begin{equation*}
\sum_{1=0}^{k-1}\left(y_{i} \nabla_{v}^{i} f_{n+1}^{(\mu)}-\gamma_{i}^{*} \nabla^{i} f_{n}^{(\mu)}\right)=\gamma_{k-1}^{*} \nabla_{v}^{k} f_{n+1}^{(\mu)} \tag{4.17}
\end{equation*}
$$

where the notation is defined by (4.15).
We now apply the pair (4.14) in $P(E C)^{\mu} E^{1-i}$ mode, and use the structure of the Adams methods to develop a form of the $A B M$ 'method which is computationally convenient and economical. In what follows, those equations which constitute the implementation are enclosed in boxes. The mode is defined by

$$
\left.\begin{array}{ll}
\mathrm{P}: & y_{n+1}^{[0]}=y_{n}^{[\mu]}+h \sum_{i=0}^{k-1} \gamma_{i}^{*} \nabla^{i} f_{n}^{[\mu-t)} \\
(\mathrm{EC})^{\mu}: & f_{n+1}^{[v]}=f\left(x_{n+1}, y_{n+1}^{[v]}\right) \\
& y_{n+1}^{[v+1]}=y_{n}^{[\mu]}+h \sum_{i=0}^{k-1} \gamma_{i} \nabla_{v}^{i} f_{n+1}^{[\mu-1]}
\end{array}\right\} v=0,1, \ldots, \mu-1 .
$$

If we were to apply (4.19) as it stands then we would need to compute and store the differences $\nabla_{v}^{\prime} f_{n+1}^{(\mu-1)}$ for $i=1,2, \ldots, k-1$ for each call, $v=0,1, \ldots, \mu-1$, of the corrector. The computational effort can be reduced, by the following approach, to the computation of just one such difference.

Subtracting (4.18) from (4.19) with $v=0$ gives

$$
y_{n+1}^{[1]}-y_{n+1}^{[0]}=h_{i=0}^{k-1}\left(\gamma_{i} \nabla_{0}^{i} f_{n+1}^{[n-1)}-\gamma_{i}^{*} \nabla^{i} f_{n}^{(n-1)}\right)
$$

and on using (4.17) we obtain

$$
y_{n+1}^{[1]}=y_{n+1}^{[0]}+h \gamma_{k-1}^{*} \nabla_{0}^{k} f_{n+1}^{[\mu-1]} .
$$

Now subtract successive equations in (4.19) to get

$$
y_{n+1}^{(v+1)}-y_{n+1}^{(1)}=h \sum_{i=0}^{k-1} \gamma_{i}\left(\nabla_{v}^{i} \int_{n+1}^{[n-1)}-\nabla_{v-1}^{i} f_{n+1}^{(n-i)}\right), \quad v=1,2, \ldots, \mu-1
$$

But, by (4.16)

$$
\nabla_{v}^{i} \int_{n+1}^{[n-1]}-\nabla_{v-1}^{i} f_{n+1}^{[n-1]}=f_{n+1}^{[v]}-\int_{n+1}^{[v-1]}
$$

Morcover, $\sum_{i=0}^{k-1} \gamma_{i}=\gamma_{k-1}^{*}$, by Property 1 of $\S 3.10$, and hence we have that

$$
\begin{equation*}
y_{n+1}^{[v+1)}=y_{n+1}^{(v-1)}+h \gamma_{k-1}^{*}\left(f_{n+1}^{\mid v]}-f_{n+1}^{(v-1)}\right), \quad v=1,2, \ldots, \mu-1 . \tag{4.21}
\end{equation*}
$$

To apply the Milne estimate, we need to compute $y_{n+1}^{(n)}-y_{n+1}^{(0]}$. Subtracting (4.18) from (4.19) with $v=\mu-1$ gives

$$
\begin{aligned}
y_{n+1}^{[\mu]}-y_{n+1}^{[0]} & =h \sum_{i=0}^{k-1}\left(\gamma_{i} \nabla_{\mu-1}^{\prime} f_{n+1}^{[\mu-1]}-\gamma_{i}^{*} \nabla^{i} f_{n}^{[\mu-t]}\right) \\
& =h \gamma_{k-1}^{*} \nabla_{n-1}^{k} f_{n+1}^{[\mu-t]}
\end{aligned}
$$

by (4.17)
(Alternatively, we could add all the equations in (4.21) and add (4.20) to the result to get

$$
\begin{aligned}
y_{n+1}^{[n]}-y_{n+1}^{[0]} & =h \gamma_{k-1}^{*}\left(f_{n+1}^{[\mu-1)}-f_{n+1}^{[0]}+\nabla_{0}^{k} f_{n+1}^{(\mu-1)}\right) \\
& =h \gamma_{k-1}^{*} \nabla_{n-1}^{k} f_{n+1}^{[\mu-1},
\end{aligned}
$$

by (4.15).) Since $C_{n+1}^{*}=\gamma_{k}^{*}$ and $C_{n+1}=\gamma_{k}$, the Milne estimate (4.11) for the PLTE at $x_{n+1}$ (which we shall denote by $T_{n+1}$ ) is given by

$$
T_{n+1}={ }_{C_{p+1}^{*}-C_{p+1}}^{C_{n+1}}\left(y_{n+1}^{[\mu]}-y_{n+1}^{[0]}\right)=\frac{\gamma_{k}}{\gamma_{k}^{*}-\gamma_{k}} h \gamma_{k-1}^{*} \nabla_{\mu-1}^{k} f_{n+1}^{[\mu-1]}
$$

But, by Property 2 of $\$ 3.10, \gamma_{k}^{*}-\gamma_{k}=\gamma_{k-1}^{*}$, whence

$$
\begin{equation*}
T_{n+1}=h \gamma_{k} \nabla_{\mu-1}^{k} f_{n+1}^{(n-1)} \tag{4.22}
\end{equation*}
$$

Note that inthe case $t=1, T_{n+1}=h \gamma_{k} \nabla^{k} f_{n+1}^{[\mu-1]}$
The actual computation takes the form of implementing each of the boxed results (4.18); (4.20) (4.21) and (4.22). Note that the implementation of (4.18) and (4.20) and cach call off(4.21) if $t=0$ (each call except the last if $t=1$ ) is followed by a function cvaluation, blaking $\mu+1-1$ evaluations in all, which must be the case for a $P(E C)^{\mu} E^{1-1}$ mode.
It is assumed that the back data need in (4.18), namely the differences $\left.V^{i}\right|_{n} ^{1 n}{ }^{\prime}, i=\hat{0}, 1, \ldots, k-1$, have been stored. The difference $\nabla_{0}^{k} \int_{n+1}^{\mid \mu-1)}$ needed in (4.20) can 4
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be obtained by computing

$$
\nabla_{0}^{i+1} f_{n+1}^{[\mu-1]}=\nabla_{0}^{i} f_{n+1}^{[\mu-1]}-\nabla^{i} f_{n}^{(\mu-1)}
$$

for $i=0,1, \ldots, k-1$. Using (4.16), the difference $\nabla_{\mu-1}^{k} f_{n+1}^{(\mu-1)}$ appearing in (4.22) can be computed from

$$
\nabla_{n-1}^{k} f_{n+1}^{(n-1)}=\nabla_{0}^{k} f_{n+1}^{(u-t)}+f_{n+1}^{(n-1)}-f_{n+1}^{[0]}
$$

Finally, the back data can be updated by computing

$$
\nabla^{i+1} f_{n+1}^{[\mu-t]}=\nabla^{i} f_{n+1}^{[\mu-1]}-\nabla^{i} f_{n}^{[\mu-1]}, \quad i=0,1, \ldots, k-2,
$$

or by adding $f_{n+1}^{[n-1]}-f_{n+1}^{10]}$ to $\nabla_{0}^{\prime} f_{n+1}^{[n-1)}, i=1,2, \ldots, k-1$. We are then ready to compute the next step.

The computation takes a particularly simple form in the case of the PECE ${ }^{1-1}$ mode (a popular choice). Of the four boxed equations, (4.21) no longer applies and the remaining three become

$$
\left.\begin{array}{l}
y_{n+1}^{[0]}=y_{n}^{[1]}+h \sum_{i=0}^{k-1} \gamma_{i}^{*} \nabla^{i} f_{n}^{[1-1]}  \tag{4.23}\\
y_{n+1}^{[1]}=y_{n+1}^{[0]}+h \gamma_{k-1}^{*} \nabla_{0}^{k} f_{n+1}^{[1--1]} \\
T_{n+1}=h \gamma_{k} \nabla_{0}^{k} f_{n+1}^{[1-1]}
\end{array}\right\}
$$

and we note that the sume difference now appears on the right sides of the last two equations.

We illustrate the above procedure by considering the case of a third-order ABM method in $\mathrm{P}(\mathrm{EC})^{2}$ mode. Recall from $\S 3.9$ that $\gamma_{0}^{*}=1, \gamma_{1}^{*}=\frac{1}{2}, \gamma_{2}^{*}=\frac{5}{12}$ and $\gamma_{3}=-\frac{1}{24}$; note that we do not need $\gamma_{0}, \gamma_{1}$ or $\gamma_{2}$. We assume that the back data $f_{n}^{(1)}, \nabla f_{n}^{[1]}$ and $\nabla^{2} f_{n}^{[1]}$ are available. The sequence of sub-steps for the integration step from $x_{n}$ to $x_{n+1}$ is

$$
\begin{array}{ll}
\mathrm{P}: & y_{n+1}^{[0]}=y_{n}^{[2]}+h\left(f_{n}^{[1]}+\frac{1}{2} \nabla f_{n}^{[1]}+\frac{5}{12} \nabla^{2} f_{n}^{[1]}\right) \\
\mathrm{E}: & f_{n+1}^{[0]}=f\left(x_{n+1}, y_{n+1}^{[0]}\right) \\
& \nabla_{0} f_{n+1}^{[1]}=f_{n+1}^{[0]}-f_{n}^{[1]} \\
& \nabla_{0}^{2} f_{n+1}^{[1]}=\nabla_{0} f_{n+1}^{[1]}-\nabla f_{n}^{[1]} \\
& \nabla_{0}^{3} f_{n+1}^{[1]}=\nabla_{0}^{2} f_{n+1}^{[1]}-\nabla^{2} f_{n}^{[1]} \\
\text { C: } & y_{n+1}^{[1]}=y_{n+1}^{[0]}+\frac{5}{12} h \nabla_{0}^{3} f_{n+1}^{[1]} \\
\text { E: } & f_{n+1}^{[1]}=f\left(x_{n+1}, y_{n+1}^{[1]}\right) \\
\text { C: } & y_{n+1}^{[2]}=y_{n+1}^{[1]}+\frac{5}{12} h\left(f_{n+1}^{[1]}-f_{n+1}^{[0]}\right) \\
& \nabla_{1}^{3} f_{n+1}^{[1]}=\nabla_{0}^{3} f_{n+1}^{[1]}+f_{n+1}^{[1]}-f_{n+1}^{[0]} \\
\text { Error } & T_{n+1}=-\frac{1}{24} h \nabla^{3} f_{n+1}^{[1]} \\
\text { Update } & \nabla f_{n+1}^{[1]}=f_{n+1}^{[1]}-f_{n}^{[1]} \\
& \nabla^{2} f_{n+1}^{[1]}=\nabla f_{n+1}^{[1]}-\nabla f_{n}^{[1]} .
\end{array}
$$

From (3.110), we may write the implicit linear $k$-step method with $k$ - I free parameters as

$$
\begin{equation*}
\sum_{s=0}^{k-1} A_{s} \nabla y_{n+1-3}=h \sum_{s=0}^{k-1} A_{s} \sum_{i=0}^{k} \gamma_{1}^{s+1} \nabla^{i} f_{n+1} \tag{4.26}
\end{equation*}
$$

where $A_{0}=1$. This method has order $k+1$ and error constant $C_{k+2}=\sum_{s=0}^{k-1} A_{s} \gamma_{k+1}^{s+1}$. Since, with a $k$-step predictor of similar structure, we can achieve only order $k$, it is necessary to reduce the order of (4.26) to $k$, that is to replace $k$ by $k-1$ in (4.26), yielding

$$
\begin{equation*}
\sum_{s=0}^{k-2} A_{s} \nabla y_{n+1-s}=h \sum_{s=0}^{k-2} A_{s} \sum_{i=0}^{k-1} \gamma_{i}^{s+1} \nabla^{i} f_{n+1}, \quad A_{0}=1 . \tag{4.27}
\end{equation*}
$$

Note that this is the usual situation where, in order to achieve parity of order, the corrector has to have a smaller stepnumber than the predictor. We shall use (4.27) as corrector; note that it has $k-2$ free parameters, order $k$ and error constant

$$
\begin{equation*}
C_{k+1}=\sum_{s=0}^{k-2} A_{s} \gamma_{k}^{s+1} \tag{4.28}
\end{equation*}
$$

The explicit linear $k$-step method with $k-1$ free parameters can, by (3.111), be written as

$$
\begin{equation*}
\sum_{s=0}^{k} A_{s} \nabla y_{n+1-s}=h \sum_{s=0}^{k-1} A_{3} \sum_{i=0}^{k-1} \gamma_{i}^{s} \nabla^{i} f_{n}, \quad A_{0}=1 . \tag{4.29}
\end{equation*}
$$

It has order $k$ and error constant $C_{k+1}^{*}=\sum_{s=0}^{k-1} A_{s} \gamma_{k}^{s}$. In order that the left sides of prediclor and corrector be identical, we must set $A_{k-1}=0$ in (4.29), yielding

$$
\begin{equation*}
\sum_{s=0}^{k-2} A_{s} \nabla y_{n+1-s}=h \sum_{s=0}^{k-2} A_{s} \sum_{i=0}^{k-1} \gamma_{i}^{s} \nabla^{i} f_{n}, \quad A_{0}=1 . \tag{4.30}
\end{equation*}
$$

We shall use (4.30) as predictor; like the corrector (4.27), it has $k-2$ free parameters and order $k$, but its error constant is

$$
\begin{equation*}
C_{k+1}^{*}=\sum_{s=0}^{k-2} A_{s} \gamma_{k}^{s} \tag{4.31}
\end{equation*}
$$

Note that when $k=2,(4.27)$ and (4.30) become the second-order Adams-Bashforth and Adans Moulton methods respectively

We need the following natural generalization of Property $3(\$ 3.10)$ of the Adams coefficients; its proof, which is almost identical with that of Property 3, uses the fact that $i_{j}^{\text {s+1 }}-\gamma_{j}^{s}=-\gamma_{j-1}^{s}$, which follows from (3.104).

$$
\sum_{i=0}^{k-1}\left(\gamma_{i}^{s+1} \nabla^{i} \rho_{n+1}-\gamma_{i}^{s} \nabla^{i} f_{n}\right)=\gamma_{k-1}^{s} \nabla^{k} f_{n+1}, \quad s=0,1,2, \ldots,
$$

where the $\gamma_{i}^{s}, s=0,1,2 ; \ldots$ are defined by (3.10). This result can be amended, as in the
preceding section, to read

$$
\begin{equation*}
\sum_{i=0}^{k-1}\left(\gamma_{i}^{s+1} \nabla_{v}^{i} f_{n+1}^{[\mu]}-\gamma_{i}^{s} \nabla^{i} f_{n}^{[\mu]}\right)=\gamma_{k-1}^{s} \nabla_{v}^{k} f_{n+1}^{[\mu]}, \quad s=0,1,2, \ldots \tag{4.32}
\end{equation*}
$$

where the notation is defined by (4.15)
We apply the $k$-step $k$ th-order pair (4.30) and (4.27) in $P(E C)^{\mu} E^{\prime-t}$ mode and, by an argument which is exactly parallel to that used in the preceding section and which uses (4.32), we obtain the following sequence of sub-steps:

$$
\begin{align*}
& y_{n+1}^{[0]}=y_{n}^{[\mu]}-\sum_{s=1}^{k-2} A_{s} \nabla y_{n+1-s}^{[\mu]}+h \sum_{s=0}^{k-2} A_{s} \sum_{i=0}^{k-1} \gamma_{i}^{s} \nabla^{i} f_{n}^{[\mu-1]} \\
& y_{n+1}^{[1]}=y_{n+1}^{[0]}+h\left(\sum_{s=0}^{k-2} A_{s} \gamma_{k-1}^{s}\right) \nabla_{0}^{k} f_{n+1}^{[\mu-1]}  \tag{4.33}\\
& y_{n+1}^{[v+1]}=y_{n+1}^{[\rho]}+h\left(\sum_{s=0}^{k-2} A_{s} \gamma_{k-1}^{s}\right)\left(f_{n+1}^{[v]}-f_{n+1}^{[v-1]}\right), \quad v=1,2, \ldots, \mu-1 \\
& T_{n+1}=h\left(\sum_{s=0}^{k-2} A_{s} \gamma_{k}^{s+1}\right) \nabla_{n-1}^{k} f_{n+1}^{[\mu-1]}
\end{align*}
$$

where $A_{0}=1$ throughout. On comparing these equations with the boxed equations $(4.18),(4.20),(4.21)$ and (4.22) of the preceding section, we see that, despite the somewhat formidable notation, the extension is really quite straightforward. The structure is preserved and the same differences have to be computed and updated (apart from the trivial addition of the differences $\nabla y_{n+1-s}^{[\mu]}$ in the first equation). The remaning equations differ from their counterparts in the preceding section only inasmuch as $\gamma_{k-1}^{*}$ is replaced by $\sum_{s=0}^{k-2} A_{s} \gamma_{k-1}^{s}$ and $\gamma_{k}$ by $\sum_{s=0}^{k-2} A_{s} \gamma_{k}^{s+1}$

It should be noted that there is no possibility of choosing the free parameters $A_{s}$, $s=1,2, \ldots, k-2$ so as to increase the order of the method (although of course local extrapolation can still be performed). Were we to choose the $A_{s}$ to force the corrector to have order $k+1$, then we would also have to ensure that the order of the predictor was also $k+1$, since otherwise the Milne estimate would not be applicable; but there exist no explicit linear $k$-step methods of order $k+1$ which satisfy the root condition and, since $\rho^{*} \equiv \rho$, if the predictor fails to satisfy the root condition then so too does the corrector and the PC method becomes zero-unstable. The free parameters could, however, be used to attempt to improve the regions of absolute stability of the PC method or to reduce its PLTE.
Again as in the preceding section, we find that applying local extrapolation to the mode delined by ( 4.33 ) (in $\mathrm{P}(\mathrm{ECL})^{\mu} \mathrm{E}^{\mathrm{t}-\mathrm{t}}$ mode) is equivalent to replacing the $k$ th-order corrector (4.27) by the $(k+1)$ th-order corrector given by (4.26) with $A_{k-1}=0$.
4.6 LINEAR STABILITY THEORY FOR

PREDICTOR-CORRECTOR METHODS
Recall that in $\S 3.8$ we considered the application of a lincar multistep method to the test equation $y^{\prime}=A y$, where the eigenvalues $\lambda_{t}, t=0,1, \ldots, m$ of $A$ are distinct and have
negative real parts, and deemed the method to be absolutely stable if all solutions $\left\{y_{n}\right\}$ of the difference system resulting from applying the method to the test equation tended to dero as $n$ tended to infinity. By means of the transformation $y_{n}=Q z_{n}$, where $Q^{-1} A Q=\operatorname{diag}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right]$, we saw that it was enough to apply the method to the scalar test equation $y^{\prime}=\lambda y$, where $\lambda$, a complex scalar, represented any eigenvalue of $A$. The characteristic polynomial of the resulting scalar linear constant coefficient difference equation, which we called the stability polynomial, $\pi(r, h)$ where $\hat{h}=h \lambda$, determined the region of absolute stability of the method.
A similar aproach can be applied to predictor-corrector methods. It is not difficult io show that the same diagonaliaing iransformation $y_{n}=Q \bar{z}_{n}$ uncouples the general predictor-corrector method so that, once again, it is enough to consider the scalar test equation $y^{\prime}=\lambda y$. Our first task is to find the stability polynomial ior the P(EC) ${ }^{4} \mathrm{E}^{1-1}$ mode defined by (4.4) or (4.5). Note that this will be the characteristic polynomial of the difference equation for the final value $y_{n}^{[\mu]}$.
It is highly advantageous to define the mode in operator notation as in (4.5). Applying this to the test equation $y^{\prime}=\lambda y$, we obtain

$$
\begin{gather*}
:^{*} y_{n}^{(9)}+\left[\rho^{*}(E)-E^{k}\right] y_{n}^{(\mu]}=\hat{h} \sigma^{*}(E) y_{n}^{(\mu-1)}  \tag{4.34}\\
E^{k} y_{n}^{(\nu+1)}+\left[\rho(E)-E^{k}\right] y_{n}^{(\mu)}=\hat{h} \beta_{k} E^{k} y_{n}^{(\nu)}+\hat{h}\left[\sigma(E)-\beta_{k} E^{k}\right] y_{n}^{[\mu-1)} \\
\quad v=0,1, \ldots \mu-1, \tag{4.35}
\end{gather*}
$$

where, as in $\S 3.8$, we have written $\hat{h}$ for $h \lambda$. On defining

$$
\begin{equation*}
H:=\hat{h} \beta_{k} \tag{4.36}
\end{equation*}
$$

and subtracting successive equations in (4.35) we obtain

$$
E^{k}\left(y_{n}^{(v+1)}-y_{n}^{[1]}\right)=H E^{k}\left(y_{n}^{(v)}-y_{n}^{(v-1)}\right), \quad v=1,2, \ldots, \mu-1,
$$

which can be re-written as

$$
v_{n}^{[v+1]}-(1+H) y_{n}^{[v]}+H y_{n}^{[v-1]}=0 .
$$

Regard this as a difference equation in $\left\{y_{n}^{[v]}, v=0,1, \ldots, \mu\right\}$. The equation is linear with constant coefficients, and its characteristic polynomial is $s^{2}-(1+H) s+H$ which has roots I and $I I$. It follows from $\$ 1.7$ that the solution for $y_{n}$ takes the form

$$
y_{n}^{(v)}=A_{n \mu}+B_{n \mu} H^{\nu}, \quad v=0,1, \ldots, \mu-1
$$

where $A_{n \mu}$ and $B_{n \mu}$ are independent of $\nu$. These constants can be evaluated if we regard any two of the $y_{n}^{[v]}, v=0,1, \ldots, \mu$ as being given boundary values. Choosing the boundary values to be $y_{n}^{[n]}$ and $y_{n}^{[\mu]}$, the resulting solution for $y_{n}^{[v]}$ turns out to be given by

$$
\begin{equation*}
\left(1-H^{\mu}\right) y_{n}^{[\mu]}=y_{n}^{[\mu]}-H^{\mu} y_{n}^{[0]}+H^{\nu}\left(y_{n}^{[0]}-y_{n}^{[\mu]}\right), \quad v=0,1, \ldots, \mu \tag{4.37}
\end{equation*}
$$

(It is easily checked that this solution has the required form and takes the chosen boundary values.) Now put $v=\mu-1$ to get

$$
\left(1-H^{\mu}\right) y_{n}^{[\mu-1]}=H^{\mu-1}(1-H) y_{n}^{[0]}+\left(1-H^{\mu-1}\right) y_{n}^{[\mu]}
$$

which, on defining

$$
\begin{equation*}
M_{\mu}(H):=\frac{H^{\mu}(1-H)}{1-H^{\mu}} \tag{4.38}
\end{equation*}
$$

can be rewritten in the form

$$
\begin{equation*}
H y_{n}^{[\mu-1]}=M_{\mu}(H) y_{n}^{[0]}+\left[H-M_{\mu}(H)\right] y_{n}^{[\mu]} \tag{4.39}
\end{equation*}
$$

On eliminating $y_{n}^{(0)}$ between (4.34) and (4.39) we obtain, after a little rearranging,

$$
\begin{equation*}
H E^{k} y_{n}^{[\mu-1]}=\left[H E^{k}-M_{\mu}(H) \rho^{*}(E)\right] y_{n}^{[\mu]}+M_{\mu}(H) \hat{h} \sigma^{*}(E) y_{n}^{(\mu-1]} \tag{4.40}
\end{equation*}
$$

Since $t=0$ or 1 , this is an equation involving $y_{n}^{(\mu)}$ and $y_{n}^{[\mu-1]}$ only. Another such equation is afforded by setting $v=\mu-1$ in (4.35):

$$
\rho(E) y_{n}^{[\mu]}=H E^{k} y_{n}^{[\mu-1]}+\left[\hat{h} \sigma(E)-H E^{k}\right] y_{n}^{[\mu-1]}
$$

The linal stage is to eliminate $y_{n}^{I \mu-1]}$ between (4.40) and (4.41) to obtain a difference equation in $y_{n}^{[n]}$.

## Case $t=0 \quad$ The elimination gives

$$
\left[\rho(E)-\hat{h} \sigma(E)+H E^{k}\right] y_{n}^{[\mu]}=\left[H E^{k}-M_{\mu}(H) \rho^{*}(E)+M_{\mu}(H) \hat{h} \sigma^{*}(E)\right] y_{n}^{[\mu]}
$$

or

$$
\left\{\rho(E)-\hat{h} \sigma(E)+M_{\mu}(H)\left[\rho^{*}(E)-\hat{h} \sigma^{*}(E)\right]\right\} y_{n}^{(\mu]}=0
$$

The stability polynomial, which is the characteristic polynomial of this difference equation, is therefore

$$
\begin{equation*}
\pi_{\mathrm{P}(\mathrm{EC}) \mathrm{ME}}(r, \hat{h})=\rho(r)-\hat{h} \sigma(r)+M_{\mu}(H)\left[\rho^{*}(r)-\hat{h} \sigma^{*}(r)\right] \tag{4.42}
\end{equation*}
$$

where $M_{\mu}(H)$ and $H$ are given by (4.38) and (4.36).
Case $t=1$ Equations (4.41) and (4.40) now become
and

$$
\rho(E) y_{n}^{[\mu]}=\hat{h} \sigma(E) y_{n}^{[n-1]}
$$

$$
\left[H E^{k}-M_{\mu}(H) \rho^{*}(E)\right] y_{n}^{[\mu]}=\left[H E^{k}-M_{\mu}(H) \hat{h} \sigma^{*}(E)\right] y_{n}^{[\mu-1]}
$$

On eliminating $y_{n}^{[\mu-1]}$ between these two equations we obtain

$$
\left\{H E^{k}[\rho(E)-\hat{h} \sigma(E)]+\hat{h} M_{\mu}(H)\left[\rho^{*}(E) \sigma(E)-\rho(E) \sigma(E)\right]\right\} y_{n}^{[\mu]}=0
$$

whence, by (4.36), we find the stability polynomial

$$
\begin{equation*}
\pi_{\mathrm{P}(E C) r}(r, \hat{h})=\beta_{k} r^{k}[\rho(r)-\hat{h} \sigma(r)]+M_{\mu}(H)\left[\rho^{*}(r) \sigma(r)-\rho(r) \sigma^{*}(r)\right] \tag{4.43}
\end{equation*}
$$

Our first observation is that, whereas the principal local truncation error of the $P(E C)^{\mu} E^{1-t}$ mode is, in normal circumstances, that of the corrector alone, the liwnar stability characteristics of the $P(E C)^{\mu} E^{1-t}$ mode are not those of the corrector and,
moreover, differ markedly in the cases $t=0$ and $t=1$. Recalling from $\S 3.8$ that the stability polynomial of the lincar multistep method defined by the polynomials $\rho(r)$ and $\sigma(r)$ is $\pi(r . h)=\rho(r)-h \sigma(r)$, we see from (4.42), (4.43) and (4.38) that the stability polynomial of the $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}^{1-1}$ mode is essentially an $O\left(\hat{h}^{\mu}\right)$ perturbation of the stability polynomial of the corrector: $\pi_{\text {Prache }}(r, \hat{h})$ has the simpler structure, and is a linear combination of the stability polynomials of the predictor and of the corrector.

From (4.36), $H=\hat{h} / \beta_{k}=h i / \beta_{k}$, whence

$$
|h|=h|\lambda|\left|\beta_{k}\right| \leqslant h\|A\|\left|\beta_{k}\right|
$$

since $\lambda$ represents any eigenvalue of $A$, and any norm of $A$ is greater than the spectral radius of $A$. Further, we may take $\|A\|$ to be the Lipschitz constant $L$ of the system $y^{\prime}=\Lambda y$, and we have that

$$
|H| \leqslant h L\left|\beta_{k}\right|<1
$$

by (3.8). It then follows from (4.38) that $M_{n}(H) \rightarrow 0$ as $\mu \rightarrow \infty$. Thus, as we would expect, the stability polynomial of $P(E C)^{\mu} E^{\prime-1}$ tends (essentially) to that of $C$ as $\mu \rightarrow \infty$. (The factor $r^{k}$ in $\pi_{\text {pinn }}(r, \hat{h})$ has no effect in the limit as $\mu \rightarrow \infty$.)

As for linear multistep methods, a predictor-corrector method is said to be absolutely stable for given $\hat{h}$ if for that $\hat{h}$ all the roots $r_{\text {s }}$ of the stability polynomial satisfy $\left|r_{s}\right|<1$; the region $A_{A}$ of the complex $\hat{h}$-plane in which the method is absolutely stable is the region of absolute stability. Such regions are found using the boundary locus technique described in $\S 3.8$. However, for predictor-corrector methods the polynomial $\pi(r, \hat{h})$ is nonlinear in $\hat{h}$, and we can no longer solve explicitly for $\hat{h}$ the equation $\pi(\exp (i \theta), \hat{h})=0$ which defines the boundary $\partial: S_{A}$ of the region $\mathscr{S}_{A}$. We can, however, solve numerically (hy Newton itcration, for example) for a range of values of 0 , and thus obtain a plot of $i \mathscr{H}_{A}$. There is a single exception to this, namely the PEC mode. From (4.43) and (4.38) it follows that

$$
\begin{equation*}
\frac{1}{\beta_{k}} \pi_{\mathrm{P} \cdot \mathrm{C}}(r, \hat{h})=r^{k}[\rho(r)-\hat{h} \sigma(r)]+\hat{h}\left[\rho^{*}(r) \sigma(r)-\rho(r) \sigma^{*}(r)\right] \tag{4.44}
\end{equation*}
$$

which is linear in $\hat{h}$.
For linear multistep methods we showed that the root $r_{1}$ of the stability polynomial satisfied $r_{1}=\exp (\hat{h})+0\left(\hat{h}^{r+1}\right)$ (see (3.72). The proof of this result hinged on the fact that $\pi(\exp (\hat{h}), \hat{h})=0,\left(r^{+1}\right)($ see $(3.70))$. Now if the predictor and corrector both have order $p$, then by the argument which led to (3.70), we have that

$$
\rho^{*}(\exp (\hat{h}))-\hat{h} \sigma^{*}(\exp (\hat{h}))=0\left(\hat{h}^{r+1}\right), \quad \rho(\exp (\hat{h}))-\hat{h} \sigma(\exp (\hat{h}))=0\left(\hat{h}^{p+1}\right)
$$

and it follows that

$$
\rho^{*}(\exp (\hat{h})) \sigma(\exp (\hat{h}))-\rho(\exp (\hat{h})) \sigma^{*}(\exp (\hat{h}))=0\left(\hat{h}^{p+1}\right)
$$

From (4.42) and (4.43) it follows that $\pi_{\mathrm{P}(E C)^{\prime \prime} \mathrm{E}^{--}}(\exp (\hat{h}), \hat{h})=0\left(\hat{h}^{p+1}\right)$ and consequently $r_{1}=\exp (\hat{h})+0\left(\hat{h}^{r+1}\right)$. Thus, for predictor-corrector methods, just as for linear multistep methods, the region of absolute stability cannot contain the positive real axis in the neighbourhood of the origin.

Let us now consider the degree of the stability polynomials defined by (4.42) and (4.43). In general, $\pi_{\text {P(EC) }}(r, \hat{h})$ has degree $k$ whilst $\pi_{\text {P(EC) }}(r, \hat{h})$ has degree $2 k$. Thus, to achieve absolute stability, twice as many roots have to be controlled for the $\mathrm{P}(\mathrm{EC})^{\mu}$ mode as for the $P(E C)^{\mu} E$ mode, suggesting that the latter class of methods will have the larger regions of absolute stability, a conjecture that we can go some way towards substantiating by the following observations. From (4.38) we have that for $\mu=1,2, \ldots$

$$
\begin{equation*}
\frac{H M_{\mu}(H)}{1+M_{\mu}(H)}=\frac{H^{\mu+1}(1-H)}{1-H^{\mu}+H^{\mu}(1-H)}=\frac{H^{\mu+1}(1-H)}{1-H^{\mu+1}}=M_{\mu+1}(H) \tag{4.45}
\end{equation*}
$$

Now consider the mode PEC$)^{\mu+1}$; by (4.43), its stability polynomial is

$$
\pi_{\mathbf{P}(\mathrm{EC})^{++1}}(r, \hat{h})=\beta_{k} r^{k}[\rho(r)-\hat{h} \sigma(r)]+M_{\mu+1}(H)\left[\rho^{*}(r) \sigma(r)-\rho(r) \sigma^{*}(r)\right]
$$

By (4.45) and (4.36)

$$
\begin{align*}
& \frac{1+}{\frac{M_{\mu}}{\mu}(H)}{\beta_{k}}_{\mathrm{P}(E \mathrm{C})^{*}}(r, \hat{h}) \\
& \quad=r^{k}\left[1+M_{\mu}(H)\right][\rho(r)-\hat{h} \sigma(r)]+\hat{h} M_{\mu}(H)\left[\rho^{*}(r) \sigma(r)-\rho(r) \sigma^{*}(r)\right] \\
& \quad=r^{k}[\rho(r)-\hat{h} \sigma(r)]+M_{\mu}(H)\left\{r^{k} \rho(r)-\hat{h}\left[\left(r^{k}-\rho^{*}(r) \sigma(r)+\rho(r) \sigma^{*}(r)\right]\right\}\right. \tag{4.46}
\end{align*}
$$

The form of the right side suggests that we make the following definitions:

$$
\left.\begin{array}{l}
\tilde{\rho}(r):=r^{k} \rho(r), \quad \tilde{\sigma}(r):=r^{k} \sigma(r)  \tag{4.47}\\
\tilde{\rho}^{*}(r):=r^{k} \rho(r), \quad \tilde{\sigma}^{*}(r):=\left[r^{k}-\rho^{*}(r)\right] \sigma(r)+\rho(r) \sigma^{*}(r) .
\end{array}\right\}
$$

Now $\rho(r), \sigma(r)$ and $\rho^{*}(r)$ all have degree $k$, while $\sigma^{*}(r)$ has degree $k-1$. It follows from (4.47) that $\tilde{\rho}(r), \tilde{\sigma}(r)$ and $\tilde{\rho}^{*}(r)$ have degree $2 k$, but $\tilde{\sigma}^{*}(r)$ has degree at $2 k-1$ at most (since $\left.\alpha_{k}^{*}=1\right)$. The linear multistep method with first and second characterstic polynomials $\tilde{\rho}^{*}(r), \tilde{\sigma}^{*}(r)$ is therefore explicit, and we shall accordingly denote it by $\tilde{P}$. The linear multistep method similarly defined by the polynomials $\tilde{\rho}(r), \tilde{\sigma}(r)$ is implicit, and we shall denote it by $\widetilde{C}$; note that $\widetilde{C}$ is just $C$ right-shifted by $k$ steplengths. With this notation, (4.46) can be written as

$$
\begin{equation*}
\frac{1+M_{\mu}(H)}{\beta_{k}} \pi_{\mathrm{P}(\mathrm{EC})^{+1}}(r, \hat{h})=\pi_{\tilde{\mathrm{P}}\left(\mathrm{E} \tilde{C}^{\mu} \mathrm{E}\right.}(r, \hat{h}), \quad \mu=1,2 \tag{4.48}
\end{equation*}
$$

It follows directly from (4.44) that a similar result holds in the case $\mu=0$, namely

$$
\begin{equation*}
\frac{1}{\beta_{k}} \pi_{\mathrm{PEC}}(r, \hat{h})=\pi_{\dot{p}}(r, \hat{h}) \tag{4.49}
\end{equation*}
$$

where $\pi_{\dot{p}}(r, \hat{h})$ is the stability polynomial of the explicit linear multistep method $\tilde{P}$. The factors $\left[1+M_{\mu}(H)\right] / \beta_{k}$ in (4.48) and $1 / \beta_{k}$ in (4.49) being independent of $r$, we conclude that

$$
\begin{equation*}
\mathscr{R}_{A}\left[\mathrm{P}(\mathrm{EC})^{n+1}\right]=\mathscr{R}_{A}\left[\tilde{\mathrm{P}}(\mathrm{E} \tilde{\mathrm{C}})^{\mu} \mathrm{E}\right], \quad \mu=0,1, \ldots \tag{4.50}
\end{equation*}
$$

with the obvious interpretation that, in the case $\mu=0, \tilde{\mathrm{P}}(\mathrm{E} \tilde{\mathrm{C}})^{u} \mathrm{E}=\tilde{P} E=\tilde{P}$.

It can be shown that $\tilde{P}$ has the same order and error constant as $P$. The mode $\mathrm{P}\left(\mathrm{IC} \mathrm{C}^{\mu+1}\right.$ is not, however, computationally equivalent to $\tilde{\mathrm{P}}(\mathrm{EC})^{\mu} \mathrm{E}$, aithough there does exist a relationship between the solutions computed by the two modes; see Lambert (1971) for fuller details. Clearly, $\tilde{C}$ has the same order and error constant as $C$; moreover the Milne estimate for the PLTE will be the same for the two modes $\mathrm{P}(\mathrm{EC})^{\mu+1}$ and $\tilde{P}(E \tilde{C})^{\mu} \mathrm{E}$. Thus, to any $\mathrm{P}(E C)^{\mu+1}$ mode there corresponds a $\tilde{\mathrm{P}}(\mathrm{EC})^{4} \mathrm{E}$ mode with the same PLTE and Milne estimate, and with identical region of absolute stability. The converse is not true, and it follows that if we look for the , edictor-corrector method costing $\mu+1$ evaluations per step which has the 'best' stabulity region, then we ought (o search the class of P(EC)"E methods' Such a 'best' method may or may not be replaceable by a $\mathrm{P}(\mathrm{EC})^{n+1}$ method with the same PLTE and stability region; when such a replacement is possible, the stepnumber will be reduced.
The relationships (4.47) linking $\mathrm{P}(\mathrm{EC})^{++1}$ to $\tilde{\mathrm{P}}(\mathrm{E} \tilde{C})^{M E}$ take a particularlý simple form in the case of $A B M$ methods. For a $k$ th-order ABM, we have from (4.24) that the polynomials $\left[\rho^{*}, \sigma^{*}\right],[\rho, \sigma]$ delining $P$ and $C$ respectively are given by

$$
\rho^{*}(r)=\rho(r)=r^{k-1}(r-1), \quad \sigma^{*}(r)=\sigma_{k}^{*}(r), \quad \sigma(r)=r \sigma_{k}(r) .
$$

Substituting these in (4.47) gives

$$
\begin{aligned}
\tilde{\rho}(r)=\tilde{\rho}^{*}(r) & =r^{2 k-1}(r-1), \\
\tilde{\sigma}(r)=r^{k+1} \sigma_{k}(r), \quad \tilde{\sigma}^{*}(r) & =r^{k-1}\left[r \sigma_{k}(r)+(r-1) \sigma_{k}^{*}(r)\right] .
\end{aligned}
$$

All four polynomials $\bar{\rho}(r), \tilde{\rho}^{*}(r), \tilde{\sigma}(r)$ and $\tilde{\sigma}^{*}(r)$ now have a common factor $r^{k-1}$ which can be disregarded, since zero roots of the stability polynomial do not have any, effect on the region of absolute stability. We may therefore replace (4.47) by

$$
\begin{gathered}
\tilde{\rho}(r)=\tilde{\rho}^{*}(r)=r^{k}(r-1), \quad \tilde{\sigma}(r)=r^{2} \sigma_{k}(r) \\
\tilde{\sigma}^{*}(r)=r \sigma_{k}(r)+(r-1) \sigma_{k}^{*}(r)
\end{gathered}
$$

and the $\tilde{P}(E \tilde{C})^{4} E$ method now has stepnumber $k+1$ rather than $2 k$. Consider, for example, the second-order ABM for which

$$
\rho_{2}^{*}(r)=r^{2}-r, \quad \sigma_{2}^{*}(r)=(3 r-1) / 2, \quad \rho_{2}(r)=r-1, \quad \sigma_{2}(r)=(r+1) / 2
$$

and we oblain

$$
\begin{aligned}
\tilde{P}: \tilde{\rho}^{*}(r) & =r^{2}(r-1), & & \tilde{\sigma}^{*}(r)=\left(4 r^{2}-3 r+1\right) / 2 \\
\tilde{C}: \tilde{\rho}(r) & =r^{2}(r-1), & & \tilde{\sigma}(r)=r^{2}(r+1) / 2 .
\end{aligned}
$$

We note that the stepnumber is indeed 3 and that $\tilde{P}$ is explicit.
The regions of absolute stability of the $k$ th-order ABM methods, $k=1,2,3,4$, in PEC, PECE and P(EC) $)^{2}$ modes are shown in Figure 4.1.
The stability region of the $k$ th-order Adams-Bashforth method is also included and is labelled PE. As was the case for linear multistep methods, all these regions are symmetric about the real axis, and Figure 4.1 shows the regions only in the half-plane $\operatorname{Im}(\hat{h})>0$; note that the scale in Figure 4.1 is larger than in Figures 3.2 and 3.3 of $\S 3.8$. We have had occasion to remark previously that $k=1$ gives a somewhat anomalous
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member of the ABM family, and that is again the case in Figure 4.1. For the cases $k=2,3,4$ there is a clear pecking order in terms of size of stability region, namely (in descending order) PECE, P(EC $)^{2}$, PE, PEC. That PEC has poorer stability than PE (the straight Adams-Bashforth method) is not surprising; we have already seen that PEC has the same stability region as an explicit method $\boldsymbol{P}$, which turns out to have poorer stability than the Adams-Bashforth method. Comparison with Figure 3.2 of $\$ 3.8$ shows that the stability region for the Adams-Moulton method in the mode of correcting to convergence is (not surprisingly) in every case greater than that for the modes displayed in Figure 4.1. With the exception of the anomalous case $k=1$, the regions for each mode become smaller as the order increases.
From (4.42) we note that the stability polynomial of a $\mathrm{P}(\mathrm{EC})^{4 \mathrm{E}}$ mode is a linear combination of the stability polynomials of the predictor and of the corrector. However, the region of absolute stability is a highly nonlinear function of the stability polynomial. so we cannot infer that if the predictor and the corrector separately have good stability regions then the $\mathrm{P}(\mathrm{EC})^{x} \mathrm{E}$ will also have a good stability region. (The same holds true $a$
fortiori for the $\mathrm{P}(\mathrm{EC})^{\mu}$ mode.) By way of illustration, let us construct a family of predictor corrector methods in which the correctors are the BDF described in 83.12 (not, we add, the usual application of the BDF-see Chapter 6 for that.) The $k t h$-order corrector is then given by (3.119), and a suitable $k$ th-order predictor is

$$
\begin{equation*}
\tau_{k} \sum_{i=1}^{k} \delta_{i} \nabla^{i} y_{n+k}=h \tau_{k}\left(1-\nabla^{k}\right) f_{n+k} \tag{4.51}
\end{equation*}
$$

with the notation of $\S 3.12$. In the case $k=1$, this predictor-corrector pair coincides with the first-order $\triangle B M$, but for $k=2,3,4$, the above predictor has a larger region of absolute stability than has the $k$ th-order Adams-Bashforth. The BDF correctors have, as we have seen in Figure 3.4 of $\$ 3.12$, infinite stability regions and are greatly superior to the Adams--Moulton methods in this respect. Yet the constructed BDF predictor-corrector pair in PECE mode has, for $k=2,3,4$, stability regions which differ only slightly from these of the $A B M$.

Let us now consider the effect on absolute stability of local extrapolation, in the two classes of modes $P(E C L)^{4} E^{1-1}$ and $P(E C)^{4} L E^{1-1}$ defined by (4.12) and (4.13). By an argument similar to that which produced the stability polynomials (4.42) and (4.43) for the $P(E C)^{\mu} E^{1-1}$ modes, the following stability polynomials can be derived:

$$
\begin{align*}
\pi_{\mathrm{P}\left(\mathrm{ECL},{ }^{\mu} \mathrm{E}\right.}(r, \hat{h})= & (1+W)[\rho(r)-\hat{h} \sigma(r)]+\left[M_{\mu}(H+W H)-W\right]\left[\rho^{*}(r)-\hat{h} \sigma^{*}(r)\right]  \tag{4.52}\\
\pi_{\mathrm{P}(\mathrm{ECL})^{*}}(r, \hat{h})= & \beta_{k} r^{k}\left\{(1+W)[\rho(r)-\hat{h} \sigma(r)]-W\left[\rho^{*}(r)-\hat{h} \sigma^{*}(r)\right]\right\} \\
& +M_{\mu}(H+W H)\left[\rho^{*}(r) \sigma(r)-\rho(r) \sigma^{*}(r)\right]  \tag{4.53}\\
\pi_{\mathrm{P}(\mathrm{EC})^{* L E}}(r, \hat{h})= & (1+W)[\rho(r)-\hat{h} \sigma(r)]+\left[M_{\mu}(H)+(H-1) W\right]\left[\rho^{*}(r)-\hat{h} \sigma^{*}(r)\right]  \tag{4.54}\\
\pi_{\mathrm{P}(\mathrm{EC})^{\mathrm{L}}}(r, \hat{h})= & \beta_{k} r^{k}\left\{(1+W)[\rho(r)-\hat{h} \sigma(r)]-W\left[\rho^{*}(r)-\hat{h} \sigma^{*}(r)\right]\right\} \\
& +\left[M_{\mu}(H)+H W\right]\left[\rho^{*}(r) \sigma(r)-\rho(r) \sigma^{*}(r)\right] \tag{4.55}
\end{align*}
$$

where, as before,

$$
\begin{equation*}
H=\beta_{k} \hat{h}, \quad M_{\mu}(H)=\frac{H^{\mu}(1-H)}{1-H^{\mu}}, \quad W=\frac{C_{p+1}}{C_{p+1}^{*}-C_{p+1}} \tag{4.56}
\end{equation*}
$$

( $\operatorname{see}$ (4.36), (4.38) and (4.11)).
Note that on putting $W=0$, that is, not performing local extrapolation, (4.52) and (4.54) both revert to $\pi_{\text {P(EC)EE }}(r, \hat{h})$ given by (4.42), and (4.53) and (4.55) both revert to $\pi_{\mathrm{PIICH}}(r, \hat{h})$ given by (4.43). Note also that in the case $\mu=1$, when $\mathrm{P}(\mathrm{ECL})^{\mu} \mathrm{E}^{1-t} \equiv$ $\mathrm{P}(\mathrm{EC})^{u} \mathrm{LE}^{1-1}$, we have that $M_{1}(H)=H$ and it follows that

$$
\begin{gathered}
M_{1}(H+W H)-W=H+W H-W=H+(H-1) W=M_{1}(H)+(H-1) W \\
M_{1}(H+W H)=H+W H=M_{1}(H)+W H
\end{gathered}
$$

and (4.52) and (4.54) coincide as do (4.53) and (4.55).
Let us now consider the case when the PC pair consists of a $k$ th-order ABM method in $P(E C L)^{\mu} E$ mode. By (4.25) we know that $P_{(k)}\left(E C_{(k)} L\right)^{\mu} E^{1-1} \equiv P_{(k)}\left(E_{(k+1)}\right)^{\mu} E^{1-1}$ so that the stability polynomials given by (4.52) and (4.53) with $P=P_{(k)}, C=C_{(k)}$ must
coincide respectively with those given by (4.42) and (4.43) with $P=P_{(k)}, C=C_{(k+1)}$. To show that this is indeed the case takes a little work. By (4.24) $P_{(k)}$ and $C_{(k)}$ are defined by

$$
\rho^{*}(r)=\rho_{k}^{*}(r), \quad \sigma^{*}(r)=\sigma_{k}^{*}(r), \quad \rho(r)=r \rho_{k}(r), \quad \sigma(r)=r \sigma_{k}(r)
$$

where $\rho_{k}^{*}(r)=r \rho_{k}(r)=r^{k}-r^{k-1}$. Substituting in (4.52) gives
$\pi_{\mathrm{P}_{(k)}\left(\mathrm{EC}_{(k)} \mathrm{L}\right)^{\mathrm{EE}}}(r, \hat{h})_{\overline{1}}(1+W) r\left[\rho_{k}(r)-\hat{h} \sigma_{k}(r)\right]+\left[M_{\mu}(H+W H)-W\right]\left[\rho_{k}^{*}(r)-\hat{h}_{h} \sigma_{k}^{*}(r)\right]$

$$
=r \rho_{k}(r)-\hat{h}\left[(1+W) r \sigma_{k}(r)-W \sigma_{k}^{*}(r)\right]+M_{\mu}(H+W H)\left[\rho_{k}^{*}(r)-\hat{h} \sigma_{k}^{*}(r)\right]
$$

Now $H\left(=\hat{h} \beta_{k}\right)$ depends, through $\beta_{k}$, on $k$, and it is necessary in this argument to make that clear by writing $H_{k}$ for $H$. By Property 4 of $\S 3.10$ we have

$$
\begin{equation*}
H_{k}=\hat{h} \gamma_{k-1}^{*} \tag{4.58}
\end{equation*}
$$

Further, by (3.96) of $\S 3.9$, the error constants of $P_{(k)}$ and $C_{(k)}$ are given by $C_{k+1}^{*}=\gamma_{k}^{*}$, $C_{k+1}=\gamma_{k}$, whence, by (4.56)

$$
\begin{equation*}
W=\gamma_{k} /\left(\gamma_{k}^{*}-\gamma_{k}\right)=\gamma_{k} / \gamma_{k-1}^{*}, \quad 1+W=\gamma_{k}^{*} / \gamma_{k-1}^{*} \tag{4.59}
\end{equation*}
$$

where we have used Property 2 of $\$ 3.10$. The terms on the right side of (4.57) can now be simplified. By (4.59),

$$
\left[(1+W) r \sigma_{k}(r)-W \sigma_{k}^{*}(r)\right]=\left[\gamma_{k}^{*} r \sigma_{k}(r)-\gamma_{k} \sigma_{k}^{*}(r)\right] / \gamma_{k-1}^{*}=\sigma_{k+1}(r), \quad k \geqslant 2
$$

by Property 6 of $\S 3.10$. Further, by (4.58) and (4.59),

$$
H_{k}+W H_{k}=\left(\gamma_{k}^{*} / \gamma_{k-1}^{*}\right) \hat{h} \gamma_{k-1}^{*}=\hat{h} \gamma_{k}^{*}=H_{k+1}
$$

Hence (4.57) now reads

$$
\left.\begin{array}{rl}
\pi_{\mathrm{P}_{(k)}(\mathrm{EC}}^{(k)}, \\
\mathrm{L})^{M E}  \tag{4.60}\\
& (r, \hat{h})
\end{array}=r \rho_{k}(r)-\hat{h} \sigma_{k+1}(r)+M_{\mu}\left(H_{k+1}\right)\left[\rho_{k}^{*}(r)-\hat{h} \sigma_{k}^{*}(r)\right]\right\}
$$

by (4.42). Note that when a $k$ th-order predictor is combined with a $(k+1)$ th-order corrector in an ABM method, it is no longer necessary to right shift the corrector; thus $\rho(r)=r \rho_{k}(r), \sigma(r)=\sigma_{k+1}(r)$ properly define $\mathrm{C}_{(k+1)}$ in this context. It is readily established by direct substitution that ( 4.60 ) also holds for $k=1$. A similar argument shows that

$$
\pi_{\mathbf{P}_{(k)}\left(\mathbf{E} \mathrm{E}_{(k)} \mathrm{L}\right)^{k}}(r, \hat{h})=\pi_{\mathbf{P}_{(k)}\left(\mathbf{E} C_{(k+1)^{k}}\right.}(r, \hat{h})
$$

and we have demonstrated the required result.
There is one further point of interest to be extracted from the $A B M$ case. Consider the mode $P_{(k)}\left(E C_{(k+1)}\right)^{\mu+1}$; it is defined by setting

$$
\rho^{*}(r)=\rho_{k}^{*}(r), \quad \sigma^{*}(r)=\sigma_{k}^{*}(r), \quad \rho(r)=\rho_{k+1}(r), \quad \sigma(r)=\sigma_{k+1}(r)
$$

where $\rho_{i k}^{*}(r)=\rho_{k+1}(r)=r^{k}-r^{\frac{1}{k-1}}$. (See note following (4.60).) Now let us apply the
equations (4.47) to get

$$
\tilde{\rho}(r)=r^{k} \rho_{k+1}(r), \quad \tilde{\sigma}(r)=r^{k} \sigma_{k+1}(r), \quad \tilde{\rho}^{*}(r)=r^{k} \rho_{k}^{*}(r)
$$

and

$$
\begin{aligned}
\tilde{\sigma}^{*}(r) & =\left(r^{k}-r^{k}+r^{k-1}\right) \sigma_{k+1}(r)+\left(r^{k}-r^{k-1}\right) \sigma_{k}^{*}(r) \\
& =r^{k-1}\left[\sigma_{k+1}(r)+(r-1) \sigma_{k}^{*}(r)\right] \\
& =r^{k-1} \sigma_{k+1}^{*}(r), \quad k \geqslant 1
\end{aligned}
$$

by Property 7 of $\$ 3.10$. On dividing out the common factor $r^{k-1}$, we have

$$
\begin{aligned}
\tilde{\rho}(r) & =r \rho_{k+1}(r), \quad \tilde{\sigma}(r)=r \sigma_{k+1}(r) \\
\tilde{\rho}^{*}(r) & =r \rho_{k}^{*}(r)=\rho_{k+1}^{*}(r), \quad \sigma^{*}(r)=\sigma_{k+1}^{*}(r)
\end{aligned}
$$
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whence $\tilde{P}=P_{(k+1)}, \tilde{C}=C_{(k+1)}$, and it follows from (4.50) that

$$
\mathscr{R}_{A}\left[\mathrm{P}_{(k)}\left(\mathrm{EC}_{(k+1)}\right)^{\mu+1}\right]=\mathscr{R}_{A}\left[\mathrm{P}_{(k+1)}\left(\mathrm{EC}_{(k+1)}\right)^{\mu} \mathrm{E}\right]
$$

Combining this with the result (4.25) we have

$$
\begin{equation*}
\mathscr{R}_{A}\left[\mathrm{P}_{(k)}\left(\mathrm{EC}_{(k)} \mathrm{L}\right)^{\mu+1}\right]=\mathscr{R}_{A}\left[\mathrm{P}_{(k+1)}\left(\mathrm{EC}_{(k+1)}\right)^{\mu} \mathrm{E}\right] \tag{4.61}
\end{equation*}
$$

Thus, a $k$ th-order $A B M$ method applied in the mode $P(E C L)^{\mu+1}$ (i.e. with local extrapolation applied at every call of the iteration) has the same stability region as a $(k+1)$ th-order ABM applied in the mode $P(E C)^{\mu} E$ (i.e. without local extrapolation).

The regions of absolute stability for the $k$ th-order ABM methods, $k=1,2,3,4$ in the modes PECL, PECLE and $P(E C L)^{2}$ modes are shown in Figure 4.2. As in Figure 4.1. the stability region for the $k$ th-order Adams-Bashforth method is also included and is labelled PE. Again, the case $k=1$ is anomalous, but for $k=2,3,4$ we observe that although local extrapolation has the effect of enlarging the stability regions, the pecking order of PECLE, $\mathrm{P}(\mathrm{ECL})^{2}$, PE, PECL is unaltered. The result (4.61) is well illustrated in Figure 4.2; for example, the region for $\mathrm{P}(\mathrm{ECL})^{2}, k=2$ is the same as for PECLE. $k=3$, and the region for $\mathrm{PECL}, k=2$ coincides with that for $\mathrm{PE}, k=3$.

## Exercises

- 4.6.1. Use the Routh-Hurwitz criterion to find the intervals of absolute stability of the predictor (4.51) with $k=2$ and of the PECE algorithm constructed from the same predictor and the 2 -step BDF as corrector. Compare these intervals with the corresponding ones for the 2 -step Adams Bashforth method and the 2-step ABM. (See Figure 4.1 and Figure 3.3 of §3.8.) Hence corroborate the conclusions drawn in the above section.
4.6.2. The predictor $y_{n+2}+4 y_{n+1}-5 y_{n}=h\left(4 f_{n+1}+2 f_{n}\right)$ is combined with Simpson's Rule as corrector in PECE mode. Show that if the roots of the stability polynomial are $r_{1}$ and $r_{2}\left(r_{1}\right.$ being the perturbation of the principal root of $\rho$ ) then for all real $h$, the method is relatively stable according to the criterion $\left|r_{2}\right| \leqslant\left|r_{1}\right|$ (which is not quite Criterion $A$ of $\S 3.8$ ). Show, however, that the method is not relatively stable (in the above sense) for small imaginary $h$.
4.6.3. The result (4.49) shows that a PEC method has the same region of absolute stability as the explicit method $\tilde{\mathbf{P}}$, defined by the characteristic polynomials $\tilde{\boldsymbol{\rho}}^{*}(r), \tilde{\sigma}^{*}(r)$ given in (4.47). Let $k=2$, and consider the following five equations which arise from the application of the PEC method at a number of consecutive steps:

$$
\begin{array}{ll}
y_{n+q+2}^{[0]}+\alpha_{1}^{*} y_{n+q+1}^{(1)}+\alpha_{0}^{*} y_{n+q}^{(1)}=h\left(\beta_{1}^{*} f_{n+q+1}^{(0)}+\beta_{0}^{*} f_{n+q}^{[0]}\right) & q=0,1.2 \\
y_{n+q+2}^{(1)}+\alpha_{1} y_{n+q+1}^{(1)}+, \alpha_{0} y_{n+q}^{(1)}=h\left(\beta_{2} f_{n+q+2}^{(0)}+\beta_{1} f_{n+q+1}^{(0)}+\beta_{0} f_{n+q}^{[0]}\right), & q=0,1 .
\end{array}
$$

Hence show that the predicted values $\left\{y_{n}^{(0)}\right\}$ generated by the PEC method satisfy the explicit method $\widetilde{\mathrm{P}}$. Deduce that the numerical results produced by the PEC method could alternatively be obtained by using $\tilde{\mathrm{P}}$ to calculate the sequence $\left\{y_{n}^{101}\right\}$ for the whole range of integration, and then modifying $y_{n}^{[0]}$ to $y_{n}^{[1]}$ by applying the 3 -term recurrence relation

$$
\text { " } \quad y_{n+2}^{[1]}+\alpha_{1} y_{n+1}^{[1]}+\alpha_{0} y_{n}^{[1]}=h\left(\beta_{2} f_{n+2}^{[0]}+\beta_{1} f_{n+1}^{[0]}+\beta_{0} f_{n}^{[0]}\right)
$$

Explain why this interpretation of the PEG method corroborates the result (4.49,
4.6.4. Verify the result (4.61) by calculating the stability polynomials for $\mathrm{P}_{(2)}\left(\mathrm{EC}_{(2)} \mathrm{L}\right)^{2}$ and $P_{(3)} I C_{(3)} E$.

### 4.7 CHANGING THE STEPLENGTH IN AN ABM ALGORITHM

As we have seen. predictor-corrector methods possess many advantages, notably the facility for monitoring the local truncation error cheaply and efficiently. However, there is a balancing disadvantage, shared by all multistep methods, namely the difficulties encountered in implementing a change of steplength. In the remainder of this chapter we shall be discussing ways in which predictor-corrector methods are implemented in modern codes, and inevitably heuristic arguments based on computational experience will play a significant role. Such codes are almost always based on ABM methods, so we shall restrict our discussion to that family of methods

Suppose that we have used a kth-order ABM method (which will have stepnumber k) to compute $y_{n}$, but before going on to compute $y_{n+1}$ we want to change the steplength from $h$ to $\alpha h$. In order to apply the method to compute an approximation to $y$ at $x_{n}+\alpha h$, we need back data at $x_{n}$, which we have, and at $x_{n}-\alpha h, x_{n}-2 \alpha h_{1}, \ldots, x_{n}-(k-1) \alpha h$, which we do not have. (The codes referred to above use a range of ABM methods of orders up to 13, so that quite a lot of new back data may have to be generated on change of steplength.) Many different ways of tackling this problem have been proposed, but we shall discuss only those that have found to be the most successful; a good reference on this topic is Krogh (1973). The available techniques can be categorized into two different groups. The lirst, known as interpolatory techniques, use polynomial interpolation of the existing back data in order to approximate the missing back data; there are several ways of doing this. In the second group, the ABM methods themselves are replaced by ABM-like methods which assume that the data is unevenly spaced, and whose coefficients therefore vary as the steplength varies. Stepchanging techniques based on such methods are usually known as variable step techniques, a name which the author finds unsatisfactory; algorithms which have the facility for changing both steplength and order are widely known as 'variable step variable order' or VSVO algorithms, whether they use interpolatory or 'variable step' techniques to implement a change of steplength, and there is clearly a clash in the nomenclature. Accordingly, we prefer to call this second group of techniques variable coefficient techniques.

With interpolatory techniques, ABM methods have an advantage over other predictor-corrector methods, in that, since $\rho^{*}(r)=\rho(r)=r^{k}-r^{k-1}$, we never need to gencrate missing back values of $y$, only those of $f$. The interpolation can be done wholly in the $x-f$ space, thus avoiding any call for additional function evaluations. The key piece of information we work from is the unique polynomial of degree $k-1$ which interpolates the available back data ( $x_{n-r}, f_{n-r}$ ), $\tau=0,1, \ldots, k-1$. Note that, by (1.31) of $\$ 1.10$, the errors in this interpolation will be $0\left(h^{h}\right)$; since, in an ABM implementation the back values of $f$ (or their differences) are multiplied by $h$, the error in $y$ due to interpolation errors in the back data will be $0\left(h^{k+1}\right)$, that is, of the same order as the LTE. Now the interpolating polynomial can be defined (and stored) in a number of different ways, thus giving rise to a number of different interpolatory techniques We could simply work out its coefficients (which would not be a very efficient way to
proceed), we could specify it by the data $f_{n-1}, \tau=0,1, \ldots, k-1$, or by the backward differences $\nabla^{\prime} f_{n}, i=0, \ldots, k-1$, or we could fix the polynomial by specifying its value and that of its first $k-1$ derivatives at the point $x_{n}$. In $\S 4.8$ and $\$ 4.9$ we stiall consider in some detail two interpolatory techniques; in the first of these the interpolating polynomial is specified by the backward differences of $f$, and in the second the values of the interpolant and its derivatives are specified at $x_{n}$.
Variable coeflicient techniques essentially consist of Adams methods in backward difference form, as in $\S 4.4$, but derived under the assumption that the solution has been computed at unevenly spaced values of $x$. We shall carry out such a re-derivation in 84.10. Computation of the variable coefficients at each step becomes the major computational effort in using these techniques. When the steplength is held constant for a number of steps, then the coefficients naturally become constant, and the methods become equivalent to standard ABM methods.
It is not a straightforward matter to compare the computational effort of interpolatory and variable coefficient techniques. With interpolatory techniques, the amount of computation involved clearly increases as the dimension $m$ of the initial value problem increases, whereas the effort of computing the coefficients in a variable coefficient technique remains independent of $m$. Thus variable coefficient techniques become more attractive if the system is large. Nevettheless, it is still generally true that algorithms employing variable coefficient techniques are computationally more expensive than those using interpolatory techniques. On the other hand, they are more flexible in handling very frequent changes of steplength and are, in practice, rather more robust since, unlike interpolatory techniques, they always use computed and not interpolated back data

### 4.8 CHANGING THE STEPLENGTH; DOUBLING AND HALVING

In the preceding section, we listed a number or different ways in which, in an interpolatory step-changing technique, the interpolant of the available back data could be specified If we are implementing an ABM method in $\mathrm{P}(\mathrm{EC})^{n} \mathrm{E}^{1-1}$ mode in backward difference form as described in $\S 4.4$ then, of the options listed, that of defining the polynomial by specifying the backward differences is clearly the most natural. From (4.18) of \$4.4, the back data that have been stored on conclusion of the step from $x_{n-1}$ to $x_{n}$ are $\nabla^{\prime} f_{n}^{(\mu-t)}, i=0,1, \ldots, k-1$. In what follows we shall drop the superscript $[\mu-t]$, which is to be taken as read. Ideally, what we would like is an algorithm in which the input consists of these differences and the output is the corresponding differences of the interpolated values at $x_{n}-\tau \alpha h, \tau=0,1, \ldots, k-1$. A remarkably simple algorithm, due to Krogh (1973), does just this, in the case when stepchanging is restricted to doubling or halving the current steplength. One might think that no such algorithm is necessary in the case of doubling the steplength, since the previously computed values $f_{n-2}$ $f_{n-4}, \ldots, f_{n-2 k+2}$ could be used as the new back data. However, Krogh (1973) reports that such a technique is consistently less accurate in practice than the algorithm we are about to describe. This is not altogether surprising, since the technique of using every other value of $f$ uses information which is further away from the current slep than that used in an interpolatory technique (recall that $k$ can be large), and the solution may
have locally changed in character; indeed it is often such a change that creates the need to alter the steplength in the first place.

Let $I(x)$ be the unique polynomial (with coefficients in $\mathbb{R}^{m}$ ) of degree $k-1$ passing through the $k$ points $\left(x_{n-1}, f_{n-t}\right), \tau=0,1, \ldots, k-1$. We then have that

$$
\begin{equation*}
\nabla^{i} I\left(x_{n}\right)=\nabla^{i} f_{n}, \quad i=0,1, \ldots, k-1 . \tag{4.62}
\end{equation*}
$$

where $\nabla I(x):=I(x)-I(x-h), \nabla^{i} I(x):=\nabla^{-1} I(x)-\nabla^{\prime-1} I(x-h), i=2,3, \ldots$. Since the $p$ th differences of a polynomial of degree $p$ are constant, it follows that

$$
\begin{equation*}
\nabla^{i} I\left(x_{n}\right)=0, \quad i=k, k+!, \ldots \tag{4.63}
\end{equation*}
$$

In the step-doubling case, we wish to generate a set of differences of the data $I\left(x_{n}\right)$, $I\left(x_{n}-2 h\right), \ldots, I\left(x_{n}-2(k-1) h\right)$. Let us denote such differences by $\nabla_{(D)}^{\prime} I\left(x_{n}\right), i=$ $0,1, \ldots, k-I$, delined by $\nabla_{(D)} I(x):=I(x)-I(x-2 h), \nabla_{(D)}^{\prime} I(x):=\nabla_{(D)}^{i-1} I(x)-\nabla_{(D)}^{i-1} I(x-2 h)$, $i=2,3, \ldots, k-1$. (The subscript $D$ is bracketed to avoid any possible confusion with the notation introduced in (4.15) of §4.4.) Now,

$$
\begin{aligned}
\nabla I\left(x_{n}\right) & =I\left(x_{n}\right)-I\left(x_{n}-h\right) \\
\nabla^{2} I\left(x_{n}\right) & =I\left(x_{n}\right)-2 I\left(x_{n}-h\right)+I\left(x_{n}-2 h\right)
\end{aligned}
$$

whence

$$
\left(2 \nabla-\nabla^{2}\right) I\left(x_{n}\right)=I\left(x_{n}\right)-I\left(x_{n}-2 h\right)=\nabla_{(D)} I\left(x_{n}\right) .
$$

Thus we have the following identity:

$$
\begin{equation*}
\nabla_{(D)} \equiv 2 \nabla-\nabla^{2} \tag{4.64}
\end{equation*}
$$

From equations (4.62), (4.63) and (4.64) we are able to generate $\nabla_{(D)}^{i} I\left(x_{n}\right)$ in terms of $\nabla^{i} f_{n}, i=1,2, \ldots, k-1$. (The case $i=0$ is trivial.) We illustrate the procedure in the case $k=5$.

$$
\begin{align*}
& \nabla_{(D)} I\left(x_{n}\right)=\nabla(2-\nabla) I\left(x_{n}\right)=2 \nabla f_{n}-\nabla^{2} f_{n} \\
& \begin{aligned}
\nabla_{(D)}^{2} I\left(x_{n}\right)=\nabla^{2}(2-\nabla)^{2} I\left(x_{n}\right) & =\left(4 \nabla^{2}-4 \nabla^{3}+\nabla^{4}\right) I\left(x_{n}\right) \\
& =4 \nabla^{2} f_{n}-4 \nabla^{3} f_{n}+\nabla^{4} f_{n} \\
\nabla_{(D)}^{3} I\left(x_{n}\right)=\nabla^{3}(2-\nabla)^{3} I\left(x_{n}\right) & =\left(8 \nabla^{3}-12 \nabla^{4}+6 \nabla^{5}-\nabla^{6}\right) I\left(x_{n}\right) \\
& =\left(8 \nabla^{3}-12 \nabla^{4}\right) I\left(x_{n}\right) \quad(\text { by }(4.63)) \\
& =8 \nabla^{3} f_{n}-12 \nabla^{4} f_{n} \quad: \\
\nabla_{(D)}^{4} I\left(x_{n}\right)=\nabla^{4}(2-\nabla)^{4} I\left(x_{n}\right) & =\left(16 \nabla^{4}+\cdots\right) I\left(x_{n}\right) \quad: \\
& =16 \nabla^{4} I\left(x_{n}\right)=16 \nabla^{4} f_{n} .
\end{aligned}
\end{align*}
$$

For general $k$, the above procedure is neatly accomplished by a segment of code due to K rogh (1973). (For ease of exposition, the segment is written for the case $f \in \mathbb{R}^{3}$; adaptation to the casc $f \in \mathbb{R}^{m}$ is straightforward.) Let $A_{i}(=A[i]):=\nabla^{\prime} f_{n}, i=1,2, \ldots, k-1$,
and consider the following few lines of code:

```
for \(j:=1\) to \(k-2\) do
    begin
                for \(i:=j\) to \(k-2\) do \(A[i]:=2.0 * A[i]-A[i+1] ;\)
            \(A[k-1]:=2.0 * A[k-1]\)
        end;
\(A[k-1]:=2.0 * A[k-1] ;\)
```

Applying this in the case $k=5$ gives

|  | $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ |
| :--- | :---: | :---: | :---: | :---: |
|  | $\nabla f_{n}$ | $\nabla^{2} f_{n}$ | $\nabla^{3} f_{n}$ | $\nabla^{4} f_{n}$ |
| $j=1$ | $\left(2 \nabla-\nabla^{2}\right) f_{n}$ | $\left(2 \nabla^{2}-\nabla^{3}\right) f_{n}$ | $\left(2 \nabla^{3}-\nabla^{4}\right) f_{n}$ | $2 \nabla^{4} f_{n}$ |
| $j=2$ |  | $\left(4 \nabla^{2}-4 \nabla^{3}+\nabla^{4}\right) f_{n}$ | $\left(4 \nabla^{3}-4 \nabla^{4}\right) f_{n}$ | $4 \nabla^{4} f_{n}$ |
| $j=3$ |  |  | $\left(8 \nabla^{3}-12 \nabla^{4}\right) f_{n}$ | $8 \nabla^{4} f_{n}$ |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

and, on comparing with (4.65), we see that the code segment (4.66) has transformed the vector $\left[\nabla f_{n}, \nabla^{2} f_{n}, \nabla^{3} f_{n}, \nabla^{4} f_{n}\right]^{\top}$ into $\left[\nabla_{(D)} f_{n}, \nabla_{(D)}^{2} f_{n}, \nabla_{(D)}^{3} f_{n}, \nabla_{(D)}^{4} f_{n}\right]^{\top}$.

A similar procedure for halving the steplength can be deduced from the above. We now wish to generate a set of differences from the data $I\left(x_{n}\right), I\left(x_{n}-h / 2\right), \ldots, I\left(x_{n}-(k-1) h / 2\right)$ Let us denote such differences by $\nabla_{(I I)} I\left(x_{n}\right), i=0,1, \ldots, k-1$, defincd by $\nabla_{(I I)} I(x):=I(x)-$ $I(x-h / 2), \nabla_{(H)}^{\prime} I(x):=\nabla_{(H)}^{i-1} I(x)-\nabla_{(H)}^{\prime-1} I(x-h / 2), i=2,3, \ldots, k-1$. Now, deducing $\nabla_{(D)}$ from $\nabla$ is obviously the same process as deducing $\nabla$ from $\nabla_{(I \prime}$, and from (4.64) we can thus write

$$
\nabla \equiv 2 \nabla_{(I I)}-\nabla_{(I I)}^{2}
$$

We can no longer express $\nabla_{(H)}$ explicitly in terms of $\nabla$ but, by analogy with (4.65), we see that the transformation which takes $\left[\left(\nabla_{(H)} f_{n}\right)^{\top},\left(\nabla_{(I I}^{2}, f_{n}\right)^{\top},\left(\nabla_{(I I)}^{3} f_{n}\right)^{\top},\left(\nabla_{(H)}^{4} f_{n}\right)^{\top}\right]^{\top}$ into $\left[\left(\nabla f_{n}\right)^{\top},\left(\nabla^{2} f_{n}\right)^{\top},\left(\nabla^{3} f_{n}\right)^{\top},\left(\nabla^{4} f_{n}\right)^{\top}\right]^{\top}$ is a linear one and, moreover, the transforming matrix is triangular, making the inversion of the transformation simple. Specifically, in the case $k=5$, we have by analogy with (4.65)

$$
\begin{aligned}
& \nabla f_{n}=\left(2 \nabla_{(H)}-\nabla_{(H)}^{2}\right) /\left(x_{n}\right) \\
& \nabla^{2} f_{n}=\left(4 \nabla_{(H)}^{2}-4 \nabla_{(H)}^{3}+\nabla_{(H)}^{4}\right) I\left(x_{n}\right) \\
& \nabla^{3} f_{n}=\left(8 \nabla_{(H)}^{3}-12 \nabla_{(H)}^{4}\right) /\left(x_{n}\right) \\
& \nabla^{4} f_{n}=16 \nabla_{(H)}^{4} I\left(x_{n}\right) .
\end{aligned}
$$

This linear system is readily solved to give

$$
\left.\begin{array}{l}
\nabla_{(I I)}^{4} I\left(x_{n}\right)=\frac{1}{16} \nabla^{4} f_{n} \\
\nabla_{(I I)}^{3} I\left(x_{n}\right)=\frac{1}{8} \nabla^{3} f_{n}+\frac{3}{32} \nabla^{4} f_{n} \\
\nabla_{(I I)}^{2} I\left(x_{n}\right)=\frac{1}{4} \nabla^{2} f_{n}+\frac{1}{8} \nabla^{3} f_{n}+\frac{9}{64} \nabla^{4} f_{n} \\
\nabla_{(I I)} I\left(x_{n}\right)=\frac{1}{2} \nabla f_{n}+\frac{1}{8} \nabla^{2} f_{n}+\frac{1}{16} \nabla^{3} f_{n}+\frac{5}{128} \nabla^{4} f_{n} .
\end{array}\right\}
$$

Once again, this procedure can be carried out, for general $k$, by a segment of code which
is, in effect, (4.66) applied backwards. As before, let $A_{i}(=A[i]):=\nabla^{i} f_{n}, I=1,2, \ldots, k-1$; then the segment of code (again written for the case $f \in \mathbb{P}^{1}$ ) is

$$
\begin{aligned}
& A[k-1]:=A[k-1] / 2.0 \\
& \text { for } j:=k-2 \text { downto } 1 \text { do } \\
& \text { begin } \\
& \quad A[k-1]:=A[k-1] / 2.0 \\
& \quad \text { (or } i:=k-2 \text { downto } j \text { do } A[i]:=(A[i]+A[i+1]) / 2.0 ; \\
& \text { end; }
\end{aligned}
$$

Applying this in the case $k=5$ gives

and, on comparing with (4.67), we sce that (4.68) has achieved the desired result.
In practice, using (4.66) to implement step-doubling works very satisfactorily, but using ( 4.68 ) to implement step-halving can run into dificulties over adverse accumulation of error when $k$ is large. K rogh (1973) reports cases where using (4.68) to halve the steplength in an ABM method can result in the error estimate increasing! Problems of this sort, encountered when reducing steplength, are not confined to the use of (4.68); they can arise with any interpolatory technique, and are essentially due to the fact that the underlying polynomial interpolant which the ABM method uses to advance the solution docs not, after a step change, pass through previously computed points, but through an interpolant of these points. There exists a modification (applicable in the case of an ABM method in PECE mode with step-having by (4.68)) which successfully overcomes, this difficulty; it is rather too claborate to quote here, and the reader is referred to Krogh (1973) for details.

## Exercise

4.8.1. Corroborate (4.65) by the following calculations: Let $I(x)=x^{4}+4 x^{3}+3 x^{2}+2 x+1$; cvaluate $I(x)$ for $x=0,-\frac{1}{2},-1,-\frac{3}{2},-2$, and construct a table of backward differences $\nabla^{\prime} I(0)$, $i=0.1,2,3,4$. Apply (4.65) to find the corresponding differences $\nabla_{(D)}^{\prime} I(0)$. Now evaluate $I(x)$ at $x=0,-1,-2,-3,-4$ and check that the differences generated by these values coincide with the $\nabla_{(0)}^{i} / 40$ ). Why do they coincide exuctly? Carry out a similar calculation to check (4.67).

### 4.9 CHANGING THE STEPLENGTH; THE NORDSIECK VECTOR AND GEAR'S IMPLEMENTATION

We now look at another interpolatory technique in which we use a different option for identifying the vector polynomial $I(x)$ of degree $k-1$ which interpolates the known
back values $f_{n-\boldsymbol{r}}, \tau=0,1, \ldots, k-1$, namely that of fixing $f(x)$ and its first $k-1$ derivatives at the point $x_{n}$. Let $F\left(x_{n}\right) \in \mathbb{R}^{m k}$ be defined by

$$
\begin{aligned}
F\left(x_{n}\right) & =\left[\left(f_{n}\right)^{\top},\left(\nabla f_{n}\right)^{\top}, \ldots,\left(\nabla^{k-1} f_{n}\right)^{\top}\right]^{\top} \\
& \left.=\left[\left(I\left(x_{n}\right)\right)^{\top},\left(\nabla I\left(x_{n}\right)\right)\right]^{\top}, \ldots,\left(\nabla^{k-1} I\left(x_{n}\right)\right)^{\top}\right]^{\top}
\end{aligned}
$$

by (4.62). Observing that $\nabla^{i} I\left(x_{n}\right)=0\left(h^{i}\right)$, it seems appropriate, when defining a vector whose $m$-block components are $I(x)$ and its first $k-1$ derivatives evaluated at $x_{n}$, 10 scale the $i$ th derivative by $h^{i}$, and define $G\left(x_{n}\right) \in \mathbb{R}^{m k}$ by

$$
\begin{equation*}
G\left(x_{n}\right):=\left[\left(I\left(x_{n}\right)\right)^{\top}, h\left(I^{(1)}\left(x_{n}\right)\right)^{\top}, \ldots, h^{k-1}\left(I^{(k-1)}\left(x_{n}\right)\right)^{\top}\right]^{\top} \tag{4.69}
\end{equation*}
$$

The technique of storing back data in terms of an interpopant and its derivatives evaluated at a single point was first proposed by Nordsieck (1962), and it is appropriate to refer to $G(x)$ as a Nordsieck vector. The result of the scaling by powers of $h$ is that we can obtain $G\left(x_{n}\right)$ in terms of $F\left(x_{n}\right)$ by means of a linear transformation

$$
\begin{equation*}
G\left(x_{n}\right)=A F\left(x_{n}\right) \tag{4.70}
\end{equation*}
$$

where the matrix $A$ is independent of $h$. If we now wish to replace $h$ by $\alpha$, all we have to do to the vector $G\left(x_{n}\right)$ is multiply the $i$ th $m$-block component by $\alpha^{i-1}$ (see (4.69)); the corresponding vector of differences of $I\left(x_{n}\right)$ evaluated at $x_{n}-\tau \alpha h, \tau=0,1, \ldots, k-I$, is then obtained by inverting the transformation (4.70).
Consider for example the case $k=5$. Then $I(x)=I\left(x_{n}+r h\right)=: P(r)$, where

$$
\begin{aligned}
P(r)= & f_{n}+r \nabla f_{n}+\frac{1}{2} r(r+1) \nabla^{2} f_{n}+\frac{1}{6} r(r+1)(r+2) \nabla^{3} f_{n} \\
& +\frac{1}{24} r(r+1)(r+2)(r+3) \nabla^{4} f_{n} .
\end{aligned}
$$

Since $h^{\prime} I^{(i)}\left(x_{n}\right)=\left.P^{(i)}(r)\right|_{r=0}, i=1,2,3,4$, we find that

$$
\begin{aligned}
h I^{(1)}\left(x_{n}\right) & =\nabla f_{n}+\frac{1}{2} \nabla^{2} f_{n}+\frac{1}{3} \nabla^{3} f_{n}+\frac{1}{4} \nabla^{4} f_{n} \\
h^{2} I^{(2)}\left(x_{n}\right) & =\nabla^{2} f_{n}+\nabla^{3} f_{n}+\frac{11}{12} \nabla^{4} f_{n} \\
h^{3} I^{(3)}\left(x_{n}\right) & =\nabla^{3} f_{n}+\frac{3}{2} \nabla^{4} f_{n} \\
h^{4} I^{(4)}\left(x_{n}\right) & =\nabla^{4} f_{n},
\end{aligned}
$$

whence (4.70) holds with

$$
A=\left[\begin{array}{ccccc}
I & 0 & 0 & 0 & 0  \tag{4.71}\\
0 & I & \frac{1}{2} I & \frac{1}{3} I & \frac{1}{4} I \\
0 & 0 & I & I & \frac{11}{12} I \\
0 & 0 & 0 & I & \frac{3}{2} I \\
0 & 0 & 0 & 0 & I
\end{array}\right]
$$

where $I$ is the $m \times m$ unit matrix and 0 the $m \times m$ null matrix.
Suppose that we wish to double the steplength; this is equivalent to multiplying $G\left(x_{n}\right)$ by the block diagonal matrix

$$
D=\operatorname{diag}[1, \quad 2 I, \quad 4 I, \quad 81, \quad 16 I]
$$

If we define

$$
F_{(D)}\left(x_{n}\right):=\left[\left(I\left(x_{n}\right)\right)^{\top},\left(\nabla_{(D)} I\left(x_{n}\right)\right)^{\top},\left(\nabla_{(D)}^{2} I\left(x_{n}\right)\right)^{\top},\left(\nabla_{(D)}^{3} I\left(x_{n}\right)\right)^{\top},\left(\nabla_{(D)}^{4} I\left(x_{n}\right)\right)^{\top}\right]^{\top},
$$

then $F_{10}\left(x_{n}\right)$ is given in terms of $F\left(x_{n}\right)$ by

$$
F_{(D)}\left(x_{n}\right)=A^{-1} D A F\left(x_{n}\right) .
$$

On performing the matrix arithmetic we find that

$$
F_{D}\left(x_{n}\right)=\left[\begin{array}{ccccc}
I & 0 & 0 & 0 & 0  \tag{4.72}\\
0 & 2 I & -I & 0 & 0 \\
0 & 0 & 4 I & -4 I & I \\
0 & 0 & 0 & 8 I & -12 I \\
0 & 0 & 0 & 0 & 16 I
\end{array}\right] F\left(x_{n}\right)
$$

thus reproducing the result we obtained in (4.65).
This is all by way of introduction, and we would not seriously propose that the above procedure be used as a step-changing technique. What this illustration does is highlight the advantages and disadvantages of the approach. The advantage is clear-the ability to change steplength by an arbitrary factor. The disadvantage is that the computation of the matrix $A$ (which is different for different values of $k$ ) and of its inverse and the matrix multiplications together represent a quite unacceptably large amount of computation

A development due to Gear (1967, 1971a), in which the ABM method is implemented in standard - not backward difference-form, makes ingenious use of a Nordsieck vector. The device, which successfully overcomes the disadvantage noted above, is best seen when the ABM method is applied in $\mathrm{P}(\mathrm{EC})^{\mu}$ mode. In both the original Nordsieck methods and in the Gear development the interpolant to be stored in terms of derivatives is not that which interpolates the back data $f_{n-r}, \tau=1,2, \ldots, k-1$, but the Hermite interpolant $P(x)$ which, in the sense of $\S 3.3$, is equivalent to the Adams-Bashforth predictor in the ABM method. If the ABM method, applied in $P(E C)^{\mu}$ mode, has order $k$, then $P(x)$ has degrec $k$ and satisfies

$$
\begin{align*}
& P\left(x_{n+k}\right)=y_{n+k}^{[0]}, \quad P\left(x_{n+k-1}\right)=y_{n+k-1}^{[\mu]}  \tag{4.73}\\
& P^{\prime}\left(x_{n+j}\right)=f_{n+j}^{[4-1]}, \quad j=0,1, \ldots, k-1 .
\end{align*}
$$

( $P(x)$ has $k+1 m$-vector cocfficients; as in $\S 3.3$, the elimit int of these $k+1$ coefficients between the $k+2$ conditions (4.73) is the $k$ th-order Adams-Bashforth method.) The back data used by the predictor can be lined up to define a back vector $Y_{n+k}^{[\mu]} \in \mathbb{R}^{m(k+1)}$ given by

$$
\begin{equation*}
Y_{n+k-1}^{[\mu]}:=\left[\left(y_{n-k-1}^{[\mu]}\right)^{\top}, h\left(f_{n-k-1}^{[\mu-1]}\right)^{\top}, \ldots, h\left(f_{n}^{[\mu-11}\right)^{\top}\right]^{\top} \tag{4.74}
\end{equation*}
$$

Clearly $Y_{n+k-1}^{[\mu]}$ determines $P(x)$ uniquely; so does the vector of $P(x)$ and its first $k$ derivatives evaluated at $x_{n+k-1}$. For the reasons discussed earlier, it is appropriate to scale these derivatives by powers of $h$ and it turns out to be helpful also to scale them
by factorials. We therefore define the Nordsieck vector $Z_{n+k-1}^{[\mu]} \in \mathbb{R}^{m(k+1)}$ by

$$
Z_{n+k-1}^{[n]}:=\left[\left(P\left(x_{n+k-1}\right)\right)^{\top}, h\left(P^{(1)}\left(x_{n+k-1}\right)\right)^{\top}, \ldots \frac{h^{k}}{k!}\left(P^{(k)}\left(x_{n+k-1}\right)\right)^{\top}\right]^{\top} .
$$

The transformation from $Y_{n+k-1}^{[n]}$ to $Z_{n+k-1}^{[\mu]}$ is a linear one,

$$
\begin{equation*}
Z_{n+k-1}^{[\mu]}=Q Y_{n+k-1}^{[\mu]} \tag{4.76}
\end{equation*}
$$

and, as in our earlier illustration, the scaling of the derivatives of $P(x)$ by powers of $h$ results in $Q$ being independent of $h$. The elements of $Q$ are thus constants which depend only on the coefficients of the $k$ th-order Adams- Bashforth method. However, from (4.74), (4.75) and (4.73) we see that the first $m$-block components of $Y_{n+k-1}^{(m)}$ and $Z_{n+k-1}^{(n)}$ are identical, as also are the second $m$-block components. Thus $Q$ must have the form

$$
Q=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & \cdots & 0  \tag{4.77}\\
0 & 1 & 0 & 0 & \cdots & 0 \\
* & * & * & * & \cdots & * \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
* & * & * & * & \cdots & *
\end{array}\right]
$$

The $k$ th-order $A B M$ in $P(E C)^{\mu}$ mode written in standard form is, by (4.4),

$$
\left.\begin{array}{ll}
\text { P: } \quad y_{n+k}^{[0]}=y_{n+k-1,}^{(\mu)}+h \sum_{j=0}^{k-1} \beta_{j}^{*} f_{n+j}^{(\mu-1)} \\
\text { C: } & y_{n+k}^{[v+1]}=y_{n+k-1}^{[\mu]}+h \beta_{k} f_{n+k}^{[v]}+h \sum_{j=0}^{k-1} \beta_{j} f_{n+j}^{(\mu-1)}, \quad v=0.1, \ldots, \mu-1 \tag{4.78}
\end{array}\right\}
$$

where, since the corrector has stepnumber one less than that of the corrector, $\beta_{0}=0$
The Gear approach amounts to twisting the arm of $(4.78)$ to make it look like a one-step method (which it will not be) and then applying the transformation (4.76) (in a more general context) whereupon the method genuincly becomes one-step. It follows from (4.78) that
and

$$
\begin{equation*}
y_{n+k}^{[v+1)}-y_{n+k}^{[v]}=h \beta_{k}\left(\int_{n+k}^{[v]}-f_{n+k}^{[v-1)}\right), \quad v=1,2, \ldots, \mu-1 \tag{4.79}
\end{equation*}
$$

$$
\begin{equation*}
y_{n+k}^{[1]}-y_{n+k}^{[0]}=h \beta_{k}\left\{f_{n+k}^{[0]}-\sum_{j=0}^{k-1}\left[\left(\beta_{j}^{*}-\beta_{j}\right) / \beta_{k}\right] \int_{n+j}^{(1,-1)}\right\} \tag{4.80}
\end{equation*}
$$

Now introduce the simplifying notation

$$
\begin{equation*}
\delta_{j}^{*}: \mp\left(\beta_{j}^{*}-\beta_{j}\right) / \beta_{k}, \quad j=0,1, \ldots, k-1 ; \quad d_{n+k}=\sum_{j=0}^{k-1} \delta_{j}^{*} \int_{n+j}^{\mid n-1]} \tag{4.81}
\end{equation*}
$$

The coefficients $\delta_{j}^{*}$ turn out to be very simple functions of $k$. Consider the polynomial

$$
\sum_{j=0}^{k} \delta_{j}^{*} r^{j}:=\left[\sum_{j=0}^{k}\left(\beta_{j}^{*}-\beta_{j}\right) r^{j}\right] / \beta_{k}
$$

where $\beta_{k}^{*}=0, \beta_{0}=0$. Now, in the notation of $\$ 3.10, \sigma_{k}^{*}(r)$ and $\sigma_{k}(r)$ are the second characteristic polynomials of the Adams-Bashforth and Adams-Moulton methods, respectively, of order $k$, and both have degree $k-1$ (see (3.97)). Recalling that in the present context we have right-shifted the corrector by one steplength, we may write

$$
\sum_{j=0}^{k} \beta_{j}^{*} r^{j}=\sigma_{k}^{*}(r), \quad \sum_{j=0}^{k} \beta_{j} r^{j}=r \sigma_{k}(r)
$$

whence

$$
\sum_{j=0}^{k} \delta_{j}^{*} r^{j}=\left[\sigma_{k}^{*}(r)-r \sigma_{k}(r)\right] / \beta_{k}
$$

It follows from Propertics 8 and 4 of $\$ 3.10$ that

$$
\sum_{j=0}^{k} \delta_{j} r^{j}=-(r-1)^{k}
$$

whence

$$
\begin{equation*}
i_{i}^{*}=(-1)^{k+j+1}\binom{k}{j}, \quad j=0,1, \ldots, k \tag{4.82}
\end{equation*}
$$

(Note also that. From (4.81) , $d_{n+k}=\left[1+(-1)^{k+1} \nabla^{k}\right] \int_{n+h}^{1 n-11}$ )
We can now write $(4.80)$ as

$$
y_{n+k}^{[1]}-y_{n+k}^{(0)}=h \beta_{k}\left(\int_{n+k}^{(0)}-d_{n+k}\right) .
$$

Now define the vector $\gamma_{n+k}^{n+1} \in \mathbb{R}^{m(k+1)}$ by


Note that we have used the same notation in (4.74) and (4.83), but there is no contradiction; on pulting $r=\mu$ and replacing $n$ by $n-1$ in (4.83), we recover (4.74).

By (4.83), (4.81), (4.79) and (4.80) we can now write (4.78) in the following form:

$$
\left.\begin{array}{ll}
\text { P: } & Y_{n+k}^{[(0)}=B Y_{n+k-1}^{[n]} \\
C: & Y_{n+k}^{[i+1}=Y_{n+k}^{[1]}+G F\left(Y_{n+k}^{(v)}\right), \quad v=0,1, \ldots, \mu-1 \tag{4.84}
\end{array}\right\}
$$

where $B$ is an $m(k+1) \times m(k+1)$ matrix, $G$ is an $m(k+1) \times m$ matrix and $F$, an $m$-vector, is a function of an $m(k+1)$ vector argument, given by

$$
B=\left[\begin{array}{cccccc}
I & \beta_{k-1}^{*} I & \beta_{k-2}^{*} I & \cdots & \beta_{1}^{*} I & \beta_{0}^{*} I \\
0 & \delta_{k-1}^{*} I & \delta_{k-2}^{*} I & \cdots & \delta_{1}^{*} I & \delta_{0}^{*} I \\
0 & I & 0 & \cdots & 0 & 0 \\
0 & 0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & I & 0
\end{array}\right], \quad G=\left[\begin{array}{c}
\beta_{k} I \\
I \\
0 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

and

$$
F\left(Y_{n+k}^{[v]}\right)= \begin{cases}h\left(f_{n+k}^{[0]}-d_{n+k}\right), & \text { if } v=0  \tag{4.86}\\ \left(f_{n+k}^{[v]}-f_{n+k}^{(v-1]}\right), & \text { if } v=1,2, \ldots, \mu-1 .\end{cases}
$$

Note that, since $\int_{n+k}^{[n]}=f\left(x_{n+k}, y_{n+k}^{[2]}\right), F$ is indeed a function of $Y_{n+k}^{[n]}$. Note also that $B$ and $G$ depend only on the coefficients in the $A B M$ method and are independent of $h$. In (4.84) we have achieved an apparently one-step form, but this is of course illusory. since the vector of back values, $Y_{n+k-1}^{[\mu]}$, depends on values of $f$ at $x_{n+k-1}, x_{n+k-2} \ldots \ldots, x_{n}$ However, let us now apply the transformation

$$
\begin{equation*}
Z_{n+k}^{(v)}=Q Y_{n+k^{\prime}}^{(v)} \quad v=0,1, \ldots, \mu \tag{4.87}
\end{equation*}
$$

where $Q$ is defined by (4.76). Note that from (4.86) $F\left(Y_{n+k}^{[+1}\right)$ is a Cunction of the first two block components only of $Y_{n+k}^{[v]}$ and that, from the structure $Q[Q$ given by (4.77), the first two block components of $Y_{n+k}^{[n]}$ will be identical with those of $Z_{n+k}^{[n]}\left(=C Y_{n+k}^{[1]}\right)$; it follows that $F\left(Y_{n+k}^{(v)}\right) \equiv F\left(Z_{n+k}^{(n)}\right)$. Hence, on applying the transformation (4.87), we can write (4.84) wholly in terms of $Z_{n+k}^{[v]}, Z_{n+k-1}^{[1]}$ as

$$
\begin{array}{ll}
\text { P: } & Z_{n+k}^{[0]}=Q B Q^{-1} Z_{n+k-1}^{[\mu]}  \tag{4.88}\\
\text { C: } & Z_{n+k}^{(n+1]}=Z_{n+k}^{(1)}+\tilde{G} F\left(Z_{n+k}^{(v)}\right), \quad v=0,1 \ldots, \mu-1
\end{array}
$$

where $\tilde{G}=Q G$. Now (4.88) is genuinely a one-step method since. by (4.75). the vector of back values, $Z_{n+k-1}^{(\mu)}$, depends only an information at the point $x_{n+k-1}$. We can change steplength from $h$ to $\alpha h$ simply by multiplying the $i$ th block component of $Z_{n+k-1}^{[n]}$ by $\alpha^{i-1}, i=1,2, \ldots, k+1$, and the advantage of the Nordsicck approach is realized. It would appear that the disadvantage-the sxcessive computational effort - still remains. particularly in the prediction step. However, it turns out that the product $Q B Q^{-1}$ is precisely the $m(k+1) \times m(k+1)$ block Pascal matrix $\Pi$ l defined by


This interesting result can be established in a number of ways. The following is an outline of a direct proof.

The matrix $Q^{-1}$ is easier to handle than is $Q$. Define $\xi:=x_{n+k \cdot 1}$; from (4.73), (4.74). (4.75) and (4.76), we see that $Q^{-1}$ maps

$$
\left[(P(\xi))^{\top}, h\left(P^{(1)}(\xi)\right)^{\top}, h^{2}\left(P^{(2)}(\xi)\right)^{\top} / 2!, \ldots, h^{k}\left(P^{(k)}(\xi)\right)^{\top} / k!\right]^{\top}
$$

$$
\left[(P(\xi))^{\top}, h\left(P^{(1)}(\xi)\right)^{\top}, h\left(P^{(1)}(\xi-h)\right)^{\top}, \ldots, h\left(P^{(1)}(\xi-(k-1) h)\right)^{\top}\right]^{\top}
$$

From Taylor expansions and the fact that, since $P(x)$ is a polynomial of degree $k, P^{(n)}(x) \equiv 0$ for $s>k$, we have that for $i=1,2, \ldots, k-1$

$$
h P^{(1)}(\xi-i h)=h P^{(1)}(\xi)-i h^{2} P^{(2)}(\xi)+\cdots+(-i)^{k-1} h^{k} P^{(k)}(\xi) /(k-1)!
$$

whence

$$
Q^{-1}=\left[\begin{array}{cccccc}
I & 0 & 0 & 0 & \cdots & 0 \\
0 & I & 0 & 0 & \cdots & 0 \\
0 & I & -2 I & 3 I & \cdots & k(-I)^{k-1} I \\
0 & I & -2.2 I & 3.2^{2} I & \cdots & k(-2)^{k-1} I \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & I & -2(k-1) I & 3(k-1)^{2} I & \cdots & k(-k+1)^{k-1} I
\end{array}\right]
$$

alld

$$
Q^{\prime} \Pi=\left[\begin{array}{cccccc}
I & I & I & I & \cdots & I  \tag{4.90}\\
0 & I & 2 I & 3 I & \cdots & k I \\
0 & I & 0 & 0 & \cdots & 0 \\
0 & I & -2 I & 3 I & \cdots & k(-1)^{k-1} I \\
0 & I & -2.2 I & 3.2^{2} I & \cdots & k(-2)^{k-1} I \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & I & -2(k-2) I & 3(k-2)^{2} I & \cdots & k(-k+2)^{k-1} I
\end{array}\right]
$$

Now, from (4.85) and (4.90) it is clear that for $i \geqslant 2$ the $i$ th block row of $B Q^{-1}$ is identical with the ith block row of $Q^{-1} \Pi$. That the first and second block rows of the two products are also identical can be established by expanding (about $\xi$ ) the linear difference operators associated with the predictor and corrector and using the fact that both are of order $k$. We thus show that $B Q^{-1}=Q^{-1} \Pi$, or $\Pi=Q B Q^{-1}$.

That $Q B Q^{-1}=I I$ is much more than just a pretty result. In the first of (4.88) we no longer need to compute (for each $k$ ) the matrices $B, Q$ and $Q B Q^{-1}$. Moreover, multiplication of a vector by a Pascal matrix can be achieved extremely cheaply. It is left to the reader to verify that the following segment of code (again written for the case $m=1$ ) computes the product $\Pi$ a, where $a=\left[a_{0}, a_{1}, \ldots, a_{k}\right]^{\top}$ :

$$
\begin{aligned}
& \text { for } i:=0 \text { to } k-1 \text { do } \\
& \text { for } j:=k \text { downto } i+1 \text { do } \\
& a[j-1]=a[j-1]+a[j]
\end{aligned}
$$

(Note that no multiplications are involved.)
4.10 CHANGING THE STEPLENGTH; VARIABLE COEFFICIENT TECHNIQUES

An carly example of a variable coefficient technique was afforded by Ceschino (1961) who derived variable coefficient formulae of Adams type for orders up to 4. Although
there are now much more efficient ways of implementing variable coefficient techniques, Ceschino's formulae serve to illustrate the sqrit of problems encountered with such techniques. Suppose we have used a third-order ABM method to compute an acceptable numerical solution at $x_{n}$, but before proceeding further we want to change the steplength from $h$ to $\alpha h$. Let $y_{n+j \alpha}$ denote the numerical solution at $x_{n+j x}:=x_{n}+j x h, j=1: 2$, and let $f_{n+j a}=f\left(x_{n+j a}, y_{n+j a}\right)$. Then, using Ceschino's third-order formulae, the solution is advanced for $x_{n}$ to $x_{n+a}$ by the predictor-corrector pair

$$
\left.\begin{array}{l}
y_{n+\alpha}^{1}=y_{n}+\frac{\alpha h}{12}\left[\left(12+9 \alpha+2 \alpha^{2}\right) f_{n}-4 \alpha(3+\alpha) f_{n-1}+\alpha(3+2 \alpha) f_{n-2}\right] \\
y_{n+\alpha}=y_{n}+\frac{\alpha h}{6(1+\alpha)}\left[(3+2 \alpha) f_{n+\alpha}+(3+\alpha)(3+\alpha) f_{n}-x^{2} f_{n-1}\right] .
\end{array}\right\}
$$

However, to advance the solution one further step to $x_{n+2}$, we need another special predictor together with the standard third-order Adams Moluton corrector:

$$
\begin{align*}
& \left.y_{n+2 \alpha}=y_{n+\alpha}+\frac{\alpha h}{6(1+\alpha)}\left[(9+14 \alpha) f_{n+\alpha}-(3+5 \alpha)(1+\alpha) f_{n}+5 x^{2} f_{n-1}\right]\right) \\
& y_{n+2 \alpha}=y_{n+\alpha}+\frac{\alpha h}{12}\left(5 f_{n+2 \alpha}+8 f_{n+a}-f_{n}\right) . \tag{ii}
\end{align*}
$$

(Note that the above formulae all revert to standard ABM formulae when $x=1$.) The difficulties are now apparent, For a third-order method we needed to compute (and store) three special formulaé, for a $k$ th-order method we would need $2 k-3$ such special formulae, and if, as in modern codes, we wish to operate with $k$ ranging from 1 to 13. say, then the grand total of special methods needed would be 144. But there is an even more serious drawback, namely that, if the order is $k$, then it takes $k-1$ steps to complete a change to steplength. During these $k \rightarrow 1$ steps, there may arise a need to change the steplength again (and perhaps more than once); we leave it to the reader to contemplate the ensuing complications!
A more constructive approach is to assume from the outset that the back data is already unevenly spaced. The development we describe here is essentially due to Krogh (1974) but we shall (partially) adopt an approach due to Hall (1976) which is notationally easier to follow. We restrict ourselves to the case of Adams-like methods applied in PECE mode; adaptation to other modes is straightforward. Let us refresh our memory about how we developed Adams-Bashforth methods in backward difference form in 3.9. To derive a $k$-step Adams-Bashforth method (of order $k$ ), we started from the identity

$$
y\left(x_{n+1}\right)-y\left(x_{n}\right)=\int_{x_{n}}^{x_{n+1}} y^{\prime}(x) d x
$$

replaced $y^{\prime}(x)$ by $f(x, y(x))$ and approximated the integrand by the Newton-Gregory interpolant (3.88) which interpolated the data

$$
\left(x_{n}, f_{n}\right),\left(x_{n-1}, f_{n-1}\right), \ldots,\left(x_{n-k+1}, f_{n-k+1}\right)
$$

which was, of course, assumed evenly spaced. Now that we are dealing with unevenly
spaced data, the appropriate interpolating polynomial of degree $k-1$ is given by the Newton divided difference interpolation formula (see (1.34) of $\$ 1.10$ ):

$$
\begin{align*}
I_{k}^{*},(x)= & f^{\prime}[n]+\left(x-x_{n}\right) f^{1}[n, n-1] \\
& +\cdots+\left(x-x_{n}\right)\left(x-x_{n-1}\right) \cdots\left(x-x_{n-k+2}\right) f^{\prime}[n, n-1, \ldots, n-k+1] \tag{4.92}
\end{align*}
$$

Here, the superscript * indicates, as always, that we are dealing with a predictor, and the notation $f^{-1}[\cdots]$ indicates that, since we are setting up a PECE mode, the function values used to construct the divided differences are $f_{n-i}^{(1)}, i=0,1, \ldots, k-1$.
()n integrating this interpolant and arguing as in $\$ 3.9$, we obtain the $k$-step $k$ th-order predictor

$$
\begin{equation*}
y_{n+1}^{\prime \prime \prime \prime} \cdots y_{n}^{\prime 11}=\sum_{i=0}^{k-1} y_{i}^{*} f^{\prime}[n, n-1, \ldots, n-i] \tag{4.93}
\end{equation*}
$$

where

$$
!_{i}^{*}= \begin{cases}\int_{x_{n}, n}^{n_{n}} \mathrm{~d} x=x_{n+1}-x_{n} & \text { if } i=0  \tag{4.94}\\ \int_{, n}^{x_{n} \cdot,}\left(x-x_{n}\right)\left(x-x_{n+1}\right) \cdots\left(x-x_{n-i+1}\right) \mathrm{d} x & \text { if } i=1,2, \ldots,\end{cases}
$$

1 We shall return later to the question of how to compute the coefficients $g_{i}^{*}$ efficiently.) Recalling from $\$ 4.4$ that the efficient way to implement the corrector in a constant steplength $\triangle B M$ method is to express the corrected value as an update of the predicted valuc $(\sec (4.23))$, it is natural to try to develop the interpolant for the corrector from that for the predictor. The result (1.37) of $\$ 1.10$ allows us to do just that, and tells us that the polynomial of degree $k$ which interpolates the data

$$
\left(x_{n}+1, f_{n+1}\right),\left(x_{n}, f_{n}\right), \ldots,\left(x_{n-k+1}, f_{n-k+1}\right)
$$

is

$$
I_{k}(x)=I_{k}^{*},(x)+\left(x-x_{n}\right)\left(x-x_{n-1}\right) \cdots\left(x-x_{n-k+1}\right) f_{0}^{1}[n+1, n, \ldots, n-k+1]
$$

where the notation $\int_{1}^{1}$ indicates that, when evaluating the divided difference, the single function value $\int_{n}^{+11}$, is replaced by $f_{n+1}^{\mathrm{IP}}$ ( (consistent with the notation defined by (4.15)).

Note that $I_{k}(x)$, being of degree $k$, will generate a corrector of order $k+1$ which, together with the $k$ th order predictor (4.93), will be equivalent to a $k$ th order PECE algorithm with local extrapolation. Let us pursue that option for a moment. Integrating $I_{n}(x)$ from $x_{n}$ to $x_{n, 1}$ will yield a formula for $y_{n+1}^{[1]}-y_{n}^{[1]}$, just as doing likewise to $I_{k-1}^{*}(x)$ viclded the formula (4.93) for $y_{n+1}^{[0]}-y_{n}^{[1]}$. It follows from (4.95) and (4.94) that the corrector stage (with local extrapolation) can be written as

$$
y_{n+1}^{\prime \prime \prime}=y_{n+1}^{\prime \prime!}+g_{k}^{*} \int_{0}^{1}[n+1, n, \ldots, n-k+1] .
$$

Iquations (4.93) and $(4.96)$ define the $k$ th-order PECE method with local extrapolation. Io get the $k$ th-order PECE method with no local extrapolation, we obtain from (4.95), with $k$ replaced by $k-1$, the polynomial $I_{k-1}(x)$ of degree $k-1$,
$I_{k} \quad(x)=I_{k-2}^{*}(x)+\left(x-x_{n}\right)\left(x-x_{n-1}\right) \cdots\left(x-x_{n-k+2}\right) \int_{0}^{1}\left[n+1, n_{1}, \ldots, n-k+2\right]$
which interpolates the data

$$
\left(x_{n+1}, f_{n+1}^{[0]}\right),\left(x_{n}, f_{n}^{(1)}\right), \ldots,\left(x_{n-k+2}, \int_{n-k+2}^{[1]}\right)
$$

Recalling that in a $k$ th-order ABM method the corrector is right-shifted by one steplength relative to the predictor, this is the appropriate data set for the corrector. Further, from (4.92), the polynomial $I_{k-2}^{*}(x)$, which now appears in (4.97), can be written in the form

$$
I_{k-2}^{*}(x)=I_{k-1}^{*}(x)-\left(x-x_{n}\right)\left(x-x_{n-1}\right) \cdots\left(x-x_{n-k+2}\right) f^{\prime}[n \cdot n-1 \ldots . n-k+1] .
$$

The interpolant representing the $k$ th-order corrector is then. by (4.97).

$$
\begin{aligned}
I_{k-1}(x)= & I_{k-1}^{*}(x)+\left(x-x_{n}\right)\left(x-x_{n-1}\right) \cdots\left(x-x_{n-k+2}\right) \\
& \times\left\{\int_{0}^{1}[n+1, n, \ldots, n-k+2]-f^{1}[n, n-1, \ldots, n-k+1]\right\} \\
= & I_{k-1}^{*}(x)+\left(x_{n+1}-x_{n-k+1}\right)\left\{\left(x-x_{n}\right) \cdots\left(x-x_{n-k+2}\right) f_{0}^{1}[n+1, n, \ldots, n-k+1]\right\}
\end{aligned}
$$

by the definition of divided differences (see (1.33)). Following the same argument as before and using (4.94), we have that the corrector step can be written as

$$
y_{n+1}^{[1]}-y_{n+1}^{[0]}=\left(x_{n+1}-x_{n-k+1}\right) g_{k-1}^{*} f_{0}^{1}[n+1, n \ldots \ldots n-k+1] .
$$

which, together with (4.93), delines the $k$-step $k$ th-order PECE method
We can obtain an error estimate by comparing the value of $y_{n+1}^{[1]}$ given by the above $k$ th-order corrector with that given by the $(k+1)$ (h-order corrector (4.96); thus, on subtracting (4.98) from (4.96) we have

$$
\begin{equation*}
T_{n+1}=\left\{g_{k}^{*}-\left(x_{n+1},-x_{n-k+1}\right) g_{k-1}^{*}\right\} f_{0}^{1}[n+1, n \ldots, n-k+1] . \tag{4.99}
\end{equation*}
$$

It is instructive to compare the prediction, corrcction and error estimation stages, given by (4.93), (4.98) and (4.99) respectively, with their equal-spacing-case counterparts (4.23) of 84.3 . In the case when the data is equally spaced, we find from (4.94) and (1.38) of $\S 1.10$ that

$$
\left.g_{i}^{*}=i!h^{1+1} \gamma_{i}^{*}, \quad \begin{array}{l}
f^{1}[n, n-1, \ldots, n-i+1]=\nabla^{i} \rho_{n}^{111} /\left(i!h^{i}\right)  \tag{4.100}\\
f_{0}^{1}[n+i, n, \ldots, n-k+1]=\nabla_{0}^{k} f_{n+1}^{111} /\left(k!h^{i}\right)
\end{array}\right\}
$$

from which it is straightforward to show that the formulac given above do revert to (4.23).

We return to the problem of how best to compute the cocfficients $g_{i}^{*}$ defined by (4.94) Let us evaluate the first few $g_{i}^{*}$ directly:

```
\(g_{0}^{*}=x_{n+1}-x_{n}\)
\(g_{1}^{*}=\int_{x_{n}}^{x_{n+1}}\left(x-x_{n}\right) \mathrm{d} x=\frac{1}{2}\left(x_{n+1}-x_{n}\right)^{2}\)
\(g_{2}^{*}=\int_{x_{n}}^{x_{n+1}}\left(x-x_{n}\right)\left(x-x_{n-1}\right) \mathrm{d} x=\left(x_{n+1}-x_{n-1}\right)\left(x_{n+1}-x_{n}\right)^{2} / 2-\left(x_{n+1}-x_{n}\right)^{3} / 6\)
```

(integrating by parts in the last of these). Clearly, we need to find a way of generating the $y_{i}^{*}$ that is suitable for automatic computation. The way to do it turns out to be to embed the $y_{i}^{*}$ in a more extended definition. Let us use the notation

$$
\frac{\int_{x_{n}}^{x_{n}+1} \int_{x_{n}}^{x} \cdots \int_{x_{n}}^{x} F(x) \mathrm{d} x}{j \text {-times }}
$$

to denote the $j$-fold integral

and define $\varphi_{i j}$ for $j=1,2, \ldots$ by


Clearly, from (4.94), we have that $g_{i}^{*}=g_{i 1}, i=0,1,2, \ldots$. The point of introducing the coefficients $g_{i j}$ is that, by repeated use of integration by parts, it is possible to establish the following recurrence relation:

$$
\begin{equation*}
g_{i j}=\left(x_{n+1}-x_{n-i+1}\right) g_{i-1, j}-j g_{i-1, j+1}, \quad i=1,2, \ldots, j=1,2, \ldots \tag{4.103}
\end{equation*}
$$

from which it is possible to build up the following triangular array which generates the $g_{i, j}$ and hence the $y_{i}^{*}$ :


The entries in the first row are given directly by (4.102), and the arrows indicate the
dependence of elements in later rows on those in the preceding row. Thus we get

$$
\begin{aligned}
& g_{01}=x_{n+1}-x_{n}, \quad g_{02}=\left(x_{n+1}-x_{n}\right)^{2} / 2, \quad g_{03}=\left(x_{n+1}-x_{n}\right)^{3} / 6 \\
& g_{11}=\left(x_{n+1}-x_{n}\right) g_{01}-g_{02}=\left(x_{n+1}-x_{n}\right)^{2} / 2 \\
& g_{12}=\left(x_{n+1}-x_{n}\right) g_{02}-2 g_{03}=\left(x_{n+1}-x_{n}\right)^{3} / 6 \\
& g_{21}=\left(x_{n+1}-x_{n-1}\right) g_{11}-g_{12}=\left(x_{n+1}-x_{n-1}\right)\left(x_{n+1}-x_{n}\right)^{2} / 2-\left(x_{n+1}-x_{n}\right)^{3} / 6 .
\end{aligned}
$$

We see that the generated values for $g_{i}^{*}=g_{t 1}, i=0,1,2$, agree with those found in (4.101).
If the PECE algorithm described above is run with the steplength held constant for a number of steps, then the coeflicients $y_{i}^{*}$ become constant, and need not be re-computed at each step. However, as we have seen in $(4.100)$, they do not become the standard Adams-Bashforth coefficients $\gamma_{i}^{*}$, just as the divided differences do not revert to standard backward differences. Equations (4.100) indicate that in the general case of unequally spaced data points, the coefficients $g_{1}^{*}$ will be very small if the turrent steplength is small (and $i$ reasonably large), while the divided differences will be very large. Multiplication of a very small number into a very large one is a process likely to exacerbate the effect of round-off error, and it would be attractive to find an alternative formulation in which the coefficients and the 'divided differences' separately revert to standard Adams coefficients and backward differences respectively when the steplength is held constant. Such an alternative has been developed by Krogh (1974), who replaces the divided differences $f[n, n-1, \ldots, n-i]$ by modified divided differences $f[n, n-1, \ldots, n-i]$, defined by

$$
\hat{f}[n, n-1, \ldots, n-i]=\left(x_{n}-x_{n-1}\right)\left(x_{n}-x_{n-2}\right) \cdots\left(x_{n}-x_{n-i}\right) f[n, n-1, \ldots, n-i]
$$

It is readily seen that $\hat{f}[n, n-1, \ldots, n-i]$ does revert to $\nabla^{i} f_{n}$ when the data are equally spaced. The development in terms of these modified divided differences follows the general pattern of our development for unmodified divided differences, but is considerably more complicated. The reader is referred to the paper by Krogh or to a particularly readable account in Shampine and Gordon (1975). Both of these references describe several devices which increase the efficiency with which the method is implemented, the error estimated and the modified divided differences updated. The resulting method is more than just a technique one calls up when a change of steplength is required; it is used throughout the computation, since it automatically reverts to the standard ABM method in backward difference form whenever the steplength is held constant. Indeed, the recurrence relation (similar to (4.103)) for the coefficients which replace the $g_{i}^{*}$ (and which will revert to the $\gamma_{i}^{*}$ when the steplength is constant) turns out to be one of the best ways of generating the coefficients $\gamma_{i}^{*}$.

### 4.11 THE STRUCTURE OF VSVO ALGORITHMS

One fact that has clearly emerged from the exiensive computational experience that has accumulated over the years is that the key to high efficiency in predictor-corrector algorithms is the capacity to vary automatically not only the steplength, but also the
order (and hence the stepnumber) of the methods employed. Algorithms with such a capability are known as variable step, variable order, or VSVO, algorithms. It is not our purpose here to advocate, far less to study in detail, any particular VSVO algorithm, but rather to describe, in a general way, how they work. It is emphasized that we deal here only with algorithms for non-stiff initial value problems, although several existing VSVO codes include options for dealing with stiff systems, options which we shall ignore in this section.

The essential components of VSVO algorithm are:
(i) a family of methods,
(ii) a starting procedure.
(iii) a local error estimator,
(iv) a strategy for deciding when to change steplength and/or order, and
(v) a lechnique for changing the steplength and/or order.

We consider each of these components in turn. Note that we have not included in this list any mention of linear stability. Algorithms do not normally test to see whether the condition of absolute stability is satisfied for a given steplength (much too expensive!), and rely on the fact that if such a condition is not satisfied then the error estimate will grow sharply, and the algorithm will then take appropriate action.

Family of methods This is almost always the family of ABM methods, of orders ranging from 110 around 13. In some algorithms the low-order ABM are replaced by predictor corrector methods with better regions of absolute stability, since, at low order, it is usually lack of stability rather than accuracy that limits, the steplength. Various modes can be employed, but PECE with local extrapolation is probably the most popular.

Starting procedure This is simplicity itself. The algorithm always starts with the one-step ABM pair (or its alternate) which does not require any additional starting values, and allows the steplength/order-changing strategy to take over. This usually results in the order building up rapidly over the initial few steps.

Error estimator This is always afforded by some form of Milne's device which, as we have seen in \$4.4, takes a particularly simple and efficient form for ABM methods.

Strategy The account here essentially follows that given by Hall (1976). Suppose that the algorithm is currently working with a $k$ th-order method; let $E_{k}$ be the norm of the local error estimate at $x_{n+1}$, and let $t$ be a user-defined tolerance. Then an obvious criterion for acceptance of the step from $x_{n}$ to $x_{n+1}$ is that

$$
E_{k} \leqslant \tau,
$$

(4.104)
the so-called 'error-per-step' criterion. It can, however, be argued that since the user is really interested in the accumulated and not the local error, it is inconsistent to worry only about the size of the local error and not about how many steps the error is committed at between two given values of $x$. This gives rise to an alternative criterion, $E_{k} \leqslant h r$, the so-called 'error-per-unit-step' criterion. Arguments can be put for both
criteria. We shall develop a strategy based on the criterion (4.104), but adaptation to the other criterion will be obvious.
Recall from $\S 4.4$ that the norm of the error estimate for a $k$ th-order ABM method is ( $\operatorname{see}(4.22)$ )

$$
E_{k}=\left\|T_{n+1}\right\|=\left\|h \gamma_{k} \nabla_{n-1}^{k} f_{n+1}^{(\mu-1)}\right\| .
$$

(4.105)

This estimate is available after the final application of the corrector in a $\mathrm{P}(\mathrm{EC})^{4} \mathrm{E}^{1-1}$ algorithni, and before the final evaluation (in the case $t=0$ ): thus if the error estimate does not satisfy ( 4.104 and the step aborted, that final evaluation need not be made.

At first sight, we now seem to have an impossible task; we have only one criterion from which to deduce two pieces of information, namely what should be the steplength and the order at the next step. However, there is a very common situation in elementary calculus where we ask for one piece of information and invariably get two! It is when we ask what is the maximum of a function, when, on the way to getting that maximum. we always find the point at which the maximum is taken. The very same mechanism comes to our rescue here.
Suppose that on completing the step from $x_{n}$ to $x_{n+1}$ the criterion (4.104) is satisfied. and the computed value for $y_{n+1}^{[n]}$ consequently accepted; suppose further that the final evaluation has been made (in the case of a $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ mode) and that the backward differences have been updated, so that we are ready to take the next step. Before doing that, we ask what would have been the maximum steplength we could have used on the just completed step from $x_{n}$ to $x_{n+1}$ using ABM methods of orders $k-1, k$ and $k+1$. Whichever of these three steplengths turns out to be the greatest will be the steplength we shall use for the new step, and the value of $k$ which produces that maximum steplength will be the order we shall use on the new step.
Let the steplength used with the $k$ th-order method on the step from $x_{n}$ to $x_{n+1}$ be $h_{k}$. Since that step was successful it must have produced an error estimate which satisfied - (4.104); that is, we must have that

$$
\begin{align*}
E_{k} & =\beta \tau, \quad 0 \leqslant \beta \leqslant 1 \\
& \approx K h_{k}^{k+1} \tag{4.106}
\end{align*}
$$

(where $K$ is a constant) since the method has order $k$. The maximum steplength $\bar{h}_{k}$ we could have taken with this $k$ th-order method would have produced an error estimate $\bar{E}_{k}$ satisfying

$$
\begin{equation*}
\bar{E}_{k}=\tau \approx K \bar{h}_{k}^{k+1} . \tag{4.107}
\end{equation*}
$$

It follows from (4.106) and (4.107) that $\beta \approx\left(h_{k} /\left(h_{k}\right)^{k+1}\right.$, whence

$$
\begin{equation*}
\bar{h}_{k} \approx h_{k}\left[\frac{\tau}{E_{k}}\right]^{1 /(k+1)} \tag{4.108}
\end{equation*}
$$

an estimate we can compute, using (4.105). Suppose now that we had computed from $x_{n}$ to $x_{n+1}$, using ABM methods of orders $k-1$ and $k+1$, and steplengths $h_{k-1}$ and $h_{k+1}$ respectively. Then it can be shown that the formulae

$$
\begin{equation*}
E_{k-1}=\left\|h_{k-1} \gamma_{k-1} \nabla_{\mu-1}^{k-1} f_{n+1}^{[\mu-1)}\right\|, \quad E_{k+1}=\left\|h_{k+1} \gamma_{k+1} \nabla_{\mu-1}^{k+1} f_{n+1}^{(n-1)}\right\| \tag{4.109}
\end{equation*}
$$

also hold, so that $E_{k+i}, i=-1,0,1$ can be computed. (There is an argument here in favour of local extrapolation, balancing our arguments against it in §4.3; Hall (1976) shows that the second of $(4.109)$ is strictly valid only if local extrapolation is performed.) The argument used above to derive (4.107) can then be repeated to yield

$$
\bar{h}_{k+i} \approx h_{k+i}\left[\frac{\tau}{E_{k+i}}\right]^{1 /(k+1+i)}, \quad i=-1,0,1
$$

The order we use for the next step is $k+i$, where

$$
\bar{h}_{k+i}=\max _{i \in i-1,0,1\}} \bar{h}_{k+1}
$$

and the maximum steplength we can use on the next step is $\bar{h}_{k+i}$. Note that one possible outcome is that we retain the same order at the next step, but change the steplength.

In this area of implementation there is, not surprisingly, a large heuristic element Thus, most algorithms would multiply the maximum steplength advocated by the above argument by a heuristically chosen factor less than but close to one, so as to reduce the chances of a marginal rejection at the next step. Algorithms may also bias decisions in favour of retaining order, and may (particularly in the case of those using interpolatory step-changing techniques) include an embargo against changing the steplength too frequently.

Technique In $\$ 4.7-\$ 4.10$ we have already considered in detail techniques for step-changing. The technique for changing the order is much more straightforward. If the technique for changing the steplength is either variable coefficient or interpolatory using backward differences, then the reduction of the order from $k$ to $k-1$ is achieved by throwing away the $k$ th difference; an increase of order from $k$ to $k+1$ is accomplished by forming the $(k+1)$ th difference, which is simply achieved by retaining all of the back data at the completion of the step rather than throwing away the data at $x_{n+k-1}$, as one normally would do. In the case when step-changing is done via a Nordsieck vector, an order reduction of one is achieved by ignoring the last component of the Nordsieck vector (though, as shown by Hall (1976), the resulting method is no longer equivalent to an Adams method). An order increase of one can be achieved by estimating an extra derivative in the Nordsieck vector by differencing the current last component.
It is natural to ask whether the convergence properties of predictor-corrector methods, previously established on the assumption of constant steplength and constant order, still hold in a VSVO formulation. Results by Gear and Tu (1974) and Gear and Watanabe (1974) show that a VSVO algorithm based on ABM methods with step-changing achieved by a variable coefficient technique is always convergent (as the maximum steplength employed in the interval of integration tends to zero). If an interpolatory technique is used then convergence is assured if the step/order-changing technique is such that there exists a constant $N$ such that in any $N$ consecutive steps there are always $k$ steps of constant length taken by the same $k t h$-order ABM method, for some vaiue of $k$. These results emphasize yet again that variabie coefficient techniques, though usually more expensive to implement, are basically sounder than interpolatory techniques.

Finally, we mention a few of the better known VSVO codes and indicate which step-changing techniques they use. The first two VSVO implementations appeared
simultaneously, when Gear (1969) and Krogh (1969) gave concurrent presentations a the same conference in 1968. The corresponding codes are DIFSUB (Gear, 1971a), which uses the Nordsieck vector, and DVDQ (Krogh, 1969), which uses step doubling or halving. GEAR (Hindmarsh, 1974) is a much modified and extended version of DIFSUB A widely used code, EPISODE (Byrne and Hindmarsh. 1975). uses the variable coefficien technique, as does DE/STEP, which is described in considerable detail in the book by Shampine and Gordon (1975). Initial value problems for systems of ordinary differential equations can be very lively mathematical creatures and, on occasion, are capable of upsetting even the most sophisticated of codes; striking examples of this can be found in Shampine (1980).

## 5 Runge-Kutta Methods

### 5.1 INTRODUCTION

The simplest of all numerical methods is Eulcr's Rule,

$$
y_{n+1}=y_{n}+h f_{n} \text {. }
$$

It is linear in $y_{n}$ and $f_{n}$ and, being a one-step method, presents no difficulty when we want to change the steplength; but of course it has very low accuracy. Lincar multistep methods achieve higher accuracy by retaining linearity with respect to $y_{n+j}$ and $f_{n+j}, j=0,1, \ldots, k$, but sacrificing the one-step format. The result of retaining the linearity is that the local error has a relatively simple structure, which is why we are able to estimate it so easily via Milne's device; the cost of moving to a multistep format is, as we have seen, the considerable difficulties encountered when we want to change stepiength.
Runge-Kutta methods develop from Euler's Rule in exactly the opposite direction: higher order is achieved by retaining the one-step form but sacrificing the linearity. The result is that there is no difficulty in changing the steplength, but the structure of the local error is much thore complicated, and there exists no easy and cheap error estimate comparable with Milne's device. We are rather in a Catch- 22 situation; with linear multistep methods it is easy to tell when we ought to change steplength but hard to change it, while with Runge-Kutta Methods it is hard to tell when to change steplength but easy to change it!

The general s-stage Runge-Kutta method for the problem

$$
\begin{equation*}
y^{\prime}=f(x, y), \quad y(a)=\eta, \quad f: \mathbb{R} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m} \tag{5.1}
\end{equation*}
$$

is defined by

$$
y_{n+1}=y_{n}+h \sum_{i=1}^{s} b_{i} k_{i}
$$

where

$$
\begin{equation*}
\left.k_{i}=f\left(x_{n}+c_{i} h, y_{n}+h \sum_{j=1}^{s} a_{i j} k_{j}\right), \quad i=1.2, \ldots, s\right\} \tag{5.2}
\end{equation*}
$$

We shall always assume that the following (the row-sum condition) holds:

$$
\begin{equation*}
c_{i}=\sum_{j=1}^{s} a_{i j}, \quad i=1,2, \ldots, s \tag{5.3}
\end{equation*}
$$

It is convenient to display the coefficients occurring in (5.2) in the following form. known
as a Butcher array:

| $c_{1}$ | $a_{11}$ | $a_{12}$ | $\cdots$ | $a_{13}$ |
| :---: | :---: | :---: | :---: | :---: |
| $c_{2}$ | $a_{21}$ | $a_{22}$ | $\cdots$ | $a_{23}$ |
| $\vdots$ | $\vdots$ |  |  | $\vdots$ |
| $c_{3}$ | $a_{31}$ | $a_{32}$ | $\cdots$ | $a_{3 s}$ |
|  | $b_{1}$ | $b_{2}$ | $\cdots$ | $b_{3}$ |

We define the $s$-dimensional vectors $c$ and $b$ and the $s \times s$ matrix $A$ by

$$
\begin{equation*}
c=\left[c_{1}, c_{2}, \ldots, c_{3}\right]^{\top}, \quad b=\left[b_{1}, b_{2}, \ldots, b_{3}\right]^{\top}, \quad A=\left[a_{i j}\right] \tag{5.5}
\end{equation*}
$$

Note that, by (5.3), the components of $c$ are the row sums of $A$. Clearly an $s$-stage Runge-Kutta method is completely specified by its Butcher array

$$
\begin{array}{c|c}
c & A \\
\hline & b^{\top}
\end{array}
$$

An allernative form of (5.2), which in some contexts is more convenient, is
where

$$
\left.\begin{array}{c}
y_{n+1}=y_{n}+h \sum_{i=1}^{s} b_{i} f\left(x_{n}+c_{i} h, Y_{i}\right),  \tag{5.6}\\
Y_{i}=y_{n}+h \sum_{j=1}^{s} a_{j j} f\left(x_{n}+c_{j} h, Y_{j}\right), \quad i=1,2, \ldots, s
\end{array}\right\}
$$

The forms (5.6) and (5.2) are seen to be equivalent if we make the interpretation

$$
\begin{equation*}
k_{l}=f\left(x_{n}+c_{i} h, Y_{i}\right), \quad i=1,2, \ldots, s \tag{5.7}
\end{equation*}
$$

If in (5.2) we have that $a_{i j}=0$ for $j \geqslant i, i=1,2, \ldots, s$, then each of the $k_{1}$ is given explicitly in terms of previously computed $k_{j}, j=1,2, \ldots, i-1$, and the method is then an explicit or classical Runge-Kutta method. If this is not the case then the method is implicit and, in general, it is necessary to solve at each step of the computation an implicit system for the $k_{i}$. Note that this system has dimension $m s$, so that implicitness in a Runge Kutta method poses an even more daunting computational problem than does implicitness in a linear multistep method. There is a sort of half-way house; if it happens that $a_{i j}=0$ for $j>i, i=1,2, \ldots, s$, then each $k_{i}$ is individually defined by

$$
k_{i}=f\left(x_{n}+c_{i} h, y_{n}+\sum_{j=1}^{i} a_{i j} k_{j}\right), \quad i=1,2, \ldots, s
$$

and instead of having to solve at each step a nonlinear system of dimension $m s$, we have to solve $s$ uncoupled systems each of dimension $m$; this is less demanding, but still more so than in the case of an implicit linear multistep method. Such methods are called semi-implicit. Summarizing, we have:

Explicit method:

$$
a_{i j}=0, j \geqslant i, j=1,2, \ldots, s \Leftrightarrow A \text { strictly lower triangular. }
$$

Semi-implicit method:

$$
a_{i j}=0, j>i, j=1,2, \ldots, s \Leftrightarrow A \text { lower triangular. }
$$

Implicit method:

$$
a_{i j} \neq 0 \text { for some } j>i \Leftrightarrow A \text { not lower triangular. }
$$

A remark that can be made about Runge-Kutta methods (and one which seldom appears to be made) is that they constitute a clever and sensible idea. The unique solution of a well-posed initial value problem can be thought of as a single integral curve in $\mathbb{R}^{m+1}$; but, due to truncation and round-off error, any numerical slution is, in effect, going to wander off that integral curve, and the numerical solution is inevitably going to be affected by the behaviour of neighbouting integral curves. Thus it is the behaviour of the family of integral curves, and not just that of the unique solution curve, that is of importance, a point we shall return to when discussing stiffness later in this book. Runge-Kutta methods deliberately try to gather information about this family of curves. Such an interpretation is most easily seen in the case of explicit Runge-Kutta methods, where, from (5.2) and (5.3), we have

$$
\begin{aligned}
& k_{1}=f\left(x_{n}, y_{n}\right) \\
& k_{2}=f\left(x_{n}+c_{2} h, y_{n}+c_{2} h k_{1}\right) \\
& k_{3}=f\left(x_{n}+c_{3} h, y_{n}+\left(c_{3}-a_{32}\right) h k_{1}+h a_{32} k_{2}\right)
\end{aligned}
$$

- Start from $\left(x_{n}, y_{n}\right)$, take one step of Euler's Rule of length $c_{2} h$ and evaluate the derivative vector at the point so reached; the result is $k_{2}$. We now have two samples for the derivative, $k_{1}$ and $k_{2}$, so let us use a weighted mean of $k_{1}$ and $k_{2}$ as the initial slope in another Euler step (from $\left(x_{n}, y_{n}\right)$ ) of length $c_{3} h$, and evaluate the derivative at the point so reached; the result is $k_{3}$. Continuing in this manner, we obtain a set $k_{i}, i=1,2 \ldots \ldots s$ of samples of the derivative. The final step is yet another Euler step

$$
y_{n+1}=y_{n}+h \sum_{i=1}^{5} b_{i} k_{i}
$$

from $\left(x_{n}, y_{n}\right)$ to $\left(x_{n+1}, y_{n+1}\right)$, using as initial slope a weighted mean of the samples $k_{1}, k_{2}, \ldots, k_{3}$. Thus, an explicit Runge-Kutta method sends out feelers into the solution space, to gather samples of the derivative, before deciding in which direction to take an Euler step, an eminently sensible idea.

### 5.2 CONSISTENCY, LOCAL TRUNCATION ERROR,

 ORDER AND CONVERGENCEIn Chapter 2 we considered the general class of methods (2.4),

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} y_{n+j}=h \phi_{f}\left(y_{n+k}, y_{n+k-1}, \ldots, y_{n}, x_{n} ; h\right) \tag{5.8}
\end{equation*}
$$

On pulting

$$
\left.\begin{array}{c}
k=1 . \quad x_{i}=1, \quad \alpha_{0}=-1, \quad \phi_{f}\left(y_{n}, x_{n} ; h\right)=\sum_{i=1}^{s} b_{i} k_{i} \\
k_{i}=f\left(x_{n}+c_{i} h_{1}, y_{n}+h \sum_{j=1}^{s} a_{i j} k_{j}\right), \quad i=1,2, \ldots, s \tag{5.9}
\end{array}\right\}
$$

we see that the class ( 5.8 ) contains the class of Runge-Kutta methods.
Recall from equations (2.9) of $\$ 2.4$ that the necessary and sufficient conditions for $(5.8)$ to be consistent are

$$
\sum_{j=0}^{k} x_{j}=0, \quad \phi_{f}\left(y\left(x_{n}\right), y\left(x_{n}\right), \ldots, y\left(x_{n}\right), x_{n} ; 0\right) /\left(\sum_{j=0}^{k} j \alpha_{j}\right)=f\left(x_{n}, y\left(x_{n}\right)\right)
$$

Applying these conditions in the case when (5.9) holds, we see that the necessary and sufficient condition for a general Runge-Kutta method to be consistent is

$$
\begin{equation*}
\phi_{f}\left(y\left(x_{n}\right), x_{n} ; 0\right)=f\left(x_{n}, y\left(x_{n}\right)\right) \Leftrightarrow \sum_{i=1}^{3} b_{i}=1 \tag{5.10}
\end{equation*}
$$

Following the discussion in $\$ 3.5$, we define the local truncation error $T_{n+1}$ of (5.2) at $x_{n+1}$ to be the residual when $y_{n+j}$ is replaced by $y\left(x_{n+j}\right), j=0,1$; that is,

$$
\begin{equation*}
T_{n+1}=y\left(x_{n+1}\right)-y\left(x_{n}\right)-h \phi_{f}^{\prime}\left(y\left(x_{n}\right), x_{n} ; h\right) \tag{5.11}
\end{equation*}
$$

where $\phi_{f}$ is defined by (5.9). If $p$ is the largest integer such that $T_{n+1}=0\left(h^{p+1}\right)$, we say that the method has order $p$. If, as in §3.5, we denote by $\tilde{y}_{n+1}$ the value at $x_{n+1}$ generated by the Runge Kutta method when the localizing assumption that $y_{n}=y\left(x_{n}\right)$ is made, then, since

$$
\tilde{y}_{n+1}=y_{n}+\phi_{f}\left(y_{n}, x_{n} ; h\right),
$$

we have from (5.11) that

$$
\begin{equation*}
y\left(x_{n+1}\right)-\hat{y}_{n+1}=T_{n+1} . \tag{5.12}
\end{equation*}
$$

(Compare wht (3.25) of \&3.5)
If the method is consistent then it follows from (5.10) that

$$
\begin{aligned}
y\left(x_{n+1}\right)-y\left(x_{n}\right)-\phi_{f}\left(y\left(x_{n}\right), x_{n} ; h\right) & =h y^{\prime}\left(x_{n}\right)-h f\left(x_{n}, y\left(x_{n}\right)\right)+0\left(h^{2}\right) \\
& =0\left(h^{2}\right)
\end{aligned}
$$

since $y^{\prime}(x)=f(x, y(x))$. Thus, from (5.11), a consistent method has order at least 1, a result in line with our definition of order for linear multistep methods. Note also that Euler's Rule, which is both a Runge-Kutta and a linear multistep method, has order 1 whichever definition of order one uses.

It is obvious from (5.9) that Runge-Kulta methods always satisfy the root condition of $\$ 2.5$ and hence, by Theorems 2.1 and 2.2 , are convergent provided only that the consistency condition (5.10) is satisfied.

It is possible to establish bounds for the local and global truncation errors for Runge-Kutta methods, but these turn out to be, in practice, as uscless as the corresponding bounds for linear multistep methods. Once again, if the method has order $p$, the local truncation error is $0\left(h^{p+1}\right)$ and the global truncation error is $0\left(h^{r}\right)$.

### 5.3 DERIVATION OF EXPLICIT RUNGE-KUTTA METHODS FOR SCALAR PROBLEMS

Runge-Kutta methods rst appeared in 1895, and up to the 1960 s only explicit methods were considered. Moreover, the derivation of such methods invariably assumed a scalar problem, and it was tacitly (and wrongly, as it turns, out) assumed that nothing of significance would change when these methods were applied to systems. The technique for deriving the order conditions consisted of matching the expansion of the solution generated by one step of the Runge-Kutta method with the Taytor expansion of the exact solution, the terms in the expansions being calculated cssentially by brute force. Such calculations are notoriously heavy and tedious, particularly if high order is sought. In this section we derive in this way explicit Runge-Kutta methods with up to three stages, this being adjudged sufficient to persuade the reader (without exposing him to too much tedium) that some better approach is needed

By (5.2) and (5.3) the 3-stage explicit R $\mu \mathrm{nge}$-Kutta method can be written as

$$
\begin{align*}
y_{n+1} & =y_{n}+h\left(h_{1} k_{1}+b_{2} k_{2}+b_{3} k_{3}\right) \\
k_{1} & =f\left(x_{n}, y_{n}\right)  \tag{5.13}\\
k_{2} & =f\left(x_{n}+h c_{2}, y_{n}+h c_{2} k_{1}\right) \\
k_{3} & =f\left(x_{n}+h c_{3}, y_{n}+h\left(c_{3}-a_{32}\right) k_{1}+h a_{32} k_{2}\right)
\end{align*}
$$

We assume that $f(x, y)$ is sufficiently smooth, and introduce the shortened notation

$$
f:=f(x, y), \quad f_{x}:=\frac{\partial f(x, y)}{\partial x}, \quad f_{x x}:=\frac{\partial^{2} f(x, y)}{\partial x^{2}}, \quad f_{x y}\left(\equiv f_{x x}\right):=\frac{\partial^{2} f(x, y)}{\lambda_{x} y}
$$

etc. all evaluated at the point $\left(x_{n}, y\left(x_{n}\right)\right)$. Then, on expanding $y\left(x_{n+1}\right)$ about $x_{n}$ as a Taylor series, we have

$$
y\left(x_{n+1}\right)=y\left(x_{n}\right)+h y^{(1)}\left(x_{n}\right)+\frac{1}{2} h^{2} y^{(2)}\left(x_{n}\right)+\frac{1}{6} h^{3} y^{(3)}\left(x_{n}\right)+0\left(h^{4}\right) .
$$

Now,

$$
\begin{align*}
y^{(1)}\left(x_{n}\right) & =f_{1} \\
y^{(2)}\left(x_{n}\right) & =f_{x}+f_{y} y^{\prime}=f_{x}+f f_{y}  \tag{5.14}\\
y^{(3)}\left(x_{n}\right) & =f_{x x}+f_{x y} f+f\left(f_{y x}+f_{y y} f\right)+f_{y}\left(f_{x}+f f_{y}\right) \\
& =f_{x x}+2 \int f_{x y}+f^{2} f_{y r}+f_{y}\left(f_{x}+f f_{y}\right)
\end{align*}
$$

Let us shorten the notation again by defining

$$
\begin{equation*}
F:=f_{x}+f f_{y}, \quad G:=f_{x x}+2 f f_{x y}+f^{2} f_{y y} \tag{5.15}
\end{equation*}
$$

so that we can write the expansion for $y\left(x_{n+1}\right)$ as

$$
\begin{equation*}
y\left(x_{n+1}\right)=y\left(x_{n}\right)+h f+\frac{1}{2} h^{2} F+\frac{1}{6} h^{3}\left(F f_{y}+G\right)+0\left(h^{4}\right) . \tag{5.16}
\end{equation*}
$$

In order to u'se (5.12), we need a similar expansion for $\tilde{y}_{n+1}$. Expanding the $k_{i}$ given by (5.13) we have $k_{1}=f$ and

$$
k_{2}=f+h c_{2}\left(f_{x}+k_{1} f_{y}\right)+\frac{1}{2} h^{2} c_{2}^{2}\left(f_{x x}+2 k_{1} f_{x y}+k_{1}^{2} f_{y y}\right)+0\left(h^{3}\right) .
$$

On substituting $f$ for $k_{1}$, and using the notation in (5.15), w get

$$
\begin{equation*}
\left.k_{2}=f+h c_{2} F+\frac{1}{2} h^{2} c_{2}^{2} G+0\left(h^{3}\right)\right] \tag{5.17}
\end{equation*}
$$

We can treat $k_{3}$ similarly (but now the tedium sets in!).

$$
\begin{aligned}
k_{3}= & f+h\left\{c_{3} f_{x}+\left[\left(c_{3}-a_{32}\right) k_{1}+a_{32} k_{2}\right] f_{y}\right\} \\
& +\frac{1}{2} h^{2}\left\{c_{3}^{2} f_{x x}+2 c_{3}\left[\left(c_{3}-a_{32}\right) k_{1}+a_{32} k_{2}\right] f_{x y}\right. \\
& \left.+\left[\left(c_{3}-a_{32}\right) k_{1}+a_{32} k_{2}\right]^{2} f_{y y}\right\}+0\left(h^{3}\right)
\end{aligned}
$$

Now write $f$ for $k_{1}$, substitute for $k_{2}$ from (5.17) and retain terms up to $0\left(h^{2}\right)$ to get

$$
\begin{equation*}
k_{3}=f+h c_{3} F+h^{2}\left(c_{2} a_{32} F f_{y}+\frac{1}{2} c_{3}^{2} G\right)+0\left(h^{3}\right) \tag{5.18}
\end{equation*}
$$

On substituting from (5.17) and (5.18) into (5.13) and using the localizing assumption fand the attendant notation introduced in $\S 3.5$ ), we obtain the following expansion for $\bar{j}_{n+1}$ :

$$
\begin{align*}
\tilde{y}_{n+1}= & y\left(x_{n}\right)+h\left(b_{1}+b_{2}+b_{3}\right) f+h^{2}\left(b_{2} c_{2}+b_{3} c_{3}\right) F \\
& \frac{1}{2} h^{3}\left[2 b_{3} c_{2} a_{32} F f_{y}+\left(b_{2} c_{2}^{2}+b_{3} c_{3}^{2}\right) G\right]+0\left(h^{4}\right) \tag{5.19}
\end{align*}
$$

It is now a question of trying to match the expansions (5.16) and (5.19). Let us see what can be achieved with one, two and three stages. (For more than three stages, there would be a term $k_{4}$ in ( 5.13 ) which would contribute additional terms.)

One-stage The method (5.13) becomes 1 -stage if we set $b_{2}=b_{3}=0$. Then $(5.19)$ reduces to

$$
\tilde{y}_{n+1}=y\left(x_{n}\right)+h b_{1} f+0\left(h^{4}\right)
$$

From (5.12) and (5.16) we see that the best we can do is set $b_{1}=1$, whence $T_{n+1}=0\left(h^{2}\right)$. Thus there exists only one explicit one-stage Runge-Kutta method of order 1 , namely Euler's Rule.

Two-stage. The method becomes two-stage if we set $b_{3}=0$, when (5.19) becomes

$$
\tilde{y}_{n+1}=y\left(x_{n}\right)+h\left(h_{1}+b_{2}\right) f+h^{2} b_{2} c_{2} F+\frac{1}{2} h^{3} b_{2} c_{2}^{2} G+0\left(h^{4}\right)
$$

On comparing wilh (5.16) we see that order 2 can be achieved by choosing

$$
\begin{equation*}
b_{1}+b_{2}=1, \quad b_{2} c_{2}=\frac{1}{2} \tag{5.20}
\end{equation*}
$$

This is a pair of equations in three unknowns, so there exists a singly infinite family of explicit two-stage Runge-Kutta methods of order 2 . It is cvident from (5.16) that no member of this family can achieve order higher than 2 . Two particular solutions of ( 5.20 ) yield well-known methods:
(i) The modified Euler or improved polygon method is given by $h_{1}=0, b_{2}=1, c_{2}=\frac{1}{2}$. Its Butcher array is

(ii) The improved Euler method is given by $b_{1}=b_{2}=\frac{1}{2}, c_{2}=1$. Its Butcher array is


Three-stage We can achieve order 3 if we can satisfy the following conditions

$$
\begin{aligned}
b_{1}+b_{2}+b_{3} & =1 \\
b_{2} c_{2}+b_{3} c_{3} & =\frac{1}{2} \\
b_{2} c_{2}^{2}+b_{3} c_{3}^{2} & =\frac{1}{3} \\
b_{3} c_{2} a_{32} & =\frac{1}{6} .
\end{aligned}
$$

There are now four equations in six unknowns and there exists a doubly infinite family of solutions; consideration of the $h^{4}$ term, which we ignored in the derivation, confirms that none of these solutions leads to a method or order grealer than three. Two particular solutions lead to well-known methods:
(i) Heun's third-order formula with Butcher array

(ii) Kutta's third-order formula with Butcher array


By a similar approach it is possible to show that there exists a doubly infinite family of explicit four-stage Runge Kutta methods of order 4, none of which has order greater than 4. By far the best known of these is the classical Runge-Kutta method which has Butcher array


So popular is this method that, when one sees a reference to a problem having been solved by 'the Runge Kutta method', it is almost certainly this method that has been used. As we shall see later, there turn out to be good reasons for choosing a four-stage fourth-order method, but (5.21) does not perform notably differently from other fourth-order Runge Kutta methods. Of course, the presence of three zeros in $A$ is attractive, but the author suggests another reason for its historical popularity. In the pre-computer days, computations were performed on purely mechanical devices like the ssignal-box' Brunsviga, now to be found only in museums. Multiplication or division was a liresome business on such machines, involving a great deal of handle-turning. As always, the main effort was in the function evaluations needed to produce the $k_{i}$. That the $c_{i}$ and the $a_{i j}$ in (5.21) are always cither 1 or $\frac{1}{2}$ (as opposed to $\frac{1}{3}$, for example) increased the chances of any divisions in the evaluations of $f$ terminating quickly!
This section has thrown up several points of interest. There exists a single explicit one-stage Runge Kutta method of order 1 , a singly-infinite family of two-stage meth ds of order 2, a doubly-infinite family of three-stage methods of order 3, but a doubly- not a triply-) infinite family of four-stage methods of order 4; some sort of anomaly is indicated. Secondly, the contrast with the ofder conditions for linear multistep methods is interesting: in the latter we worked naturally with total derivatives of the exact solution, and local truncation errors were multiples of $h^{r+1} y^{(p+1)}\left(x_{n}\right)$. From (5.16) and (5.19) we see that the natural building blocks of Runge-Kutta methods are not the total derivatives of the exact solution. but rather certaith functions, such as $F$ and $G$ (see (5.15)) of the partial derivatives of $!$. Thirdly, in the case of linear multistep methods, the dimension of the system was unimportant, and the development for a scalar problem would hardly have differed from our development for an $m$-dimensional system. In contrast, the development given above for a scalar ptoblem does not extend in any obvious way to an $m$-dimensional problem; for example, how would we interpret (5.14) if $y, f \in \mathbb{R}^{m}$ ? This last comment is our starting point for the next section.

## Exercises

5.3.1. Find a solution of the third-order conditions for which $c_{2}=c_{3}$ and $b_{2}=b_{3}$; the resulting explicit method is known as Nyström's third-order method.
5.3.2. Show that the predictor-corrector method consisting of Euler's Rule and the Trapezoidal

Rule in PECE mode is equivalent to the improved Euter method. Find the three-stage explicit Runge-Kutta method which is equivalent to the same predictor-corrector pair in $\mathrm{P}(\mathrm{ECO}$ E mode.
5.3.3. Show that if $f(x, y) \equiv g(x)$ the improved Euler method reduces to the Traperoidal Rute for quadrature and that Kutta's third-order rule and the popular fourth-order method (5.2!) both reduce to Simpson's Rule for quadrature. Show that Heun's third-order formula reduces to the two-point Radau quadrature formula $\int_{-1}^{+i} F(x) \mathrm{d} x=\frac{1}{2} F(-1)+\frac{3}{2} F\left(\frac{1}{3}\right)$ applicd to $\int_{n_{n}^{\prime n}}^{n} \varphi(x) d x$.

### 5.4 THE BUTCHER THEORY; INTRODUCTION

The ideas we are about to describe can be traced back to a paper by Merson (1957), but their development into a major theory is duc to J. C. Butcher, in a long serics of papers starting in the mid-1960s. The reader who wishes to see a full account of the theory is referred to the book by Butcher (1987) which, incidentally, contains the most comprehensive available bibliography on the subject of numerical methods for ordinary differential equations, listing some 2000 entries. In the following sections we shall present only a simplified version of the theory, aimed at enabling the reader to use the theory to establish the order conditions (and the structure of the local truncation error) and to appreciate some of the consequences. In particular, we shall not give any proofs of the theorems involved, and our treatment of the algebraic aspects will be non-rigorous (possibly to the point of offending some readers!).
Recall from $\S 1.4$ that, while there is a loss of generality in assuming that the scolar initial value problem is autonomous, there is no such loss in the case of a problem involving a system of ordinary differential equations. We are now dealing with systems, and a useful simplification is achieved by assuming the autonomous form

$$
\begin{equation*}
y^{\prime}=f(y), \quad y(a)=\eta, \quad f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, \quad m>1 \tag{5.22}
\end{equation*}
$$

Let us start by sceing what dificulties we get into by trying to adapt the approach of the preceding section to the systems case. The first problem we hit is the counterpart of ( 5.14 ), where we need to express the total derivatives of $y$ in terms of $f$ and its partial derivatives. For the scalar autonomous case (5.14) reads

$$
\begin{equation*}
y^{(1)}=f, \quad y^{(2)}=f_{y} f, \quad y^{(3)}=f_{v} f^{2}+f_{v}^{2} f \tag{5.23}
\end{equation*}
$$

What are the corresponding expressions when $y, f \in \mathbb{R}^{m!}$ ? To keep things simple. let us consider the case $m=2$, so that $y=\left[{ }^{1} y,^{2} y\right]^{\top}, f=\left[{ }^{1} f,{ }^{2} f\right]^{\top}$. Introducing the notation

$$
{ }_{j}^{i}:=\frac{\partial(f)}{\partial\left(^{( } y\right)}, \quad f_{j k}:=\frac{\partial^{2}(f)}{\left.\partial\left(f^{( } y\right) \partial d^{k} y\right)} \text { etc. }
$$

we have ${ }^{1} y^{(1)}={ }^{1} f,{ }^{2} y^{(1)}=2 f$, whence we find on differentiation that

$$
{ }^{1} y^{(2)}={ }^{1} f_{1}\left({ }^{1} f\right)+{ }^{1} f_{2}\left({ }^{2} f\right), \quad{ }^{2} y^{(2)}={ }^{2} f_{1}\left({ }^{1} f\right)+{ }^{2} f_{2}\left({ }^{2} f\right)
$$

or

$$
y^{(2)}=\left(\begin{array}{ll}
1 f_{1} & { }^{1} f_{2}  \tag{5.24}\\
{ }^{2} f_{1} & f_{2}
\end{array}\right) f
$$

$$
\begin{align*}
& y^{(3)}={ }^{1} f_{11}\left({ }^{1} f\right)^{2}+{ }^{1} f_{12}\left({ }^{1} f\right)\left({ }^{2} f\right)+{ }^{1} f_{1}\left[{ }^{1} f_{1}\left({ }^{1} f\right)+{ }^{1} f_{2}\left({ }^{( } f\right)\right] \\
& +{ }^{1} f_{21}\left({ }^{2} f\right)\left({ }^{1} f\right)+{ }^{1} f_{22}\left({ }^{2} f\right)^{2}+{ }^{1} f_{2}\left[{ }^{2} f_{1}\left({ }^{1} f\right)+{ }^{2} f_{2}\left({ }^{2} f\right)\right]  \tag{5.25}\\
& { }^{2} y^{(3)}={ }^{2} f_{11}\left({ }^{1} f\right)^{2}+{ }^{2} f_{12}\left({ }^{1} f\right)\left({ }^{2} f\right)+{ }^{2} f_{1}\left[{ }^{1} f_{1}\left({ }^{1} f\right)+{ }^{1} f_{2}\left({ }^{2} f\right)\right] \\
& +{ }^{2} f_{21}\left({ }^{2} f\right)\left({ }^{1} f\right)+{ }^{2} f_{22}\left({ }^{2} f\right)^{2}+{ }^{2} f_{2}\left[{ }^{2} f_{1}\left({ }^{1} f\right)+{ }^{2} f_{2}\right] .
\end{align*}
$$

Note that ( 5.24 ) can be written as $y^{(2)}=\partial f /(\partial y) f$, where $\partial f / \partial y$ is the Jacobian matrix, a naturai gencralization of the sccond of $(5.23$ ). in contrast, ( 5.25 ) cannot be writien in matrix/vector form, and it does not look at all like a generalization of the last of $(5.23)$.

Clearly we cannot go on like this to evaluate even higher derivatives (and we have not yet considered the case of general $m$ ). A better notation is essential, and indeed more than a notation is needed; we need to discover a structure for these higher derivatives. (On the question of notation, the reader should be warned that in the following sections we shall continually be changing (and simplifying) notation; the guideline will be that as soon as we become familiar with a particular notation we will try to simplify it further.)

### 5.5 THE Mth FRECHET DERIVATIVE; ELEMENTARY DIFFERENTIALS

Following Butcher (1972), we introduce a key definition, that of the Mth Frechet derivative:

Definition Let $z, f(z) \in \mathbb{R}^{m}$. The Mih Frechet derivative of $f$, denoted by $f^{(M)}(z)$, is an operator on $\mathbb{Q}^{m} \times \mathbb{R}^{m} \times \cdots \times \mathbb{R}^{m}$ ( $M$ times), linear in each of its operands, with value

$$
\begin{aligned}
& f^{(M)}(z)\left(K_{1}, K_{2}, \ldots, K_{M}\right)
\end{aligned} \sum_{i=1}^{m} \sum_{j_{1}=1}^{m} \sum_{j_{2}=1}^{m}, \ldots, \sum_{j_{M}=1}^{m} f_{j_{1} j_{2} \cdots j_{M}}{ }^{j_{1}} K_{1}{ }^{j_{2}} K_{2}, \ldots,{ }^{j_{M}} K_{M} e_{i}
$$

where

$$
K_{t}=\left[{ }^{1} K_{t},{ }^{2} K_{t}, \ldots,{ }^{m} K_{t}\right]^{\top} \in \mathbb{R}^{m}, \quad t=1,2, \ldots, M,
$$

$$
\begin{equation*}
f_{j_{1} j_{2}, \ldots, j_{M}}=\frac{\partial^{M}}{\partial\left(\left(^{j_{1}} z\right) \partial\left({ }^{j_{2}} z\right), \ldots, \partial\left(^{(M} z\right)\right.}{ }^{\prime} f(z) \tag{5.27}
\end{equation*}
$$

and

$$
\begin{gathered}
e_{i}=[0,0, \ldots, 0,1,0, \ldots, 0]^{\top} \in \mathbb{R}^{m} \\
\downarrow \\
(\text { ith component })
\end{gathered}
$$

This somewhat daunting definition becomes perhaps a little less so if we make the following comments:
(1) The value $\delta \rho f^{(M)}(z)(\cdots)$ is a vector in $R^{m}$, but it is typographically difficult to display it as a vector. The vector $e_{i}$ in (5.26) is introduced merely as a notational device to overcome this; the expression between the first summation and the vector $e_{i}$ is the $i$ th component of the vector.
(2) Repeated subscripts are permitted in (5.26) so that all possible partial derivatives of order $M$ are involved. Thus, if $M=3, m=2$, the following partial derivatives will appear:

$$
\begin{aligned}
& f_{111}=\frac{\partial^{3}(f)}{\partial\left(^{1} z\right)^{3}}, f_{112}={ }^{i} f_{121}={ }^{i} f_{211}=\frac{\partial^{3}(f)}{\partial\left({ }^{1} z\right)^{2} \partial\left(^{2} z\right)} \\
& { }^{\prime} f_{122}={ }^{i} f_{212}=f_{221}=\frac{\partial^{3}(f)}{\partial\left({ }^{\prime} z\right) \partial\left({ }^{2} z\right)^{2}}, \quad f_{222}=\frac{\partial^{3}(f)}{\partial\left({ }^{2} z\right)^{3}}, \quad i=1,2 .
\end{aligned}
$$

(3) The argument $z$ simply denotes the vector with respect to whose component we are performing the partial differentiations.
(4) An Mth Frechet derivative has $\boldsymbol{M}$ operands; this is the key property to note.

Let us now put $m=2$, and see if we can interpret the results (5.24) and (5.25) of the preceding section in terms of Frechét derivatives.

Case $M=1$

$$
\begin{align*}
f^{(1)}(z)\left(K_{1}\right) & =\sum_{i=1}^{2} \sum_{j_{1}=1}^{2}{ }^{1} f_{j_{1}}\left({ }^{{ }^{1}} K_{1}\right) e_{i} \\
& =\left[\begin{array}{l}
{ }^{1} f_{1}\left({ }^{1} K_{1}\right)+{ }^{1} f_{2}\left({ }^{2} K_{1}\right) \\
{ }^{2} f_{1}\left({ }^{1} K_{1}\right)+{ }^{2} f_{2}\left({ }^{2} K_{1}\right)
\end{array}\right] \tag{5.28}
\end{align*}
$$

where
-

$$
f_{1}=\frac{\partial(f)}{\partial\left(^{1} z\right)^{\prime}}, \quad i f_{2}=\frac{\partial\left(\left(^{i} f\right)\right.}{\partial\left(^{2} z\right)}, \quad i=1,2
$$

Nuw replace $z$ by $y$, and $K_{1}$ by (noting that all four are 2-dimensional vectors). Equation (5.28) now reads

$$
f^{(1)}(y)(f(y))=\left[\begin{array}{l}
{ }^{1} f_{1}\left({ }^{1} f\right)+{ }^{1} f_{2}\left({ }^{2} f\right)  \tag{5.29}\\
{ }^{2} f_{1}\left({ }^{1} f\right)+{ }^{2} f_{2}\left({ }^{2} f\right)
\end{array}\right]=y^{(2)}
$$

by (5.24). In the context of deriving Runge-Kutta methods, we do not really need to be told that partial derivatives of $f$ are to be taken with respect to the component of $y$ (what else is there?), so that we can shorten the notation in (5.29) to

$$
\begin{equation*}
y^{(2)}=f^{(1)}(f) \tag{5.30}
\end{equation*}
$$

Thus, the second derivative of $\dot{y}$ is the first Frechet derivative of $f$ operating on $f$ : from
(5.24) we see that this is equivalent to saying that the second derivative of $y$ is the Jacobian of $f$ operating on $f$.

## Case $M=2$

$$
\begin{aligned}
f^{(2)}(z)\left(K_{1}, K_{2}\right) & =\sum_{i=1}^{2} \sum_{i=1}^{2} \sum_{j_{2}=1}^{2}{ }^{i} f_{j_{1} j_{2}}\left({ }^{j_{1}} K_{1}\right)\left({ }^{j_{2}} K_{2}\right) e_{i} \\
& =\left[\begin{array}{l}
{ }^{1} f_{11}\left({ }^{1} K_{1}\right)\left({ }^{1} K_{2}\right)+{ }^{1} f_{12}\left({ }^{1} K_{1}\right)\left({ }^{2} K_{2}\right)+{ }^{1} f_{21}\left({ }^{2} K_{1}\right)\left({ }^{\prime} K_{2}\right)+{ }^{1} f_{22}\left({ }^{2} K_{1}\right)\left({ }^{2} K_{2}\right) \\
{ }^{2} f_{11}\left({ }^{1} K_{1}\right)\left({ }^{1} K_{2}\right)+{ }^{2} f_{12}\left({ }^{1} K_{1}\right)\left({ }^{2} K_{2}\right)+{ }^{2} f_{21}\left({ }^{2} K_{1}\right)\left({ }^{1} K_{2}\right)+{ }^{2} f_{22}\left({ }^{2} K_{1}\right)\left({ }^{2} K_{2}\right)
\end{array}\right] .
\end{aligned}
$$

Replate $z$ by $f$ and put $K_{1}=K_{2}=f$ to get

$$
f^{(2)}(y)(f(y), f(y))=\left[\begin{array}{l}
{ }^{1} f_{11}\left({ }^{1} f\right)^{2}+2\left({ }^{1} f_{12}\right)\left({ }^{1} f\right)\left({ }^{2} f\right)+{ }^{1} f_{22}\left({ }^{2} f\right)^{2}  \tag{5.31}\\
{ }^{2} f_{11}\left({ }^{1} f\right)^{2}+2\left({ }^{2} f_{12}\right)\left({ }^{1} f\right)\left({ }^{2} f\right)+{ }^{2} f_{22}\left({ }^{2} f\right)^{2}
\end{array}\right]
$$

where the notation on the left side indicates that the partial derivatives are with respect to components of $y$, not $z$. On comparing with (5.25), we see that the right side of (5.31) mpresents some, but not all, of the terms on the right side of (5.25), and that we obtain $y^{(3)}$ by adding to the right side of $(5.31)$ the vector

Now if, in (5.29), we replace the operand $f(y)$ by the operand $f^{(1)}(y)(f(y))$ (given by (5.29) itself). the result is precisely (5.32). Hence, shortening the notation as in (5.30), (5.25) can be wrillen as

$$
\begin{equation*}
y^{(3)}=f^{(2)}(f, f)+f^{(1)}\left(f^{(1)}(f)\right) . \tag{5.33}
\end{equation*}
$$

Comparing this with the last of (5.23) (the corresponding result for the scalar case) we see that we have achieved a generalization which appears natural; it is straightforward to show that when $m=1, f^{(2)}(f, f)$ does reduce to $f_{y y} f^{2}$ and $f^{(1)}\left(f^{(1)}(f)\right)$ to $f_{r}^{2} f$.

We have, of course, proved the results (5.30) and (5.33) only for the case $m=2$, but it is not hard to see that they will hold for all $m$. Thus, we have seen that $y^{(2)}$ is a single Frechet derivative of order 1 and that $y^{(3)}$ is a linear combination of Frechet derivatives of orders 1 and 2 . In general, $y^{(p)}$ turns out to be a linear combination of Frechet derivatives of orders up to $p-1$. The components in such linear combinations are called elementary differemials; they are the counterparts for systems of terms like $F$ and $G$ (see (5.15)) for scatar problems, and are the natural building blocks for Runge-Kutta methods. They are defined recursively as follows:

Definition The elementary differentials $F_{s}: \mathbb{R}^{m} \rightarrow \mathbb{P}^{m}$ of $f$ and their order are defined recursively by
(i) $f$ is the omly clementiry differential of order $I$, and
(ii) if $F_{s}, s=1,2, \ldots, M$ are elementary differentials of orders $r_{s}$ respectively, then the

Frechet derivative

$$
\begin{equation*}
f^{(M)}\left(F_{1}, F_{2}, \ldots, F_{M 1}\right) \tag{5.34}
\end{equation*}
$$

is an elementary differential of order

$$
\begin{equation*}
1+\sum_{s=1}^{M} r_{s} . \tag{5.35}
\end{equation*}
$$

## Notes

(1) The elementary differentials $F_{1}, F_{2}, \ldots, F_{M}$ appearing as operands in (5.34) need not be distinct; likewise, the orders $r_{s}$ in (5.35) need not be distinct.
(2) Let us slim down the notation for elementary differentials as far as we sensibly can By now we are familiar with the fact that an $M$ th Frechet derivative has $M$ operands, and we do not need the notation to tell us twice what the order of the Freche derivative is. In (5.34), we can see that there are $M$ operands, so we do not need the superscript ( $M$ ); nor do we need to be reminded at every stage that we are dealing with Frechet derivatives of $f$. All we need is a simple notation, such as the brackets $\{\cdots\}$, to indicate that a Frechet derivative of the order indicated by the number of operands within the brackets has been taken. Strictly, we do not even need the commas to separate the operands, so our shortened notation for (5.34) is

$$
\begin{equation*}
\left\{F_{1} F_{2}, \ldots, F_{M}\right\}:=\int^{(M)}\left(F_{1}, F_{2}, \ldots, F_{M}\right) . \tag{5.36}
\end{equation*}
$$

(3) The order of the elementary differential (S.36) is, by (5.35), the sum of the orders of the elementary differentials $F_{s}, s=1,2, \ldots, M$ plus 1 ; thus the rule is, sum the orders and add 1 'for the brackets'.

We now identify all elementary differentials of orders up to 4 (and simplify the notation even further).

Order 1 There exists only one clementary differential, $f$.
Order 2 The only possibility is to take $M=1$, and the single operand to have order 1 ; this identifies the operand as $f$, and there thus exists just one elementary differential $f^{(1)}(f)=\{f\}$

Order 3 There are now two options. We could take $M=2$, in which case both of the operands must have order 1 , and thus must be $f$, giving the elementary differential $f^{(2)}(f, f)=\{f f\}$. The other possibility is to take $M=1$, in which case the ingle operand must have order 2 , and can only be $f^{(1)}(f)=\{f\}$, giving the elementary differential $f^{(1)}\left(f^{(1)}(f)\right)=\{\{f\}\}$. We can shorten the notation further by writing

$$
f^{k} \text { for } \underbrace{f \int f \cdots f}_{k \text {-times }},\{_{k} \text { for } \underbrace{\{\{\{\cdots\{\text { and }\}_{k} \text { for } \underbrace{\},\} \cdots\}}_{k \text {-times }}\}\},\}^{\{ }\}}_{k-\text { limes }}
$$

Note that, with this notation, the order of an elementary differential will be the sum of the exponents of $f$ plus the total number of left or right brackets. There are thus two elementary differentials of order 3, namely $\left\{\int^{2}\right\}$ and $\{2 f\}_{2}$

Order 4 There are four elementary differentials:

$$
\begin{aligned}
& M=3 \Rightarrow \text { operands } f, f, f \Rightarrow \text { elementary differential }\left\{f^{3}\right\} \\
& M=2 \Rightarrow \text { operands } f,\{f\} \Rightarrow \text { elementary differential }\left\{f\{f\}_{2}\left(\equiv\left\{{ }_{2} f\right\} f\right\}\right) \\
& M=1 \Rightarrow\left\{\begin{array}{c}
\text { operand }\left\{f^{2}\right\} \Rightarrow \text { elementary differential }\left\{{ }_{2} f^{2}\right\}_{2} \\
\text { or } \\
\text { operand }\left\{_{2} f\right\}_{2} \Rightarrow \text { elementary differential }\{3 f\}_{3}
\end{array}\right.
\end{aligned}
$$

There is ceariy a combinatoial problem in irying to determine all the elementary differentials of given order. This, and other questions, can be answered by investigating an analogy between elementary differentials and rooted trees, which we shall develop in the next section.
We conclude by noting that we now have even more concise expressions for the total derivatives $y^{(2)}$ and $y^{(3)}$; we can now rewrite (5.30) and (5.33) in the form

$$
\begin{equation*}
y^{(2)}=\{f\}, \quad y^{(3)}=\left\{\int^{2}\right\}+\{z f\}_{2} . \tag{5.37}
\end{equation*}
$$

The reader is invited to compare the latter of these with the horrendous equations (5.25) ( which covered only the case $m=2$ ) to appreciate how much progress has been made in taming these higher derivatives!

## Exercise

5.5.I. (i) Given the diffrential system $u^{\prime}=u v, v^{\prime}=u+v$, calculate, by direct differentiation, $u^{(3)}$ and $r^{(3)}$ in terms of $u$ and $v$.
(ii) Let $y=[u, v]^{\top}, f=[u ; u+v]^{\top}$. Calculate $f^{(1)}\left(f^{(1)}(f)\right)$ and $f^{(2)}(f, f)$ and check that $x^{(3)}=f^{(11}\left(f^{(1)}(f)\right)+f^{(2)}(f, f)$ gives the result obtained in (i).
(iii) Repeat (i) and (ii) for the system $u^{\prime}=u v w, v^{\prime}=u(v+w), w^{\prime}=v(v+w)$.

### 5.6 ROOTED TREES

Ronted trees are algebraic creatures, and a rigorous treatment would demand an approach via graph theory, such as can be found in Butcher (1987). However, we can get by with a very maive approach by simply not distinguishing between a rooted tree and its graph, and 'defining' the latter by pictures. Thus we say that a rooted tree (henceforth, just 'tree') of order $n$ is a set of $n$ points (or nodes) joined by lines to give a picture such as


The only rules (which are shared by most trees of the horicultural variety) are that there must be just one root, and branches are not allowed to grow together again. Thus the following are not allowed:


We shall use the notion of 'grafting' two or more trees on to a new root to produce a new tree, thus


Let us draw all the tree of orders up to 4 .

| Order | Trees | Number of trees |
| :---: | :---: | :---: |
| 1 | $\cdot$ | 1 |
| 2 | $\vee$ | 1 |
| 3 | $\vee$ | 1 |

In the preceding section, we saw that there were also precisely 1,1,2 and 4 elementary differentials of orders $1,2,3$ and 4 respectively. The analogy between the proliferation of elementary differentials and that of trees stems (no pun intended) from the fact that if we graft trees $t_{1}, t_{2}, \ldots, t_{M}$ of orders $r_{1}, r_{2}, \ldots, r_{M}$ respectively on to a new root, then the result is a new tree of order $1+\sum_{s=1}^{M_{1}} r_{s}$, that is, the sum of the orders of the constituent trees plus one for the new root; this is preciscly the same rule as (5.35) for elementary differentials. We can see as follows that there is a one-to-one correspondence between elementary dfferentials and trees:
(i) Let $f$, the unique elementary differential of order 1 correspond to the unique tree of order 1 , which consists of a single node.
(ii) If the elementary differentials $F_{s}$ of order $r_{s}, s=1,2, \ldots, M$ correspond to trees $t_{s}$ of orders $r_{s}, s=1,2, \ldots, M$, then let the elementary differential $\left\{F_{1} F_{2}, \ldots, F_{M 1}\right\}$ of order $1+\sum_{s=1}^{M} r_{s}$ correspond to the tree of order $1+\sum_{s=1}^{M} r_{s}$ obtained by grafting the $M$ trees $F_{s}, s=1,2, \ldots, M$ on to a new root.

## Example

then

$$
F_{1} \sim t_{1}=\vee \quad F_{2} \sim t_{2}=\checkmark \quad F_{3} \sim t_{3}=Y
$$

In the next section we shall make this correspondence a little more formal, but for the moment we note that the number of elementary differentials of order $r$ must be the same as the number of trees of order $r$. A result from combinatorics answers the question of how many trees there are of given order:

Let $a_{n}$ be the number of trees of order $n$. Then $a_{1}, a_{2}, \ldots$, satisfy termwise the identity

$$
a_{1}+a_{2} u+a_{3} u^{2}+\cdots \equiv(1-u)^{-a_{1}}\left(1-u^{2}\right)^{-a_{2}}\left(1-u^{3}\right)^{-a_{3}} \cdots .
$$

From this we can obtain the following table:

$$
\begin{array}{ccccccccc}
n & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
a_{n} & 1 & 1 & 2 & 4 & 9 & 20 & 48 & 115
\end{array}
$$

(We note in passing that it is rather easier to write down, say, all nine trees of ordef 5 than it is to build up all nine elementary differentials of order, $S$ in the way we did in the preceding section.)

Clearly, we need a notation for trees. In the preceding section, we saw that all elementary differentials could be labelled by combinations of the two symbols $f$ (the unique elementary differential of order 1) and $\{\cdots\}$ meaning 'we have taken a Frechet derivative (of the order indicated) of the operands appearing between the brackets'. Likewise, all trees can be labelled with combinations of the symbol $\tau$ for the unique tree of order 1 (consisting of a single node) and the symbols $[\cdots]$ meaning 'we have grafted the trees appearing between the brackets'onto a new root'. We shall denote $n$ copies of the tree $t_{1}$ by $t_{1}^{n}$,

$$
[\underbrace{[[[\cdots[ }_{k \text {.imes }} \text { by }[k \text { and } \underbrace{] \cdots]]]}_{k \text {-limes }} \text { by }]_{k}
$$

For example,

$$
\begin{aligned}
t_{1} & =[\tau]= \\
t_{2}=[\tau[\tau]]( & =[[\tau] \tau])=\left[\tau[\tau]_{2}=\right. \\
t_{3} & =\left[1, t_{2}^{2}\right]=
\end{aligned}
$$

In each case, the order of the tree is the sum of the number of appearances of $\tau$ and of either ] or [. Such labellings are clearly unique, provided we do not distinguish between, say, $[\tau[\tau]]$ and $[[\tau] \tau]$ (just as we do not distinguish between $\{f\{f\}\}$ and $\{\{f\} f\}$. In addition to the order of a tree, we shall also need the symmetry and the density of a tree, defined recursively as follows:

Definition The order $r(t)$. symmetry $\sigma(t)$ and density $\gamma(t)$ of a tree $t$ are defined by

$$
r(\tau)=\sigma(\tau)=\gamma(\tau)=1,
$$

and

$$
\begin{aligned}
& r\left(\left[t_{1}^{n_{1} 1} t_{2}^{n_{2}} \cdots\right]\right)=1+n_{1} r\left(t_{1}\right)+n_{2} r\left(t_{2}\right)+\cdots \quad(=\text { number of nodes }) \\
& \sigma\left(\left[t_{1}^{n_{1}} t_{2}^{n_{2}} \cdots\right]\right)=n_{1}!n_{2}!\cdots\left(\sigma\left(t_{1}\right)\right)^{n_{1}}\left(\sigma\left(t_{2}\right)\right)^{n_{2}} \cdots \\
& \gamma\left(\left[t_{1}^{n_{1}} t_{2}^{n_{1}} \cdots\right]\right)=r\left(\left[t_{1}^{\left.\left.n_{1} t_{2}^{2} \cdots\right]\right)\left(\gamma\left(t_{1}\right)\right)^{n_{1}}\left(\gamma\left(t_{2}\right)\right)^{n_{2}} \cdots .}\right.\right.
\end{aligned}
$$

Finally, let $x(t)$ be the number of essentially different ways of labelling the nodes of the tree $t$ with the integers $1,2, \ldots, r(t)$ such that along each outward are the labels increase.

What is meant by 'essentially different' is illustrated in the following examples.

$$
t_{1}=\left[\tau^{3}\right]=V, \quad \text { Then }{ }^{2} V^{3}, \quad \text { and } V_{1}^{2}
$$

etc. are not regarded as essentially different labellings, and $\alpha\left(t_{1}\right)=1$.

$$
t_{2}=[\tau[\tau]]=V . \text { Then }{ }^{2} \dot{V}_{1}^{4},{ }^{3} \dot{V}^{2} \text { and } \cdot V_{2}^{2}
$$

are regarded as essentially different labellings, and $\alpha\left(t_{2}\right)=3$. In any event, we have from combinatorics an easy way of computing $\alpha(\ell)$, namely

$$
\begin{equation*}
\alpha(t)=\frac{r(t)!}{\sigma(t))^{\prime}(t)} \tag{5.38}
\end{equation*}
$$

Table 5.1 displays $r(t), \sigma(t), \gamma(t)$ and $\alpha(t)$ for all trees $t$ of order up to 4.
Table 5.1

| Tree |  | Name | $n(t)$ | $\sigma(t)$ | $\gamma(t)$ | $\alpha(0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - |  | $\tau$ | 1 | 1 | 1 | 1 |
| 8 | * | [ $]$ | 2 | 1 | 2 | 1 |
| $\nabla$ |  | $\left[\mathrm{t}^{2}\right]$ | 3 | 2 | 3 | 1 |
| $<$ |  | [ [ r$]$ ] | 3 | 1 | 6 | 1 |
|  |  | $\left[\mathrm{t}^{3}\right]$ | 4 | 6 | 4 | 1 |
|  |  | [ $[\tau[\tau]$ | 4 | 1 | 8 | 3 |
|  |  | $\left[\left[\tau^{2}\right]\right]$, | 4 | 2 | 12 | 1 |
|  |  | [[[t]]] | 4 | 1 | 24 | 1 |

## Exercise

5.6.1. Extend Table 5.1 to include all trees of order 5 .

### 5.7 ORDER CONDITIONS

Let us formalize the correspondence between elementary differentials and trees considered in the preceding section

Definition The function $F$ is defined on the set $T$ of all trees by

$$
\left.\begin{array}{c}
F(\tau)=\dot{f}  \tag{5.39}\\
\left., \quad F\left(\left[t_{1} t_{2}, \ldots, t_{M}\right]\right)=\left\{F\left(t_{1}\right) F\left(t_{2}\right), \ldots, F\left(t_{M}\right)\right\},\right\}
\end{array}\right\}
$$

Table 5.2 shows $F(t)$ for all trees $t$ of order up to 4.

Table 5.2

| Order | Tree | $t$ | $F(1)$ |
| :---: | :---: | :---: | :---: |
| 1 | - | $t$ | $f$ |
| 2 | $/$ | [ $]$ | $\{f\}$ |
| 3 | $V$ | [ $\left.\tau^{\text {²}}\right]$ | $\left\{\int^{2}\right\}$ |
|  | $<$ | $[2 t]_{2}$ | $\left\{{ }_{2} f\right\}_{2}$ |
| 4 |  | $\left[\mathrm{t}^{3}\right]$ | $\left\{f^{3}\right\}$ |
|  |  | $\left[\tau[\tau]_{2}\right.$ | $\left\{f\{f\}_{2}\right.$ |
|  |  | $\left[2^{t^{2}}\right]_{2}$ | $\left\{2 f^{2}\right\}_{2}$ |
|  | $\rangle$ | $\left[3^{\tau}\right]_{3}$ | $\{3,\}_{3}$ |

Recall that our first objective in seeking to derive order conditions for the general Runge Kutta method was to find a means of expressing the total derivatives of $y$ in terms of the partial derivatives of $f$. This is achieved in a remarkable theorem of Butcher, which states that, for general $q, y^{(q)}$ is a linear combination of all elementary differentials of order $q$ and, moreocver, tells us what the cocfficients in the linear combination are. A proof of the theorem can be found in Butcher (1987)

Theorem 5.1 Let $y^{\prime}=f(y), f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Then

$$
\begin{equation*}
y^{(q)}=\sum_{r(t)=q} \alpha(t) F(t), \tag{5.40}
\end{equation*}
$$

where $F(1)$ is defined by (5.39) and $\alpha(1)$ by (5.38).
By way of illustration, let us apply this theorem for $p \leqslant 4$; we see at once that from Tables 5.1 and 5.2 that

$$
\begin{aligned}
& y^{(2)}=\{f\} \\
& y^{(3)}=\left\{f^{2}\right\}+\left\{_{2} f\right\}_{2} \\
& y^{(4)}=\left\{f^{3}\right\}+3\left\{f\{f\}_{2}+\left\{f_{2} f^{2}\right\}_{2}+\left\{_{3} f\right\}_{3} .\right.
\end{aligned}
$$

Note that the first two of these were already given by $(5.37$ ).
Recall from (5.2) and (5.3) of $\S 5.1$ that the general $s$-stage Runge-Kutta method for the autonomous problem
is

$$
\begin{equation*}
y^{\prime}=f(y), y(a)=\eta, \quad f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m} \tag{5.41}
\end{equation*}
$$

$$
\begin{equation*}
y_{n+1}=y_{n}+h \sum_{i=1}^{3} b_{i} k_{i} \tag{i}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{i}=f\left(y_{n}+h \sum_{j=1}^{s} a_{i j} k_{j}\right), \quad i=1,2, \ldots, s \tag{ii}
\end{equation*}
$$

$$
1
$$

$$
c_{i}=\sum_{j=1}^{s} a_{i j}, \quad i=1,2, \ldots, s
$$

Let us define the right side of $(5.42(i))$ to be $y_{n}(h)$, which we then expand as a Taylor series abo't $h=0$ to get

$$
y_{n+1}=y_{n}(0)+\left.h \frac{\mathrm{~d}}{\mathrm{~d} h} y_{n}(h)\right|_{h=0}+\left.\frac{1}{2} h^{2} \frac{d^{2}}{\mathrm{~d} h^{2}} y_{n}(h)\right|_{h=0}+\cdots
$$

The corresponding expansion for the exact solution at $x_{n+1}$ is

$$
\begin{equation*}
y\left(x_{n+1}\right)=y\left(x_{n}\right)+h y^{(1)}\left(x_{n}\right)+\frac{1}{2} h^{2} y^{(2)}\left(x_{n}\right)+\cdots \tag{5.44}
\end{equation*}
$$

Making the localizing assumption that $y\left(x_{n}\right)=y_{n}\left\{=y_{n}(0)\right.$ ), we sec that the methed (5.42) will have order $p$ if the expansions (5.43) and (5.44) match up to (and including) the terms in $h^{p}$. Theorem 5.1 cnables us to express the derivatives $y^{(q)}$ appearing in ( 5.44 in terms of elementary differentials of $f$; we need a similar result for the derivatives

$$
\left.\frac{\mathrm{d} q}{\mathrm{~d} h^{q}} y_{n}(h)\right|_{h=0}, \quad q=1,2, \ldots
$$

appearing in (5.43). First, we modify the notation in (5.42) by defining $a_{s+1, i}=b_{i}$. $i=1,2, \ldots, s$, and then define on the set $T$ of all trees, a new function $\psi(t)$, which depends on the elements of the Butcher array of (5.42).

## Definition

(1) For $i=1,2, \ldots, s, s+1$ define on the set $T$ of all rees dre functions $\psi_{i}$ by

$$
\left.\begin{array}{c}
\psi_{i}(\tau)=\sum_{j=1}^{s} a_{i j}  \tag{5.45}\\
\ddot{\psi_{i}}\left(\left[t_{1} t_{2}, \ldots, t_{M}\right]\right)=\sum_{j=1}^{s} a_{i j} \psi_{j}\left(t_{1}\right) \psi_{j}\left(t_{2}\right) \cdots \psi_{j}\left(t_{M}\right)
\end{array}\right\}
$$

(2) Define $\psi(t):=\psi_{s+1}(t)$.

In Table 5.3 we develop the functions $\psi_{i}(t)$ and $\psi(t)$ for all trees of order up to 4 all summations are from 1 to $s$.

Comments on Table 5.3
(1) The entries in Table 5.3 are obtained by repeatedly using (5.45) in the following way

For $i=1,2, \ldots, s, \psi_{i}(\tau)=\sum_{j} a_{i j}=c_{i}$, by $(5.42(i i i)) ;$
$\psi(\tau)=\sum_{j} a_{s+1, j}=\sum_{j} b_{j}=\sum_{i} b_{i}$, on changing the (dummy) summation index:

$$
\text { For } i=1,2, \ldots, s, \psi_{i}([\tau])=\sum_{j} a_{i j} \psi_{j}(\tau)=\sum_{j} a_{i j} c_{j}
$$

| Tree | $t$ | $\psi_{1}(t), i=1,2, \ldots, s$ | $\psi(t)$ |
| :---: | :---: | :---: | :---: |
| . | $\tau$ | $\sum_{j} a_{i j}\left(=c_{i}\right)$ | $\sum_{i} b_{i}$ |
| $\checkmark$ | [ ${ }^{\text {] }}$ | $\sum_{j} a_{i j} r_{j}$ | $\sum_{i} b_{1} c_{1}$ |
| $\because$ | [ ${ }^{2}$ ] | $\sum_{j} a_{i j} c_{j}^{2}$ | $\sum_{i} b_{i} c_{i}^{2}$ |
| $\zeta$ | [ [ 7 ]] | $\sum_{j} a_{i j} \sum_{k} a_{\mu} c_{k}$ | $\sum_{i j} b_{1} a_{i j} c_{j}$ |
| $\nu$ | $\left[7^{3}\right]$ | $\sum_{i} a_{1} c_{j}^{3}$ | $\sum_{1} b_{c} c_{1}^{3}$ |
| $\nu$ | [ $\tau[\tau]]$ | $\sum_{j} a_{i j} c_{j} \sum_{k} a_{j k} c_{k}$ | $\sum_{i j} b_{i} c_{i} a_{i j} c_{j}$ |
| $Y$ | [ [ $\left.\left.r^{2}\right]\right]$ | $\sum_{j} a_{j} \sum_{k} a_{j k} c_{k}^{2}$ | $\sum_{i j} b_{i} a_{i j} c_{j}^{2}$ |
| $\zeta$ | [[[ז]]] | $\sum_{j} a_{i j} \sum_{k} a_{k k} \sum_{n} a_{k n} c_{n}$ | $\sum_{i, j k} b_{i} a_{i j} a_{j k} c_{k}$ |

$$
\begin{aligned}
& \psi([\tau])=\sum_{j} a_{r+1 . j} c_{j}=\sum_{j} b_{j} c_{j}=\sum_{i} b_{i} c_{i} ; \\
& \text { For } i=1,2, \ldots, s, \psi_{i}([[\tau]])=\sum_{j} a_{i j} \psi_{j}([\tau])=\sum_{j} a_{i j} \sum_{k} a_{j k} c_{k} ; \\
& \psi([[\tau]])=\sum_{j} a_{s+1, j} \sum_{k} a_{j k} c_{k}=\sum_{j k} b_{j} a_{j k} c_{k}=\sum_{i j} b_{i} a_{i j} c_{j}, \text { and so on. }
\end{aligned}
$$

(2) When a tree thas an alternative (but necessarily equivalent) label, then the functions $\psi_{i}(t)$ are independent of which label we choose. Thus the fourth-order tree $[\tau[\tau]]$ could equally well be labelled [[ $\tau]$ ] ], giving $\psi_{i}(t)=\sum_{j} a_{i j} \sum_{k} a_{j k} c_{k} c_{j}=\sum_{j, k} a_{i j} a_{j k} c_{k} c_{j}=$ $\sum_{j} a_{i j} c_{i} \sum_{k} a_{j k} c_{k}$ as in Table 5.3.
(3) Eventually. all we will be interested in are the functions $\psi(t)$; but clearly we need the functions $\psi_{i}(t), i=1,2 \ldots, s$ for trees of a given order to enable us to calculate $\psi(t)$ for trees of higher order.
(4) There is a useful rule-of-thumb which, if, used with care, shortens the process of finding $\psi(1)$ : it works for all trees except $t=\tau$. It goes as follows: Read the name of the tree from left to right, ignoring all second brackets]; interpret the first bracket [ encountered as $b$, all subsequent brackets [ as $a$, and $\tau$ as $c$. Finally, link the suffices in the natural way, noting that $b$ and $c$ have single suffices, whilst $a$ has a double suffix. For example.

$$
[\tau[\tau]] \rightarrow b c a c \rightarrow \psi=\sum_{i j} b_{i} c_{i} a_{i j} c_{j}
$$

It is, however, possible to misinterpret this rule-of-thumb. Consider for example th fifth-order tree $t \stackrel{=}{\underline{L}}[[\tau][\tau]]$. Applying (5.45), we have

$$
\psi_{i}(t)=\sum_{j} a_{i j} \sum_{k} a_{j k} c_{k} \sum_{n} a_{j n} c_{n}=\sum_{j} a_{i j}\left(\sum_{k} a_{j k} c_{k}^{\prime}\right)^{2}, \quad i=1,2, \ldots, s
$$

and

$$
\psi(t)=\sum_{i} b_{i}\left(\sum_{j} a_{i j} c_{j}\right)^{2}
$$

The rule-of-thumb gives $[[\tau][\tau]] \rightarrow$ bacac, which could be interpreted to mean tha $\psi(t)=\sum_{i j k} b_{i} a_{i j} c_{j} a_{j k} c_{k}$ (which is not, of course, the same as (5.46)). However, the structur $[[\tau][\tau]]$ should warn us that the correct interpretation of the rule-of-thumb is

$$
[[\tau][\tau]] \rightarrow b(a c)^{2} \rightarrow \psi(t)=\sum_{i} b_{i}\left(\sum_{j} a_{i j} c_{j}\right)^{2}
$$

A second theorem of Butcher enables us to calculate the derivatives appearing is (5.43) in terms of the functions $F$ defined by (5.39) and the functions $\psi(t)$. A proof of th theorem can be found in Butcher (1987),

Theorem 5.2 Let the Runge-Kutta method (5.42) define the expansion (5.43). Then the derivatives on the right side of (5.43) are given by

$$
\left.\frac{\mathrm{d}^{q}}{\mathrm{~d} h^{q}} y_{n}(h)\right|_{h=0}=\sum_{r(t)=q} \alpha(t) \gamma(t) \psi(t) F(t)
$$

where $F(t)$ is evaluated at $y_{n}, \psi(t)$ is defined by $(5.45)$ and $\alpha(t)$ and $\gamma(t)$ are defined as in§5.6.
The main result follows immediately from (5.43) and (5.44) and Theorems 5.1 and 5.2:
Theorem 5.3 The Runge-Kutta method has drder $p$ if $\psi(t)=1 / ;(t)$ holds for all irees of order $r(t) \leqslant p$ and does not hold for some tree of order $p+1$.

Hence to establish the conditions for any Runge Kutta mechod (explicit or implicit) to have order $p$, all we need do is write down all the trees of order up to $p$, compute $\psi(r)$ and $\gamma(t)$ and set $\psi(t)=1 / \gamma(t)$ for each tree in the list. Using the data provided by Table 5.3 and Table 5.1 of $\S 5.6$, we obtain the order conditions given in Table 5.4 , for order: up to 4 .

## Example

3-stage explicit: $a_{1 j}=0, j=1,2,3, \Rightarrow c_{1}=0, a_{2 j}=0, j=2,3, a_{33}=0$. From Table 5.4.

$$
\begin{array}{ll}
\text { Order } p=1: & b_{1}+b_{2}+b_{3}=1 \\
\text { Order } p=2: & b_{2} c_{2}+b_{3} c_{3}=\frac{1}{2} \\
\text { Order } p=3: & b_{2} c_{2}^{2}+b_{3} c_{3}^{2}=\frac{1}{3}
\end{array}
$$

$$
b_{3} a_{32} c_{2}=\frac{1}{6} .
$$

| Tree | 1 | $r(t)$ | Order conditions |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\psi(t)$ | $=1 / \gamma(t)$ |
| - | ז | 1 | $\sum_{i} b_{1}$ | $=1$ |
| $\checkmark$ | [ 7 ] | 2 | $\sum_{i} b_{i} c_{1}$ | $=\frac{1}{2}$ |
| $\because$ | [ ${ }^{2}$ ] | 3 | $\sum_{i} b_{c} c_{i}^{2}$ | $=\frac{1}{3}$ |
| $<$ | [ [ t$]$ ] |  | $\sum_{i j} b_{i} a_{i f} c_{j}$ | $=\frac{1}{6}$ |
| $v$ | $\left[t^{3}\right]$ | 4 | $\sum_{i} b_{c} c_{1}^{3}$ | $=\frac{1}{4}$ |
| , | [ $\tau[r]$ ] |  | $\sum_{i j} b_{1} c_{i} a_{i j}$ |  |
|  | [ $\left.\left[\tau^{2}\right]\right]$ |  | $\sum_{i j} b_{i} a_{i j} c_{j}^{2}$ | $=\frac{1}{12}$ |
| $\zeta$ | [ [ [ t$] \mathrm{]}$ ] |  | $\sum_{i j k} b_{i} a_{i j} a_{j k}$ | $=\frac{1}{24}$ |

These are the same conditions as we obtained in $\S 5.3$. Note that the left side of the last of the order 4 conditions in Table 5.4 becomes 0 , and the condition cannot be satisfied, thus showing that order 4 cannot be attained by an explicit. 3 -stage method.

2-stage implicit: From Table 5.4, order 4 requires that eight conditions be satisfied; moreover, from ( 5.42 (iiii)) we must also have that $c_{1}=a_{11}+a_{12}, c_{2}=a_{21}+a_{21}$, giving ten conditions in all. There are just eight coefficients in the Butcher array, but it turns out that there docs exist a unique solution given by the array

| $\frac{1}{2}+\frac{\sqrt{ } 3}{6}$ | $\frac{1}{4}$ | $\frac{1}{4}+\frac{\sqrt{3}}{6}$ |
| :---: | :---: | :---: |
| $\frac{1}{2}-\frac{\sqrt{3}}{6}$ | $\frac{1}{4}-\frac{\sqrt{3} 3}{6}$ | $\frac{1}{4}$ |
|  | $\frac{1}{2}$ | $\frac{1}{2}$ |

(Strictly speaking, the Butcher array is not unique since replacing each plus sign in the first row by a minus and cach minus sign in the second row by a plus also represents a solution of the order conditions; but since $b_{1}=b_{2}$, both solutions give the same (unique) method.)

Finally, it follows at once from (5.43) and (5.44) that if the method (5.42) has order $p$ then the local truncation error is given by

$$
\mathrm{LTE}=\begin{gather*}
h^{p+1}  \tag{5.47}\\
(p+1)!
\end{gather*} \sum_{r(t)=p+1} \alpha(t)[1-\gamma(t) \psi(t)] F(t)+0\left(h^{p+2}\right)
$$

where the functions $F(t)$ are evaluated at the value $y\left(x_{n}\right)$ of the argument.

## Exercises

1

- 5.7.1. Extend Tables 5.3 and 5.4 to include all trees of order 5.
5.7.2. Show that each of the following Runge-Kutta methods has order 4.
(i) The popular explicit method ( 5.21 ) of $\$ 5.3$,
(ii) The implicit methods

| $\frac{3-\sqrt{3}}{6}$ | $\frac{1}{4}$ | $\frac{3-2,3}{12}$ |
| :---: | :---: | :---: |
| $\frac{3+\sqrt{3}}{6}$ | $\frac{3+\frac{1}{12}}{12}$ | $\frac{1}{4}$ |
|  | $\frac{1}{2}$ | $\frac{1}{2}$ |


| 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: |
| $\frac{1}{2}$ | $\frac{9}{24}$ | $\frac{1}{3}$ | $\frac{-1}{24}$ |
| 1 | $\frac{1}{4}$ | $\frac{2}{3}$ | $\frac{1}{1}$ |
|  | 1 | 2 | 1 |
|  | 6 | 3 | 6 |

5.7.3. Show that the 3 -stage method in 5.7 .2 (ii) can be written in the form

$$
\begin{aligned}
& y_{n+1 / 2}-\frac{1}{2} y_{n+1}=\frac{1}{2} y_{n}+\frac{h}{8}\left(f_{n}-f_{n+1}\right) \\
& y_{n+1}=y_{n}+\frac{h}{6}\left(f_{n}+4 f_{n+1 / 2}+f_{n+1}\right) .
\end{aligned}
$$

Suggest a use to which this form could be put.
5.7.4. Write the following method as a Runge-Kulta mehod, and find its order:

$$
\begin{aligned}
y_{n+2 / 3} & =y_{n}+\frac{h}{3}\left[f\left(y_{n+2,3}\right)+f\left(y_{n}\right)\right] \\
y_{n+1} & =y_{n}+\frac{h}{4}\left[3 f\left(y_{n+2 / 3}\right)+f\left(y_{n}\right)\right] .
\end{aligned}
$$

5.7.5. Show that the following metiod for the problem $y^{\prime}=f(n), y\left(x_{n}\right)=y_{0} . f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, is equivalent to a 4 -stage semi-implicit Runge-Kutta and hence show that it has order three:

$$
\begin{aligned}
y_{n+1}^{(1)} & =y_{n}+\frac{h}{2}\left[f\left(y_{n+1}^{(1)}\right)+f\left(y_{n}\right)\right] \\
y_{n+2}^{(1)} & =y_{n+1}^{[1]}+\frac{h}{2}\left[f\left(y_{n+2}^{(1)}\right)+f\left(y_{n+1}^{(1)}\right)\right] \\
y_{n+1}-y_{n} & =\frac{h}{3}\left[2 f\left(y_{n+1}\right)+f\left(y_{n}\right)\right]-\frac{1}{n}\left[y_{n+2}^{(1)}-2 y_{n+1}^{(1)}+y_{n}\right] .
\end{aligned}
$$

(Hint: Use the alternative form (5.6) of $\S 5.1$ for a Runge- Kulta method.)
5.7.6. Define a bush tree to be a tree all of whose branches stem from the root of the tree, and a trunk tree to be a tree with only one branch stemming from the root. Using the tables found in Exercise 5.7.1, demonstrate that if $\sum_{j} a_{i j} c_{j}=\frac{1}{2} c_{i}^{2}$ for all $i$, then the order conditions for all bush trees of orders 3,4,5 can be ignored, and that if $\sum_{i} h_{i} a_{i j}=b_{j}\left(1-c_{j}\right)$ for all $j$ then the order conditions for all trunk trees of order $3,4,5$ can likewise be ignored. Using the formal definitions of $\gamma(t)$ and $\psi(t)$, prove that these results hold for general order greater than 2.
5.7.7*. Consider the following semi-implicit Runge-Kutta method:

$$
\left.\begin{array}{l}
k_{1}=f\left(y_{n}+\beta h k_{1}\right), \quad k_{2}=f\left(y_{n}+h k_{1}+\beta h k_{2}\right)  \tag{1}\\
r_{n} \cdot 1-y_{n}=h\left[\left(\frac{1}{2}+\beta\right) k_{1}+\left(\frac{1}{2}-\beta\right) k_{2}\right] .
\end{array}\right\}
$$

(i) Find $\beta$. the order of the method, and show that it is independent of $\beta$.
(III) Express the PLTE: in the form of a linear combination of elementary differentials of order $p+1$. expressing the coefficients in the combination in terms of $\beta$ only. To what does the PITE reduce in the case when $f=A y, A$ a constant matrix?
 $R\left(h, 1\right.$. (B) is a mational function of the matrix hA. By comparing $y_{n+1}$ with the exact solution Hx, 1 . which satisfics $\mathrm{V}\left(x_{n}, 1\right)=\operatorname{cxp}\left(h_{A}\right) y\left(x_{n}\right)$, find the PLTE directly, and check that it is identical with the expression found in (ii).
Soht: $\left.\operatorname{cxp}(h: 1)=1+h .1+(h, A)^{2} / 2!+(h, A)^{3} / 3!+\cdots\right)$
5.7.8*. The Traperoidal Rule is being used to solve numerically the problem $y^{\prime}=f(y), y\left(x_{0}\right)=y_{0}$, 1 itm $\cdot \mathbb{R}^{8^{n 2}}$. using a constant steplength $h$ where $x_{n}=x_{0}+n h$.
(i) Show that applying the Traperoidal Rule on two successive steps to adyance the solution from
 $\|=2 h$, and write down the Butcher array for this equivalent method. Verify the order directly hy applying the Runge Kitta order conditions and, by considering the trees [ $\tau^{2}$ ] and [ $[\tau]$ ], Whow that the truncation error after two steps is $-\frac{1}{6} h^{3} y^{(3)}\left(x_{0}\right)+0\left(h^{4}\right)$.
(ii) (iencratize the result of (i) $t$ ( the case of $N$ successive steps; that is, find the equivalent $N+\|$-stage semi-implicit Runge-Kutta method with steplength $H=N h$, verify the order and show that the truncation error at $x_{N}$ is $-\frac{1}{12}\left(x_{N}-\dot{x}_{0}\right) h^{2} y^{(3)}\left(x_{0}\right)+0\left(h^{3}\right)$.
5.7.9*. An explicit method for solving $y^{\prime}=f(x, y), y\left(x_{0}\right)=y_{0}, f: R \times \mathbf{R}^{m} \rightarrow R^{m}$, consists of the frollowing

Step 1

$$
\left\{\begin{aligned}
k_{1} & =f\left(x_{n} \cdot y_{n}\right) \\
k_{2} & =f\left(x_{n}+h, y_{n}+h k_{1}\right) \\
y_{n+1} & =y_{n}+\frac{1}{2} h\left(k_{1}+k_{2}\right)
\end{aligned}\right.
$$

Step $; \quad j \geqslant 2$

$$
\left\{\begin{array}{l}
k_{i+1}=f\left(x_{n+j-1}+\frac{1}{2} h, y_{n+j-1}+\left(\frac{1}{2}-\alpha\right) / i k_{j-1}+\alpha h k_{j}\right) \\
y_{n, i}=y_{n+j-1}+h k_{j+1} .
\end{array}\right.
$$

Applyng the First two steps is equivalent to applying a 3 -stage explicit Runge-Kutta method with steplength $\|=2 h$. Write down the Butcher array for this equivalent method and show that it has order two. Continue the process by writing down the Butcher array for the 4 -stage method with $I I=3 h$ which is equivalent to the the first three steps of the given method etc., until the pallern is clear enough to enable you to write down the Butcher array for the ( $j+1$ )-stage method "ith sieplength $H=j /$ which is equivalen! to the first $j$ steps of the given method. Show that this equivalent method has order two.
( alculate (for $j$ sufficiently large) $E_{j}$, the PLTE of the equivalent ( $j+1$ )-stage method in terms of elementary differentials. Since $E_{j}$ is the principal accumulated truncation error of the given method, we can define the principal local error of that method to be $L_{j}$, given by $L_{j}:=E_{j}-E_{-1}$. Show that (for sufficiently large j) $L_{j}(=L)$ is independent of $j$, and show that there exists a t!ngue value of the free parameter $\alpha$ for which $L$ takes the form $K h^{3} y^{(3)}(x)$, where $K$ is constant.

### 5.8 SCALAR PROBLEMS AND SYSTEMS

A remarkable and (at the time) totally unexpected result that emerged from the Butcher theory is that a Runge-Kutta method which has order p for a scalar initial value problem may have order less than $p$ when applied to a problem involving a system of differential equations. To see how this can come about, let us consider what the Frechet derivatives and the elementary differentials reduce to when $m=1$. From the delinition of $\$ 5.5$ we see that when $m=1$ the $M$ th Frechet derivative reduces to

$$
f^{(M)}\left(K_{1}, K_{2}, \ldots, K_{M}\right)=\underbrace{f_{y y, \ldots, v}}_{M-\text { times }} K_{1} K_{2} \cdots K_{M} . \quad K, \in \mathbb{P}^{\prime} . \quad t=1,2, \ldots, M .
$$

Table 5.5 shows the corresponding reduction of the elementary differentials of orders up to 4 .
Recall the expansions (5.44) and (5.43) for the exact and the numerical solutions; by Theorems 5.1 and 5.2 these become

$$
\left.\begin{array}{rl}
y\left(x_{n+1}\right)-y\left(x_{n}\right) & =\sum_{q=1}^{\infty} \frac{h^{q}}{q!} \sum_{r(t)=q} \alpha(1) F(t) \\
y_{n+1}-y_{n} & =\sum_{q=1}^{\infty} \frac{h^{q}}{q!} \sum_{r(1)=q} \alpha(1) ;(1) \psi(1) F(1) \tag{5.48}
\end{array}\right\}
$$

where the $F(t)$ are evaluated at the value $y\left(x_{n}\right)=y_{n}=y_{n}(0)$ of the argument.
If all the $F(t)$ are distinct (which is certainly the case when $m>1$ ) then the order is 4 iff $\psi(t)=1 / \gamma(t)$ for all trees of order up to 4 . However, we see [rom Table 5.5 that when $m=1$ two of the fourth-order elementary differentials reduce to the same scalar expression. Specifically, let $t_{1}=\left[\tau[\tau]_{2}, t_{2}=\left[\tau_{2} \tau^{2}\right]_{2}\right.$; then when $m=1 . F\left(t_{1}\right)=F\left(t_{2}\right)=$ $f_{y y} f_{y} f^{2}$. Hence, in the case of a scalar problem, the two conditions

$$
\begin{equation*}
\psi\left(t_{1}\right)=1 / \gamma\left(t_{1}\right), \quad \psi\left(t_{2}\right)=1 / \gamma\left(t_{2}\right) \tag{5.49}
\end{equation*}
$$

Table 5.5

| $r(t)$ | $t$ | $F(t)$ | Scalar form |
| :---: | :---: | :---: | :---: |
| 1 | $\checkmark$ | $f$ | 1 |
| 2 | [ r$]$ | $\{f\}=f^{(1)}(f)$ | $f_{s} f$ |
| 3 | $\begin{aligned} & {\left[\mathrm{r}^{2}\right]} \\ & {\left[{ }_{2} \mathrm{r}_{2}\right]_{2}} \end{aligned}$ | $\begin{aligned} & \left\{f^{2}\right\}=f^{(2)}(f, f) \\ & \left.\left\{\begin{array}{l}  \\ 2 \end{array}\right\}_{2} \neq f^{(1)}\left(f^{\prime 1}\right)(f)\right) \end{aligned}$ | $\begin{aligned} & f_{y y} f^{2} \\ & \left(f_{y}\right)^{2} f \end{aligned}$ |
| 4 | $\begin{gathered} {\left[\mathrm{t}^{3}\right]} \\ {\left[\tau[\tau]_{2}\right.} \\ {\left[\mathrm{I}^{2} \mathrm{r}^{2}\right]_{2}} \\ {\left[3_{3} \tau\right]_{3}} \end{gathered}$ | $\begin{aligned} &\left\{f^{3}\right\}=f^{(3)}(f, f, f) \\ &\left\{f\{f\}_{2}\right.=f^{(2)}(f,\{f\} \\ &\left\{2 f^{Y}\right. \\ &\left\{_{2} f_{2}\right.\left.=f^{(1)}\left\{f^{2}\right\}\right\} \\ &\left\{_{3}\right\}_{3}=f^{(1)}\left(\left\{\left\{_{2}, f\right\}_{2}\right)\right. \end{aligned}$ | $\begin{aligned} & f_{f_{y y},} f^{3} \\ & f_{y,}, f_{y}, f^{f_{y} f_{y y} f^{2}} \\ & \left(f_{y}\right)^{\prime} f^{2} \end{aligned}$ |

could be replaced by the single condition

$$
\begin{equation*}
\alpha\left(t_{1}\right) \gamma\left(t_{1}\right) \psi\left(t_{1}\right)+\alpha\left(t_{2}\right) \gamma\left(t_{2}\right) \psi\left(t_{2}\right)=\alpha\left(t_{1}\right)+\alpha\left(t_{2}\right) \tag{5.50}
\end{equation*}
$$

and the coefficients of $F\left(t_{1}\right)\left(=F\left(t_{2}\right)\right.$ ) in the expansions (5.48) would still match, so that order 4 would be achicved. It can of course happen that a solution which satisfies $(5.50)$ does not satisfy (5.49). An example of this phenomenon is afforded by the 4 -stage explicit method with Butcher array


This method has order 4 if applied to $y^{\prime}=f(y), f: \mathbb{R}^{\prime} \rightarrow \mathbb{R}^{\prime}$, but order only 3 if applied () $y^{\prime}=f(y), f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, m>1$. Of course, as we have seen in $\S 1.4$, the general scalar problem is not $y^{\prime}=f(y), y(a)=\eta, f: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$, but

$$
\begin{equation*}
y^{\prime}=f(x, y), \quad y(a)=\eta, \quad f: \mathbb{R}^{\prime} \times \mathbb{R}^{1} \rightarrow \mathbb{R}^{1} \tag{5.52}
\end{equation*}
$$

Which we catn write (sec $\$ 1.4$ again) in the form

$$
z^{\prime}=\varphi(z), \quad z(a)=\zeta, \quad \varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}
$$

where $z=[y, x]^{\top}, \varphi=[f, 1]^{\top}, \zeta=[\eta, a]^{\top}$. We then find that

$$
\begin{aligned}
& f\left(t_{1}\right)=\left\{\varphi\{\varphi\}_{2}=\left[\left(f_{x x}+f f_{y y}\right)\left(f_{x}+f f_{y}\right), 0\right]^{\top}\right. \\
& f\left(t_{2}\right)=\left\{\left\{_{2} \varphi^{2}\right\}_{2}=\left[f_{y}\left(f_{x x}+2 \int f_{x y}+f^{2} f_{y y}\right), 0\right]^{\top}\right.
\end{aligned}
$$

which are not identical. It follows that all Runge-Kutta methods of order up to 4 have, the sume order for a system and for the general scalar problem (5.52).
Ilowever, if we proceed to fifth-order conditions we find that there are two trees $\left[\tau L_{2} \tau\right]_{3}$ and $\left[{ }_{2} \tau[t]_{3}\right.$ for which the corresponding elementary differentials coincide for the general scalar problem (5.52). Thus there exist methods which have order $p(\geqslant 5)$ For the general scalar problem (5.52), but have order less th"n $p$ for a system. As one may imagine, there was considerable consternation when this result first appeared, since there were in existence several Runge-Kutta methods of high order, invariably derived as in $\$ 5.3$ for a scalar problem, but applied in practice to systems. (According to rumour, this was the case in the computation of the trajectories of some of the early space shots!) However, it turned out that none of these methods fell into the class of those whose order for a scalar problem differed from that for a system.

We summarize the above results as follows:
Statement A: The method has order $p$ for $y^{\prime}=f(y), f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, m>1$
Statement B; The method has order $p$ for $y^{\prime}=f(x, y), f: \mathbb{R}^{1} \times \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$
Statement C: The method has order $p$ for $y^{\prime}=f(y), f: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$.

Table 5.6

| $h$ | Problem (I) |  | Problem (II) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Error | Ratio | Error | Ratio |
| 0.6 | $1.52 \times 10^{-3}$ |  | $1.46 \times 10^{-2}$ |  |
|  |  | 22.8 |  | 10.2 |
| 0.3 | $6.66 \times 10^{-3}$ |  | $1,43 \times 10^{-3}$ |  |
|  |  | 18 |  | 9.1 |
| 0.15 | $3.70 \times 10^{-6}$ |  | $1.58 \times 10^{-4}$ |  |
|  |  | 16.5 |  | 8.6 |
| 0.075 | $2.24 \times 10^{-7}$ |  | $1.84 \times 10^{-3}$ |  |

Then, $\quad$ for $1 \leqslant p \leqslant 3, \quad \mathrm{~A} \Leftrightarrow \mathrm{~B} \Leftrightarrow \mathrm{C}$

$$
\begin{array}{lll}
\text { for } p=4, & A \Leftrightarrow B \Rightarrow C, & \text { but } C \neq B \\
\text { for } p \geqslant 5, & A \Rightarrow B \Rightarrow C, & \text { but } C \neq B, \quad B \neq A .
\end{array}
$$

We conclude with a simple numerical illustration. Consider the following two scalar initial value problems:

$$
\text { (I) } y^{\prime}=\sqrt{y}, \quad y(0)=1, \quad \text { and } \quad \text { (II) } y^{\prime}=y /(1+x / 2), \quad y(0)=1
$$

Both have the same exact solution $y(x)=(1+x / 2)^{2}$. We solve these problems using the Runge--Kutta method (5.51) which has order 4 when applied to the autonomous system (I), but order only 3 when applied to the non-autonomous problem (11). The global errors at $x=3.0$ for a range of steplengths are given in Table 5.6.

The solution for problem (I) does appear to be more accurate than that for problem (II), but this is not very compelling evidence; the problems are different, even though they have the same exact solution. What is more persuasive is the column of entries headed 'Ratio', where we have calculated, for each $h$, the ratio of the error when the steplength is $h$ to the error when the steplength is $h / 2$. For a $p$ th-order method, the local error is $0\left(h^{p+1}\right)$, but the global error is $0\left(h^{r}\right)$. Thus, for a four-order method we expect this ratio to tend to $2^{4}=16$ as $h \rightarrow 0$, whereas for a third-order method we would expect it to tend to $2^{3}=8$. The results in Table 5.6 thus indicate that we are indeed achieving fourth-order behaviour for problem (I), but only third order for problem (II).

## Exercises

5.8.1. Apply (5.51) to the two scalar initial value problems $y^{\prime}=y, y^{\prime}(0)=1$ and $y^{\prime}=x y, y(0)=1$ and compute $y(h)-y_{1}$ for each, where $y(x)$ is the exact solution. Deduce that ( 5.51 ) is exhibiting fourth-order behaviour for the first problem but third-order for the second.
5.8.2 Construct a table showing for each tree of order $r \leqslant 5$ the expressions to which the corresponding elementary differentials of $f$ reduce when $f \in \mathbb{R}^{\prime}$.
5.8.3. (i) Deduce from the table found in the preceding exercise that when a fourth-order Runge-

Kulta method is applied to a scalar equation $y^{\prime}=f(y)$ then four of the elementary differentials "heh occur in the expression for the PLTE reduce to the same expression $\varphi$ (1)
ii) (onsider the eaplicit method

| 0 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $x$ | $x$ |  |  |  |
| 1 | 1 | 1 | 1 |  |
| 2 | $2-8 \alpha$ | $8 x$ |  |  |
| 1 | $1-1$ | -1 | 2 |  |
| $2 x^{-1}$ | $2 \alpha$ |  |  |  |
|  | 1 | 0 | 2 | 1 |
| 6 |  | 3 | 6 |  |

Show that for all values of $x$ the order is precisely four when applied to the general system $y^{\prime}=f(y)$, $f \in \mathbb{H}^{m}$. In the case when $m=1$, find the value of $x^{x}$ for which the coefficient of $\hat{\varphi}(t)$, defined in (i), is cro.

### 5.9 EXPLICIT METHODS; ATTAINABLE ORDER

In $\$ 5.7$ we saw how to cstablish the conditions for a Runge-Kutta method to have given order. We now turn to the problem of finding solutions of these order conditions, and in this section we consider the question of what order can be achieved by an s-stage explicit method. We start with two further results of Butcher, the first of which is a technical lemma which we shall need later in this section.

Idomad S.I Let $U$ and $V$ be two $3 \times 3$ matrices such that

$$
U V=\left[w_{1 j}\right]=\left[\begin{array}{ccc}
w_{11} & w_{12} & 0 \\
w_{21} & w_{22} & 0 \\
0 & 0 & 0
\end{array}\right], \quad \text { where } w_{1,} w_{22} \neq w_{21} w_{12}
$$

Then cither the last row of $U$ is the zero row vector or the last column of $V$ is the zero column vector.

Proof Clearly $U V$ is singular and therefore either $U$ is singular or $V$ is singular. If $U$ is singukar, then there exists a non-zero row vector $p=\left[p_{1}, p_{2}, p_{3}\right]$ such that $p U=0$, whence $p U V=0$ and it follows that

$$
\left[p_{1}, p_{2}\right]\left[\begin{array}{ll}
w_{11} & w_{12} \\
w_{21} & w_{22}
\end{array}\right]=0
$$

Since $w_{1} w_{22}-w_{21} w_{12} \neq 0$, it follows that $p_{1}=p_{2}=0$, and hence that $\left[0,0, p_{3}\right] \cup=0$; since $p_{3} \neq 0$, it follows that the last row of $U$ consists of zero elements. In the case when
$V$ is singular, there must exist a non-zero column vector quch that $V q=0$. and a similar argument establishes that the last column of $V$ contains only zero elements

The second result establishes an upper bound to the order that can be attained by an explicit $s$-stage method. Its proof is a neat example of the power of the Butcher approach.

Theorem 5.4 Ans-stage explicil Runge-Kutta method cammonderder greater thans.
Proof Let the $s$-stage method have order $p$, and consider the $p$ ih order tree $t=\left[p_{p-1} \tau\right]_{p-1}$. It follows from $\S 5.6$ that $\gamma(t)=p$ ! and from $\S 5.7$ that $\psi(t)=\sum_{i . H_{1}, J_{2} \cdots j_{r}, 2} b_{i} a_{i j_{1}} a_{j_{1} j_{2}} \cdots$ $a_{j_{p}, j_{p-2}} c_{j_{p-2}}$. Since the method is explicit, $a_{i j}=0$ for $j \geqslant i$, and it collows that $\psi(t)=0$ unless there exists a sequence $i, j_{1}, j_{2}, \ldots, j_{p-2}$ of the integers $1,2, \ldots$, such that

$$
i>j_{1}>j_{2}>\cdots>j_{p-2}>1
$$

(Note that $j_{p-2}=1$ would not do, since then $\dot{c}_{j_{n-2}}=c_{1}=0$.) Hence $\psi(t)=0$ (and the order condition $\psi(t)=1 / \gamma(t)$ contradicted) unless $i \geqslant p$, whence $p \leqslant i \leqslant s$.

The obvious question now is whether order $p=s$ can be attained for all $s$. We consider in turn the cases $s=2,3,4,5$, and attempt to find the general solution of the order conditions.

## Two-stage methods

Butcher array

\[

\]

Order 2 conditions: $b_{1}+b_{2}=1, b_{2} c_{2}=\frac{1}{2}$
The general solution is

$$
c_{2}=\lambda \neq 0, \quad b_{1}=1-1 / 2 \lambda, \quad b_{2}=1 / 2 \lambda,
$$

a single one-parameter family.

## Three-stage methods

Butcher array

$$
\begin{array}{l|lll}
c_{2} & a_{21} & & a_{21}=c_{2} \\
c_{3} & a_{31} & a_{32} & a_{34}+a_{32}=c_{3} . \\
\hline & b_{1} & b_{2} & b_{3}
\end{array}
$$

Order 3 conditions

$$
\begin{aligned}
b_{1}+b_{2}+b_{3} & =1 \\
b_{2} c_{2}+b_{3} c_{3} & =\frac{1}{2} \\
b_{2} c_{2}^{2}+b_{3} c_{3}^{2} & =\frac{1}{3} \\
b_{3} a_{32} c_{2} & =\frac{1}{6} .
\end{aligned}
$$

On solving these equations, we find that the solutions fall into three cases: Case 1

$$
\begin{aligned}
& c_{2}=a_{21}=\lambda, \quad c_{3}=\mu \\
& b_{1}=\frac{6 \lambda \mu-3(\lambda+\mu)+2}{6 \lambda \mu}, \quad b_{2}=\frac{2-3 \mu}{6 \lambda(\lambda-\mu)}, \quad b_{3}=\frac{3 \lambda-2}{6 \mu(\lambda-\mu)} \\
& a_{11}=\begin{array}{c}
\mu[3 \lambda(\lambda-1)+\mu] \\
\lambda(3 \lambda-2)
\end{array}, \quad a_{32}=\frac{\mu(\lambda-\mu)}{\lambda(3 \lambda-2)}
\end{aligned}
$$

where $\lambda \neq 0, \frac{2}{3}, \mu$, and $\mu \neq 0$.

Conse 2

$$
c_{2}=\frac{2}{3} \quad c_{3}=0, b_{1}=\frac{1}{4}-v, \quad b_{2}=\frac{3}{4}, b_{3}=v, \quad a_{31}=-a_{32}=\frac{-1}{4 v}
$$

Cuse 3

$$
c_{2}=c_{3}=\frac{2}{3}, \quad b_{1}=\frac{1}{4}, \quad b_{2}=\frac{3}{4}-\omega, \quad b_{3}=\omega, \quad a_{31}=\frac{2}{3}-\frac{1}{4 \omega}, \quad a_{32}=\frac{1}{4 \omega}, \quad \omega \neq 0
$$

Thus there is one two-parumeter family and two one-parameter families of solutions. We might conclude from this that the pattern is clear, and that for 4 -stage methods there will be a three-parameter family of fourth-order methods, plus some families with fewer parameters; we would be wrong!

## Four-stage methods

Butcher array

$$
\begin{array}{l|llll}
0 & & & \\
c_{2} & a_{21} & & & a_{21}=c_{2} \\
c_{3} & a_{31} & a_{32} & & a_{31}+a_{32}=c_{3} \\
c_{4} & a_{41} & a_{42} & a_{43} & a_{41}+a_{42}+a_{43}=c_{4} \\
\hline & b_{1} & b_{2} & b_{3} & b_{4}
\end{array}
$$

The order conditions are now too cumbersome to be written out in full, and we use a summation notation; for the remainder of this section, all summations run from 1 to s , the stage-number; where no suffices appear under the summation sign, the summation is taken over all subscripts appearing in the terms to be summed.

Order 4 conditions
(1) $\sum b_{i}=1$
(2) $\sum b_{i} c_{i}=\frac{1}{2}$
(3) $\sum h_{i} c_{i}^{2}=\frac{1}{3}$
(4) $\sum b_{i} a_{i j} c_{j}=\frac{1}{6}$
(5) $\quad \sum b_{i} c_{i}^{3}=\frac{1}{4}$
(6) $\sum b_{i} c_{i} a_{i j} c_{j}=\frac{1}{8}$
(7) $\sum b_{i} a_{i j} c_{j}^{2}=\frac{1}{1} \frac{1}{2}$
(8) $\sum b_{i} a_{i j} a_{j k} c_{k}=\frac{1}{24}$.

Finding all solutions of this set of nonlinear equations is a formidable task. However. results due once again to Butcher lighten the task considerably. We apply Lemma 5.1 quoted at the start of this section with

$$
U=\left[\begin{array}{lll}
c_{2} & c_{3} & c_{4} \\
c_{2}^{2} & c_{3}^{2} & c_{4}^{2} \\
\lambda_{2} & \lambda_{3} & \lambda_{4}
\end{array}\right], \quad V=\left[\begin{array}{lll}
b_{2} & b_{2} c_{2} & \mu_{2}-\beta_{2} \\
b_{3} & b_{3} c_{3} & \mu_{3}-\beta_{3} \\
b_{4} & h_{4} c_{4} & \mu_{4}-\beta_{4}
\end{array}\right]
$$

where

$$
\left.\begin{array}{l}
\lambda_{i}=\sum_{j} a_{i j} c_{j}-\frac{1}{2} c_{i}^{2}  \tag{5.54}\\
\mu_{j}=b_{j}\left(1-c_{j}\right) \\
\beta_{j}=\sum_{i} b_{i} a_{i j},
\end{array}\right\} i, j=2,3,4 .
$$

Let $U V=\left[w_{i j}\right]$; then, using conditions (2), (3) and (5), we get $w_{11}=\frac{1}{2}, w_{12}=\frac{1}{3}=w_{21}$. $w_{22}=\frac{1}{4}$. Also,

$$
\begin{aligned}
& w_{13}=\sum_{j} c_{j}\left[b_{j}\left(1-c_{j}\right)-\sum_{i} b_{i} a_{i j}\right]=\frac{1}{2}-\frac{1}{3}-\frac{1}{6}=0, \text { by (2), (3) and (4), } \\
& w_{23}=\sum_{j} c_{j}^{2}\left[b_{j}\left(1-c_{j}\right)-\sum_{i} b_{i} a_{i j}\right]=\frac{1}{3}-\frac{1}{4}-\frac{1}{12}=0, \text { by (3), (5) and (7), } \\
& w_{31}=\sum_{i} b_{i}\left[\sum_{j} a_{i j} c_{j}-\frac{1}{2} c_{i}^{2}\right]=\frac{1}{6}-\frac{1}{2} \frac{1}{3}=0, \text { by (4) and (3), } \\
& w_{32}=\sum_{i} b_{i} c_{i}\left[\sum_{j} a_{i j} c_{j}-\frac{1}{2} c_{i}^{2}\right]=\frac{1}{8}-\frac{1}{2} \frac{1}{4}=0, \text { by (6) and (5). } \\
& w_{33}=\sum_{i}\left[\sum_{j} a_{i j} c_{j}-\frac{1}{2} c_{i}^{2}\right]\left[b_{i}\left(1-c_{i}\right)-\sum_{j} b_{j} a_{j i}\right]=w_{31}-w_{32}-\frac{1}{24}+\frac{1}{2} \frac{1}{12}=0 .
\end{aligned}
$$

by (7) and (8).

Thus

$$
U V=\left[w_{i j}\right]=\left[\begin{array}{ccc}
\frac{1}{2} & \frac{1}{3} & 0 \\
\frac{1}{3} & \frac{1}{4} & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Since $w_{11} w_{22}-w_{21} w_{12}=\frac{1}{8}-\frac{1}{9} \neq 0$, the hypotheses of the lemma are satisfied, and we must have that either $\lambda_{i}=0, i=2,3,4$, or $\mu_{j}=\beta_{j}, j=2,3,4$. We show that the first of these alternatives is impossible. Since $\lambda_{2}=\sum_{1} a_{2 j} c_{j}-\frac{1}{2} c_{2}^{2}, c_{1}=0$ and $a_{2 j}=0, j=2,3,4$, $\lambda_{2}=0$ implies that $c_{2}=0$. Now, for an explicit method, the order condition (8) of (5.53) becomes

$$
\begin{equation*}
b_{4} a_{43} a_{32} c_{2}=\frac{1}{24}, \tag{5.55}
\end{equation*}
$$

whence $c_{2} \neq 0$. The second alternative, $\mu_{j}=\beta_{i}, j=2,3,4$, must therefore hold, and this has two important consequences. By (5.54) this means that

$$
\begin{equation*}
\sum_{i} h_{i} a_{i j}=b_{j}\left(1-c_{j}\right), \quad j=2,3,4 . \tag{5.56}
\end{equation*}
$$

It follows that

$$
\begin{aligned}
\sum b_{i} a_{i j} c_{i} & =\sum b_{j}\left(1-c_{j}\right) c_{j}=\frac{1}{2}-\frac{1}{3}=\frac{1}{6} ; \text { by (2) and (3), } \\
\sum b_{i} a_{i j} c_{j}^{2} & =\sum b_{j}\left(1-c_{j}\right) c_{j}^{2}=\frac{1}{3}-\frac{1}{4}=\frac{1}{12} ; \text { by (3) and (5), } \\
\sum b_{i} a_{i j} a_{j k} c_{k} & =\sum b_{j}\left(1-c_{j}\right) a_{j k} c_{k}=\frac{1}{6}-\frac{1}{8}=\frac{1}{24}, \text { by (4) and (6). }
\end{aligned}
$$

In other words, conditions (4). (7) and (8) are automatically satisficd if the remaining order conditions are satisfied, and can be ignored.
The second consequence comes from setting $j=4$ in (5.56) and noting that $\sum b_{i} a_{i 4}=0$, since $a_{i j}=0$ if $i \geqslant i$. Thus $h_{4}\left(1-c_{4}\right)=0$, and since by (5.55) $h_{4}$ cannot be zero it follows 'rat $c_{4}=1$. Thus we have the perhaps surprising result that for all four-stace explicit Runge Kulta methods of order $4, c_{4}=1$.
The fact that $c_{4}$ is fixed results in the general solution of the order conditions constituting a two-parameter family, not, as might have been anticipated, a three-parameter family. The full solution of the order conditions is still rather too cumbersome to reproduce here, and the reader is referred to Butcher (1987). The solution consists of one two-parameter family of soiutions and four one-parameter families.

## Five-stage methods

Butcher array

$$
\begin{array}{l|llll}
0 & & & & \\
c_{2} & a_{21} & & & \\
c_{3} & a_{31} & a_{32} & & \\
c_{4} & a_{41} & a_{42} & a_{43} & \\
a_{31}+a_{32}=c_{3} \\
c_{5} & a_{51} & a_{52} & a_{53} & a_{54} \\
\hline & b_{1} & b_{2} & b_{3} & b_{4} \\
b_{5} & a_{41}+a_{42}+a_{43}=c_{4} \\
\end{array}
$$

The order 5 conditions are the eight conditions ( 5.53 ) (with the summations now running from 1 to 5) together with the following nine additional conditions

$$
\left.\begin{array}{ll}
\text { (9) } & \sum b_{i} c_{i}^{4}=\frac{1}{5}  \tag{5.57}\\
\text { (10) } & \sum b_{i} c_{i} a_{i j} c_{j}=\frac{1}{10} \\
\text { (11) } & \sum b_{i} c_{i} a_{i j} c_{j}^{2}=\frac{1}{15} \\
\text { (12) } & \sum b_{i} c_{i} a_{i j} a_{j k} c_{k}=\frac{1}{30} \\
\text { (13) } & \sum b_{i}\left(\sum a_{j} c_{j}\right)^{2}=\frac{1}{20} \\
\text { (14) } & \sum b_{i} a_{i j} c_{j}^{3}=\frac{1}{20} \\
\text { (15) } & \sum b_{i} a_{i j} c_{j} a_{j k} c_{k}=\frac{1}{40} \\
\text { (16) } & \sum b_{i} c_{i j} a_{j k} c_{k}^{2}=\frac{1}{10} \\
\text { (17) } & \sum b_{i} a_{i j} a_{j k} a_{k m} c_{m}=\frac{1}{120} .
\end{array}\right\}
$$

Guessing from our previous results, we might expect that there would exist a oneparameter family of solutions; but, as we should have gathered by now, this is not an area in which it is wise to guess! For decades before the Butcher theory was established. many attempts were made to find a five-stage explicit method of order 5 , and none were successful. The following theorem of Butcher put an end to the search.

Theorem 5.5 There exist no five-stage explicil Rumge Killta metheds of orders.
Proof The proof closely follows the argument earlicr in this section which led to the result that $c_{4}=1$ for all four-stage explicit methods of order 4 , and we shall omit some of the detail. First apply Lemma 5.1 with

$$
U=\left[\begin{array}{lll}
c_{3} & c_{3} & c_{4} \\
c_{2}^{2} & c_{3}^{2} & c_{4}^{2} \\
\lambda_{2} & \lambda_{3} & \lambda_{4}
\end{array}\right], \quad V=\left[\begin{array}{lll}
\beta_{2} & \beta_{2} c_{2} & r_{2} \\
\beta_{3} & \beta_{3} c_{3} & r_{3} \\
\beta_{4} & \beta_{4} c_{4} & r_{4}
\end{array}\right],
$$

where $\lambda_{l}$ and $\beta_{i}$ are given by (5.54) (but now for $i=2,3,4,5$ ) and

$$
\begin{equation*}
v_{j}=\frac{1}{2} \beta_{j}\left(1-c_{j}\right)-\sum_{i} \beta_{i} a_{i j}, \quad j=2,3,4,5 . \tag{5.58}
\end{equation*}
$$

Proceeding as before to use the order conditions (5.53) and (5.57) together with the fact that $\beta_{5}=0=v_{5}$, we find that

$$
U V=\left[w_{i j}\right]=\left[\begin{array}{ccc}
\cdot \frac{1}{6} & \frac{1}{12} & 0  \tag{5.59}\\
\frac{1}{12} & \frac{1}{20} & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Since $w_{11} w_{22}-w_{21} w_{12}=\frac{1}{120}-\frac{1}{144} \neq 0$, the hypotheses of the lemma are satisfied, and we must have that either $\lambda_{1}=0, i=2,3,4$, or $v_{j}=0, j=2,3,4$. The first is impossible: by exactly the same argument used earlier, $\lambda_{2}=0$ implies $c_{2}=0$, and since condition (17)

Note that if the error estimate is not required, then five stages are required to obtain the solution.
In most modern automatic codes based on embedded Runge-Kutta methods local extrapolation is used. Indeed, RKF45 is sometimes run as a $(5,4)$ method, even though it is not designed for such use, since error-tuning has been carried out on the fourth-order and not the fifth-order formula.
Embedded methods specifically designed for use with local extrapolation have been developed by Dormand and Prince (1980), Prince and L rmand (1981); see also Sharp (1989). In these methods it is the higher-order formula which is error-tuned and which carries the solution; the difference between the values given by the higher and lower order methods, though no longer a true estimate of the local truncation error, is used as a basis for monitoring steplength. Perhaps the most popular of these is a $(5,4)$ method, sometimes known as DOPRI $(5,4)$, defined by the modified Butcher array

(Note that we are sticking to the notation defined by (5.65), so that the vector $\hat{b}^{\top}$ for the method which carries the solution is the one starting $35 / 384, \ldots$.)

The above method has seven stages, as opposed to the six stages of England's method and RKF45; however, the last row of $A$ is identical with the vector $b^{\prime}$, and we see, as follows, that this means that the method has effectively only six stages. Let the vectors $k_{i}$ evaluated during the step from $x_{n}$ to $x_{n+1}$ be denoted by $k_{i}^{n}$. Then we have

$$
k_{7}^{n}=f\left(x_{n}+h, y_{n}+h \sum_{j=1}^{6} a_{1 j} k_{j}^{n}\right)
$$

whence

$$
k_{1}^{n+1}=f\left(x_{n}+h, y_{n}+h \sum_{j=1}^{6} \hat{b}_{j} k_{j}^{n}\right)=k_{j}^{n}
$$

and there is no need to compute $k_{1}^{n+1}$. Methods with this property are sometimes known as FSAL methods (First Same As Last).

Let us now compare the four embedded methods given above by applying each to
the second-order initial value problem

$$
\left.\begin{array}{rl}
u^{\prime \prime} & =-u\left(u^{2}+v^{2}\right)^{-3 / 2}, v^{\prime \prime}=-v\left(u^{2}+v^{2}\right)^{3 / 2}  \tag{5.66}\\
-u(0) & =1, u^{\prime}(0)=0, v(0)=0, v^{\prime}(0)=1
\end{array}\right\}
$$

which has exact solution $u(x)=\cos x, v(x)=\sin x$. Of course, we first rewrite (5.66) as an equivalent first-order system, as in §1.5. Since the exact solution is known, it is possible to implement, at each step, the localizing assumption $y_{n}=y\left(x_{n}\right)$, use the method to compute $\tilde{y}_{n+1}$ and thus compute the local truncation error from ( 5.12 ); the $L_{2}$-norms of the resulting exact local truncation errors are given in the columns headed LTE in Tabie 5.7. The $L_{2}$-norms of the estimates for the local truncation error provided by the embedded method are given in the columns headed EST. (In the case of RKF45, the bracketed numbers indicate LTE when the method is used as a $(5,4)$ pair; EST is, of

Table 5.7

| $x$ | Merson |  | England |  | RKF45 |  | OOPRI (5.4) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LTE | EST | LTE | EST | HLE | EST | LTE | EST |
|  | $h=0.8$ Errors $\times 10^{3}$ |  |  |  |  |  |  |  |
| 0.8 | 2 | 3 | 11 | 10 | 4 (4) | 1 | 4 | 1 |
| 1.6 | 4 | - 6 | 46 | 46 | 19(21) | 3 | 17 | 4 |
| 2.4 | 7 | 6 | 36 | 45 | 20(19) | 5 | 9 | 3 |
| 3.2 | 4 | 4 | $\therefore 8$ | 7 | $3(3)$ | 1 | 1 | 1 |
| 4.0 | 2 | 3 | 14 | 13 | 5 (4) | 1 | 4 | 1 |
| 4.8 | 5 | 7 | 47 | 45 | $20(21)$ | 3 | 17 | 4 |
| 5.6 | 7 | 6 | 33 | 38 | 18(16) | 5 | 9 | 3 |
| 6.4 | 4 | 4 | 9 | 4 | 3(3) | 0.4 | 1 | 1 |


|  | - | $h=0.4$ Errors $\times 10^{5}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.8 |  | 3 | 20 | 61 | 51 |  | 9 (3) | 7 | 3 | 5 |
| 1.6 |  | 10 | 28 | 182 | 175 |  | 19(11) | 21 | 5 | 13 |
| 2.4 |  | 12 | 25 | 94 | 111 |  | 11(10) | 14 | 1 | 7 |
| 3.2 |  | 7 | 23 | 27 | 19 | , | 5 (3) | 2 | 1 | 1 |
| 4.0 |  | 3 | 20 | 73 | 62 |  | 10 (3) | 8 | 4 | 6 |
| 4.8 |  | 11 | 29 | 183 | - 176 |  | 19(12) | 21 | 5 | 13 |
| 5.6 |  | 12 | 24 | 82 | 97 |  | 10(10) | 13 | 1 | 7 |
| 6.4 |  | 6 | 23 | 27 | 25 |  | 5(3) | 2 | 1 | 1 |
|  |  | 1. $228=0.2$ Errors $\times 10^{7}$ |  |  |  |  |  |  |  |  |
| 0.8 |  | 12 | 129 | 228 | 206 |  | $37(8)$ | 30 | 3 | 20 |
| 1.6 |  | 25 | 147 | 577 | 571 |  | 74 (18) | 73 | 4 | 44 |
| 2.4 |  | 26 | 140 | 259 | 285 |  | 30 (14) | 39 | 1 | 22 |
| 3.2 |  | 15 | 135 | 82 | 78 |  | 8 (3) | 5 | 2 | 3 |
| 4.0 |  | 12 | 130 | 266 | 243. |  | 41 (9) | 35 | 3 | 23 |
| 4.8 | , | 26 | 148 | 577 | 573 |  | 73 (18) | 73 | 4 | 44 |
| 5.6 |  | 26 | 139 | 222 | 247 |  | 26(13) | 34 | 1 | 19 |
| 6.4 |  | 15 | 135 | 79 | 80 |  | 7(3) | 6 | 2 | 3 |

course, independent of whether one uses the formulae as a $(4,5)$ or a $(5,4)$ pair.) The integration range is $[0,6.4]$, which covers one cycle of the periodic exact solution, and the computations are performed for three values of the steplength $h$.

We can draw several conclusions from this numerical experiment. Merson's method is remarkably accurate when one remembers that it uses only five function evaluations per step, whereas all the others use six. The error estimate is good for large steplength, but for small steplength the error is badly over-estimated. One can see why Merson's method remains popular, despite its shortcomings. England's method is the least accurate but it gives, for all steplengths, remarkably good estimates of the error. RKF45 has a tendency to underestimate the error, a tendency which is most noticeable at large steplength. This is the penalty incurred in error-tuning; error-tuning consists of trying to minimize the cocfficicnts in the principal local truncation error, and results in the principal error being less than normally representative of the whole local truncation error, an effect obviously magnified when the steplength is large. In DOPRI (5.4), the error is a little underestimated at large steplength and clearly overestimated at small steplength; the smallness of the error reflects the use of local extrapolation. As one would expect, using RKF 45 as a $(5,4)$ pair (the bracketed numbers) results in a poorer error estimate but a more accurate solution-though not as accurate as that given by DOPRI $(5,4)$. It is of course dangerous to draw too many conclusions from a single example, but the author has conducted the above experiment on a number of problems, and the above conclusions always appeared valid.

In a simple automatic code based on embedded methods, the user sypplies a tolerance TOL, and the algorithm successively halves the steplength until the error estimate is less than TOL; if the estimate is less than TOL/ $2^{\nu+1}$, where $p$ is the order, the steplength is doubled. (More sophisticated strategies are of course usually employed.) In such a contcxt, it is not obvious that error-tuning-and for that matter the use of local extrapolation --- is necessarily advantagcous. Whether one does better with a less accurate method which has a very sharp error estimate (such as England's method) or with a more accurate error-luned method for which the estimate is less sharp, resulting in the need for heuristic safcguards in the code, is ultimately a problem-dependent question.

There exist Fchlberg methods of orders up to eight. Unfortunately, all the Fehlberg methods of order greater than four suffer a peculiar deficiency, exemplified by the 8 -stage $(5,6)$ Fehlberg method, for which the vectors $c^{\top}$ and $E^{\top}$ are

$$
\left.\left.\begin{array}{rl}
c^{\top} & =\left[\begin{array}{llllllll}
0, & \frac{1}{6}, & \frac{4}{15}, & \frac{2}{3}, & \frac{4}{5}, & 1, & 0, & 1
\end{array}\right]  \tag{5.67}\\
E^{\top} & =\left[\begin{array}{llllll}
\frac{-5}{66}, & 0, & 0, & 0, & 0, & \frac{-9}{66},
\end{array} \frac{5}{66},\right.
\end{array} \frac{5}{66}\right] .\right] ~ \$
$$

Now suppose that such a method is applied to a system in which $f$ depends only on $x$ Then the fifth- and sixth-order methods reduce to

$$
y_{n+1}=y_{n}+h \sum_{j=1}^{8} b_{j} f\left(x_{n}+c_{j} h\right), \quad y_{n+1}=y_{n}+h \sum_{j=1}^{8} \hat{b}_{j} f\left(x_{n}+c_{j} h\right)
$$

respectively, whence

$$
\hat{v}_{n+1}-y_{n+1}=h \sum_{j=1}^{8} E_{j} f\left(x_{n}+c_{j} h\right)=0
$$

by (5.67). Thus, when $f(x, y)=f(x)$ the two methods give identically the same result,
and the error estimate is in all cases zero, no matter what the size of the actual local truncation error. We can anticipate that such methods will give misleading results when applied to a system $y^{\prime}=f(x, y)$, in which $f$ depends much more strongly on $x$ than it does on $y$. Alternative embedded methods of orders 5108 , which do not encounter this difficulty, are given by Verner (1978). Higher-order embedded methods using local extrapolation are derived by Dormand and Prince (1980); in that reference can be found an 8 -stage $(6,5)$ method and a 13 -stage $(8,7)$ method.

Computational experience shows that Runge-Kutta codes can be competitive with ABM codes for problems where function evaluations are not too expensive. Examples of such codes are DVERK (Hull, Enright and Jackson, 1976), which uses an 8-stage $(5,6)$ pair, RKF7 (Enright and Hull, 1976), based on a Fchlberg $(7,8)$ pair and XRK (Shampine and Baca, 1986) which uses the Dormand Prince (8.7) pair. The effectivenes: of a Runge- Kutta code is much improved if the order of the pair is appropriate to the particular problem in hand; thus there have been developed variable order Runge-Kutti codes such a RKSW (Shampine and Wisniewski, 1978) which can swith between a $(3,4)$ and a $(7,8)$ pair

## Exercises

5.10.1. The scalar problem $y^{\prime}=x^{2}+y, y(0)=0$ has exact solution $y(x)=2 \exp (x)-x^{2}-2 x-2$ Express $y(h)$ as a power series in $h$. Compare $y(h)$ with $y_{1}$ given by applying Merson's method (5.63) once. Deduce that the PLTE is $0\left(h^{5}\right)$, but that the estimate ( 5.64 ) does not correctly estimatic the PLTE.
5.10.2*. Find the exact solution of the scalar problem $y^{\prime}=a x+b y+c, y(0)=0$, where $a, b$ and $c$ are constants. Apply Merson's method, $(5.63)$ to this problem and compute the solution $y_{1}$ at $x=h$. Calculate $y(h)-y_{1}$ and thus corroborate that the method is of order four. Show furthe that the PLTE is indeed given by (5.64). (The equation $y^{\prime}=a y+b x+c$ is the most general scalat equation for which the Merson estimate is valid.)

### 5.11 IMPLICIT AND SEMI-IMPLICIT METHODS

As we noted in $\S 5.1$, implicit Runge-Kutta methods, even semi-implicit ones, are ver expensive to implement and cannot rival predictor-corrector or explicit Runge-Kuttia methods in efficiency when the prublem to be solved is not stiff. Their use is almost exclusively restricted to stiff systems, in which context their superior stability propertie. justify the high cost of implementation. Consequently, much of our discussion of implici methods and their implementation will be left to Chapters 6 and 7 , where the problen of stiffness is addressed. In this section we merely list various categories of implicil methods and give examples of the more common methods. The reader who wishes th see a fuller discussion of the derivation of these methods from the order condition: derived in $\S 5.7$ is referred to the books by Butcher (1987) and Dekker and Verwer (1984).
If the general Runge-Kutta method $(5,2)$ is applied to the scalar problem $y^{\prime}=f(x)$ then the result is a quadrature formula

$$
\int_{x_{n}}^{x_{n+1}} f(x) \mathrm{d} x \approx y_{n+1}-y_{n}=h \sum_{j=1}^{s} b_{j} f\left(x_{n}+c_{j} h\right)
$$

reads

$$
\begin{equation*}
b_{5} a_{54} a_{43} a_{32} c_{2}=\frac{1}{120} \tag{5.60}
\end{equation*}
$$

it follows that $c_{2} \neq 0$. Thercfore $v_{j}=0, j=2,3,4$; but $v_{4}=0$ implies that $\beta_{4}\left(1-c_{4}\right)=$ $2 \sum \beta_{i} a_{i 4}=2 \beta_{5} a_{54}=0$, since $\beta_{5}=0$ from (5.54). Now, also from (5.54), $\beta_{4}=b_{5} a_{54} \neq 0$, by ( 5.60 ). Hence we have that $c_{4}=1$.

We now apply Lemma 5.1 again with

$$
U=\left[\begin{array}{ccc}
c_{2} & c_{3} & c_{5} \\
c_{2}^{2} & c_{3}^{2} & c_{3}^{2} \\
\lambda_{2} & \lambda_{3} & \lambda_{5}
\end{array}\right], \quad V=\left[\begin{array}{lll}
\mu_{2} & \mu_{2} c_{2} & \left(\mu_{2}-\beta_{2}\right)\left(1-c_{2}\right) \\
\mu_{3} & \mu_{3} c_{3} & \left(\mu_{3}-\beta_{3}\right)\left(1-c_{3}\right) \\
\mu_{5} & \mu_{3} c_{3} & \left(\mu_{5}-\beta_{5}\right)\left(1-c_{3}\right)
\end{array}\right],
$$

where $\lambda_{i}, \mu_{j}$ and $\beta_{j}$ are given by (5.54) (for $i, j=2,3,4.5$ ). Using the order conditions (5.53) and (5.57) together with the fact that $c_{4}=1$ implies that $\mu_{4}=0=\left(\mu_{4}-\beta_{4}\right)\left(1-c_{4}\right)$, we find that $U V$ is once again given by (5.59). The argument used above shows that $c_{2} \neq 0$, and it follows that $\left(\mu_{5}-\beta_{5}\right)\left(1-c_{s}\right)=0$; since $\beta_{s}=0$, we have from (5.54) that $h_{s}\left(1-c_{s}\right)^{2}=0$, and since $h_{s} \neq 0$ by ( 5.60 ), it follows that $c_{5}=1$.

We have thus established that $c_{4}=c_{9}=1$. Now consider

$$
\sum b_{i}\left(1-c_{i}\right) c_{i j} a_{j k} c_{k}=b_{5}\left(1-c_{5}\right) \sum a_{5 j} a_{j k} c_{k}+b_{4}\left(1-c_{4}\right) a_{43} a_{32} c_{2}=0 .
$$

But, by order conditions (8) and (12), we also have that

$$
\sum b_{i}\left(1-c_{i}\right) a_{i j} a_{j k} c_{k}=\sum b_{i} a_{i j} a_{j k} c_{k}-\sum b_{i} c_{i} a_{i j} a_{j k} c_{k}=\frac{1}{24}-\frac{1}{30}=\frac{1}{120} .
$$

We thus have a contradiction, and the theorem is proved.
Theorem 5.5 can be extended to show that there exist no $p$-stage explicit methods of order $p$ for $p \geqslant 5$; see Butcher (1987). The question of what order can be achieved by an explicit $s$-stage method is still an open one; the following is known (Butcher, 1987):
Order

$$
\begin{array}{llllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8
\end{array}
$$

$$
9
$$

10
Minimum stage number $1 \begin{array}{lllllllllll}2 & 3 & 4 & 6 & 7 & 9 & 11 & 12 \leqslant s \leqslant 17 & 13 \leqslant s \leqslant 17\end{array}$
The reason for the popularity of fourth-order methods is now clear. (By a somewhat illogical process, this may also explain the popularity of fourth-order predictor-corrector methods in the days before VSVO algorithms were developed!) The construction of explicit methods with order greater than four is quite involved; the best reference is once again Butcher (1987).

### 5.10 EXPLICIT METHODS; LOCAL ERROR ESTIMATION

As we have already remarked in §5.1, there exist no estimates for the local truncation error of explicit Runge-Kutta methods which are comparable in computational
cheapness with the Milne estimate for predictor-corrector methods; all of the estimates discussed in this section require more function evaluations per step then are needed simply to advance the solution.
The first technique we discuss is Richardson extrapolation, also called the deferred approach to the limit; it is an old technique, and one which is applicable to any numerical method. Suppose that we have used a Runge-Kutta method of order $p$ to obtain the numerical solution $y_{n+1}$ at $x_{n+1}$. Under the usual localizing assumption that $y_{n}=y\left(x_{n}\right)$, it follows from (5.47) that the local truncation error $T_{n+1}$ can be written in the form

$$
\begin{equation*}
T_{n+1}=y\left(x_{n+1}\right)-\bar{y}_{n+1}=\Psi\left(y\left(x_{n}\right)\right) \dot{h}^{p+i}+0\left(i^{\bar{p}}{ }^{2}\right) \tag{5.6i}
\end{equation*}
$$

where $\Psi\left(y\left(x_{n}^{\prime}\right)\right)$ is a function of the elementary differentials of order $p+1$ evaluated at $y\left(x_{n}\right)$. (As in $\S 3.5$, the notation $\tilde{y}_{n+1}$ indicates the value for $y$ at $x_{n+1}$ given by the method under the localizing assumption.) Let us now compute a second numerical solution at $x_{n+1}$ by applying the same method with steplength $2 h$, but starting from $x_{n-1}$ : denote the solution so obtained by $\tilde{z}_{n+1}$, the tilde indicating that the localizing assumption is again in force (but now at $x_{n-1}$ ). Then we may write

$$
\begin{align*}
y\left(x_{n+1}\right)-\tilde{z}_{n+1} & =\Psi\left(y\left(x_{n-1}\right)\right)(2 h)^{n+1}+0\left(h^{n+2}\right) \\
& =\Psi\left(y\left(x_{n}\right)\right)(2 h)^{n+1}+0\left(h^{n+2}\right) \tag{5.62}
\end{align*}
$$

on expanding $y\left(x_{n-1}\right)$ about $x_{n}$. On subtracting (5.61) from (5.62) we obtain

$$
\left(2^{p+1}-1\right) h^{b+1} \Psi\left[y\left(x_{n}\right)\right]=\bar{y}_{n+1}-z_{n+1}+0\left(h^{n+2}\right)
$$

whence we have, from (5.61), the following estimate for the principal local truncation error:

$$
\operatorname{PLTE}=\left(\tilde{y}_{n+1}-\tilde{z}_{n+1}\right) /\left(2^{n+1}-1\right)
$$

This estimate works well in practice, and can be successfully used to monitor stepiength, but it is expensive to implement; if the explicit Runge-Kutta method has $s$ stages, then in general an additional $s-1$ function evaluations are needed, $k_{1}$ at $x_{n-1}$, having been already computed. (The author was once asked by a member of a seminar audience - in a quite different context - why he didn't just use the "usual" method for estimating the error of any numerical method; it transpired that the 'usual' method consisted of repeating a step with double the steplength, subtracting and dividing by the magic number 31 The magic number 31 is, of course, $2^{p+1}-1$ when $p=4$; such is the popularity of fourth-order methods!)
There exist in the literature a number of error estimates for explicit Runge-Kutta methods which do not involve additional function evaluations, but these are based on computed values at a number of consecutive integration steps. This approach obviously raises difliculties when the steplength is changed, and effectively sacrifices the major advantage of using Runge-Kutta methods, namely the freedom to change steplength with no attendant complications.
An early example of a Runge-Kutta method specially constructed to allow an u, ir estimate in terms of the computed values $k_{i}$ was proposed by Merson (1957). Merson's
method is defined by the Butcher array

$$
\begin{array}{l|ccccc}
0 & & & & &  \tag{5.6}\\
\frac{1}{3} & \frac{1}{3} & & & & \\
\frac{1}{3} & \frac{1}{6} & \frac{1}{6} & & & \\
\frac{1}{2} & \frac{1}{8} & 0 & \frac{3}{8} & & \\
1 & \frac{1}{2} & 0 & -\frac{3}{2} & 2 & \\
\hline & \frac{1}{6} & 0 & 0 & \frac{2}{3} & \frac{1}{6}
\end{array}
$$

, $E^{r}=\left[E_{1}, E_{2}, \ldots, E_{3}\right]$. It is convenient to attach to such an embedded method the label $(p, p+1)$. Note that the solution for $y_{n+1}$ given by the $p^{\text {th }}$ order method is used as the initial value for the next step, so.that the method has order $p$. One could use the $(p+1)$ th-order value for $y_{n+1}$ as the initial value. for the next step, in which case the method has order $p+1$; it is appropriate in such cases to alter the label to $(p+1, p)$. This process is, of course, local extrapolation, discussed in $\$ 4.3$ in the context of predictor-corrector methods; the caveats given there still apply.

It follows from $\$ 5.9$ that for a fourth-order embedded method a minimim of six stages will be necessary. An example of such a method is the (4,5) Englands method (England, 1969), given by the modified Butcher array


A feature of this method is that the last two elements of $b^{\top}$ are zero, implying that if the error estimate is not required then only four stages (the minimum possible for fourth order) need be computed. The method is thus economical if only occasional estimation of the error is intended.
Perhaps the most popular (4,5) method is RKF45, one of a class of methods developed by Fehlberg (1968, 1969). In this class, the coefficients of the method are chosen so that the moduli of the coefficients of the functions $F(t)$ appearing in the principal part of the local truncation error (5.47) are small. We shall say that methods derived in this way are error-tuned. The modified Butcher array for RKF45 is
Now, we know from $\$ 5.9$ that it is impossible for a 5 -stage method to have order five, and we must conclude that the estimate (5.64) is not valid. Indeed one finds that the 5 -stage method consisting of (5.63) with $b^{\top}$ modified as above has order only three; however, it has order five in the special case when the differential system is linear with constant cocfficients. Although Merson's method played an important role in pointing the way to future developments, it is necessary to warn against using it for general problems, a warning that would appear to be necessary since its use appears still to be widespread. In practice, Merson's method usually overestimates the error, often grossly so at small steplength, and this has led to the belief that its use is always safe, albeit ineflicient. However, some time ago England (1969) gave examples where Merson's method underestimates the error.
The essence of the Merson idea is to derive Runge-Kutta methods of orders $p$ and
IT this were a valid estimate of the principal local truncation error, then adding (5.64) to the value for $y_{n+1}$, given by (5.63) would yield a 5 th-order method for which $c$ and $A$ would be as in (5.6.3) and $b^{\top}$ would be

$$
\left[\frac{1}{5,0}, 0,0, \frac{2}{3}, \frac{1}{6}\right]+\left[\frac{-1}{15}, 0, \frac{3}{10}, \frac{-4}{15}, \frac{1}{30}\right]=\left[\frac{1}{10}, 0, \frac{3}{10}, \frac{2}{5}, \frac{1}{5}\right] .
$$

This is a 5 -stage method and it is easily checked that it has order 4. Merson proposed that the principal local truncation error be estimated by

$$
\begin{equation*}
h\left(-2 k_{1}+9 k_{3}-8 k_{4}+k_{5}\right) / 30 \tag{5.64}
\end{equation*}
$$

| 0 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{\frac{1}{4}}$ | $\frac{1}{4}$ |  |  |  |  |
| $\frac{3}{8}$ | $\frac{3}{31}$ | $\frac{9}{12}$ |  |  |  |
| $\frac{12}{13}$ | ${ }^{\frac{19332}{2197}}$ | $-\frac{7200}{1197}$ | $\frac{7296}{2197}$ |  |  |
| 1 | $\frac{439}{216}$ | -8 | $\frac{3680}{515}$ | $-\frac{845}{4104}$ |  |
| $\frac{1}{2}$ | $-\frac{8}{27}$ | 2 | $-\frac{3544}{2655}$ | $\frac{1859}{4104}$ | $-\frac{11}{80}$ |
|  | $\frac{25}{216}$ | 0 | ${ }^{\frac{14088}{2555}}$ | $\frac{2197}{4104}$ |  |
|  | $\frac{16}{135}$ | 0 | $\frac{6656}{12885}$ | $\frac{28561}{56400}$ | $-\frac{9}{50} \frac{2}{55}$ |
|  | $\frac{1}{360}$ | 0 | $-\frac{128}{4275}$ | $-\frac{2197}{15240}$ | $\frac{1}{50} \quad \frac{2}{55}$ |

This notation is to be interpreted to mean that the method defined by $c, A$ and $b^{\top}$ has order $p$ and that defined by $c, A$ and $\tilde{b}^{\top}$ has order $p+1$. The difference between the values for $y_{n+1}$ generated by these two methods is then an estimate of the local truncation crror. The vector $E^{\top}$ is $\hat{h}^{\top}-h^{\top}$, so that the error estimate is given by $h \sum_{i=1}^{s} E_{i} k_{i}$, where $p+1$, which share the same set of vectors $\left\{k_{i}\right\}$; this process is known as embedding. In order to present embedded methods, we shall modify the Butcher array to the following form:

| $c$ | $A$ |
| :---: | :---: |
|  | $b^{\top}$ |
|  | $\hat{b}^{\top}$ |
|  | $E^{\top}$ |

震
號

0
which the reader may recognize (and it does not matter if he does not) as a Gaussian quadrature formula with ordinates (or abscissae) $x_{n}+c_{j} h$ and weights $b_{j}, j=1,2, \ldots$, s. The word 'Gaussian' is used somewhat loosely in this context, and there are several families, other than the original Gauss family, of quadrature formulae with unevenly spaced ordinates. Fully implicit Runge-Kutta methods are categorized by the class of quadrature formulae to which they revert when we put $f(x, y)=f(x)$. In the following we shall list low-order methods of various classes, quoting the stage-number $s$ and the order $p$.

The first class of fully implicit methods consists of Gauss or Gauss-Legendre methods (Butcher, 1904 ). These squeeze ouit the highest possible order, and the $s$-stage Gauss method has order $2 s$.

Gauss methods
$s=1, p=2$

$s=2, p=4$

$s=3, p=6$


Note that the 1 -stage Gauss method may be written

$$
\begin{aligned}
y_{n+1} & =y_{n}+h k_{1} \\
& =y_{n}+h f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{2} h k_{1}\right) \\
& =y_{n}+h f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{2}\left(y_{n+1}-y_{n}\right)\right) .
\end{aligned}
$$

The method can thus be written as

$$
y_{n+1}=y_{n}+h f\left(x_{n}+\frac{1}{2} h, \frac{1}{2}\left(y_{n}+y_{n+1}\right)\right)
$$

in which form it is known as the Implicit Mid-point Rule. Note also that the 2 -stage Gauss method was derived as an example in $\S 5.7$

The second category of methods reverts to the Radau quadrature formulae, characterized by the requirement that the ordinates include one or other of the ends of
the interval of integration. This means that the corresponding implicit Runge-Kulta methods have either $c_{1}=0$ (Radau I) or $c_{s}=1$ (Radou II). The maximum attainable order of an $s$-stage method is now $2 s-1$, and it turns out that this order can be achieved by a number of different choices of coefficients. We quote only the classes that turn out to be of most interest, namely the Radau IA and Radau IIA methods (Ehle, 1969; Chipman, 1971).

Radad IA
$s=1, p=1$

| 0 | 1 |
| :--- | :--- |
|  | 1 |

$s=2, p=3$

$s=3, p=5$

| 0 | $\frac{1}{9}$ | $\frac{-1-\sqrt{ } 6}{18}$ | $\frac{-1+\sqrt{6}}{18}$ |
| :---: | :---: | :---: | :---: |
| $\frac{6-\sqrt{6} 6}{10}$ | $\frac{1}{9}$ | $\frac{88+7 \sqrt{6}}{360}$ | $\frac{88-4, \sqrt{6}}{360}$ |
| $\frac{6+\sqrt{6}}{10}$ | $\frac{1}{9}$ | $\frac{88+43 \sqrt{ } 6}{360}$ | $\frac{88-7 \sqrt{ } 6}{360}$ |
|  | $\frac{1}{9}$ | $\frac{16+\sqrt{ } 6}{36}$ | $\frac{16-\sqrt{6}}{16}$ |

Note that the 1 -step Radau IA method does not satisfy the row sum condition (5.3) The row sum condition was imposed because it greatly simplifies the derivation of the order conditions and there is nothing to be gained in terms of extra order by nol imposing it -well, almost! For very low order only, it is possible to use this extra freedom to improve order, a curiosity first observed by Oliver (1975). The 1-step Radat IA method is an example of this phenomenon.

Radau IIA.

$$
s=1, p=1
$$


$s=2, p=3$

$s=3, p=5$


Note that, by an argument similar to that which showed that the 1-stage Gauss method could be rewritten as the Implicit Mid-point Rule, we see that the l-stage Radau IIA method can be written as the Backward Euler method

$$
y_{n+1}=y_{n}+h \int\left(x_{n}+h, y_{n+1}\right)
$$

which we met in \$3.9. This humble method is thus simultancously the first-order Adams Moulton method, the 1 -step BDF method and the 1 -stage Radau IIA method; to confuse things further, it is also called the Implicit Euler Rule.) Note also that in the Radau IIA methods the last row of the matrix $A$ is identical with $b^{\top}$. When this huppened in an explicit method, as we saw in the preceding section it did for $\operatorname{DOPRI}(5,4)$, a function evaluation was saved, and the stage-number effectively reduced by 1 . Alas, there is no such bencfil here, since for an implicit method it is no longer true that $k_{1}$ evaluated at the step starting from $x_{n+1}$ is identical with $f\left(x_{n+1}, y_{n+1}\right)$.
The last category of methods is associated with the Lobatto quadrature formulae, for which the ordinates include both ends of the interval of integration. The corresponding implicit Runge Kulta methods (which obviously must have stage-number at least 2 ) have $c_{1}=0$ and $c_{s}=1$. The maximum attainable order is now $2 s-2$. According to a classification of Butcher (1964a), these methods are of the third type, which is why they are called Lohato $/ 1 /$ methods. Again, various possibilities arise, the most useful of which are the Lobatto IIIA and IIIB methods of Ehle (1969) and the Lobatto IIIC methods of Chipman (1971); all attain order $2 s-2$.

Lobatto IIIA

| $s=2, p=2$ | 0 | 0 | 0 |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | $\frac{1}{2}$ | $\frac{1}{2}$ |  |
|  |  | $\frac{1}{2}$ | $\frac{1}{2}$ |  |
| $s=3, p=4$ | 0 | 0 | 0 | 0 |
|  | $\frac{1}{2}$ | $\frac{5}{24}$ | $\frac{1}{3}$ | $-\frac{1}{24}$ |
|  | 1 | $\frac{1}{6}$ | $\frac{2}{3}$ | $\frac{1}{6}$ |
|  |  | $\frac{1}{6}$ | $\frac{2}{3}$ | $\frac{1}{6}$ |

$s=4, p=6$

| 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{5-\sqrt{5}}{10}$ | $\frac{11+y^{2}}{120}$ | $\frac{25-5}{120}$ | $\frac{25-13.5}{120}$ | $\underline{-1+1} 5$ |
| $\frac{5+\sqrt{5}}{10}$ | $\frac{11-v^{3}}{120}$ | $\frac{25+13.5}{120}$ | $\frac{25+5}{120}$ | $\frac{-120}{120}$ |
| 1 | $\frac{1}{12}$ | $\frac{5}{12}$ | $\frac{5}{12}$ | $\frac{1}{12}$ |
|  | $\frac{1}{12}$ | $\frac{5}{12}$ | - $\frac{5}{2}$ | $\frac{1}{12}$ |

Note that the 2-stage Lobotto IIIA method is just the Trapezoidal Rule. Note also tha the Lobatto IIIA methods, unlike the Radau IIA, are genuinely FSAL methods (see $\$ 5.10$ )

Lobatto //IB
$s=2, p=2$

$s=3, p=4$
$s=4, p=6$

| 0 | $\frac{1}{6}$ | $-\frac{1}{6}$ | 0 |
| :---: | :---: | :---: | :---: |
| $\frac{1}{2}$ | $\frac{1}{6}$ | $\frac{1}{3}$ | 0 |
| 1 | $\frac{1}{6}$ | $\frac{5}{6}$ | 0 |
|  | $\frac{1}{6}$ | $\frac{2}{3}$ | $\frac{1}{6}$ |


| 0 | $\frac{1}{12}$ | $\frac{-1-, ~}{24}$ | $\frac{-1+\sqrt{3}}{24}$ | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{5-1 / 5}{10}$ | , $\frac{1}{12}$ | $\frac{25+\sqrt{5}}{120}$ | $\frac{25-1.1 .5}{120}$ | 0 |
| $\frac{5+\sqrt{ } 5}{10}$ | $\frac{1}{12}$ | $\frac{25+13 \times 5}{120}$ | $\frac{25-15}{120}$ | 0 |
| 1 | $\frac{1}{12}$ | $\frac{11-19}{24}$ | $\frac{11+9}{24}$ | 0 |
|  | $\frac{1}{12}$ | $\frac{5}{12}$ | $\frac{5}{12}$ | $\frac{1}{12}$ |

'
Note that the 2-stage Lobatto IIIB method is another example of the row-sum condition not being met; note also that this method is semi-implicit

Lobatto I/IC
, $s=2, p=2$

$s=3, p=4$

$s=4, p=6$

| 0 | $\frac{1}{12}$ | $\frac{-\sqrt{ } 5}{12}$ | $\frac{\sqrt{ } 5}{12}$ | $-\frac{1}{12}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{5-\sqrt{ } 5}{10}$ | $\frac{1}{12}$ | $\frac{1}{4}$ | $\frac{10-7 \sqrt{ } 5}{60}$ | $\frac{\sqrt{5}}{60}$ |
| $\frac{9+\sqrt{ } 5}{10}$ | $\frac{1}{12}$ | $\frac{10+7 \sqrt{ } 5}{60}$ | $\frac{1}{4}$ | $-\frac{\sqrt{ } 5}{60}$ |
| 1 | $\frac{1}{12}$ | $\frac{5}{12}$ | $\frac{9}{12}$ | $\frac{1}{12}$ |
|  | $\frac{1}{12}$ | $\frac{5}{12}$ | $\frac{5}{12}$ | $\frac{1}{12}$ |

Implicit Runge Kutta methods can also be categorized according to whether or not they are collocation methods. Collocation is an old idea, widely applicable in numerical analysis, and consists of choosing a function (usually a polynomial) and a set of collocation points, and then demanding that the function does, at the collocation points, whatever is necessary to make it mimic the behaviour of the unknown function we are trying to approximate numerically. In the context of solving the initial value problem $y^{\prime}=f(x, y), y(a)=\eta$, we can advance the numerical solution from $x_{n}$ to $x_{n+1}$ by choosing a polynomial $P$ of degree $s$, with coefficients in $\mathbb{R}^{m}$, and a set of distinct collocation points $\left\{x_{n}+c_{i} h, i=1,2, \ldots, s\right\}$ and demanding that

$$
\begin{aligned}
P\left(x_{n}\right) & =y_{n} \\
P^{\prime}\left(x_{n}+c_{1} h\right) & =f\left(x_{n}+c_{1} h, P\left(x_{n}+c_{1} h\right)\right), \quad i=1,2, \ldots, s
\end{aligned}
$$

Note that this defines $P(x)$ uniquely. We then complete the step by taking $y_{n+1}=$ P' $\left(x_{n}+h\right)$. It was originally shown by Wright (1970) that this process is identical with an $s$-stage implicit Runge-Kutta method. To see this, observe that $P^{\prime}(x)$ is a polynomial of degree $s-1$ which interpolates the $s$ data points $\left(x_{n}+c_{i} h, P^{\prime}\left(x_{n}+c_{i} h\right)\right.$ ), $i=1,2, \ldots, s$. We can therefore write it in the form of a Lagrange interpolation polynomial (see $\S 1.10$ ). Define $k_{i}:=P^{\prime}\left(x_{n}+c_{i} h\right), i=1,2, \ldots, s$; then, on writing $x=x_{n}+t h$, we have

$$
\begin{equation*}
P^{\prime}\left(x_{n}+t h\right)=\sum_{j=1}^{5} L_{f}(t) k_{j} \tag{5.69}
\end{equation*}
$$

where.

$$
\begin{equation*}
L_{j}(t)=\prod_{\substack{i=1 \\ i \neq j}}^{j} \frac{t_{i}-c_{i}}{c_{j}-c_{i}} \tag{5.70}
\end{equation*}
$$

Now integrate (5.69) with respect to $x$ from $x=x_{n}$ to $x=x_{n}+c_{i} h, i=1,2, \ldots, s$ and from $x=x_{n}$ to $x=x_{n+1}$ to get

$$
\begin{equation*}
P\left(x_{n}+c_{i} h\right)-P\left(x_{n}\right)=h \sum_{j=1}^{s}\left(\int_{0}^{c_{t}} L_{j}(t) \mathrm{d} t\right) k_{j}, \quad i \quad i=1,2, \ldots, s \tag{5.71}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(x_{n}+h\right)-P\left(x_{n}\right)=h \sum_{j=1}^{3}\left(\int_{0}^{1} L_{j}(t) \mathrm{d} t\right) k_{j} \tag{5.72}
\end{equation*}
$$

Now, for $j=1,2, \ldots, s$, define

$$
\begin{equation*}
a_{i j}=\int_{0}^{c t} L_{j}(t) \mathrm{d} t, \quad i=1,2, \ldots, s, \quad b_{j}=\int_{0}^{1} L_{j}(t) \mathrm{d} t \tag{5.73}
\end{equation*}
$$

and (5.71) and (5.72) give

$$
\begin{aligned}
k_{i}=P^{\prime}\left(x_{n}+c_{i} h\right) & =f\left(x_{n}+c_{i} h, P\left(x_{n}+c_{i} h\right)\right) \\
& =f\left(x_{n}+c_{i} h, y_{n}+h \sum_{j=1}^{s} a_{i j} k_{j}\right), \quad i=1,2, \ldots, s,
\end{aligned}
$$

and

$$
y_{n+1}=y_{n}+h \sum_{j=1}^{s} b_{j} k_{j}
$$

and we have an implicit Runge-Kutta method with the elements of $c$ being the collocation points and $b$ and $A$ given by (5.73). The class of collocation methods consists of those implicit Runge-Kutta methods which can be derived in this fashion.

There is another interpretation we can put on collocation methods. Consider what happens to the alternative form (5.6) of the general Runge-Kutta method if we put $f(x, y)=f(x)$. The second of (5.6) can be interpreted as a quadrature formula for $\int^{x_{n}+c_{i} h}$
$f(x) \mathrm{d} x, i=1,2, \ldots, s$. It follows from the above (see (5.71)) that if the Runge-Kulta method is a collocation method, then each of these quadratures will be exact if $f$ is a polynomial in $x$ of degree $\leqslant s, 1$, a property sometimes used to define the class of collocation methods. We can take this argument further to produce a useful characterization of collocation methods. Since a polynomial is linear in its coefficients, to say that

$$
\int_{x_{n}}^{x_{n}+c_{i} h} f(x) \mathrm{d} x=h \sum_{j=1}^{s} a_{i j} f\left(x_{n}+c_{j} h\right)
$$

is an exact quadrature formula when $f(x)$ is a polynomial of degree $\leqslant s-1$ is the same as to say that it is exact when $f(x)=x^{r}, r=0,1, \ldots, s-1$, leading to the identity

$$
\left[\left(x_{n}+c_{i} h\right)^{r+1}-x_{n}^{r+1}\right] /(r+1) \equiv h \sum_{j=1}^{s} a_{i j}\left(x_{n}+c_{j} h\right)^{r}, \quad r=0,1, \ldots, s-1
$$

On equation powers of $h$, we easily obtain the condition

$$
\begin{equation*}
\sum_{j=1}^{s} a_{i j} c_{j}^{\sigma-1}=c_{i}^{\sigma} / \sigma, \quad \sigma=1,2, \ldots, s, \quad i=1,2, \ldots, s \tag{5.74}
\end{equation*}
$$

(Note that for $\sigma=1,(5.74)$ is just the row-sum condition (5.3).) Indeed, for an $s$-stage Runge Kulta method of order at least $s$ and with distinct $c_{i}$, (5.74) is a necessary and sufficient condition for the method to be a collocation method (see, for example, Hairer, Norsell and Wanner (1980)).

The families of implicit Runge-Kutta methods quoted earlier in this section split into two groups; the Gauss, Radau IIA and Lobatto IIIA methods are collocation methods, while the Radau IA, Lobatto IIIB and Lobatto IIIC are not. If the reader feels in need of mathematical exercise, he can verify that (5.74) holds for each of the quoted methods in the first group and is contradicted for each method in the second group. If it is really desperate for exercise, he may also verify that (5.73) holds for each method in the first group

We turn now to semi-implicit methods. As we have already remarked in $\S 5,1$, the computational effort in implementing these methods is substantially less than for a fully implicit method, but still sufficiently onerous for the methods to be of interest only for stiff systems. We shall discuss their implementation in that context in Chapter 6 , where it will emerge that considerable gains in efficiency occur in the case when all of the elements on the main diagonal of the coefficient matrix $A$ of a semi-implicit method are identical. This defines the class of diagonally implicit Runge-Kutta methods or DIRK methods, developed by Nørset1 (1974), Crouziex (1976) and Alexander (1977). (There is some confusion over nomenclature in this area; some authors use the term diagonally implicit' to describe any semi-implicit method, and then refer to the DIRK methods we have just defined as singly diagonally implicit.)
It is readily established that the following 2 -stage semi-implicit method has order 3 for all values of the parameter $\mu$ other then $\mu=0$ :

$$
\begin{array}{c|cc}
\begin{array}{c}
3 \mu-1 \\
6 \mu
\end{array} & \frac{3 \mu-1}{6 \mu} & 0  \tag{5.75}\\
\frac{1+\mu}{2} & \mu & \frac{1-\mu}{2} \\
\hline & \frac{3 \mu^{2}}{3 \mu^{2}+1} & \frac{1}{3 \mu^{2}+1}
\end{array}
$$

There exists no value of $\mu$ for which the method has order greater than 3 , but taking $\mu=\mp \sqrt{3} / 3$ gives the following pair of DIRK methods:

$$
\begin{array}{c|cc}
3 \pm \sqrt{3} & 3 \pm \sqrt{3} & 0 \\
6 & 6 & \\
3 \mp \sqrt{3} & \frac{\mp \sqrt{3}}{3} & \frac{3 \pm \sqrt{3}}{6} \\
\hline 6 & \frac{1}{2} & \frac{1}{2}
\end{array}
$$

There exist three 3-stage DIRK methods of order 4 given by

| $\frac{1+v}{2}$ | $1+v$ | 0 | 0 |
| :---: | :---: | :---: | :---: |
| $\frac{1}{2}$ | $-\frac{v}{2}$ | $1+v$ | 0 |
| $1-v$ | $1+r$ | $-1-2 r$ | $1+v$ |
| 2 |  | 1 | 2 |
|  | $6 r^{2}$ | $1-3 r^{2}$ | $6 r^{2}$ |

where $v$ takes one of the three values $(2 / \sqrt{ } 3) \cos (10),-(2 / \sqrt{ } 3) \cos (50) . \cdots(2 / \sqrt{3}) \cos \left(70^{\circ}\right)$, the roots of $3 v^{3}-3 v=1$.
Finally, we briefly mention a further class of implicit methods, the singly-implicit Runge-Kutta or SIRK methods, developed by Nørsett (1976) and Burrage (1978a, 1978b, 1982). Although these are fully implicit methods, they can be regarded as generalizations of DIRK methods. The trouble with DIRK methods is that it is very difficult indeed to construct such methods with high stage-number (those appearing in the literature have order at most four), making them unsuitable as the basis of a variable order code. Now, it is clear that the spectrum of eigenvalues of the matrix $A$ for a DIRK method consists of the single eigenvalue $a_{i i}$ repeated $s$ times. SIRK methods are defined by the requirement that the matrix $A$, though not lower triangular, should have a spectrum consisting of the single eigenvalue $\mu$ repeated $s$ times, where $s$ is the stage-number. As we shall see in $\S 6.5$, this has the consequence that the methods can be implemented at a cost not much greater than that for a DIRK method. SIRK methods of arbitrary order can be derived; see Dekker and Verwer (1984). An example of a SIRK method is the 2-stage method

$$
\begin{array}{c|cc}
(2-\sqrt{ } 2) \mu & \frac{(4-\sqrt{ } 2) \mu}{4} & (4-3 \sqrt{ } 2) \mu  \tag{5.78}\\
(2+\sqrt{ } 2) \mu & \frac{(4+3 \sqrt{ } 2) \mu}{4} & 4 \\
\hline & \frac{4(1+\sqrt{ } 2) \mu}{8 \mu} & 4 \\
\hline & \frac{4(1) \mu-\sqrt{ } 2}{8 \mu} & 8(1-\sqrt{ } 2) \mu+\sqrt{ } 2 \\
& 8 \mu
\end{array}
$$

which has order 2 in general and order 3 if $\mu=(3 \pm \sqrt{ } 3) / 6$.

## Exercise

5.11.1. Use (5.74) to show that the SIRK method (5.78) is a collocation method.

### 5.12 LINEAR STABILITY THEORY FOR RUNGE-KUTTA METHODS

We first met linear stability theory in the context of linear multistep methods (see §3.8), where $w$ chose as test system the system $y^{\prime}=A y$, where A is an $m \times m$ matrix with distinct eigenvalues $\left\{\lambda_{t}, t=1,2, \ldots, m\right\}$ lying strictly in the negative half-plane, a condition which ensures that all solutions of the test system tend to zero as $x$ tends to infinity. Since the eigenvalues of $A$ are distinct there exists a non-singular matrix $Q$ such that $Q^{1_{1}} A Q=\Lambda=\operatorname{diag}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right]$ and, by using a transformation $y=Q z$, we showed that it was enough to consider only the scalar test equation $y^{\prime}=\lambda y$, where $\lambda \in \mathbb{C}$ and $\operatorname{Re}(\lambda)<0$. Linear stability was concerned with the question of whether or not the numerical solution of this scalar test equation tended to zero as $n$ tended to infinity.

The application of the transformation $y=Q z$ uncoupled not only the original test system but also the difference system arising from the linear multistep method, and it was obvious that this was also true for predictor-corrector methods. It is perhaps less obvious that it holds also for Runge-Kutta methods, and we start by showing that this is indeed the case. We had better change the notation, and write the test system as

$$
\begin{equation*}
y^{\prime}=.02 y \tag{5.79}
\end{equation*}
$$

to avoid confusion with the coefficient matrix $A$ appearing in the Butcher array of a Runge-Kutta method. The matrix $A$ is assumed to have distinct eigenvalues $\lambda_{1}$ where $\operatorname{Re}\left(\lambda_{1}\right)<0, t=1,2, \ldots, m$, and the non-singular matrix $Q$ is defined by $Q^{-1} \mathscr{A} Q=\Lambda=$ diag $\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right]$. Applying the general Runge-Kutta method (5.2) to (5.79) gives

$$
y_{n+1}=y_{n}+h \sum_{i=1}^{s} b_{i} k_{i}
$$

where

$$
k_{i}=. o s\left[y_{n}+h \cdot \sum_{j=1}^{s} a_{i j} k_{j}\right], \quad i=1,2, \ldots, s
$$

Now define $z_{n}$ and $l_{i}$ by

$$
y_{n}=Q z_{n}, \quad k_{i}=Q l_{i}, \quad i=1,2, \ldots, s
$$

Substituting for $y_{n}$ and $k_{i}$ in (5.80) and premultiplying by $Q^{-1}$ gives

$$
z_{n+1}=z_{n}+h \sum_{i=1}^{s} b_{i} l_{i}
$$

where
which is precisely the result we would get from applying the method (5.2) to the system

$$
z^{\prime}=\Lambda z
$$

(5.82)

It is clear from (5.82) and (5.81) that we have indeed uncoupled both the differential system nd the difference system. We are thus justified in using as test equation the scalar problem

$$
\begin{equation*}
y^{\prime}=\lambda y, \quad \lambda \in \mathbb{C}, \quad \operatorname{Re}(\lambda)<0 \tag{5.83}
\end{equation*}
$$

If we apply the general Runge-Kutta method (5.2) to (5.83), we are clearly going to obtain a one-step difference equation of the form

$$
y_{n+1}=R(\hat{h}) y_{n},
$$

where, as before, $\hat{h}=h \lambda$. We shall call $R(\hat{h})$ the stability function of the method. Clearly $y_{n} \rightarrow 0$ as $n \rightarrow \infty$ if and onlly if

$$
|R(\hat{h})|<1
$$

and the method is absolutely stable for those values of $\hat{h}$ for which (5.84) holds. The region $\mathscr{R}_{A}$ of the complex $\hat{h}$-plane for which (5.84), holds is then the region of absolute stability of the method. Let us now investigate the form that $R(\hat{h})$ takes. It is marginally easier to work with the alternative form (5.6) of the general $s$-stage Runge-K utta method. Applying this to the test equation (5.83) (where, we recall, $y_{n}$ is scalar) yields

$$
\left.\begin{array}{rl}
Y_{i} & =y_{n}+\hat{h} \sum_{j=1}^{s} a_{i j} Y_{j}, \quad i=1,2, \ldots, s  \tag{5.85}\\
y_{n+1} & =y_{n}+\hat{h} \sum_{i=1}^{s} b_{i} Y_{i} .
\end{array}\right\}
$$

Now define $Y, e \in \mathbb{R}^{s}$ by $Y:=\left[Y_{1}, Y_{2}, \ldots, Y_{s}\right]^{\top}$ and $e:=[1,1, \ldots, 1]^{\top}$; we may then write (5.85) in the form

$$
Y=y_{n} e+\hat{h} A Y, \quad y_{n+1}=y_{n}+\hat{h}^{\top} b^{\top} Y
$$

Solving the first of these for $Y$ and substituting in the second gives

$$
y_{n+1}=y_{n}\left[1+\hat{h} b^{\top}(I-\hat{h} A)^{-1} e\right]
$$

where $I$ is the $s \times s$ unit matrix. The stability function is therefore given by

$$
R(\hat{h})=1+\hat{h} b^{\top}(I-\hat{h} A)^{-1} e
$$

An approach due to Dekker and Verwer (1984) gives an alternative form for $R(\hat{h})$. To avoid filling the page with large determinants, we develop this alternative for the case $s=2$, when (5.85) may be written as

$$
\left[\begin{array}{ccc}
1-\hat{h} a_{11} & -\hat{h} a_{12} & 0 \\
-\hat{h} a_{21} & 1-\hat{h} a_{22} & 0 \\
-\hat{h} b_{1} & -\hat{h} b_{2} & 1
\end{array}\right]\left[\begin{array}{c}
\gamma_{1} \\
Y_{2} \\
y_{n+1}
\end{array}\right]=\left[\begin{array}{l}
y_{n} \\
y_{n} \\
y_{n}
\end{array}\right] .
$$

The solution for $y_{n+1}$ by Cramer's rule is $y_{n+1}=N / D$ where

$$
N=\operatorname{det}\left[\begin{array}{ccc}
1-\hat{h} a_{11} & -\hat{h} a_{12} & y_{n} \\
-\hat{h} a_{21} & 1-\hat{h} a_{22} & y_{n} \\
-\hat{h} h_{1} & -\hat{h} h_{2} & y_{n}
\end{array}\right], \quad D=\operatorname{det}\left[\begin{array}{ccc}
1-\hat{h} a_{11} & -\hat{h} a_{12} & 0 \\
-\hat{h} \alpha_{21} & 1-\hat{h} a_{22} & 0 \\
-\hat{h} b_{1} & -\hat{h} b_{2} & 1
\end{array}\right] .
$$

Subtracting the last row of $N$ from each of the first two rows leaves $N$ unaltered, whence

$$
N=\operatorname{det}\left[\begin{array}{ccc}
1-\hat{h} a_{11}+\hat{h} h_{1} & -\hat{h} a_{12}+\hat{h} h_{2} & 0 \\
\hat{h}{a_{21}}_{2}+\hat{h} b_{1} & 1-\hat{h} a_{22}+\hat{h} b_{2} & 0 \\
-\hat{h} h_{1} & -\hat{h} h_{2} & y_{n}
\end{array}\right]=y_{n} \operatorname{det}\left[I-\hat{h} A+\hat{h} e b^{\top}\right]
$$

Clearly, $D=\operatorname{det}[I-\hat{h} A]$, and we obtain $y_{n+1}=R(\hat{h}) y_{n}$, where

$$
\begin{equation*}
R(\hat{h})=\frac{\operatorname{det}\left[I-\hat{h} A+\hat{h} e b^{\top}\right]}{\operatorname{det}[I-\hat{h} A]} \tag{5.87}
\end{equation*}
$$

It is clear that the above derivation can be extended to the case of general $s$, and that 1 (5.87) holds in general. The alternative forms (5.86) and (5.87) for $R(\hat{h})$ are complementary; sometimes one is more convenient, sometimes the other.

Let us consider what form $R(\hat{h})$ takes when the method is explicit; that is, when $A$ is a strictly lower triangular matrix. The matrix $I-\bar{h}_{A}$ is then lower triangular, with all the elements of its main diagonal being unity. It follows that $\operatorname{det}(I-\hat{h} A)=1$, and by ( 5.87 ) we see that for all explicit Runge-Kutta methods the stability function is a polynomial in $\hat{h}$. For implicit and semi-implicit methods, however, $\operatorname{det}(I-\hat{h} A)$ is no longer 1 , but is itself a polynomial in $\hat{h}$, so that the stability function becomes a rational funclion of $\hat{h}$ (which is why we called the stability function $R$ ).

If $R(\hat{h})$ is a polynomial in $\hat{h}$, then there is no way in which the condition (5.84) for absolute stability can be satisfied when $|\hat{h}| \rightarrow \infty$, and it follows that all explicit methods have finite regions of absolute stability. (We found this to be the case for explicit linear multistep methods and for predictor corrector methods when the corrector was applied a finite number of times essentially an explicit process.) When $R(\hat{h})$ is a rational function of $\hat{h}$, however, it is at least possible that (5.84) can be satisfied when $|\hat{h}| \rightarrow \infty$, holding out the possibility that implicit and semi-implicit Runge-Kutta methods can have infinite regions of absolute stability.

As we have alrcady mentioned, the role of implicit and semi-implicit Runge-Kutta methods is in attempting to solve stiff systems, so we shall delay until Chapter 6 any further discussion of the linear stability properties of such methods; in the remainder of this sëction we consider only explicit methods. Recall from $\$ 5.9$ that explicit methods of the maximum altainable order for a given stage-number contain a number of free parametets. We have not as yet been able to find a means of using this freedom to advantage, and at first sight lincar stability theory would appear to be a happy hunting ground; why not choose the free parameters to optimize the region of absolute stability? Let us try to do this in the case of the family of explicit 3 -stage methods of order three. The Butcher array and the order conditions are

| $c_{1}$ | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: |
| $c_{2}$ | $c_{2}$ | 0 | $0^{1}$ |
| $c_{3}$ | $c_{3}-a_{32}$ | $a_{32}$ | 0 |
|  | $b_{1}$ | $h_{2}$ | $b_{3}$ |

$$
\begin{aligned}
b_{1}+b_{2}+b_{3} & =1 \\
b_{2} c_{2}+b_{3} c_{3} & =\frac{1}{2} \\
b_{2} c_{2}^{2}+b_{3} c_{3}^{2} & =\frac{1}{3} \\
b_{3} a_{32} c_{2} & =\frac{1}{6} .
\end{aligned}
$$

We recall from $\S 5.9$ that there exist one two-parameter family and two one-parameter families of solutions of ( 5.88 ). The easiest way to compute $R(\hat{h})$ is to usc (5.86) and define $d:=(I-\hat{h} A)^{-1} e$, whence

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
-c_{2} \hat{h} & 1 & 0 \\
\left(a_{32}-c_{3}\right) \hat{h} & -a_{32} \hat{h}_{h} & 1
\end{array}\right]\left[\begin{array}{l}
d_{1} \\
d_{2} \\
d_{3}
\end{array}\right]=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]
$$

Solving this triangular system gives

$$
d_{1}=1, \quad d_{2}=1+c_{2} \hat{h}, \quad d_{3}=1+c_{3} \hat{h}+c_{2} a_{32} \hat{h}^{2}
$$

From (5.86), $R(\hat{h})=1+\hat{h} b^{\top} d$, whence

$$
\begin{equation*}
R(\hat{h})=1+\left(b_{1}+b_{2}+b_{3}\right) \hat{h}_{1}+\left(b_{2} c_{2}+b_{3} c_{3}\right) \hat{h}^{2}+b_{3} a_{32} c_{2} \hat{h}^{3} \tag{5.89}
\end{equation*}
$$

On applying the order conditions (5.88) (note that only three of them are necded) we find that

$$
R(\hat{h})=1+\hat{h}+\hat{h}^{2} / 2+\hat{h}^{3} / 6
$$

for all 3-stage methods of order 3. So much for our hopes of choosing free parameters to improve the linear stability properties!

The above result can be generalized as follows. Let the $s$-stage explicit Runge - Kutta method have order $p$. It follows from $\S 5.7$ that, under the localizing assumption that $y_{n}=y\left(x_{n}\right)$, the value $y_{n+1}$ given by the method applied to the test equation (5.8.3) differs from the Taylor expansion of the exact solution $y\left(x_{n+1}\right)$ of (5.83) by terms of order $h^{n+1}$. Now, it readily follows from repeatedly differentiating (5.83) that the expansion for $y\left(x_{n+1}\right)$ is

$$
y\left(x_{n+1}\right)=y\left(x_{n}\right)+h \lambda y\left(x_{n}\right)+\frac{1}{2!} h^{2} \lambda^{2} y\left(x_{n}\right)+\cdots+\frac{1}{p!} h^{r} \lambda^{\Gamma} y\left(x_{n}\right)+O\left(h^{\Gamma+1}\right)
$$

whence we must have that

$$
y_{n+1}=\left[1+h \lambda+\frac{1}{2!} h^{2} \lambda^{2}+\cdots+\frac{1}{p!} h^{p} \lambda^{p}\right] y_{n}+0\left(h^{p+1}\right)
$$

$$
\begin{equation*}
y_{n+1} / y_{n}=1+\hat{h}+\frac{1}{2!} \hat{h}^{2}+\cdots+\frac{1}{p!} \hat{h}^{p}+0\left(\hat{h}^{p+1}\right) \tag{5.90}
\end{equation*}
$$

On the other hand, it is clear from (5.87) that for an $s$-stage explicit method $R(\hat{h})$ will he a polynomial in $\hat{h}$ of degree at most $s$. This fact, together with ( 5.90 ), implies that if $s=p$ (and we know from $\$ 5.9$ that this can only happen for $s=1,2,3,4$ ) then

$$
\begin{equation*}
R(\hat{h})=y_{n+i} / y_{n}=1+\hat{h}+\frac{1}{2!} \hat{h}^{2}+\cdots+\frac{1}{s!} \hat{h}^{3} . \tag{5.91}
\end{equation*}
$$

Thus, for $s=1,2,3,4$, all $s$-stage explicit Runge-Kutta methods of order $s$ have the same stability function, and therefore the same stability regions. These stability functions are given by (5.91) and we could compute the boundaries of the corresponding regions of absolute stability by adapting the boundary locus technique described in §3.8. An alternative approach is to write a program along the following lines. Let $R(\hat{h})=x+i y$, scan the linc $x=$ constant and set the point $(x, y)$ if and only if $|R(\hat{h})|<1$, then increment $x$ and repeat the process. Note that this approach, which we shall call the scanning lechuique, is practicable only for one-step methods. It is more expensive on computing time than the boundary locus technique, but is easier to program-an advantageous cxchange if one has a desk-top microcomputer! The regions of absolute stability for
 Runge-Kutta methods of order $s$.
$s$-stag explicit Runge-Kutta methods of order $s, s=1,2,3,4$, obtained using the scanning technique, are displayed in Figure 5.1; the regions are symmetric about the real axis. and Figure 5.1 shows only the regions in the half-plane $\operatorname{lm}(\hat{h})>0$. Note that for $s=1$ (Euler's Rule), the boundary of the region is a circle. It is of interest to note that as the order increases, the stability regions become larger; the opposite happened for linear multistep methods.

If the $s$-stage method has order, $p<s$ (and this will always be the case for $s>4$ ) then, from (5.90) and (5.91), the stability function clearly takes the form

$$
\begin{equation*}
R(\hat{h})=1+\hat{h}+\frac{1}{2!} \hat{h}^{2}+\cdots+\frac{1}{p!} \hat{h}^{p}+\sum_{q=p+1}^{s} \gamma_{q} \hat{h}^{q} \tag{5.92}
\end{equation*}
$$

where the coefficients $\gamma_{q}$ are functions. of the coefficients of the method. There is now scope for attempting to improve the stability region, but it has to be said that attempts to exploit this possibility do not produce anyıspectacular results. The stability function can be computed as a function of $\hat{h}$ from (5.86). but if we go at this task like a bull at a gate we land outselves in a lot of needless work. First observe that we need
compute the inverse of $(I-\hat{h} A)$; all that is needed is the product $(I-\hat{h} A)^{-1} e$ which, as before, we define to be $d$. Then $(I-\hat{h} A) d=e$, a triangular system which can be readily solved for $d$. Moreover, if the method has order $p$, then we know that $R(\hat{h})=1+\hat{h} b^{\top} d$ has the form given by (5.92), and we need only to find the terms in $\hat{h}^{q}, q=p, p+1, \ldots, s-1$ in $d$. Let us illustrate by finding $R(\hat{h})$ for an $s$-stage (explicit) method of order $s-1$. We need only find the term in $\hat{h}^{s-1}$ in $d$, which means that we need save only the highest power of $\hat{h}$ at each stage of the solution of the system $\left(I-\hat{h}_{1} A\right) d=c$. Using the row-sum condition and indicating terms involving lower powers of $\hat{h}$ by L.P., we obtain

$$
\begin{aligned}
& d_{1}=1 \\
& d_{2}=1+\hat{h} a_{21} d_{1}=c_{2} \hat{h}+\text { L.P. } \\
& d_{3}=1+\hat{h} a_{31} d_{1}+\hat{h} a_{32} d_{2}=a_{32} c_{2} \hat{h}^{2}+\text { L.P. } \\
& \vdots \\
& d_{s}=1+\hat{h} a_{31} d_{1}+\hat{h} a_{s 2} d_{2}+\cdots+\hat{h} a_{s, 3-1} d_{s} \\
&=a_{3, s-1} a_{5-1,3-2} \cdots a_{32} c_{2} \hat{h}^{s-1}+\text { L.P. }
\end{aligned}
$$

The term in $\hat{h}^{s}$ in $R(\hat{h})=1+\hat{h} b^{\top} d$ is then $\gamma_{s} \hat{h}^{s}$ where

$$
\star \quad \gamma_{3}=b_{3} a_{5,5-1} a_{5-1,5-2} \cdots a_{32} c_{2}
$$

which, in the notation of $\S 5.7$, is just the function $\psi([s-1 \tau],-1)$. Note that $\gamma_{s}$ is easily computed; it is just the product of the elements of the first sub-diagonal of $A$ multiplied by $b_{s}$. We thus have

$$
R(\hat{h})=1+\hat{h}+\hat{h}^{2} / 2!+\cdots+\hat{h}^{s-1} /(s-1)!+\hat{h}^{5} \psi\left(\left[\left[_{s-1} \tau\right]_{s-1}\right) .\right.
$$

Note that if the method had order $s$, then the order conditions require that $\psi\left(\left[\left[_{s-1} \tau\right]_{s-1}\right)=1 / s!\right.$, which merely corroborates (5.91). By a similar approach (now saving only terms in the two highest powers of $\hat{h}$ ) we can show that for an $s$-stage method of
orders $s-2$

$$
R(\hat{h})=1+\hat{h}+\hat{h}^{2} / 2!+\cdots+\hat{h}^{r-2} /(s-2)!+\hat{h}^{s-1} \psi\left([s-2 \tau]_{s-2}\right)+\hat{h}^{s} \psi\left([s-1 \tau]_{s-1}\right) .
$$

The obvious extension to the general case $p<s$ holds.
Using this approach, we can easily investigate the linear stability properties of the embedded methods discussed in $\$ 5.10$. In the following, the stage-number $s$ and the order $p$ refer to the method carrying the solution and not to the pair of embedded methods. The stability functions of the various methods are

Merson's method; $s=5, p=4$

$$
R(\hat{h})=1+\hat{h}+\hat{h}^{2} / 2+\hat{h}^{3} / 6+\hat{h}^{4} / 24+\hat{h}^{5} / 144 .
$$

England's method; $s=4, p=4$

$$
R(\hat{h})=1+\hat{h}+\hat{h}^{2} / 2+\hat{h}^{3} / 6+\hat{h}^{4} / 24 .
$$

RKF45; $s=5, p=4$

$$
R(\hat{h})=1+\hat{h}+\hat{h}^{2} / 2+\hat{h}^{3} / 6+\hat{h}^{4} / 24+\hat{h}^{5} / 104
$$

DOPRI $(5,4) ; s=6, p=5$

$$
R(\hat{h})=1+\hat{h}+\hat{h}^{2} / 2+\hat{h}^{3} / 6+\hat{h}^{4} / 24+\hat{h}^{5} / 120+\hat{h}^{6} / 600 .
$$

Figure 5.2 shows the corresponding regions of absolute stability, computed by the scamning technique described earlier in this section. The region for England's method is. of course, identical with that given in Figure 5.1 for $s=4$ and is included only for comparison.
The presence of a 'moon' in Figure $5.2(\mathrm{~d})$ is a surprise! It is of no particular practical significance, but it does raise two points of interest. First, it demonstrates that there exicts an explicit Runge-Kutta method whose region of absolute stability is a union of disjoint subsets. Sccondiy, it shows up an unexpected advantage that the scanning lechnique has over the boundary locus technique; there is no way that the latter would crer have discovered the 'moon'! The region for the fifth-order $\operatorname{DOPRI}(5,4)$ method is perhaps a little smaller than we might have expected. An alternative ( 5,4 ) pair with improved region of absolute stability is offered by Dormand and Prince (1980).

## Exercises

5.12.1. Illustrate the effect of absolute stability by using the popular fourth-order explicit method ( 5.21 ) of $\$ 5.3$ to compute numerical solutions of the problem $y^{\prime}=A y, y(0)=[1,0,-1]^{\top}$, where

$$
A=\left[\begin{array}{rrr}
-21 & 19 & -20 \\
19 & -21 & 20 \\
40 & -40 & -40
\end{array}\right]
$$

using two fixed steplengths, such that $\hat{h}$ is inside $\mathscr{S}_{A}$ for one of the values and outside it for the other


-4
(a)
(c)

(d)

Figure 5.2 Regions of absolute stability: (a) Merson's method. (b) England's method. (c) RKF45 (d) DOPRI $(5,4)$.
5.12.2. Show that for all semi-implicit Runge-Kutta methods the denominator of the stability function is a product of real linear factors.
5.12.3. Convince yourself, as follows, that the 'moon' an Figure $5.2(\mathrm{~d})$ is really there: using a ruler estimate from Figure 5.2(d) the coordinates of a point inside the 'moon', and show that $|R(\hat{h})|<1$ at that point. In a similar way, convince yourself that the 'moon' is disjoint from the main region of absolute stability.

### 5.13 ORDER CONDITIONS; THE ALTERNATIVE APPROACH OF ALBRECHT

So far in this chapter, we have made much use of the well-established Butcher theory A quite different approach to the problem of finding the conditions for a Runge Kutta method to have given order has been proposed by Albrecht (1987). An interesting feature of this work is that it applies to Runge-Kulta methods the ideas we developed in

Chapter 3 for linear multistep methods. In this section we give only an outline of Alhrech's approach; full details can be found in Albrecht (1987).
Albrecht (1985) defined a general class of methods, the A-methods, by

$$
\begin{equation*}
Y_{n+1}=\mathscr{A} Y_{n}+h \Phi_{f}\left(x_{n}, Y_{n}, Y_{n+1} ; h\right) \tag{5.93}
\end{equation*}
$$

where $Y_{n}, \Phi_{f} \in \mathbb{R}^{a m}, \alpha$ is a $\sigma m \times \sigma m$ matrix (where, as usual, $m$ is the dimension of the differential system) and $\Phi_{f}$ satisfies a Lipschitz condition with respect to its second and third arguments; the subscript $f$ indicates that the dependence of $\Phi$ on $Y_{n}, Y_{n+1}$ is timough the function $f(x, y)$ derining the differential system. (We have written of in place of the more natural $A$ to avoid later confusion with the matrix $A$ of coefficients of a Runge Kulta method.) It is ofinterest to compare (5.93) with the general class of methods

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} y_{n+j}=h \phi_{f}\left(y_{n+k}, y_{n+k-1}, \ldots, y_{n} ; h\right) \tag{5.94}
\end{equation*}
$$

which we considered in Chapter 2 (see (2.4) of $\S 2.2$ ). At first sight, (5.93) might appear less general than (5.94), but this is not so; $Y_{n}$, which has dimension $\sigma m$ whilst $y_{n}$ has dimension $m$, can itself be a function of $y_{n}, y_{n+1}, \ldots$. The class of $A$-methods is indeed a very broad one and encompasses, in addition to the methods discussed in this book, other classes of methods such as cyclic methods; it also turns out to be an appropriate alternative framework for the study of the Nordsieck vector approach of $\$ 4.9$; see Albrecht (1985).

Re-casting a Runge-Kutta method for an m-dimensional system as an $A$-method leads to a somewhat cumbersome notation which is considerably simplified in the case $m=1$. One of the features of the Albrecht approach is that, unlike the Butcher theory, analysis in the case of the scalar initial value problem yields all of the order conditions for the systems case (cf. \$5.8). Thus nothing essential is lost if, for the remainder of this section, we consider only the scalar initial vatue problem $y^{\prime}=f(x, y), y(a)=\eta$. The reader who wishes to see the full analysis for the $m$-dimensional case is referred to Albrecht (1987).

Consider the general s-stage Runge-Kutta method defined by the Butcher array


Writing this method in the alternative form (5.6) (with a slight notational change) we have

$$
\begin{align*}
& y_{n+c_{i}}=y_{n}+h \sum_{j=1}^{s} a_{i j} f\left(x_{n}+c_{j} h, y_{n+c_{j}}\right) \quad i=1,2, \ldots, s  \tag{i}\\
& y_{n+1}=y_{n}+h \sum_{i=1}^{s} b_{i} f\left(x_{n}+c_{i} h, y_{n+c_{i}}\right) .
\end{align*}
$$

Define $Y_{n+1}, F\left(x_{n}, Y_{n+1} ; h\right) \in \mathbf{R}^{3+1}$ by

$$
Y_{n+1}:=\left[y_{n+c_{1}}, y_{n+c_{2}}, \ldots, y_{n+c_{c}}, y_{n+1}\right]^{\top}
$$

$F\left(x_{n}, Y_{n+1} ; h\right):=\left[f\left(x_{n}+c_{1} h, y_{n+c_{1}}\right), f\left(x_{n}+c_{2} h, y_{n+c_{2}}\right), \ldots, f\left(x_{n}+c_{s} h, y_{n+c_{c}}\right), f\left(x_{n+1}, y_{n+1}\right)\right]^{\top}$
and define $\mathscr{A}$ and $\mathscr{B}$ by

$$
\begin{aligned}
& \mathscr{A}=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1 \\
0 & 0 & \cdots & 0 & 1 \\
\vdots & & & & \\
0, & 0 & \cdots & 0 & 1
\end{array}\right]=\left[\begin{array}{cc}
0_{s s} & \mathrm{e} \\
0_{\mathrm{s}} & 1
\end{array}\right] \\
& \mathscr{A}=\left[\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1 s} & 0 \\
a_{21} & a_{22} & \cdots & a_{2 s} & 0 \\
\vdots & & & & \\
a_{s 1} & a_{s 2} & \cdots & a_{3 s} & 0^{4} \\
b_{1} & b_{2} & \cdots & b_{s} & 0
\end{array}\right]=\left[\begin{array}{cc}
A & 0_{s} \\
b^{\top} & 0
\end{array}\right]
\end{aligned}
$$

where $0_{s}$ is the $s \times s$ null matrix, $0_{s}=[0,0, \ldots, 0]^{\top} \in \mathbb{B}^{s}$ and $c=[1,1, \ldots, 1]^{\top} \in \mathbb{R}^{s}$.
The method ( 5.95 ) can now be written in the form of an $A$-method,

$$
\begin{equation*}
Y_{n+1}=\mathscr{A} Y_{n}+h \mathscr{B} F\left(x_{n}, Y_{n+1} ; h\right) . \tag{5.98}
\end{equation*}
$$

The essence of the Albrecht approach is to observe that each of the $s$ internal stages (5.95(i)) and the final stage ( 5.95 (ii)) of a Runge-Kutta method are linear, in the sense that a linear multistep method is linear. Nonlinearity arises only when we substitute from one stage into another. We can regard each of the $s+1$ stages as being a generalized linear multistep method (on an unevenly distributed discrete point set) and associate with it a linear difference operator, in exactly the same way as we did for linear multistep methods in $\S 3.2$ (see (3.13)). Let $z(x)$ be a sufficiently differentiable arbitrary function and define $\mathscr{L}_{b} i=1,2, \ldots, s$ and $\mathscr{L}$ by

$$
\begin{align*}
& \mathscr{L}_{i}[z(x) ; h]:=z\left(x+c_{i} h\right)-z(x)-h \sum_{j=1}^{s} a_{i j} z^{\prime}\left(x+c_{j} h\right), \quad i=1,2, \ldots, s \\
& \hat{\mathscr{L}}[z(x) ; h]:=z(x+h)-z(x)-h \sum_{i=1}^{s} b_{i} z^{\prime}\left(x+c_{i} h\right) . \tag{5.99}
\end{align*}
$$

Proceeding as we did for linear multistep methods, we expand $z\left(x+c_{i} h\right), z(x+h)$ and $z^{\prime}(x+c, h)$ about $x$ and collect powers in $h$ to obtain

$$
\left.\begin{array}{l}
\mathscr{L}_{1}[z(x) ; h]=C_{i 1} h z^{(1)}(x)+C_{i 2} h^{2} z^{(2)}(x)+\cdots, \quad i=1,2, \ldots, s \\
\hat{\mathscr{L}}[z(x) ; h]=\hat{C}_{1} h z^{(12}(x)+\hat{C}_{2} h^{2} z^{\left(Q^{(1)}\right.}(x)+\cdots
\end{array}\right\}
$$

where

$$
\left.\begin{array}{l}
C_{i q}=\frac{c_{i}^{q}}{q!}-\frac{1}{(q-1)!} \sum_{j=1}^{s} a_{i j} c_{j}^{q-1}, \quad i=1,2, \ldots, s  \tag{S.101}\\
\hat{C}_{q}=\frac{1}{q!}-\frac{1}{(q-1)!} \sum_{i=1}^{s} b_{i} c_{i}^{q-1}
\end{array}\right\} q=1,2, \ldots
$$

which can be seen as a generalization of the corresponding result ((3.15) of §3.2) for linear multistep methods. We could define order in the same way as we did for a linear multistep method and say that the ith internal stage has order $p_{i}$ if $C_{i 1}=C_{i 2}=\cdots=$ $C_{i p,}=0, C_{i, p+1} \neq 0$, and the final stage has order $p$ if $\hat{C}_{1}=\hat{C}_{2}=\cdots=\hat{C}_{p}=0, \hat{C}_{p+1} \neq 0$. Note that the row-sum condition (5.3) implies that $C_{i 1}=0, i=1,2, \ldots, s$, so that each internal stage has order at least 1 , that is, is consistent.
It will prove helpful to write (5.100) and (5.101) more compactly. To this end we introduce, for the purposes of this section only, the following notational convention. Let $u=\left[u_{1}, u_{2}, \ldots, u_{s}\right]^{\top}$ and $v=\left[v_{1}, v_{2}, \ldots, v_{s}\right]^{\top}$ be two vectors in $\mathbb{R}^{3}$. Then we denote by $u v$ the vector in $\mathbb{P}^{3}$ obtained by componentwise multiplication; that is

$$
\begin{equation*}
u v:=\left[u_{1} v_{1}, u_{2} v_{2}, \ldots, u_{3} v_{s}\right]^{\top} . \tag{5.102}
\end{equation*}
$$

Note in particular that $w^{\pi}=\left[u_{1}^{\tau}, u_{2}^{\tau}, \ldots, u_{s}^{\pi}\right]^{\top}$. Define the vectors $\mathscr{L}[z(x) ; h], C_{q} \in \mathbb{R}^{s}$ by

$$
\begin{align*}
\mathscr{P}[z(x) ; h] & \left.:=\left[\mathscr{L}_{1}[z(x) ; h], \mathscr{L}_{2}[z(x) ; h], \ldots, \mathscr{L}_{s}[z(x) ; h]\right]^{\top}\right\}  \tag{5.103}\\
C_{q} & :=\left[C_{1 q}, C_{2 q}, \ldots, C_{s q}\right]^{\top} .
\end{align*}
$$

We can now write (5.100) and (5.101) in the form

$$
\left.\begin{array}{l}
\mathscr{L}[z(x) ; h]=C_{1} h z^{(1)}(x)+C_{2} h^{2} z^{(2)}(x)+\cdots  \tag{5.104}\\
\hat{\mathscr{F}}[z(x) ; h]=\hat{C}_{1} h z^{(1)}(x)+\hat{C}, h^{2} z^{(2)}(x)+\cdots
\end{array}\right\}
$$

where, using the notation defined by (5.102).

$$
\begin{equation*}
C_{q}:=\frac{1}{q!} c^{q}-\frac{1}{(q-1)!} A c^{q-1}, \quad \hat{C}_{q}=\frac{1}{q!}-\frac{1}{(q-1)!} b^{\top} c^{q-1}, \quad q=1,2, \ldots \tag{5.105}
\end{equation*}
$$

and $C_{1}=0_{s}$.
If the Runge Kutta method is to have order $p$, then clearly a necessary (but far from sufficient) condition is that the final stage should have order $p$. We thus obtain from the second of (5.105) the following necessary condition for the method (5.95) to have order $p$ :

$$
\begin{equation*}
b^{\top} c^{q-1}=1 / q, \quad q=1,2, \ldots, p . \tag{5.106}
\end{equation*}
$$

(Note that ( 5.106 ) is equivalent to $\sum_{i} b_{i} i_{i}^{q-1}=1 / q$, the order condition which corresponds, for $q \geqslant 2$, to the tree $\left[\tau^{q-1}\right.$ ] in the Butcher theory.)

In order to obtain sufficient conditions for the method to have order $p$, we consider the global truncation error. This error being the difference between the exact and the numerical solution, it is natural to proceed by defining vectors that bear the same relation to the exact solution as the vectors $Y_{n+1}$ and $F\left(x_{n}, Y_{n+1} ; h\right)$ defined by (5.96) do to the numerical solution. Thus, we define $Y\left(x_{n+1}\right), F\left(x_{n}, Y\left(x_{n+1}\right) ; h\right) \in \mathbb{R}^{s+1}$ by

$$
\begin{aligned}
Y\left(x_{n+1}\right):= & {\left[y\left(x_{n}+c_{1} h\right), y\left(x_{n}+c_{2} h\right), \ldots, y\left(x_{n}+c_{s} h\right), y\left(x_{n}+h\right)\right]^{\top} } \\
F\left(x_{n}, Y\left(x_{n+1}\right) ; h\right):= & {\left[f\left(x_{n}+c_{1} h, y\left(x_{n}+c_{1} h\right)\right), f\left(x_{n}+c_{2} h, y\left(x_{n}+c_{2} h\right)\right) \cdots,\right.} \\
& \left.\cdot f\left(x_{n}+c_{s} h, y\left(x_{n}+c_{s} h\right)\right), f\left(x_{n}+h, y\left(x_{n}+h\right)\right),\right]^{\top} .
\end{aligned}
$$

On putting $f(x, y(x))=y^{\prime}(x)$ and using (5.98), (5.99) and (5.103), we obtain

$$
Y\left(x_{n+1}\right)-\mathscr{A} Y\left(x_{n}\right)-h \mathscr{B} F\left(x_{n}, Y\left(x_{n+1}\right) ; h\right)=\left[\mathscr{L}^{\top}\left[y\left(x_{n}\right) ; h\right], \hat{\mathscr{L}}\left[y\left(x_{n}\right) ; h\right]\right]^{\top}=: T_{n+1} \in \mathbb{R}^{s+1} .
$$

The parallel with linear multistep theory continues. The vector $T_{n+1}$, the residual when the 'exact' vector $Y\left(x_{n+1}\right)$ replaces the 'numerical' vector $Y_{n+1}$ in ( 5.98 ), is the local truncation error of the $A$-method (5.98) equivalent to the Runge-Kutta method (5.95), a natural extension of the definition $T_{n+k}:=\mathscr{L}\left[y\left(x_{n} ; h\right]((3.23)\right.$ of $\S 3.5)$. It is natural that $T_{n+1}$ should be a vector of dimension $s+1$, since each of the $s$ internal stages and the final stage have different local trunçation errors and, in general, different orders.
Recall that for a method of order $p$ the global truncation error is of order $h^{p}$. We could therefore define the $A$-method (5.98) tq have order $p$ if $\sup _{n}\left\|Y\left(x_{n+1}\right)-Y_{n+1}\right\|=0\left(h^{p}\right)$ However, recalling the structure of $Y_{n+1}$, this would clearly be asking too much; all that is needed is that

$$
\begin{equation*}
\sup \left|y\left(x_{n+1}\right)-y_{n+1}\right|=0\left(h^{p}\right) . \tag{5.109}
\end{equation*}
$$

Subtracting (5.98) from (5.108) gives

$$
Y\left(x_{n+1}\right)-Y_{n+1}=\mathscr{A}\left[Y\left(x_{n}\right)-Y_{n}\right]+h \mathscr{B}\left[F\left(x_{n}, Y\left(x_{n+1}\right) ; h\right)-F\left(x_{n}, Y_{n+1} ; h\right)\right]+T_{n+1} ;
$$

Let us simplify the notation by defining $Q_{n+1}:=Y\left(x_{n+1}\right)-Y_{n+1}$ and $U_{n+1}:=$ $F\left(x_{n}, Y\left(x_{n+1}\right) ; h\right)-F\left(x_{n}, Y_{n+1} ; h\right)$. We can partition these vectors and $T_{n+1}$ as follows:

$$
Q_{n+1}=\left[\begin{array}{l}
q_{n+1} \\
q_{n+1}
\end{array}\right], \quad U_{n+1}=\left[\begin{array}{l}
u_{n+1} \\
u_{n+1}
\end{array}\right], \quad T_{n+1}=\left[\begin{array}{l}
t_{n+1} \\
t_{n+1}
\end{array}\right]
$$

$$
1
$$

where $q_{n+1}, u_{n+1}, t_{n+1} \in \mathbb{R}^{s}$ and $\hat{q}_{n+1}, \hat{u}_{n+1}, f_{n+1} \in \mathbb{R}$. Note that $\dot{q}_{n+1}=y\left(x_{n+1}\right)-y_{n+1}$. Substituting in ( 5.110 ) and using the partitioned forms of the matrices $\mathscr{A}$ and $\mathscr{B}$ (see ((5.97)), we obtain

$$
\left.\begin{array}{l}
q_{n+1}=\hat{q}_{n} e+h A u_{n+1}+t_{n+1},  \tag{5.111}\\
q_{n+1}=\hat{q}_{n}+h b^{\top} u_{n+1}+t_{n+1} .
\end{array}\right\}
$$

Now, if the conditions (5.106) are satisfied then $t_{n+1}=0\left(h^{\Gamma+1}\right)$, by (5.105) and (5.104). If, in addition, $b^{\top} u_{n+1}=0\left(h^{p}\right)$ then the second of ( 5.111 ) reads

$$
\hat{q}_{n+1}=q_{n}+0\left(h^{p+1}\right)
$$

which is enough for, (5.109) to be satisfied (just enough, when one recalls that $n \cdot 0\left(h^{p+1}\right)=0\left(h^{p}\right)$, since $\left.n h=x_{n}-a\right)$. Thus we arrive at the following conditions for the Runge-Kutta method to have order $p$ :

$$
\begin{equation*}
b^{\top} c^{q-1}=1 / q, \quad q=1,2, \ldots, p, \quad b^{\top} u_{n+1}=0\left(h^{p}\right), \quad n=0,1, \ldots, \tag{5.112}
\end{equation*}
$$

The analysis by which the second of these conditions is brought into an implementable form can be summarized as follows. From the definitions of $U_{n+1}$ and $Q_{n+1}$ it is possible to expand $u_{n+1}$ in the form

$$
\begin{equation*}
u_{n+1}=G_{1} q_{n+1}+G_{2} q_{n+1}^{2}+G_{3} q_{n+1}^{3}+\cdots \tag{5.113}
\end{equation*}
$$

where $G_{i}, i=1,2, \ldots$ are diagonal matrices (and where the convention (5.102) pertains). Morcover we can assume that $u_{n+1}$ and $q_{n+1}$ can be expanded, in a neighbourhood of $h=0$, as power series in $h$. It follows from the fact that $C_{1}=0$, that such series start with the term in $h^{2}$, giving

$$
\begin{aligned}
& u_{n+1}=w_{2}\left(x_{n}\right) h^{2}+w_{3}\left(x_{n}\right) h^{3}+\cdots+w_{p-1}\left(x_{n}\right) h^{p-1}+0\left(h^{p}\right) \\
& q_{n+1}=r_{2}\left(x_{n}\right) h^{2}+r_{3}\left(x_{n}\right) h^{3}+\cdots+r_{p-1}\left(x_{n}\right) h^{p-1}+0\left(h^{p}\right)
\end{aligned}
$$

The $s$-dimensional vectors $w_{i}\left(x_{n}\right)$ and $r_{i}\left(x_{n}\right)$ have the form

$$
w_{i}\left(x_{n}\right)=\sum_{j=1}^{M(i)} \alpha_{i j} e_{i j}\left(x_{n}\right), \quad r_{i}\left(x_{n}\right)=\sum_{j=1}^{N(i)} \beta_{i j} e_{i j}\left(x_{n}\right)
$$

where $\alpha_{i j}, \beta_{i j} \in \mathbb{R}^{s}$ and the $e_{i j}\left(x_{n}\right) \in \mathbb{R}$ are nothing other than the scalar forms of the elementary differentials of the Butcher theory, though this last fact is not made use of. It can be shown that the $e_{i j}$ are all distinct (and it is this that makes it possible to get the full set of order conditions from an analysis restricted to the scalar problem) and it is enough to observe that the conditions (5.112) are equivalent to

$$
\left.\begin{array}{rlrl}
b^{\top} c^{-1} & =1 / q, & & q=1,2, \ldots, p  \tag{5.114}\\
b^{\top} \alpha_{i j} & =0, & & \\
& =1,2, \ldots, M(i), \quad i=2,3, \ldots, p-1 & \text { if } p \geqslant 3 .
\end{array}\right\}
$$

Finally, (5.113) can be used to set up a recurrence relation between the $w_{i}\left(x_{n}\right)$ and $r_{i}\left(x_{n}\right)$, from which the following procedure for implementing the second of (S.114) can be derived.

Let $w_{i}^{*}$ and $r_{i}^{*}, i=1,2, \ldots$ be defined by the following recurrence:

$$
\begin{align*}
& w_{1}^{*}=0 \\
& r_{i}^{*}=C_{i}+A w_{i-1}^{*}, \quad i \geqslant 2 \\
& w_{i}^{*}=\sum_{j=0}^{i-2} 1 D^{j}\left[r_{i-j}^{*}+\sum_{\substack{\lambda, \mu \geqslant 2 \\
\lambda+\mu=i-j}} r_{\lambda}^{*} r_{\mu}^{*}+\sum_{\substack{\lambda, \mu, \mu \geqslant 2 \\
\lambda+\mu+v=1-j}} r_{\lambda}^{*} r_{\mu}^{*} r_{v}^{*}+\cdots\right],
\end{align*}
$$

where the notational convention (5.102) is assumed. The $C_{i}$ are given by ( 5.105 ) and $D=\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{s}\right)$, the coefficients $c_{i}$ and the matrix $A$ are defined by the Butcher array of the $s$-stage Runge-Kutta method. Each $w_{i}^{*}$ is a sum of terms, and these individual terms are the $\alpha_{i j}$, giving

$$
w_{i}^{*}=\alpha_{i 1}+\alpha_{i 2}+\alpha_{i 3}+\cdots
$$

This procedure enables us to identify the vectors $\alpha_{i j}$ and thus apply (5.114). Let us work
out the first few $w_{i}^{*}$

$$
\begin{aligned}
& w_{1}^{*}=0 \\
& r_{2}^{*}=C_{2} \\
& w_{2}^{*}=r_{2}^{*}=C_{2} \\
& r_{3}^{*}=C_{3}+A C_{2} \\
& w_{3}^{*}=r_{3}^{*}+D r_{2}^{*}=C_{3}+A C_{2}+D C_{2} \\
& r_{4}^{*}=C_{4}+A C_{3}+A^{2} C_{2}+A D C_{2} \\
& w_{4}^{*}=r_{4}^{*}+r_{2}^{*} r_{2}^{*}+D r_{3}^{*}+D^{2} r_{2}^{*} / 2 \\
&=C_{4}+A C_{3}+A^{2} C_{2}+A D C_{2}+C_{2}^{2}+D C_{3}+D A C_{2}+D^{2} C_{2} / 2 \\
& \vdots
\end{aligned}
$$

We can now apply the conditions (5.114), recalling from (5.105) that

Order 1

$$
C_{q}:=\frac{1}{q!} c^{q}-\frac{1}{(q-1)!} A c^{q+1}
$$

$$
b^{\top} e=1 \Leftrightarrow \sum_{i} b_{i}=1
$$

Order 2

$$
b^{\top} c=\frac{1}{2} \Leftrightarrow \sum_{i} b_{i} c_{1}=\frac{1}{2}
$$

Order 3

$$
\begin{aligned}
& b^{\top} c^{2}=\frac{1}{3} \propto \sum_{i}^{1} b_{1} c_{i}^{2}=\frac{1}{3} \\
& \begin{aligned}
0=b^{\top} C_{2}=b^{\top}\left(c^{2} / 2-A c\right) & \Leftrightarrow b^{\top} A c=b^{\top} c^{2} / 2=\frac{1}{6} \\
& \Leftrightarrow \sum_{i j} b_{1} a_{i j} c_{j}=\frac{1}{6}
\end{aligned}
\end{aligned}
$$

Order $4 \quad b^{\top} c^{3}=\frac{1}{4} \Leftrightarrow \sum_{1} b_{i} c_{1}^{3}=\frac{1}{4}$

$$
\begin{aligned}
0=b^{\top} C_{3}=b^{\top}\left(c^{3} / 6-A c^{2} / 2\right) & \Leftrightarrow b^{\top} A c^{2}=b^{\top} c^{3} / 3=\frac{1}{12} \\
& \Leftrightarrow \sum_{i j} b_{i} a_{i j} c_{j}^{2}=\frac{1}{12} \\
0=b^{\top} A C_{2}=b^{\top} A\left(c^{2} / 2-A c\right) & \Leftrightarrow b^{\top} A^{2} c=b^{\top} A c^{2} / 2=\frac{1}{24} \\
& \Leftrightarrow \sum_{i j k} b_{i} a_{i j} a_{j k} c_{k}=\frac{1}{24} \\
0=b^{\top} D C_{2}=b^{\top} D\left(c^{2} / 2-A c\right) & \Leftrightarrow b^{\top} D A c_{1}=b^{\top} D c^{2} / 2=b^{\top} c^{3} / 2=\frac{1}{8} \\
& \Leftrightarrow \sum_{i j} b_{i} c_{i} a_{i j} c_{j}=\frac{1}{8} .
\end{aligned}
$$

These are precisely the conditions for order 4 derived earlier from the Butcher theory; see, for example, (5.53) of $\S 5.9$. Note that $w_{4}^{*}$ is the sum, of eight terms; these, together
with the first of (5.114) with $q=5$, give rise to the nine additional conditions needed to attain order 5 , thus corroborating that the above approach, although based on the scalar problem, does indeed generate all of the order conditions for a system.
As we have seen above, the second of the conditions ( 5.114 ) gives rise to a series of orthogonality conditions. These can be employed to provide alternative proofs of the theoretical results we obtained in $\$ 5.9$, specifically the non-existence of an explicit 5 -stage method of order 5 and the fact that $c_{4}=1$ for all 4 -stage explicit methods of order four; sec Albrecht (1989).

## Exercise

5.13.1. Use the approach described in the above section to derive the additional nine conditions for a Runge-Kutta method to have order 5 .

## 6 Stiffness: Linear Stability Theory

6.1 A PRELIMINARY NUMERICAL EXPERIMENT

Let us consider two initial value problems each involving a linear constant coefficient inhomogeneous system of dimension 2.

## Problem 1

$\left[\begin{array}{c}1 \\ y^{\prime} \\ { }^{\prime} y^{\prime}\end{array}\right]=\left[\begin{array}{rr}-2 & 1 \\ 1 & -2\end{array}\right]\left[\begin{array}{l}{ }^{2} y \\ 2 y\end{array}\right]+\left[\begin{array}{c}2 \sin x \\ 2(\cos x-\sin x)\end{array}\right] \cdot\left[\begin{array}{c}1 y(0) \\ 2 y(0)\end{array}\right]=\left[\begin{array}{l}2 \\ 3\end{array}\right]$.
Problem 2

$$
\left[\begin{array}{l}
1 y^{\prime}  \tag{6.2}\\
{ }^{2} y^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
-2 & 1 \\
998 & -999
\end{array}\right]\left[\begin{array}{l}
1 y \\
2 y
\end{array}\right]+\left[\begin{array}{c}
2 \sin x \\
999(\cos x-\sin x)
\end{array}\right] .\left[\begin{array}{l}
1 y(0) \\
2 y(0)
\end{array}\right]=\left[\begin{array}{l}
2 \\
3
\end{array}\right] .
$$

Both problems have identically the same exact solution, given by

$$
\left[\begin{array}{l}
1 y(x)  \tag{6.3}\\
2 y\left(^{x}\right)
\end{array}\right]=2 \exp (-x)\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]+\left[\begin{array}{c}
\sin x \\
\cos x
\end{array}\right]
$$

The graph of this common solution in the interval $[0,10]$ of $x$ is shown in Figure 6.1(a). The object of this numerical experiment is to attempt to generate numerically graphical solutions of Problems 1 and 2 which are acceptable representations of Figure 6.1(a).
For our first attempt we use a simple code based on the fourth-order explicit embedded Runge-Kutta method RKF45, described in $\S 5.10$. The code controls steplength in the following way. Call the local error estimate produced by the method EST. The user provides a tolerance TOL (and an initial steplength $h_{0}$ ) and if EST > TOL the steplength is successively haived until EST $\leqslant$ TOL. If at any step EST $<$ TOL $/ 2^{5}$ (recall that the local error is $0\left(h^{5}\right)$ ), the steplength is successively doubled until TOL $/ 2^{5} \leqslant$ EST $\leqslant$ TOL. Since a graphical solution is limited by the resolution of the computer graphics, there is little point in asking for high accuracy and we set TOL at the modest value of 0.01 ; we choose $h_{0}=0.1$ (for no particularly good reason). The resulting graphical solution when the code is so applied to Problem 1 is shown in Figure 6.1(b); the numerically generated points are marked + and $N$ is the number of steps taken to complete the integration from $x=0$ to $x=10$. The code accepts the initial steplength of 0.1 until $x=2.0$, when it doubles the steplength to 0.2 ; it takes 60 steps to complete the solution, and clearly gives an adequate respresentation of Figure 6.1(a).
We now apply the same code, with the same values for $h_{n}$ and TOL to Problem 2. The results, shown in Figure 6.1(c), are very different from those for Problem I. Before computing the first step, the code halves the steplength three times to 0.0125 and before

(a) Problems 1 and 2, exact solution.

(b) Problem 1, RKF45; $N=60$.

(d) Problem 1, 2-stage Gauss; $N=29$.

(c) Problem 2, RKF45; $N=3373$.

(e) Problem 2,2-stage Gauss; $N=24$. ${ }^{\circ}$

Figure 6.1
taking the second step it halves it twice more to 0.003125 ; thereafter the steplength oscillates between that value and 0.0015625 . The code takes a total of 3373 steps to complete the solution, resulting in the saturation of crosses shown in Figure 6.1 (c). The result is an accurate numerical solution-a much more accurate one than we had intended, and indeed a much more expensive one; recalling that RKF45 is a six-stage method, the code has made a total of over 20000 function evaluations. It is impossible to get a cheap solution of this problem with an explicit Runge-Kutta method (or, indeed, with any explicit method). If we dispense with automatic step-control and attempt to use an explicit method with a fixed steplength of around 0.1 , then the numbers produced are nonsense, and very soon overflow.
$\therefore 1$

Let us now try a different code, based on the 2-step Gauss method described in §5.11. It has the same order (four) as RKF45, but is implicit. The step-control mechanism is the same as in the first code, the local error estimate now being provided by Richardson extrapolation (see $\S 5.10$ ). Applying this code to Problems $I$ and 2 (with the same valucs for TOL and $h_{0}$ as we used previously) gives the results shown in Figures $6.1(d)$ and 6.1(e) respectively. For Problem 1, the code initially doubles the steplength to the value 0.2 which is retained until $x=2.0$, when it is doubled again to 0.4 ; a total of 29 steps are needed to complete the solution. For Problem 2, the code initially doubles the steplength twice to the value 0.4 , which is retained for the remainder of the computation except for a solitary step of length 0.8, at $x=6.4$; the code takes a toial of 24 steps to complete the solution.

So, we have two similar problems whigh behave very differently when tackled numerically. The explicit RKF45 method solves Problem I easily, with a fairly large average steplength, but can solve Problem 2 only at the cost of cutting the steplength down to an unacceptably small level. In contrast, the implicit 2-stage Gauss method solves both problems with moderately large average steplength (and actually appears to find Problem 2 marginally the easier). The phenomenon being exhibited here is known as stiffness; Problem 2 is stiff, while Problem 1 is non-stiff. Clearly the phenomenon cannot be a function of the exact solution, since this is the same for both problems, and must be a property of the differential system itself. It is thus more appropriate to talk of stiff systems rather than of stiff problems. This thought suggests that we consider, not the particular solutions of Problems 1 and 2 satisfying the given initial conditions, but the general solutions of the systems, which in turn requires us (sec §1.6) to look at the eigenvalues of the coefficient matrix of the systems. (Henceforth we shall refer to such eigenvalues simply as eigenvalues of the system, or of the problem.) For Problem 1, the eigenvalues are -1 and -3 , and the general solution is

$$
\left[\begin{array}{l}
1  \tag{6.4}\\
{ }^{2} y
\end{array}\right]=\kappa_{1} \exp (-x)\left[\begin{array}{l}
1 \\
1
\end{array}\right]+\kappa_{2} \exp (-3 x)\left[\begin{array}{c}
1 \\
-1
\end{array}\right]+\left[\begin{array}{c}
\sin x \\
\cos x
\end{array}\right]
$$

where $\kappa_{1}$ and $\kappa_{2}$ are arbitrary constants. For Problem 2, the eigenvalues are -1 and -1000 , and the general solution is

$$
\left[\begin{array}{l}
{ }^{1} y  \tag{6.5}\\
{ }^{2} y
\end{array}\right]=\kappa_{1} \exp (-x)\left[\begin{array}{l}
1 \\
1
\end{array}\right]+\kappa_{2} \exp (-1000 x)\left[\begin{array}{c}
1 \\
-998
\end{array}\right]+\left[\begin{array}{c}
\sin x \\
\cos x
\end{array}\right]
$$

An explanation of the results of our numerical experiment can be made in terms of linear stability theory. Since for both problems the eigenvalues are real, we need consider only intervals of absolute stability. From Figure 5.2 of $\$ 5.12$ we see that the interval of absolute stability of RKF45 is approximately $(-3,0)$ so that for Problem 1 absolute stability is achieved if $-3 h \in(-3,0)$, or $h<1.0$; even the modest tolerance of 0.01 requires $h$ to be less than that, so that it is the demands of accuracy and not of linear stability that constrain the steplength. For Problem 2, however, absolute stability is achieved only if $-1000 h \in(-3,0)$, or $h<0.003$, and the demands of linear stability rather than those of accuracy constrain the steplength. (In the next section we shall modify this last remark somewhat.) Earlier in this book we remarked that automatic codes for the numerical solution of initial value problems do not normally test for absolute stability, but rely on their error-monitoring features to detect the increase in error that occurs if
the steplength corresponds to operating outside a region of absolute stability, and consequently reduce the steplength until absolute stability is obtained. Our numerical experiment shows the simple-minded code based on RKF45 doing just that; it cuts down the steplength so that it oscillates between 0.003125 and 0.0015625 , consistent with the linear stability requirement that $h<0.003$. In contrast, the 2 -stage implicit Giauss method has, as we shatl see later, a region of absolute stability which includes the whole of the left half-plane, so that the linear stability requirement $h \mathcal{A} \in \mathcal{K}_{A}$ holds for all positive $h$ when the cigenvalue $\lambda$ has negative real part; thus for both problems linear stability makes no demands on the steplength. The reason that the 2 -stage Gauss code solves Problem 1 in less steps than does the RKF45 code is simply that the Gauss method has a smaller local truncation error (for this particular problem).

### 6.2 THE NATURE OF STIFFNESS

In this section we consider (at some length!) various aspects of the phenomenon of stiffness. 'Phenomenon' is probably a more appropriate word than 'property', since the latter rather implies that stiffness can be defined in precise mathematical terms; it turns out not to be possible to do this in a satisfactory manner, even for the restricted class of lincar constant coefficient systems. We shall also examine critically various qualitative statements that can be (and mostly have been) made in an attempt to encapsulate the notion of stifness, and select the most satisfactory of these as a 'definition' of stiffness. We start by generalizing the lincar stability analysis of the preceding section.
Consider the lincar constant cocfficient inhomogeneous system

$$
\begin{equation*}
y^{\prime}=A y+\varphi(x) \tag{6.6}
\end{equation*}
$$

where $y, \varphi \in \mathbb{R}^{m}$ and $A$ is a constant $m \times m$ matrix with eigenvalues $\lambda_{t} \in \mathbb{C}, t=1,2, \ldots, m$ (assumed distinct) and corresponding eigenvectors $c_{t} \in \mathbb{C}^{m}, t=1,2, \ldots, m$. The general solution of ( 6.6 ) (see \$1.6) takes the form

$$
\begin{equation*}
y(x)=\sum_{t=1}^{m} k_{t} \exp \left(\lambda_{t} x\right) k_{t}+\psi(x), \tag{6.7}
\end{equation*}
$$

 that

$$
\begin{equation*}
\operatorname{Re} \lambda_{1}<0, \quad t=1,2, \ldots, m \tag{6.8}
\end{equation*}
$$

which implies that cach of the terms $\exp \left(\lambda_{1} x\right) c_{1} \rightarrow 0$ as $x \rightarrow \infty$, so that the solution $y(x)$ approaches $\psi(x)$ asymptotically as $x \rightarrow \infty$; the term $\exp \left(\lambda_{1} x\right) \mathcal{c}_{1}$, will decay monotonically if $)_{1}$, is real and sinusoidally if $\lambda_{1}$ is complex. Interpreting $x$ to be time (as it often is in physical problems) it is appropriate to call $\sum_{t=1}^{m} \kappa_{1} \exp \left(\lambda_{1} x\right) c_{1}$ the transient solution and $\psi(x)$ the steody-state solution. If $\left|\operatorname{Rc} \lambda_{l}\right|$ is large then the corresponding term $\kappa_{t} \exp \left(\lambda_{t} x\right) c_{t}$ will decay quickly as $x$ increases and is thus called a fast transient; if $\left|\operatorname{Re} \lambda_{t}\right|$ is small the corresponding term $\kappa_{1} \exp \left(\lambda_{1} x\right) c_{1}$ decays slowly and is called a slow transient. Let $\bar{i} . \lambda \in\left\{\lambda_{1}, t=1,2, \ldots, m\right\}$ be defined by

$$
|\operatorname{Rc} \bar{\lambda}| \geqslant\left|\operatorname{Re} \lambda_{t}\right| \geqslant|\operatorname{Re} \lambda|, \quad t=1,2, \ldots, m
$$

so that $\kappa_{1} \exp (\bar{\lambda} x) c_{1}$ is the faslest transient and $k_{1} \exp (\underline{2}) c_{c}$, the slowest. If we solve numerically an initial value problem involving the system (6.6) and our aim is to reach the steady-state solution, then we must keep integrating until the slowest transient is negligible. The smaller $|\operatorname{Re} \underline{\lambda}|$ is, the longer we must keep integrating. If, however. the method we are using has a finite region of absolute stability (as did the RKF45 code of the preceding section), we must ensure that the stepiength $h$ is sufficicntly small for $h \lambda_{1} \in \mathscr{R}_{A}, t=1,2, \ldots, m$ to hold. Clearly a large value of $\mid$ Re $\hat{\lambda} \mid$ implies a small steplength. We therefore get into a difficult situation if $|\operatorname{Re} \bar{\lambda}|$ is very large and $|\operatorname{Re} \bar{\lambda}|$ is very small: we are forced to integrate for a very long time with an excessively small steplength. This is precisely what happened when we attempted to integrate Problem 2 of the previous section by the RKF45 code; it was necessary to integrate to around $x=10$ if we wanted to see the form of the steady-state solution, but the cigenvalue - 1000 forced the steplength to be excessi ly small. Note the irony that the eigenvalue $\bar{\lambda}$ which causes the stability difficulties has a very short-term effect on the exact solution (6.7), and indeed none at all in the case of Problem 2, where the initial conditions happened to wipe out the fast transient altogether.

It would therefore appear that stiffness arises when $|\operatorname{Re} \bar{\lambda}|$ is very large and $|\operatorname{Re} \underline{\lambda}|$ very small; it seems natural to take the ratio $|\operatorname{Re} \bar{\lambda} / /| \operatorname{Re}$ 싯, the stiffiess ratio, as a measure of the stiffness of the system. We are now in a position to make the first of the statements which are candidates for adoption as a definition of stiffucss:

Statement I A linear constant coefficient system is stiff if all of its eifgencalues hate negative real part and the stiffness ratio is large.

In Lambert (1973) (and elsewhere) this statement is adoped as a definition of stiffness. However, as we hope to show by the following examples, such a definition is not entirely satisfactory - nor indeed is the definition of stiffness ratio. Let us consider the following hree systems, quoted together with their general solutions. The first is the system involved in Problem 2 of the preceding section; in order to avoid confusion. we shall call it System 2, and the remaining examples Systems 3and 4.

## System 2

$$
\begin{align*}
& {\left[\begin{array}{l}
1 \\
y^{\prime} \\
{ }^{2} y^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
-2 & 1 \\
998 & -999
\end{array}\right]\left[\begin{array}{l}
1 \\
y \\
2 y
\end{array}\right]+\left[\begin{array}{c}
2 \sin x \\
999(\cos x-\sin x)
\end{array}\right]}  \tag{0.9}\\
& {\left[\begin{array}{l}
1 \\
2 \\
2 y
\end{array}\right]=\kappa_{1} \exp (-x)\left[\begin{array}{l}
1 \\
1
\end{array}\right]+\kappa_{2} \exp (-1000 x)\left[\begin{array}{c}
1 \\
-998
\end{array}\right]+\left[\begin{array}{c}
\sin x \\
\cos x
\end{array}\right]}
\end{align*}
$$

System 3 -

$$
\begin{aligned}
& {\left[\begin{array}{l}
1^{\prime} \\
{ }^{\prime} y^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
-2 & 1 \\
-1.999 & 0.999
\end{array}\right]\left[\begin{array}{l}
1 \\
2 \\
2 y
\end{array}\right]+\left[\begin{array}{c}
2 \sin x \\
0.999(\sin x-\cos x)
\end{array}\right]} \\
& \cdot\left[\begin{array}{l}
1 \\
2 \\
2 y
\end{array}\right]=\kappa_{1} \exp (-x)\left[\begin{array}{l}
1 \\
1
\end{array}\right]+\kappa_{2} \exp (-0.091 x)\left[\begin{array}{c}
1 \\
1.999
\end{array}\right]+\left[\begin{array}{c}
\sin x \\
\cos x
\end{array}\right] .
\end{aligned}
$$

System 4

$$
\begin{align*}
& {\left[\begin{array}{l}
{ }^{2} y^{\prime} \\
{ }^{2} y^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
-0.002 & 0.001 \\
0.998 & -0.999
\end{array}\right]\left[\begin{array}{l}
1 \\
2 \\
2 y
\end{array}\right]+\left[\begin{array}{c}
0.002 \sin (0.001 x) \\
0.999[\cos (0.001 x)-\sin (0.001 x)]
\end{array}\right]}  \tag{6.11}\\
& {\left[\begin{array}{l}
1 \\
y^{2} \\
{ }^{2}
\end{array}\right]=\kappa_{1} \exp (-x)\left[\begin{array}{c}
1 \\
-998
\end{array}\right]+\kappa_{2} \exp (-0.001 x)\left[\begin{array}{l}
1 \\
1
\end{array}\right]+\left[\begin{array}{c}
51(0.001 x) \\
\cos (0.001 x)
\end{array}\right] .}
\end{align*}
$$

For System 2. $\bar{\lambda}=-1000$ and $\lambda=-1$, while for Systems 3 and $4, \bar{\lambda}=-1$ and $E=-0.001$; all three systems thus have a stiffness ratio of 1000 .
We have already seen in the preceding section that System 2 cannot be solved by the RKF45 code unless the steplength is excessively small, and that this happens even in the case when $\kappa_{2}=0$ and the fast transient is not present in the exact solution. The same happens even if we choose initial conditions such that $\kappa_{1}=\kappa_{2}=0$; in that case the RKF45 code is unable to integrate even the very smooth solution $y(x)=[\sin x, \cos x]^{\top}$ with a steplength greater than roughly 0.003 . This system is exhibiting genuine stiffness, and the difficultics arise whatever the choice of initial values. Note that if the initial conditions are such that the fast transient is present in the exact solution, then we would expect to have to use a very small steplength in able to follow that fast transient; the effect of stiffness is that we have to continue using that small steplength long after the fatst transient has died.
Now let us consider System 3. If we impose initial conditions such as $y(0)=[2,3.999]^{\top}$, which corresponds to $\kappa_{1}=\kappa_{2}=1$, and apply the RKF45 code (with the previously used values for TOL and $h_{0}$ ), then the steplength settles down to 0.4 . This is broadly what we would expect, since the modulus of neither of the eigenvalues is sufficiently large to impose a stability restriction on the steplength. Of course, if we wish to reach the steadystate solution, we must continue the integration until the term in $\exp (-0.001 x)$ is negligible say cqual to TOL; this implies integrating from $x=0$ to $x=1010$ at a cost of around 2500 steps. The total computational effort is comparable with that for Problem 2, thus supporting the view that stiffness ratio is a consistent measure of stiffness. However, if we change the initial conditions to $y(0)=[2,3]^{\top}$, for which $\kappa_{1}=2, \kappa_{2}=0$, the slow transient in ( 6.10 ) is annihilated and there is no need to integrate a long way to reach the steady-state solution. There is no stability restriction on the steplength, so there arise none of the difficulties we associate with solving a stiff system by a method with a finite region of absolute stability. The RKF45 code with the previously used values of TOL and $h_{0}$ integrates from $x=0$ to $x=10$ (now well into the steady-state phase) at a cost of only 25 steps. The problem is effectively not stiff at all! Thus, if Statement I were adopled as a definition, the stiffness of a system would depend on the initial conditions imposed by a particular problem-a state of affairs that would not be acceplable for a linear constant coeflicient system.
The inadequacy of the concept of stiffness ratio can perhaps best be seen by considering what happens in the limiting case when the eigenvalue with smallest modulus real part is in fact zero. The contribution of that eigenvalue to the exact solution is then a constant. If the moduli of the real parts of the remaining eigenvalues are not particularly large, the system exhibits no signs of stiffness, yet the stiffness ratio is now infinite!
The 'stiffness' exhibited by System 3, which is caused solely by the presence of a very slow transient, is not the same sort of phenomenon as the stiffness exhibited by System 2.

It is debatable whether such systems should be called stiff at all, and we shall call them pseudo-stiff. In contrast with System 2, for all choices of initial conditions such systems can be integrated by methods with finite regions of absolute stability using the sort of steplength that the exact solution would suggest was reasonable. Note, however, that the associated homogeneous system $y^{\prime}=A y$, where $A$ is the coeflicient matrix in System 3, is genuinely stiff, indeed precisely as stiff as are the homogeneous systems associated with Systems 2 and 4. It is the presence of a ste:tdy-state solution which varics at at rate comparable with that of the fastest transient that motivates us to regard System 3 as pseudo-stiff and not genuinely stiff. This remark forces us to abandon the notion that stifiness of a iinear constant coefficient system can be described solcly in terms of the spectrum of the matrix $A$; it is essential to consider the full system $y^{\prime}=A y+\varphi(x)$. Thus Statement 1 fails, on another count, to be acceptable as a definition of stiffucss.
-These conclusions might suggest that true stiffness requires that $|\operatorname{Re}(\bar{\lambda})|$ must be large in'some absolute sense, say $|\operatorname{Re}(\bar{\lambda})| \gg 1$. Consideration of System 4, for which $|\operatorname{Re} \bar{\lambda}|=1$ soon dispels that notion. Here, the steady-state solution varies extremely slowly with $x$ and we might hope to be able to integrate in the steady-state region with a very large steplength, of the order of 100 . The presence of the eigenvalue -1 precludes this possibility, even in the case when $\kappa_{1}=\kappa_{2}$, where the RKF45 code chooses a steplength of 0.4 ; it takes a very long time even to see the form of the steady-state solution. which is produced with much greater accuracy than we want. System 4 is stiff in exactly the same sense as is System 2. (In lact if in System 2 we make the transformation $x=0.001$ and then write $x$ for $\xi$, we obtain System 4.)

A statement which is frequently made in an attempt to tie down the concept of stiffness is

Statement 2 Stiffness occurs when stability requirements, rather than those of accuracy. constrain the steplength.

One can certainly observe this happening when Systems 2 and 4 are solved by the RKF45 code. It does not happen for System 3, and the statement properly separates out the genuinely stiff system from the pseudo-stiff. However. the statement is not entirely accurate. Stability is concerned with the accumulation of error, yet we recall from the preceding section that when Problem 2 was solved by the RKF45 the initial steplength of 0.1 was immediately cut down to 0.0125 , whereas for the non-stiff Problem 1. the initial steplength was accepted. Thus the local error at the very first step was substantially hif'ier for the stiff problem than for the non-stiff. It is not possible to separate stability from accuracy in quite as clear-cut a manner as the statement implies.

Another such statement that has been made is
Statement 3 Stiffness occurs when some components of the solution decay much more rapidly than others

The difficulty with this statement is that it does not differentiate between the genuinely stiff Systems 2 and'4 and the pseudo-stiff System 3. Statements based on comparing the rate of change of the fastest transient with that of the steady-state solution come up against another dificulty. Consider a homogeneous system $y^{\prime}=A y$ : the steady-state
solution is zero, and any transient varies infinitely rapidly compared with the rate of change of the steady-state solution, so that all homogeneous systems become stiff!

Perhaps the best statement we can come up with-and we shall adopt it as our 'definition' - is one which merely relates what we observe happening in practice:

Definition If a mumerical method with a finite region of absolute stability, applied to a system with any initial conditions, is forced to use in a certain interval of integration a steplength which is excessively small in relation to the smoothness of the exdet solution in that interval, then the system is said to be stiff in that interval.

This does differentiate between the genuincly stiff and the pseudo-stiff system, and moreover introduces the idea that stiffness may vary over the total interval of integration What we mean by an 'excessively small' steplength depends on what stage in the integration we have reached. In the phase when the fastest transients are still alive, the exact solution is not at all smooth; a very small steplength is natural and should not be seen as 'excessively small'. When the fast transients are dead, the exact solution is smooth, and we can properly regard the same very small steplength as being 'excessively small. Note that if we adopt this definition, then we can relax the requirement (6.8) that all the eigenvalues of $A$ have negative real part. The definition still makes sense if $A$ has some cigenvalues with posilive real parts which are small relative to $|\operatorname{Re} \bar{\lambda}|$. ,

Let us now consider another aspect of the phenomenon of stiffness, first pointed out by Curtiss and Hirschfolder (1952). The non-stiff and stiff Problems 1 and 2 of the preceding section were chosen to have the same exact solution. However, if we look not just al the exact solution but at the neighbouring solution curves as well, we see very different pictures. For the non-stiff Problem 1, these neighbouring curves approach the exact solution curve at a moderately slow rate, whereas for the stiff Problem 2, they approach the solution curve so steeply that it is necessary to use a large magnifying glass to sec what is happening. We blow up Figure $6.1(\mathrm{a})$ and look at a very small interval, $[4.684,4.696]$ of $x$, near where ${ }^{2} y(x)$, the second component of the common exact solution (6.3) of Problems 1 and 2, crosses the $x$-axis: The graph of ${ }^{2} y(x)$; shown as the heavy line labelled ( 0 ) in Figure 6.2. The line labelled (1) is a neighbouring solution curve for Problem 1 and that labelled (2) a neighbouring solution curve for Problem 2; both pass through the point $A$, where $x=4.685, y=-0.004$. The point $A$ is very close to the exact solution, the global error at $x=4.685$ (the length of the line $A_{0} A$ ) being -0.005 . The effect of the inevitable errors in any numerical method is that the numerical solution point lies not on the exact solution curve but at a neighbouring point such as A. When we evaluate the function $f(x, y)=A y+\varphi(x)$ at the point A (or at points very close to $A$ in the case of an explicit Runge-Kutta method such as RKF45) we are simply evaluating the slope of the neighbouring solution curve through A (or at points very close to A). In the case of the neighbouring solution curve (1) of the non-stiff Problem 1, this gradient information is a good approximation to the gradient information on the exact solution curve (0), since the two curves are virtually parallel. Not so for the neighbouring solution curve (2) for the stiff Problem 2, where the slope of (2) at $A$ is wildly different from the slope of $(0)$ at $A_{0}$. We would need to move much further up the curve (2)-- at least as far as $B$--before we begin to get reasonable gradient information. In order to stay that close to the exact solution, we need to employ a very small steplength. More can be gleaned from Figure 6.2. The argument we have given above assumes

that the step, ahead from $A$ will depend only on gradient information evaluated at $A$ (or points very close to it in the case of an explicit Runge Kutta method). This is not the case if the method is implicit. To simplify ideas, consider what would happen if we employed the explicit Euler's Rule, starting from point A with steplength 0.01. Euler Rule is equivalent to proceeding down the tangent to the solution curve through $A$, that is, in the direction labelled E in Figure 6.2, until $x$ reaches the value 4.695. This take us very far away on the other side of the curve ( 0 ), and it is not hard to envisage that a further Euler step from $x=0.695$ will take us even further away, demonstrating instability. Recalling from $\S 5.1$ the interpretation of an explicit Runge- Kutta method as a sequence of Euler steps, it is clear that RKF45 will fare no better than does Euler: Rule. For the implicit Trapezoidal Rule however, we proceed along a direction which i: the mean of the slope at $A$ and the slope at the new solution point. A simple calculation shows that this is the direction labelled $T$ in Figure 6.2, a direction which suggests tha stability can be achieved without forcing the steplength to be excessively small. Thus by considering the geometry of the neighbouring solution curves, we can anticipate that no explicit method will be able to cope efficiently with a stiff system, but that implicit methods may be able to do so.

The above arguments motivate yet another statement concerning stiffness:
Statement 4 A system is said to be stiff in a given interval of $x$ if in that interval the neighbouring solution curves approach the solution curve at a rate which is very large it comparison with the rate at which the solution varies in that interval.

Like our definition, this statement properly separates out the genuinely stiff system fron the pseudo-stiff and stresses that whether or not a system is stiff depends on the stags of integration we have reached. For a genuinely stiff system the neighbouring curve: will indeed approach the solution curve at a rate which is very large (retative to th rate of change of the solution in its post-transient phase), but which is not particularly large relative to the current rate of change of the solution in the phase when the fastes
transients are still alive. Moreover, like our definition, Statement 4 makes sense even if we allow the matrix $A$ to have some eigenvalues with small positive real part. However, Statement 4 obviously would not make a very practicable definition in the sense that it would tell us whether or not a problem with unknown solution was exhibiting stiffness only afier we had computed the solution (and at least one neighbouring solution). The same sort of criticism cannot be made of our definition of stiffess; if we attempt to solve a problem involving a stiff system using a code based on a method with a finite region of absolute stability, we will quickly become aware of the presence of stiffness and abort the computation.
An analytimterpetation that can be put on the phenomenon of neighbouring curves that we have just discussed is that the function $f(x, y)=A y+\varphi(x)$ is ill-conditioned, that is, has a large Lipschitz constant. For such a system, small changes in the value of $y$ lead to large changes in $f(x, y)\left(=y^{\prime}\right)$. For our linear constant coefficient system, the Lipschitz constant may be taken to be $L=\|\partial f / \partial y\|=\|A\| \geqslant \max _{t}\left|\lambda_{t}\right|$, for any norm. Thus. for a stiff system, $L$ is large, and indeed some authors use the phrase 'systems with large Lipschitz constants' to describe stiff systems. However, this leaves open the question 'Large relative to what?'. Attempts can be made to answer this question, but such attempts do not, in the author's opinion, resialt in definitions which are superior to that we have adopted.
The reader who is familiar with singular perturbation theory will see some connection between that phenomenon and stiffness; indeed systems exhibiting singular perturbation can be scen as a sub-class of stiff systems. We do not pursue this connection further, other than to quote a very simple example. Consider the homogeneous linear constant coefficient system

$$
\left[\begin{array}{l}
{ }^{1} y^{\prime} \\
{ }^{2} y^{\prime}
\end{array}\right]=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]\left[\begin{array}{l}
1 y \\
2 y
\end{array}\right],
$$

where the matrix $A$ has real cigenvalues $\lambda_{1}, \lambda_{2}$ such that $\lambda_{1} \ll \lambda_{2}<0$. By eliminating ${ }^{2} y$ and, ${ }^{2} y^{\prime \prime}$ we obtain the equivalent second-order scalar equation

$$
{ }^{\prime} y^{\prime \prime}-\left(a_{11}+a_{22}\right)^{\prime} y^{\prime}+\left(a_{11} a_{22}-a_{12} a_{21}\right)^{1} y=0 .
$$

Since $\lambda_{1}, \lambda_{2}$ are the zeros of the quadratic $\lambda^{2}-\left(a_{11}+a_{22}\right) \lambda+\left(a_{11} a_{22}-a_{12} a_{21}\right)$ this scalar equation can be rewritten as

$$
\left(1 / \lambda_{1}\right)^{1} y^{\prime \prime}-\left(1+\lambda_{2} / \lambda_{1}\right)^{1} y^{\prime}+\lambda_{2}{ }^{1} y=0
$$

As $\lambda_{1} \rightarrow-\infty$, we have the classical singular perturbation situation.
All of our discussions on the nature of stiffness have so far centred around the linear constant coefficient system. Variable coefficient linear systems $y^{\prime}=A(x) y+\varphi(x)$ and nonlinear systems $y^{\prime}=f(x, y)$ can also exhibit stiffness, and it is such systems that present the real computational challenge. In our discussion in $\S 3.8$ of linear stability theory for linear multistep methods, we reproduced an argument which purported to extend linear stability theory to variable coefficient and nonlinear problems, and showed by example that such an argument could icad to invalid conclusions. The flaw in the argument was the assumption that the Jacobian $A(x)$ or $\partial f / \partial y$ could be assumed piecewise constant (or 'frozen') and that the behaviour of the resulting linear constant coefficient system
gave an indication of the local behaviour of the variable coeflicient or nonlinear system. The same 'frozen Jacobian' argument can be used to attempt to describe the stiffness of a variable coefficient or nonlinear system in terms of the distribution of the eigenvalues of the frozen Jacobian. In Chapter 7, on nonlinear stability theory for stiff systems, we shall give some further examples illustrating the invalidity of this approach. (It was the inability of linear stability theory to deal satisfactorily with variable coefficient or nonlinear systems that led to the development of an alternative stability theory.) It follows that Statement I does not hold for variable coefficient or nonlinear systems: the remaining Statements do hold for such systems (subject to the reservations expressed earlier). In particular, it is invariably the casc that stiff variable coefficient and nonlinear systems cannot be integrated by a method with a finite region of absolute stability unless the steplength is excessively small; thus our definition of stiffness (despite its use of the language of linear stability theory) does hold for variable cocfficient and nonlinear systems. Consider the following nonlinear example:

$$
\left.\begin{array}{ll}
{ }^{1} y^{\prime}=1 / /^{\prime} y-{ }^{2} y \exp \left(x^{2}\right) / x^{2}-x, & { }^{\prime} y(1)=1  \tag{6.12}\\
{ }^{2} y^{\prime}=1 / /^{2} y-\exp \left(x^{2}\right)-2 x \exp \left(-x^{2}\right), & { }^{2} y(1)=\exp (-1)
\end{array}\right\}
$$

The exact solution of this problem is ${ }^{1} y(x)=1 / x,{ }^{2} y(x)=\exp \left(-x^{2}\right)$. We see that for $x \geqslant 1$ the solution decays monotonically and is smooth; the larger $x$ is, the smoother the solution becomes. If we now attempt to solve this problem by the RKF45 code with TOL $=10^{-4}$, we find that the total number of steps $N(x)$ taken to reach the point $x$ is as follows:

| $x$ | 1.2 | 1.4 | 1.6 | 1.8 | 2.0 | 2.2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $N(x)$ | 20 | 40 | 60 | 92 | 192 | 701 |

Our definition of stiffness would indicate that the system is not particularly stiff for $1.0 \leqslant x \leqslant 1.6$; thereafter, the steplength becomes increasingly small relative to the smoothness of the exact (or of the computed) solution, and increasing stiffness is indicated The numerical solution so produced is quite acceptable; at $x=2.2$ the $L_{2}$-norm of the global error is $4 \times 10^{-4}$.
Despite the existence of counter-examples, it has to be said that analysing the stiffnes: of a variable coefficient or nonlinear system by freezing the Jacobian and applying Statement 1, can (and very often does) give valid qualitative (and sometimes quantitative information about the stiffness of the system. Applying such an argument to (6.12), the numerical solution in some interval containing the point $x$ will be deemed stable if th. steplength there is such that $h \lambda_{1}(x) \in \mathscr{R}_{1}, t=1,2$, where $\mathscr{H}_{1}$ is the region of absolut stability of the RKF45 method, and $\lambda_{1}, t=1,2$, are the eigenvalues of the Jacobian o the system in ( 6.12 ), evaluated on the exact solution. These eigenvalues are readily founc to be $-1 /\left({ }^{1} y\right)^{2}$ and $-1 /\left({ }^{2} y\right)^{2}$ so that on substituting from the exact solution we have

$$
\bar{\lambda}=-\exp \left(2 x^{2}\right), \quad \underline{\lambda}=-x^{2} .
$$

Table 6.1 compares $h$ (MAX), the maximum steplength that the above stat, at? requirement allows at $x$, with $h(A C T)$, the actual steplength the code typically used it a neighbourhood of $x$.

Table 6.1

| $x$ | 1.0 | 1.2 | 1.4 | 1.6 | 1.8 | 2.0 | 2.2 |
| :--- | :---: | ---: | ---: | :---: | :---: | :---: | :---: |
| $\bar{h}$ | -7.4 | -17.81 | -50.4 | -167 | -652 | $-2,981$ | $-15,994$ |
| $h(\mathrm{MAX})$ | 0.41 | 0.17 | 0.06 | 0.018 | 0.005 | 0.0010 | 0.00019 |
| $h(\mathrm{ACT})$ | 0.01 | 0.01 | 0.01 | 0.01 | 0.005 | 0.0013 | 0.00016 |

The 'frozen Jacobian' approach thus affords a virtually perfect explanation of what happened in practice. Stiffness has no effect until $x>1.6$; for $x \leqslant 1.6$ it is accuracy, not stability that dictates the steplength (see Statement 2). Thereafter, $h(A C T)$ follows $h(M A X)$ quite convincingly. Despite the excellent results that the 'frozen Jacobian' argument gives in this example. we will find, in $\$ 7.1$, that there exist examples in which the above procedure yields results which are not only poor, but frankly ludicrous.
In this section, the impression might have been given that stiffness is an example of that sort of hizarre, pathological problem which so fascinates the mathematician but which seldom arises in real-life situations. Let the reader be assured that this is very far from the truth. The author is unaware of precisely when the word 'stiffess' first untered the literature, but it probably had its origins in control theory. (Any control mechanism which could be modelled by a stiff system would have a strong tendency to seek the equilibrium solution and would feel 'stiff' in the mechanical sense.) Stiffness arises in a wide array of real-life problems, and areas such as ehemical kinetics, reactor kinetics, control theory, electronics and mathematical biology regularly throw up stif systems, some of an awesome degree of stiffness. The author sometimes gets the impression that the degree of stiffness that real-life problems exhibit becomes greater year by year. l'erhaps within the mathematical community there are groups of mathematical modellers striving to produce ever more accurate models which include the 'switchingron' phenomena that produce very fast transient solutions, as well as groups of numerical analysts striving equally hard to get rid of these transients!

### 6.3 LINEAR STABILITY DEFINITIONS PERTINENT TO STIFFNESS

It is clear from the considerations of the preceding section that, as far as the linear constant cocfficient system $y^{\prime}=A y+\varphi(x)$ is concerned, if the method employed has a region of absolute stability which includes the whole of the left half-plane, then there will be no stability-imposed restriction on the steplength. Denoting $h \lambda$ by $\hat{h}$, (as in $\S 3.8$ ), we have the following definition (Dahlquist, 1963)

Definition $A$ method is said to be A-stable if $\mathscr{R}_{A} \supseteq\{\hat{h} \mid \operatorname{Re} \hat{h}<0\}$.
$A$-stability turns out to be a demanding requirement (particularly for linear multistep methods) and it is natural to restrict the class of problems in some way and seek alternative and less demanding requirements which will remove the restriction on the steplength for that restricted class of problems. Consider the case when the eigenvalues
$\lambda_{t}, t=1,2, \ldots, m$, of $A$ all lie within an infinite wedge in the left hatf of the $\hat{l}$-plane bounded by the rays $\arg \hat{h}=\pi-\alpha$, arg $\bar{h}=\pi+\alpha$. (Recall that complex eigenvalues occur as complex conjugate pairs.) Multiplying $\lambda_{,} \in \mathbb{C}$ by $h \in \mathbb{R}$ is equivalent to moving along the ray from the origin to $\lambda_{t}$, and it follows that $h_{i} \lambda_{\text {, also }}$ lics within this wedge, for all positive values of $h$. This observation motivates the following definition (Widlund, 1967):

Definition ' $A$ method is said to be $A(\alpha)$-stable, $\alpha \in(0, \pi / 2)$ if $\mathscr{R}_{A} \supseteq\{\hat{h} \mid-x<\pi-\arg \hat{h}<\alpha\}$ it is said to be $\boldsymbol{A}(0)$-stable if it is $A(\alpha)$-stable for some $x \in(0, \pi / 2)$.

Clearly, $A(0)$-stability has some relevance to the class of problems for which all of the eigenvalues are real and negative. In that case, however. we can do better by requiring only that $\mathscr{R}_{A}$ contains the negative real axis, thus motivating the following definition (Cryer, 1973):
Definition $A$ method is said to be $A_{0}$-stable if $\mathscr{S}_{A} \supseteq\{\hat{h} \mid \operatorname{Re} \hat{h}<0, \operatorname{Im} \hat{h}=0\}$.
An alternative way of slackening the requirements of $A$-stability is to argue that, for many problems, the eigenvalues which produce the fastest transients all lie to the left of a line $\operatorname{Re} \hat{h}=-a$, where $a>0$, the remaining cigenvalues (which are responsible for the slower transients) being, clustered fairly close to the origin. We are thus assuming that there are no eigenvalucs with small negative real part and large imaginary part. This motivates the following definition (Gear, 1969):
 and $\mathscr{R}_{2}=\{\hat{h} \mid-a \leqslant \operatorname{Re} \hat{h}<0,-c \leqslant \operatorname{Im} \hat{h} \leqslant c\}$, and $a$ and $c$ are positive real mumbers.

- The minimum region that is necessary to ensure $A$-stability, $A(x)$-stability and stiff stability are shown in Figure 6.3. It is at once obvious that stiff stability implies $A(x)$ stability with $\alpha=\arctan (c / a)$.
It is possible to argue that there is a sense in which $A$-stability, far from being overrestrictive, is not restrictive enough. Consider the Trapezoidal Rule, $y_{n+1}=y_{n}+$ $\frac{1}{2} h\left(f_{n+1}+f_{n}\right)$, which is $A$-stable (see Figure 3.2 of $\S 3.8$ ), applied to the test equation $y^{\prime}=A y$, where $A$ is an $m \times m$ matrix with distinct eigenvalues $\lambda_{1}$, satisfying $\operatorname{Re} \lambda_{1}<0$, $t=1,2, \ldots, m$; as before, we indicate by $\bar{\lambda}$ the eigenvalue with the maximum modulus real part. We obtain the system of difference equations

$$
\begin{equation*}
y_{n+1}=B y_{n}, \quad B=(I-h A / 2)^{-1}(I+h A / 2) . \tag{6.13}
\end{equation*}
$$

It is straightforward to check that the general solution of (6.13) takes the form

$$
\begin{equation*}
y_{n}=\sum_{t=1}^{m} K_{r}\left(\mu_{t}\right)^{n} d_{r} \tag{6.14}
\end{equation*}
$$

where the $K_{t}$ are arbitrary constants and $\mu_{t}, d_{t}$ are respectively the eigenvalues (assumed distinct) and the eigenvectors of $B$. The numerical solution $\left\{y_{n}\right\}$ is an approximation to the exact solution

$$
\begin{equation*}
y\left(x_{n}\right)=\sum_{t=1}^{m} \kappa_{1} \exp \left(\lambda x_{n}\right) c_{t}=\sum_{t=1}^{m} \kappa_{1} \exp \left(\lambda x_{0}\right)[\exp (\lambda h)]^{n} c_{1} \tag{6.15}
\end{equation*}
$$



Figure 6.3 A-stability; $\boldsymbol{A}(\alpha)$-stability; Stiff stability
where the $c_{t}\left(\neq d_{1}\right)$ are the eigenvectors of $A$. Now, if a matrix $A$ has eigenvalues $\lambda_{1}$, and $R(\cdot)$ is a rational function, then the eigenvalues of $R(A)$ are $R\left(\lambda_{1}\right)$. It follows from (6.13) that $\mu_{t}=\left(1+h \lambda_{t} / 2\right) /\left(1-h \lambda_{t} / 2\right), t=1,2, \ldots, m$; in particular, $B$ must have an eigenvalue $\mu$ such that

$$
\begin{equation*}
\bar{\mu}=(1+h \bar{\lambda} / 2) /(1-h \bar{\lambda} / 2) . \tag{6.16}
\end{equation*}
$$

Comparing (6.14) with (6.15) we see that $\mu_{1}$ approximates $\exp \left(\lambda_{t} h\right)$; note that $\left|\mu_{1}\right|<1$, so that $\left(\mu_{1}\right)^{n} \rightarrow 0$ as $n \rightarrow \infty$ (which must happen, since the method is $A$-stable). However if $|\operatorname{Re} \bar{\lambda}|$ is very large and $h$ not particularly small (and the whole idea of $A$-stability is not to have $h$ excessively small), then $|h \bar{\lambda}|$ will be large, and we see from (6.16) that $\bar{\mu}$ will be close $10-1$. Thus the term $[\exp (h \bar{\lambda})]^{n}$, which tends to zero extremely rapidly as $n \rightarrow \infty$ is approximated by the term $(\bar{\mu})^{n}$ which tends to zero very slowly, and with alternating sign, as $n \rightarrow \propto$. We can expect a slowly damped oscillating error when we apply the Trapezoidal Rule in such circumstances
In contrast, if we apply the Backward Euler method $y_{n+1}=y_{n}+h f_{n+1}$, then we obtain the difference system (6.13), but with $B$ now given by $B=(I-h A)^{-1} ;(6.16)$ is then replaced by

$$
\begin{equation*}
\bar{\mu}=1 /(1-h \bar{\lambda}), \tag{6.17}
\end{equation*}
$$

which is close to zero when $|h \bar{\lambda}|$ is large. Thus the terms $[\exp (h \bar{\lambda})]^{n}$ and $(\bar{\mu})^{n}$ both tend to zero rapidly as $n \rightarrow \infty$, and we would not expect to see a slowly damped error.

We illustrate this phenomenon by applying both methods; with a fixed steplength, to System 2 of the preceding section. If we apply the initial conditions of Problem 2 of \$6.1, which annihilated the fast transient, the phenomenon cannot be observed. However, if we change the initial conditions to $y(0)=[0,0]^{\top}$, the exact solution becomes

$$
\left[\begin{array}{l}
1 y \\
{ }^{2} y
\end{array}\right]=\frac{-1}{999} \exp (-x)\left[\begin{array}{l}
1 \\
1
\end{array}\right]+\frac{1}{999} \exp (-1000 x)\left[\begin{array}{c}
1 \\
-998
\end{array}\right]+\left[\begin{array}{c}
\sin x \\
\cos x
\end{array}\right]
$$

and the fast transient is present. Figure 6.4(a) shows the results (for the component ${ }^{2} y$ only) of applying the Trapezoidal Rule with the fixed steplength $h=0.2$ in the interval


Figure 6.4 (a) Trapezoidal Rule. (b) Backward Euler method
$0 \leqslant x \leqslant 10$; the continuous line represents the exact solution and the numerical solution points are indicated by the symbol + . (Note that the fast Iransient dies so quickly, that the graph of the exact solution jumps immediately from 0 to the slow transient plus steady-state solution.) The slowly damped oscillating error in the numerical solution is clearly demonstrated. In Figure 6.4(b), the numerical solution for ${ }^{2} y$, given by the Back ward Euler method applied with the same fixed steplength, is plotted; there is clearly no slowly damped error.
In attempting to frame a defintition that separates out methods like the Backward Euler method from those like the Trapezoidal Rule, we observe firstly that we can cope only with one-step methods, and secondly that, since the essential point is the difference in behaviour between (6.16) and (6.17), it would be enough to consider a scalar test problem $y^{\prime}=\lambda y$. We thus arrive at the following definition (Ehle, 1969; Axelsson, 1969)

Definiton A one-step method is said to be L-stable if it is A-stable and, in addition, when applied to the scalar test equation $y^{\prime}=\lambda y, \lambda$ a complex constant with $\operatorname{Re} \lambda<0$, it yields $y_{n+1}=R(h \lambda) y_{n}$, where $|R(h \lambda)| \rightarrow 0$ as $\operatorname{Re} h \lambda \rightarrow-\infty$.

This property is sometimes called stiff $A$-stability or strong $A$-stability; the ' $L$ ' in $L$-stability indicates that special behaviour far to the left of the origin is required. Note the hierarchy

$$
\begin{aligned}
L \text {-stability } & \Rightarrow A \text {-stability } \Rightarrow \text { stiff-stability } \Rightarrow A(\alpha) \text {-stability } \\
& \Rightarrow A(0) \text {-stability } \Rightarrow A_{0} \text {-stability }
\end{aligned}
$$

In practice, the slowly-damped-error phenomenon exhibited by methods which are A-stable but not $L$-stable is nowhere near as disastrous as Figure 6.4(a) would suggest. In our example, the fixed sleplength of 0.2 is much too large to allow the method to provide a good approximation during the phase when the fast transient in the exact solution is still alive, and a large error is introduced. This error is then damped only very slowly. A more practical setting would be to apply the Trapezoidal Rule in an automatic code which monitored error and changed the steplength. If we do this, then the code initially selects a very small steplength, but increases the steplength to a 'normal' value when the fast transient is dead. We can see this happening if we apply the autematic code based on the 2 -stage Gauss method, employed in $\S 6.1$, to the above examp.. For the Gauss method, the function $R(h \lambda)$ appearing in the definition of $L$-stability is $\left[1+h \lambda / 2+(h \lambda)^{2} / 12\right] /\left[1-h \lambda / 2+(h \lambda)^{2} / 12\right]$. The method is $A$-stable, but not L-stable; clearly, $R(h \lambda) \rightarrow 1$ as $R c h \lambda \rightarrow-\infty$, and there would be a slowly damped (but now non-oscillatory) error if the method were applied to a stiff system, using a fixed steplength with is not excessively smatl. However, when the automatic code is applied to the above problem it chooses the following initial sequence of steplengths:

$$
0.0015625,0.0015625,0.003125,0.00625,0.4,0.4, \ldots
$$

Thetcafter the steplength stays at 0.4 except for a single step of 0.8 , and the numerical solution so obtained is perfectly acceptable. The moral is clear; never compute with a fixed steplength, particularly if stiffness is around!
An alternative means of removing the slowly damped error associated with methods which arc $A$-stable but not $L$-stable is to employ smoothing, as first advocated by Lindberg (1971) for the Trapezoidal Rule. This consists of replacing $y_{n}$ by $\hat{y}_{n}:=\left(y_{n-1}+2 y_{n}+y_{n+1}\right) / 4$, and then using the value $\hat{y}_{n}$ to propagate the solution. Smoothing can be carried out at the first $p$ steps only (when the fast transients are still alive) or introduced whenever the numerical solution exhibits lack of smoothness. An analysis of the effect of smoothing on the truncation crror can be found in Lindberg (1971). Let us examine the effect of applying smoothing just once to the numerical example illustrated in Figure 6.4. Using the Trapezoidal Rule with the fixed steplength of 0.2 , we compute $y_{1}$ and $y_{2}$, replace $y_{1}$ by $\hat{y}_{1}$ and let the computation proceed from there. The graphical solution so obtained is indistinguishable from Figure 6.4(b).
Some authors appear to consider it self-evident that $L$-stability is to be preferred to A-stability, but this is not always so. Consider the following example:

$$
y^{\prime}=\left[\begin{array}{ccc}
42.2 & 50.1 & -42.1  \tag{6.18}\\
-66.1 & -58 & 58.1 \\
26.1 & 42.1 & -34
\end{array}\right] y, \quad y(0)=\left[\begin{array}{l}
1 \\
0 \\
2
\end{array}\right]
$$

with exact solution

$$
y(x)=\left[\begin{array}{c}
\exp (0.1 x) \sin 8 x+\exp (-50 x)  \tag{6.19}\\
\exp (0.1 x) \cos 8 x-\exp (-50 x) \\
\exp (0.1 x)(\cos 8 x+\sin 8 x)+\exp (-50 x)
\end{array}\right]
$$

In Figure 6.5(a), the continuous line is the graph of the exact solution for the component ${ }^{1} y(x)$, given by (6.19), in the interval [0,1.5]; after the fast transient $\exp (-50 x)$ becomes

negligible, the solution is sinusoidal, with a very slowly increasing amplitude. The numerical solution points given by the $L$-stable Backward Euler method with a fixed steplength of 0.04 are indicated by the symbols + , and clearly give an unacceptable solution. Figure $6.5(\mathrm{~b})$ shows the acceptable results given by the $A$-stable but non- $L$-stable Trapezoidal Rule.

The explanation of the Backward Eulers peculiar behaviour for this problem lies in the shape of its ab . Jlute stability region. This region is the exterior of the circle radius 1 and centre $\operatorname{Re} \hat{h}=1, \operatorname{Im} \hat{h}=0$ (see Figure 3.4 of $\$ 3.12$ ), and thus includes part of the right half-plane as well as the whole of the left half-plane. The eigenvalues of the system in (6.18) are -50 and $0.1 \pm 8 i$, and for moderate values of $h$, the points $h(0.1 \pm 8 i$ ) lie in the region of absolute stability; in Figure 6.6 (which shows the first quadrant of the complex $\hat{h}$-plane only) the position of the point $h(0.1+8 i)$ when $h=0.2$ is shown in relation to the boundary of the absolute stability region.


The cigenvallues $(0.1 \pm 8 i)$ give rise to sinusoidals with decaying amplitudes in the numerical solution, whilst the corresponding eigenvalues of the system in (6.18) give rise 10 sinusoidals with increasing amplitude in the exact solution (6.19). In order to get a numerical solution which faithfully represented the exact solution, we would need to choose $h$ sufficiently small for $h(0.1 \pm 8 i)$ to lie within the region of absolute instability! A simple calculation shows that this implies $h<0.0031245$.
Unlike the phenomenon of the slowly damped error produced by the Trapezoidal Rule, moving from a fixed step to an automatic code does not improve matters. We can expect nothing else; the difficulty has nothing to do with the fast transient, and therefore cannot be expected to go away when the fast transient dies. Indeed, an automatic code consisting of that used in \$6.1. but with the Backward Euler method replacing the 2 -stage Gauss method, runs into scrious trouble when applied to (6.18). With TOL set at 0.01 , it chooses an initial steplength of (0.003 125 (by chance, almost precisely the crucial value at which $h(0.1 \pm 8 i)$ hits the boundary of the region of absolute stability) but then doubles the steplength to 0.00625 when $x$ is around 0.08 . That steplength is maintained for the rest of the integration to $x=1.5$, which is achieved at a total cost of 252 steps. The result is a convincingly smooth solution, but one in which the sinuspidals decay slowly in amplitude rather than increase. Wrong numerical results that look right are the most dangerous ones! If we set TOL at 0.001 , then the code chooses an initial steplength of 0.00078125 , doubles it to 0.0015625 at around $x=0.06$ and maintains that value for the remainder of the integration, taking a total of 999 steps. The numerical solution now correctly generates a sinusoidal solution with slowly increasing amplitude. The disturbing thing about this example is that the automatic code proves capable of generating convincing solutions which are not only inaccurate but which give incorrect qualitative information. Perhaps the moral is that one should use a range of tolerances; even if that range produced nothing but damped sinusoidals, one would notice that as the tolerance decreases, the sinusoidals became less damped, and one's suspicions would be aroused. In contrast, the same code, but with the Trapezoidal Rule replacing the Backward Euler method, encounters no difficulty; with TOL $=0.01$, it initially chooses
a steplength of 0.00625 , but once the fast transient is dead the steplength rises to 0.025 . and a satisfactory solution is achieved in 66 steps.
The behaviour observed above is not specific to the backward Euler method: all $L$-stabie methods are liable to behave like this when the system has some eigenvalues with positive real parts. For all conventional one-step methods, the function $R(h i)$. appearing in the definition of $L$-stability is a rational function, and the requirement $|R(h \lambda)| \rightarrow 0$ as $\operatorname{Re} h \lambda \rightarrow-\infty$ implies that $|R(h \lambda)| \rightarrow 0$ as $\operatorname{Re} h \lambda \rightarrow+\infty$. The region of ahsolute stability must therefore include part of the positive half-plane, since the method is slearly absolutely stable for very large positive $h \lambda$. Behaviour of the sort illustrated above is bound to happen for a suitably chosen problem.
Summarizing the two pehnomena described above, we can say that methods which are $A$-stable but not $L$-stable will, for most problems, produce solutions with slowly damped errors, but these errors can be satisfactorily controlled by an automatic code; $L$-stable methods do not produce such slowly damped errors but can produce misleading results, which will not be easily detected by an automatic code, when apphied to an infrequently met class of problems. On the whole, there seems to be something to be said in favour of what we might call precisely $A$-stable methods, that is, methods whose regions of absolute stability are precisely the left half-plane; the numerical solutions of the test system $y^{\prime}=A y$ then tend to zero as $n$ iends to infinity if and only if the exact solutions tend to zero as $x$ tends to infinity.

We conclude by emphasizing (yet again) that although all of the definitions in this section have been motivated by the class of linear constant cocflicient systems, they are widely used in the context of variable coefficient or nonlinear systems; for much of the time, but not always, they continue to make sense.

## Exercises

6.3.1. Use the result of Exercise 1.9 .2 with $z$ and $w$ replaced by $r$ and $\hat{h}$ respectively to prove that no explicit linear multistep method and no predictor-corrector pair in $\mathrm{P}(\mathrm{EC})^{4} \mathrm{E}^{1-1}, t=0, \mathrm{I}$, where $\mu$ is finite, can be $\Lambda_{0}$-stable.
6.3.2. The Backward Euler method applied with a sequence of variable steplengths $\left\{h_{n}\right\}$ to the scalar test equation $y^{\prime}=f(y)$ gives

$$
\begin{equation*}
y_{n+1}=y_{n}+h_{n} f\left(y_{n+1}\right) . \tag{1}
\end{equation*}
$$

(i) Show that for the test equation $y^{\prime}=\lambda y, \lambda$ a real negative constant. $y_{n} \rightarrow 0$ as $n \rightarrow x$ for all $h>0$.
(ii) Consider the following novel way of applying (1). Given $y_{n}$. instead of specifying $h_{n}$ and solving the implicit equation (1) for $y_{n+1}$, let us specify $y_{n+1}$ and solve (1) for $h_{n}$ which is now given explicitly. In order to specify $y_{n+1}$ sensibly, let us use a 2 -stage second order explicit Runge-Kutta method to estimate $y_{n+1}$ from $y_{n}$, using $h_{n-1}$ (known from the previous step) as steplength. But the sequence $\left\{y_{n}\right\}$ obtained by such an algorithm is precisely the same as that generated by the 2 -stage explicit Runge-Kuta method on its own (though not on the same discretization), and cannot possibly have the property proved in (i)! Resolve this paradox. (If all else fails, try a numerical example.)
6.3.3*. Use the Routh-Hurwitz criterion to show that the method

$$
\begin{equation*}
y_{n+2}-y_{n+1}=\frac{h}{4}\left(f_{n+2}+2 f_{n+1}+f_{n}\right) \tag{1}
\end{equation*}
$$

is $A_{n}$-stable. Use the boundary locus method to find $\partial \mathscr{R}_{A}$. Consider a linear constant coefficien , , ,m whose eigenvalues $\{\lambda$,$\} are given by$

$$
\lambda_{1}=-\mu+i, \quad \lambda_{2}=-\mu-i, \quad \lambda_{1} \text { real, } \quad-\mu<\lambda_{1}<0, \quad t=3,4, \ldots, m .
$$

By considering where the infinite wedge containing these eigenvalues intersects $\partial \mathscr{A}_{A}$, show that the method is not $A(0)$-stable.

### 6.4 RATIONAL APPROXIMATIONS TO

 THE EXPONENTIAL; ORDER STARSWe saw in $\$ 5.12$ that if a Runge-Kulta method is applied to the test equation for absolute stability, $y^{\prime}=\lambda y, \lambda \in \mathbb{C}^{1}$ a constant, we obtain

$$
\begin{equation*}
y_{n+1}=R(\hat{h}) y_{n}, \tag{6.20}
\end{equation*}
$$

where $\hat{h}:=h \lambda$ and $R(\cdot)$ is a rational function when the method is implicit or semi-implicit and a polynomial function when the method is explicit. It is clear that if any implicit lincar 1 -step method is applied to the test equation, we again obtain (6.20) with $R(\cdot)$ a rational function. The exact solution of the test equation is $y(x)=K \exp (\lambda x), K$ an arbitrary constant, whence

$$
\begin{equation*}
y\left(x_{n+1}\right)=\exp (h \lambda) y\left(x_{n}\right)=\exp (\hat{h}) y\left(x_{n}\right) \tag{6.21}
\end{equation*}
$$

I.et the method have order $p$; then, using the localizing assumption $y_{n}=y\left(x_{n}\right)$, it follows from (6.20) and (6.21) and the definition of local truncation error that

$$
y\left(x_{n+1}\right)-y_{n+1}=[\exp (\hat{h})-R(\hat{h})] y\left(x_{n}\right)=0\left(h^{n+1}\right)
$$

and hence that

$$
\begin{equation*}
R(\hat{h})=\exp (\hat{h})+0\left(h^{p+1}\right) . \tag{6.22}
\end{equation*}
$$

We are thus motivated to study rational approximations to the exponential $\exp (q), q \in \mathbb{C}$. l.ct $q \in \mathbb{C}$, and let $R_{7}^{S}(q)$, whereas $S \geqslant 0, T \geqslant 0$, be defined by

$$
\begin{equation*}
R_{7}^{\varsigma}(q)=\left(\sum_{i=0}^{S} a_{i} q^{i}\right) /\left(\sum_{j=0}^{r} b_{j} q^{j}\right), \quad a_{0}=b_{0}=1, \quad a_{S} \neq 0, \quad b_{T} \neq 0 \tag{6.23}
\end{equation*}
$$

where $a_{i}, b_{j} \in \mathbb{R}, i=0,1, \ldots, S, j=0,1, \ldots, T$. We say that $R_{T}^{S}(q)$ is an $(S, T)$ rational approximation of order $p$ to the exponential $\exp (q)$ if $R_{T}^{S}(q)=\exp (q)+0\left(q^{p+1}\right)$. It follows from (6.23) that we can find the order of a given rational approximation from the fact that if

$$
\begin{equation*}
\therefore 1+a_{1} q+\cdots+a_{S} q^{5}-\left(1+b_{1} q+\cdots+b_{1} q^{T}\right)\left(1+q+q^{2} / 2!+\cdots\right)=0\left(q^{p+1}\right) \tag{6.24}
\end{equation*}
$$

then the approximation is of order $p$. For cxample, putting $S=T=2, a_{1}=1, a_{2}=\frac{1}{3}$, $b_{1}=0, b_{2}=-\frac{1}{6}$ in (6.24), we find that $p=3$. Thus the rational approximation

$$
R_{2}^{2}(q)=\frac{1+q+q^{2} / 3}{1-q^{2} / 6}
$$

Table 6.2 The Pade table

| 1 | $1+q$ | $1+q+\frac{1}{2} q^{2}$ | $1+q+\frac{1}{2} q^{2}+\frac{1}{6} q^{2}$ |
| :---: | :---: | :---: | :---: |
| $\frac{1}{1-q}$ | $\frac{1+\frac{1}{2} q}{1-\frac{1}{2} q}$ | $\frac{1+\frac{2}{3} q+\frac{1}{6} q^{2}}{1-\frac{1}{3} q}$ | $1+\frac{3}{4} q+\frac{1}{4} q^{2}+\frac{1}{2} q^{3}$ |
| $\frac{1}{1-q+\frac{1}{2} q^{2}}$ | $\frac{1+\frac{1}{3} q}{1-\frac{2}{3} q+\frac{1}{6} q^{2}}$ | $\frac{1+\frac{1}{2} q+\frac{1}{12} q^{2}}{1-\frac{1}{2} q+\frac{1}{12} q^{2}}$ | $1+\frac{3}{5} q+\frac{3}{20} q^{2}+\frac{1}{60} q^{3}$ |
| $\frac{1}{1-q+\frac{1}{2} q^{2}-\frac{1}{6} q^{3}}$ | $\frac{1+\frac{1}{4} q+\frac{1}{2} q^{2}}{1-\frac{3}{4} q+\frac{1}{4} q^{2}-\frac{1}{24} q^{3}}$ | $1-\frac{3}{5} q+\frac{3}{20} q^{2}-\frac{1}{60} q^{3}$ | $1-\frac{1}{2} q+\frac{1}{10} q^{2}-\frac{1}{120} q^{3}$ |

to $\exp (q)$ has order, 3 . As we would expect [rom a count of the parameters $a_{i}, b_{j}$ in (6.24) he maximum order that a $R_{T}^{S}(q)$ approximation can attain is $S+T$. Such approximations of maximal order are known as Pade approximations, and we denote them by $\hat{R}_{T}^{s}(q)$. It can be shown (see, for example, Butcher (1987)) that the coefficients of $\hat{R}_{\mathrm{T}}^{S}(q)$ are given by

$$
a_{1}=\frac{S!}{(S+T)!} \frac{(S+T-i)!}{i!(S-i)!} i=1,2, \ldots, S, \quad b_{j}=(-1)^{j} \frac{T!}{(S+T)!} \frac{(S+T-j)!(T-j)!}{j!} j=1,2, \ldots, T
$$

Using these results, we construct in Table 6.2 the so-called Pade table of $\hat{R}_{T}^{5}(q)$ for $S$. $T=0,1,2,3$. A more extensive Padé table can be found in Butcher (1987).
The linear stability properties of a one-step method which generates the difference equation (6.20) are determined by the behaviour of $R(\hat{h})$. It is convenient to use the nonmenclature of acceptability, introduced by Ehle (1969); we adopt the following definition:

Definition A rational approximation $R(q)$ to $\exp (q)$ is said to be
(a) A-acceptable if $|R(q)|<1$ whenever $\operatorname{Re} q<0$,
(b) $\mathbf{A}_{0}$-acceptable if $|R(q)|<1$ whenever $q$ is real and negative, and
(c) $L$-acceptable if it is $A$-acceptable and $|R(q)| \rightarrow 0$ as $\operatorname{Re} q \rightarrow-\infty$.

Clearly the method is $A$-, $A_{0}$ - or $L$-stable according as $R(\hat{h})$ is $A$-, $A_{0}$ - or $L$-acceptable. It is obvious that the rational approximation $R_{T}^{S}(q)$ cannot be $A$-acceptable if $S>T$, and that if $R_{T}^{S}(q)$ is $A$-acceptable and $T>S$, then $R_{T}^{S}(q)$ is also $L$-acceptable
Our first two results on acceptability concern rational approximations which contain free parameters and are not, in general Padé approximations. Define

$$
\left.\begin{array}{rl}
R_{1}(q ; \alpha): & =\frac{1+\frac{1}{2}(1-\alpha) q}{1-\frac{1}{2}(1+\alpha) q}  \tag{6.25}\\
R_{2}(q ; \alpha, \beta): & =\frac{1+\frac{1}{2}(1-\alpha) q+\frac{1}{4}(\beta-\alpha) q^{2}}{1-\frac{1}{2}(1+\alpha) q+\frac{1}{4}(\beta+\alpha) q^{2}}
\end{array}\right\}
$$

(We do not label these approximations according to the notation of (6.23) since $S$ and $T$ depend on the values taken by the parameters $\alpha$ and $\beta$.) For gencral $\alpha, R_{1}(q ; \alpha)$ has
order one, but has order two (Pade approximations) if $\alpha=0 ; R_{2}(q ; \alpha, \beta)$ has order two for general $\alpha, \beta$, order three if $\alpha \neq 0, \beta=\frac{1}{3}$ and order four (Pade approximation) if $\alpha=0, \beta=\frac{1}{3}$.

Theorem 61 (Liniger and Willoughhy, 1970) Let $R_{1}(q ; \alpha)$ and $R_{2}(q ; \alpha, \beta)$ be defined by (6.25). Then
(a) $R_{1}(q ; \alpha)$ is $A$-acceptahle if and only if $\alpha \geqslant 0$ and L-acceptable if and only if $\alpha=1$, and
(b) $R_{2}(q: \alpha, \beta)$ is A-acceptable if and only if $\alpha \geqslant 0, \beta \geqslant 0$ and L-acceptable if and only if $\alpha=\beta>0$.

Further results on acceptability concern the Pade approximations $\hat{R}_{T}^{5}(q)$.

Theorem 6.2 (Birkhoff and Varga, 1965) If $T=S$, then $\hat{R}_{T}^{S}(q)$ is $A$-acceptable.

Theorem 6.3 (Varga, 1961) If $T \geqslant S$, then $\hat{R}_{T}^{S}(q)$ is $A_{0}$-acceptable.
Thoorem 6.4 (Ehle. 1969) If $T=S+1$ or $T=S+2$, then $\hat{R}_{T}^{s}(q)$ is L-acceptable.
Thus, all entries on the main diagonal of the Pade table and anywhere below that diagonal are $A_{0}$-acceptable. Those on the main diagonal and on the $t$ wo sub-diagonals below it are $A$-acceptable; note that any $A$-acceptable entry below the main diagonal is automatically $L$-acceptable. It is clear that there cannot be any $A$-acceptable entries above the main diagonal, so the key question is whether there exist $A$-acceptable entries in the Pade table below the second subdiagonal. The well-known Ehle conjecture asserted that there are none, so that $\hat{R}_{\Gamma}^{s}(q)$ is $A$-acceptable if and only if $T-2 \leqslant S \leqslant T$. This conjecture remained unresolved for many years, and was eventually proved (with a remarkable absence of any heavy analysis) by Wanner, Hairer and Nørsett (1978), using their elegant theory of order stars. In this book, we have adopted the policy of not providing proofs of theorems when such proofs do not add to an understanding of the result. We make an exception here. Order star theory appears in many contexts besides this one (see. for example, the survey paper by Wanner (1987) which uses order star theory to prove, inter alia, Theorem 3.1 of $\S 3.4$ ), and some familiarity with the ideals involved may prove helpful; besides, the proof is such a nice piece of mathematics! The following is a sketch of how the proof goes.

The region of absolute stability $\mathscr{R}_{A}$ of a Runge-Kutta or linear 1 -step method is defined by $\mathscr{A}_{A}=\{q \in \mathbb{C} \| R(q) \mid<1\}$, where $R(\cdot)$ is defined by (6.20). We consider, instead of $: \mathscr{A}_{A}$, the region $\mathscr{B}=\{q \in \mathbb{C}| | R(q)|>|\exp (q)|\}$. (Note that $C(\mathscr{B})$, the complement of $\mathscr{B}$, is essentially the region of relative stability, according to Criterion B of $\S 3.8$.) The region S is called an order star, because of its star-like shape (see Figure 6.7). By elementary applications of classical complex variable theory, four lemmas can be established:

Lemma I $R(q)$ is a rational approximation to $\exp (q)$ of order $p$ if and only if, for $q \rightarrow 0, \mathscr{B}$ comsists of $p+1$ sectors each of angle $\pi /(p+1)$ separated by $p+1$ sectors of $C(\mathscr{B})$ each of the same angle.
(Proof follows from considering $R(q) \exp (-q)=1+K q^{p+1}+0\left(q^{p+2}\right), K \neq 0$ a real constant; for sufficiently small $\rho$, where $q=\rho \exp (i \theta)$, the condition $|R(q)|>|\exp (-q)|$
becomes $\operatorname{Ke}\left\{K \rho^{p+1} \exp [i(p+1) \theta]\right\}<0\left(\rho^{p+2}\right)$, i.e. $\cos [(p+1) \theta]>0(\rho)$ if $K>0$ and $\cos [(p+1) \theta]<0(\rho)$ if $K<0$.)

Figure 6.7(a) is a magnified view of how the order star, in the case $p=5$, must look in a small square surrounding the origin; the region $: B$ is shaded and $C(B)$ is unshaded Temporarily writing $q=x+i y$, it is easy to see by example that $R(q)=R(x+i y)=R\left(x, y^{2}\right)$. so that $\mathscr{O}$ must be symmetric about the real axis; thus the configuration in Figure 6.7(a) is the only possible one.

(a)

(b)

(d)

(c)

(e)

Figure 6.7
I.cmma 2 The boundary n:B of possesses precisely wo branches which go to infinity.
(Proof follows from considering the strong increase in $|\exp (q)|$ as $\operatorname{Re} q \rightarrow \infty$, and its sirong decrease as $\operatorname{Re} q \rightarrow-\infty$.)

The boundary $?$ is continuous; Figures 6.7(b), (c), (d), (e) show the order stars for a selection of 5 th order rational approximations to the exponential, and illustrate some of the possible conligurations. These figures (produced by an obvious modification of the scanning technique described in $\$ 5.12$ ) by no means exhaust the possibilities for the casce $p=5$; the reader is invited to sketch other conligurations and also to consider the situation for other values of $p$. Regions of $\mathscr{B}$ arising from a single sector are called fingers, and are labelled $f_{1}$ in Figure 6.7, if they are bounded, and $F_{1}$ if they are unbounded. Similarly, bounded and unbounded fingers of $C(\mathscr{B})$ are called dual fingers, and are labelled $d_{1}$ and $D_{1}$ respectively. If a region stems from $n$ sectors of $\theta_{0}$ it is called a finger of muliplicity $n$, and is labelled $f_{n}$ if it is bounded and $F_{n}$ if it is unbounded; simitar regions of $C(, B)$ are called dual fingers of multiplicity $n$ and are labelled $d_{n}$ if they are bounded and $D_{n}$ if they are unbounded. All regions of the $q$-plane can be labelled in this way; note that the sum of the subseripts in $f_{n}, F_{n}, d_{n}$ and $D_{n}$ always equals $2(p+1)$.

Lemma 3 Each bounded finger of multiplicity $n$ contains at least $n$ poles of $R(q)$ (a pole of multiplicity $v$ counting as v poles), and each bounded dual finger of multiplicity $n$ contains at least $n$ zeros of $R(q)$ (a zero of multiplicity $v$ counting as $v$ zeros).
(Proof follows from the principle of the argument and the fact that the argument of $R(q) \exp (-q)$ can be shown to decrease along $\partial S$.)

Lemma $4 R(q)$ is A-acceptable if and only if $\mathscr{B}$ has no intersection with the imaginary wis. and $R(q)$ has no poles in the half-plane $\operatorname{Re} q<0$.
(Proof of the 'if' part follows from the fact that $|\exp (q)|=1$ on the imaginary axis and the maximum principle; the 'only if' part follows from the definition of $\mathscr{B}$.)
(fin the following, we use the notation [ $x$ ] to mean the biggest integer which is less than or equal to $x$, and $\mathbb{C}^{-}$to indicate the half-plane $\operatorname{Re} q<0$.)

Let $R(q)$ be an $A$-acceptable approximation of order $p$. Then at least $[(p+1) / 2]$ fingers (a finger of multiplicity $r$ counting as $v$ fingers) start in $\mathbb{C}^{-}$(Lemma 1 ), none of which can cross the imaginary axis (Lemma 4), and none of which are bounded (Lemmas 3 and 4). Hence these $[(p+1) / 2]$ fingers must collapse into one unbounded multiple finger (Lemma 2), and will therefore enclose $[(p+1) / 2]-1$ bounded dual fingers in $\mathbb{C}^{-}$, each of which contains at least one zero of $R(q)$ (Lemma 3). For example, when $p=5$, $A$-acceptability of $R(q)$ means that only the configuration (b) in Figure 6.7 is possible; note that there are indeed $2(=[(5+1) / 2]-1)$ bounded dual fingers in $\mathbb{C}^{-}$.

The total number of zeros of $R(q)$ is therefore at least $[(p+1) / 2]-1$. Now suppose that $R(q)=\hat{R}_{T}^{S}(q)$, the $(S, T)$ Pade approximation; then $p=S+T$, and $\hat{R}_{T}^{s}(q)$, has $S$ zeros Hénce we have $S \geqslant[(p+1) / 2]-1$ or $2 S+2 \geqslant 2[(p+1) / 2] \geqslant p$, since

$$
2[(p+1) / 2]=\left\{\begin{array}{cl}
p+1 & \text { if } p \text { is odd } \\
p & \text { if } p \text { is even }
\end{array}\right.
$$

We thus have that $2 S+2 \geqslant S+T$, or $S \geqslant T-2$. It is of course trivial to show that we camnot have $A$-acceptability if $S>T$, so that the Ehle conjecture is proved:

Theorem 6.5 The ( $S, T$ ) Pade approximation, $\hat{R}_{T}^{S}(q)$, is A-acceptable if and only if $T-2 \leqslant S \leqslant T$.

Figure $6.7\left(\right.$ b) is the order star of $\hat{R}_{3}^{2}(q)$ which. by Theorem 6.5 , is A-acceptable: note that it satisfies the requirements of Lemma 4. Figures $6.7(\mathrm{c})$ and (d) are the order stars of $\hat{R}_{4}^{1}(q)$ and $\hat{R}_{5}^{0}(q)$ which are $A$-unacceptable; note that for both, the region :/s intersects with the imaginary axis. Figure $6.7(\mathrm{e})$ is the order star for a non-Pade $R{ }_{5}^{4}(q)$ approximation of order 5; see Exercise 6.4.5.

## Exercises

6.4.1. Execute the following program!

```
begin
    while PATIENCE > TOL do
        begin
            for S:=0 to 3 do
            for T:=0to 3 do
            [use (6.24) to check the entries in Table 6.2]
        end;
end.
```

6.4.2. Show that the method of Exercise 5.7 .4 applied to the test equation $r=i r$ generates the $(2,1)$ Pade approximation to $\exp (h \lambda)$ and therefore cannot be $\Lambda_{0}$-stable
6.4.3. The following method, due to Liniger and Willoughby (1970), uses the second derivatives of $y$, obtained by differentiating the differential system:

$$
y_{n+1}-y_{n}=\frac{h}{2}\left[(1+\alpha) y_{n+1}^{(1)}+(1-\alpha) y_{n}^{(1)}\right]-\frac{h^{2}}{4}\left[(\beta+x)!_{n+1}^{(2)}-(\beta-x)!_{n}^{(2)}\right]
$$

By an obvious extension of the definition for a tinear multistep method, show that the method has order three if $\beta=\frac{1}{3}$ and order four if, in addition, $\alpha=0$. Find the range of values for $\alpha$ and $\beta$ for which the method is (i) $A$-stable and (ii) $L$-stable.
6.4.4. Find the position of the poles and zeros of $\hat{R}_{3}^{2}(q)$ and check that Figure $6.7(b)$ is compatible with Lemma 3.
6.4.5. The approximation $R_{5}^{4}(q)$ whose order star is given by Figure $6.7(\mathrm{c})$ was constructed as follows. Choose the denominator to have zeros at $q=\frac{1}{2}, 1 \pm i, 2 \pm i$ (check that, with this choice of poles for $R_{5}^{4}(q)$. Figure $6.7(\mathrm{c})$ is compatible with Lemma 3) and choose the coeflicients in the numerator so that the approximation has order 5 . Find $R_{s}^{4}(q)$.

### 6.5 HANDLING IMPLICITNESS IN THE CONTEXT OF STIFFNESS

As we shall see presently, no explicit linear multistep or explicil Runge-Kutta method can possess any of the properties of $A-A(\alpha), A_{0}$ - or stiff-stability; neither can a
predictor corrector method in $\mathrm{P}(\mathrm{EC})^{4} \mathrm{E}^{1-t}$ mode, where $\mu$ is fixed and finite (an explicit process). Sce, for example. Figures 4.1 and 4.2 of Chapter 4 . We are thus forced to use only implicit methods to solve a problem involving a stiff system. It might appear that if, for example, we want to preserve the $A$-stability of the Trapezoidal Rule, all we need do is use it as corrector in a predictor-corrector pair applied in the mode of correcting to convergence, when the linear stability properties of the pair will be those of the corrector alone (sec \$4.1). Alas, stiffness has another trick up its sleeve!
Consider the general implicit linear multistep method

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} y_{n+j}=h \sum_{j=0}^{k} \beta_{j} f_{n+j} \tag{6.26}
\end{equation*}
$$

applied to the gencral problem $y^{\prime}=f(x, y), y(1)=\eta$. We can rewrite (6.26) in the form

$$
\begin{equation*}
y_{n+k}=h\left(\beta_{k} f\left(x_{n+k}, y_{n+k}\right)+\Psi_{n}\right. \tag{6.27}
\end{equation*}
$$

where

$$
\Psi_{n}=\Psi^{\prime}\left(x_{n}, y_{n}, y_{n+1}, \ldots, y_{n+k-1} ; h\right):=\sum_{j=0}^{k-1}\left(-x_{j} y_{n+j}+h \beta_{j} f_{n+j}\right)
$$

is a known function of previously computed values. If (6.26) is the corrector in a predictor corrector pair, then the mode of correcting to convergence consists of allowing the fixed point iteration

$$
\begin{equation*}
y_{n+k}^{(n+1)}=h \beta_{k} f\left(x_{n+k}, y_{n+k}^{(n)}\right)+\Psi_{n}, \quad v=0,1, \ldots \tag{6.28}
\end{equation*}
$$

to run until convergence is achieved. However, we recall from $\$ 4.1$ that the iteration ( $6.2 x$ ) converges if

$$
\begin{equation*}
h<1 /\left(\left|B_{k}\right| L\right) \tag{6.29}
\end{equation*}
$$

where $L$ is the Lipschitz constant of $f$ with respect to $y$. If $f$ is assumed differentiable with respect to $y$, then we may take $L$ to be sup $\|\partial f / \partial y\|$, and we have that

$$
L=\sup \left\|\partial f|\partial y \| \geqslant \max | \lambda_{t}|\geqslant|\operatorname{Re} \tilde{\lambda}|,\right.
$$

where $\lambda, 1=1,2, \ldots, m$ are the eigenvalues of $\partial f / \partial y_{,} \bar{\lambda}$ being the eigenvalue with largest modulus real part. If the system is stiff, then $|\operatorname{Re} \bar{\lambda}|$ is very large, and it follows from ( 6.29 ) that $h$ must be very small. We are thus in a Catch- 22 situation. If we use an explicit method to solve a stiff system we have to use an excessively small steplength to avoid instability; if we use an implicit method with an absolute stability region large enough to impose no stability restriction, we can choose a steplength as large as we please, but we will not be able to solve the implicit equation by the iteration (6.28) unless the steplength is excessively small! To sce how nasty this Catch-22 can be in practice, consider the nonlinear example (6.12) of $\$ 6.2$. Recall that this problem did not exhibit stiffness until $x$ reached the value 1.6 , but that thereafter it became increasingly stiff, as witnessed hy Table 6.1, which showed the actual steplength ( $h(\mathrm{ACT})$ ) used by the explicit RKF45 code. Suppose we were to solve the problem by the $A$-stable Trapezoidal Rule. In order

Table 6.3

| $x$ | 1.0 | 1.2 | 1.4 | 1.6 | 1.8 | 2.0 | 2.2 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h(\mathrm{ACT})$ | 0.01 | 0.01 | 0.01 | 0.01 | 0.005 | 0.0013 | 0.00016 |
| $h(\mathrm{TR})$ | 0.25 | 0.11 | 0.04 | 0.01 | 0.003 | 0.0007 | 0.00013 |

to compute the bound (6.29) on the steplength, we take as generous a view as possible and choose $L$ to be not sup\| $\|f / \partial y\|$ but the local value at x of $\|\partial / / \mathrm{r} y\|$ (using the $L_{2}$-norm) obtained by evaluating the Jacobian on the known exact solution. We denote by $h(T R)$ the resulting maximum steplength that could be used with the Trapezoidal Rule if the convergence condition ( 6.29 ) is to be satisficd. Table 6.3 compares $h(T R)$ with $h(\mathrm{ACT})$.
We see that, once stiffness manifests itself, the convergence condition (6.29) forces the Trapezoidal Rule to use a steplength smaller than that which stabilit forces the RKF45 code to use!
The only way out of this difficulty is to abandon fixed point iteration in favour of Newton iteration (see §1.8); in order to save on LU decompositions, modified Newton iteration (see $\S 1.8$, equation (1.27)) is almost invariably cmployed. Applying this to (6.27) gives

$$
\begin{equation*}
\left[I-h \beta_{k} \frac{\partial f}{\partial y}\left(x_{n+k}, y_{n+k}^{(0)}\right)\right] \tilde{\Delta} y_{n+k}^{([)]}=-y_{n+k}^{(1)}+h \beta_{k} f\left(x_{n+k} \cdot y_{n+k}^{(1)]}\right)+\Psi_{n} \quad v=0,1, \ldots \tag{6.30}
\end{equation*}
$$

where we recall that $\tilde{\Delta} y_{n+k}^{(2)}=y_{n+k}^{(v+1)}-y_{n+k}^{(v)}$. If $(6.30)$ converges, then it does so to the solution of (6.27); accordingly, it is quite common to keep the matrix $I-h \beta_{k}{ }^{2} f / \delta y$ constant not only throughout the iteration, but to use it for the next one or two integration steps we well. The matrix is up-dated, and a new LU decomposition computed, only when the iteration fails to converge.
If the system is linear, then $f(x, y)=A(x) y+\varphi(x)$ and (6.27) becomes

$$
\begin{equation*}
\left[I-h \beta_{k} A\left(x_{n+k}\right)\right] y_{n+k}=h \beta_{k} \varphi\left(x_{n+k}\right)+\Psi_{n} \tag{6.31}
\end{equation*}
$$

and the computational cost per step is one LU decomposition and back substitution. If $A(x)=A$, independent of $x$, then the same LU decomposition is used throlughout the interval of integration. Note that if we put $f(x, y)=A(x) y+\varphi(x)$ in (6.30) we obtain

$$
\begin{aligned}
{\left[I-h \beta_{k} A\left(x_{n+k}\right)\right] \bar{\Delta} y_{n+k}^{(v)} } & =-y_{n+k}^{[v]}+h \beta_{k}\left[A\left(x_{n+k}\right) y_{n+k}^{[(v)}+\varphi\left(x_{n+k}\right)\right]+\Psi_{n} \\
& =-\left[I-h \beta_{k} A\left(x_{n+k}\right)\right] y_{n+k}^{(v)}+h \beta_{k} \varphi\left(x_{n+k}\right)+\Psi_{n}, \quad v=0,1, \ldots
\end{aligned}
$$

whence

$$
\left[I-h \beta_{k} A\left(x_{n+k}\right)\right] y_{n+k}^{(v+1)}=h \beta_{k} \varphi\left(x_{n+k}\right)+\Psi_{n}, \quad v=0,1, \ldots
$$

which states that the iterates $y_{n+k}^{[v]}, v=1,2, \ldots$ are all equal to the solution for $y_{n+k}$ given by (6.31). In other words, Newton iteration (now identical with modified Newton iteration) converges in just one step when the problem is linear.

Similar difficulties arise if we attempt to use fixed point iteration to implement an implicit Runge-Kutta method; the notation is now a little more complicated. Consider an implicit $s$-stage Runge-Kulta method specified by the Butcher array

$$
\begin{array}{c|c}
c & A \\
\hline & b^{\top}
\end{array}
$$

It is marginally easier in this context to use the alternative form (5.6) of the method:

$$
\left.\begin{array}{rl}
y_{n+1} & =y_{n}+h \sum_{i=1}^{s} b_{i} f\left(x_{n}+c_{i} h, Y_{i}\right) \\
Y_{i} & =y_{n}+h \sum_{j=1}^{s} a_{i j} f\left(x_{n}+c_{j} h, Y_{j}\right), \quad i=1,2, \ldots, s \tag{6.32}
\end{array}\right\}
$$

The second of (6.32) may be written as

$$
\begin{equation*}
Y=F(Y) \tag{6.33}
\end{equation*}
$$

where

$$
Y:=\left[Y_{1}^{\top}, Y_{2}^{\top}, \ldots, Y_{s}^{\top}\right]^{\top} \in \mathbb{R}^{m v}, \quad F(Y):=\left[F_{1}^{\top}, F_{2}^{\top}, \ldots, F_{s}^{\top}\right]^{\top} \in \mathbb{R}^{m s}
$$

and

$$
F_{i}=F_{i}(Y)=y_{n}+h \sum_{j=1}^{s} a_{i j} f\left(x_{n}+c_{j} h, Y_{j}\right), \quad i=1,2, \ldots, s
$$

The fixed point iteration

$$
\gamma^{(v+1)}=F\left(Y^{(v)}\right), \quad v=0,1, \ldots
$$

will converge if $0 \leqslant M<1$, where $M$ is the Lipschitz constant of $F(Y)$ with respect to ${ }^{4}$ $Y$ : assuming differentiability we take $M$ to be sup $\|\partial F / \partial Y\|$. Now

$$
\partial F / \partial Y=h\left[\begin{array}{cccc}
a_{11} \partial f / \partial y & a_{12} \partial f / \partial y & \cdots & a_{1 s} \partial f / \partial y \\
a_{21} \partial f / \partial y & a_{22} \partial f / \partial y & \cdots & a_{2 s} \partial f / \partial y \\
\vdots & \vdots & \cdots & \vdots \\
a_{s 1} \partial f / \partial y & a_{s 2} \partial f / \partial y & \cdots & a_{s s} \partial f / \partial y
\end{array}\right]
$$

Using the notation of direct products, described in § 1.11 , we can write

$$
\partial F / \partial Y=h A \otimes \partial f / \partial y
$$

By Property (3) of $\$ 1.11$, the eigenvalues of $\partial F / \partial Y$ are $h \mu_{i} \lambda_{i}, i=1,2, \ldots, s, t=\times 1,2 \ldots, m$, where the $\mu_{i}$ are the eigenvalues of $A$ and the $\lambda_{1}$ those of $\partial f / \partial y$. The eigenvalues $\mu_{i}$ depend only on the method, and are not particularly small in practice, and if the system is stiff then $\left\{\lambda_{1}\right\}$ contains an eigenvalue $\bar{\lambda}$ where $|\operatorname{Re} \bar{\lambda}|$ is large. It follows from an argument analogous to that used for implicit linear multistep methods that $\partial F / \partial Y$ has eigenvalues with large modulus, and that the iteration (6.34) will converge only for

| Table 6.4 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | 1.0 | 1.2 | 1.4 | 1.6 | 1.8 | 2.0 | 2.2 |
| $h(\mathrm{TR})$ | 0.25 | 0.11 | 0.04 | 0.01 | 0.003 | 0.0007 | 0.00013 |
| $h(2 \mathrm{G})$ | 0.29 | 0.13 | 0.05 | 0.01 | 0.004 | 0.0008 | 0.00014 |

excessively small steplengths. As an illustration, consider the 2 -stage Gauss method applied to the nonline..r problem (6.12). A calculation, similar to that which led to the results displayed in Table 6.3 can be used to establish the maximum steplength $h(2 G)$ which can be employed with the 2 -stage Gauss method if the iteration (6.34) is to converge; Table 6.4 shows that the restrictions that convergence of the fixed point iteration imposes on the 2 -step Gauss method are comparable with those it imposes on the Trapezoidal Rule.

Once again, we are forced to replace the fixed point iteration (6.34) by Newton or modified Newton iteration; applying the latter to (6.33) and using (6.35) gives

$$
\begin{equation*}
\left(I_{m s}-h A \otimes J\right) \bar{\Delta} Y^{(n)}=\Gamma^{(v)}, \quad v=0,1, \ldots \tag{a}
\end{equation*}
$$

where

$$
\begin{equation*}
J=\frac{\partial f}{\partial y}\left(Y^{[0]}\right), \quad \tilde{\Delta} Y^{[v]}=Y^{[v+1]}-Y^{(v)}, \quad \Gamma^{[1 \cdot]}=-Y^{[(1)}+Y\left(Y^{(1)}\right) \tag{b}
\end{equation*}
$$

and $I_{m s}$ is the $m s \times m s$ unit matrix. Note that ( 6.36 (a)) requires us to compute, at each integration step, a single LU decomposition of an $m s \times m$ s marix, and a new back substitution for each call of the iteration. The LU decomposition is the expensive part, particularly since the dimension of the matrix may be quite large. It is possible, in some circumstances, to reduce this computational effort by utilizing, as follows, a transformation due to Butçher (1976).

For any $s \times s$ matrix $A$ there exists a nonsingular matrix $H$ such that

$$
M:=H^{-1} A H=\left[\begin{array}{cccccc}
\mu_{1} & \omega_{1} & 0 & 0 & \cdots & 0  \tag{6.37}\\
0 & \mu_{2} & \omega_{2} & 0 & & 0 \\
\vdots & & & & & \vdots \\
0 & & 0 & 0 & \mu_{s-1} & \left(\omega_{s-1}\right. \\
0 & \cdots & 0 & 0 & 0 & \mu_{s}
\end{array}\right]
$$

where $\mu_{i}, i=1,2, \ldots, s$ are the eigenvalues of $A$ and the $\omega_{j}$ are all either 0 or 1 ; this is the Jordan canonical form of $A$ (see, for example, Gourlay and Watson (1973)). If the $\mu_{i}$ are all distinct, then $\omega_{j}=0, j=1,2, \ldots, s-1$, and $M$ is a diagonal matrix whose elements are the eigenvalues of $A$ : Consider the transformation from $Y^{[1]}, \Gamma^{[-1]}$ to $\hat{Y}^{(n)}, \hat{\Gamma}^{(x)}$ given by

$$
\begin{equation*}
\hat{Y}^{(v)}:=\left(H^{-1} \otimes I_{m}\right) Y^{(v)}, \quad \hat{\Gamma}^{(v)}:=\left(H^{-1} \otimes I_{m}\right) \Gamma^{[(1)}, \tag{a}
\end{equation*}
$$

where $I_{m}$ is the $m \times m$ unit matrix. By Property (2) of $\S 1.11$, the inverse transformations are

$$
\begin{equation*}
Y^{(v)}:=\left(H \otimes I_{m}\right) \hat{Y}^{(v)}, \quad \Gamma^{[v]}:=\left(H \otimes I_{m}\right) \hat{\Gamma}^{[v]} \tag{b}
\end{equation*}
$$

1) cfining $\tilde{\Delta} \hat{Y}^{|v|}:=\hat{Y}^{\mid v+11}-\hat{Y}^{|v|},(6.36)$ becomes

$$
\left(I_{m s}-h A \otimes J\right)\left(H \otimes I_{m}\right) \tilde{\Delta} \hat{Y}^{[v]}=\left(H \otimes I_{m}\right) \hat{\Gamma}^{[v]}
$$

or

$$
\left[I_{m s}-h\left(H \otimes I_{m}\right)^{-1}(A \otimes J)\left(H \otimes I_{m}\right)\right] \tilde{\Delta} \hat{Y}^{[v]}=\hat{\Gamma}^{[v]}
$$

Now, using Properties (1) and (2) §1.11 and (6.37), we obtain

$$
\left(H \otimes I_{m}\right)^{-1}(A \otimes J)\left(H \otimes I_{m}\right)=\left(H^{-1} \otimes I_{m}\right)(A H \otimes J)=H^{-i} A H \otimes J=M \otimes J
$$

We thus have that

$$
\begin{equation*}
\left(I_{m s}-h M \otimes J\right) \tilde{\Delta} \hat{Y}^{[v]}=\tilde{\Gamma}^{(v)}, \quad v=0,1, \ldots \tag{6.39}
\end{equation*}
$$

which is the modificd Newton iteration now couched in terms of the transformed variables $\hat{Y}^{|M|} \hat{\mid}^{|v|}$. The crucial difference between (6.39) and ( $6.36(a)$ ) is that whilst the latter required the LU decomposition of an $m s \times m s$ matrix, (6.39) requires $s \mathrm{LU}$ decompositions of the blocks $I_{m}-h \mu_{t} J$; the computational effort is proportional to $\mathrm{sm}^{3}$ instead of $(\mathrm{sm})^{3}$, a considerable saving. The saving is even greater if the Runge-Kutta method is one of the class of singly-implicit (SIRK) methods described in §5.11. For such,methods, the $\mu_{1}$ are all equal, and there is only one LU decomposition to be performed at each integration step, giving SIRK methods a level of efficiency approaching that of DIRK methods. Note that the procedure described here is less attractive if the matrix $A$ has complex eigenvalues; in that case, the transforming matrix $H$ in (6.38) will also be complex, as will be the transformed variables $\hat{Y}^{[v]}, \hat{\Gamma}^{[v]}$. We conclude with two illustrations.

IIlustration 1 Consider a 2 -stage implicit Runge -Kutta method for which the matrix $A$ has real distinct eigenvalues $\mu_{1}$ and $\mu_{2}$. Then

$$
M=\left[\begin{array}{cc}
\mu_{1} & \cdot \\
\cdot & \mu_{2}
\end{array}\right], \quad I_{2 m}-h M \otimes J=\left[\begin{array}{cc}
I_{m}-h \mu_{1} J & 0 \\
0 & I_{m}-h \mu_{2} J
\end{array}\right]
$$

We compute two $L U$ decompositions of $m \times m$ matrices, namely $I-h \mu_{1} J=L_{1} U_{1}$, $I_{m}-h \mu_{2} J=L_{2} U_{2}$; then

$$
I_{2 m}-h M \otimes J=\left[\begin{array}{cc}
L_{1} U_{1} & 0 \\
0 & L_{2} U_{2}
\end{array}\right]=L U
$$

where

$$
L=\left[\begin{array}{cc}
L_{1} & 0 \\
0 & L_{2}
\end{array}\right], \quad U=\left[\begin{array}{cc}
U_{1} & 0 \\
0 & U_{2}
\end{array}\right]
$$

Illustration 2 Consider a 2 -stage singly'implicit method; the matrix $A$ has an - eigenvalue $\mu$ of multiplicity 2 . Then

$$
M=\left[\begin{array}{cc}
\mu & 1 \\
\cdot & \mu
\end{array}\right], \quad I_{2 m}-h M \otimes J=\left[\begin{array}{cc}
I_{m}-h \mu J & -h J \\
0 & I_{m}-h \mu J
\end{array}\right]
$$

We compute the single LU decomposition $i_{m}-h_{\mu} J=L_{1} U_{i}$; then

$$
I_{2 m}-h M \otimes J=\left[\begin{array}{cc}
L_{1} U_{1} & -h J \\
0 & L_{1} U_{1}
\end{array}\right]=L U
$$

where

$$
L=\left[\begin{array}{cc}
L_{1} & 0 \\
0 & L_{1}
\end{array}\right], \quad U=\left[\begin{array}{cc}
U_{1} & -h L_{1}^{-1} J \\
0 & U_{1}
\end{array}\right]
$$

## Exercise

6.5.1. Illustrate the use of the Butcher transformation by computing one step, of length 0.1 . of the numerical solution of the problem $u^{\prime}=v, v^{\prime}=5\left(1-u^{2}\right) v-u, u(0)=2, v(0)=0$ by the Runge-Kutta method with Butcher array

$$
\begin{array}{c|cc}
2-\sqrt{ } 2 & 1-\frac{\sqrt{2}}{4} & 1-\frac{3 \sqrt{ } 2}{4} \\
2+\sqrt{ } 2 & 1+\frac{3 \sqrt{2}}{4} & 1+\frac{\sqrt{ } 2}{4} \\
\hline & \frac{1}{2}+\frac{3 \sqrt{2}}{8} & \frac{1}{2}-3 \sqrt{2} \\
8
\end{array}
$$

6.6 LINEAR MULTISTEP METHODS FOR STIFF SYSTEMS

If one is looking for methods with any of the linear stability properties defined in $\$ 6.3$. the class of linear multistep methods does not provide a particularly good hunting ground; happily there is one notable exception (the BDF) to this statement. Just how difficult it is for linear multistep methods to achieve $A$-stability is spelled out in the following theorem:

Theorem 6.6 (Dahlquist, 1963) (i) An explicit linear mulistep method cannot be A-stable. (ii) The orden of an A-stable linear multistep method cannot exceed two. (iii) The second-order A-stable linear multistep method with smallest error constant is the Trapezoidal Rule.

In other words, if we insist on full $\boldsymbol{A}$-stability, the Trapezoidal Rule (which, earlier in this chapter, may have seemed to be just a conveniently simple example) is the most accurate
linear multistep method we have! Theorem 6.6 is often known as the second Dahlquist harrier. (Recall the first Dahlquist barrier, Theorem 3.1 of §3.4.) It is of interest to note that order star theory (see $\$ 6.4$ ) can be used to provide a proof of this theorem (Wanner, 1987). Implementations of the Trapezoidal Rule for stiff problems usually incorporate the smoothing procedure described in $\$ 6.3$ and an extrapolation technique which effectively raises the order to 4 ; local error estimation is usually achieved by Richardson extrapolation (see $\$ 5.10$ ).
A linear 1 -step method which can be of value in the context of stiffness is the Theta method.

$$
\begin{equation*}
y_{n+1}-y_{n}=h\left[(1-\theta) f_{n+1}+\theta f_{n}\right] . \tag{6.40}
\end{equation*}
$$

If has order only 1 in general, and order 2 if $0=\frac{1}{2}$, when it becomes the Trapezoidal Rule. Applying (6.40) to the test cquation $y^{\prime}=\lambda y$ gives

$$
y_{n+1}=\begin{gather*}
1+\hat{h} 0  \tag{6.41}\\
1-(1-0) \hat{h}^{\prime}
\end{gather*} y_{n}=R_{1}(\hat{h} ; 1-20) y_{n}, \quad \hat{h}=h \lambda
$$

where $R_{1}(\because)$ is defined by $(6.25)$ of $\S 6.4$. It follows from Theorem 6.1 of $\S 6.4$ that the Theta method is $A$-stable if and only if $\theta \leqslant \frac{1}{2}$. One way in which the free parameter $\theta$ in $(6,40)$ can be gainfully employed is in the technique of exponential fitting (Liniger and Willoughby, 1970). A method is said to be exponentially fitted at a (real) value $\lambda_{0}$ if, when the method is applied to the scalar test problem $y^{\prime}=\lambda_{0} y, y\left(x_{0}\right)=y_{0}$, it yields the exact solution. If the Theta method is applied to this test problem, we clearly get $y_{n}=$ $\left[R_{1}\left(h \lambda_{0} ; 1-20\right)\right]^{n} y_{0}$, which coincides with the exact solution $y\left(x_{n}\right)=y_{0} \exp \left(\lambda_{0}\left(x_{n}-x_{0}\right)\right)$ if $\exp \left(i_{0} h\right)=R_{1}\left(h i_{0} ; I-20\right)$. From (6.41), this is equivalent to choosing

$$
\begin{equation*}
0=-\frac{1}{h \lambda_{0}}-\frac{\exp \left(h \lambda_{0}\right)}{1-\exp \left(h \lambda_{0}\right)} \tag{6.42}
\end{equation*}
$$

For all $h \hat{\lambda}_{0}<0$, the value of 0 given by (6.42) satisfies $0 \leqslant \frac{1}{2}$, so that $A$-stability is preserved. If, for the linear constant coefficient system $y^{\prime}=A y$, stiffness is caused by an isolated real negative cigenvalue of $A$, exponential fitting to that eigenvalue (estimated by the power method) gives good results. If the stiffness is caused by a cluster of such eigenvalues, then it can be beneficial to fil exponentially to some mean of the eigenvalues. For variable coefficient linear and nonlinear systems (subject as always to our reservations about 'frozen Jacobians'), the same technique can be applied, with periodic updating of the estimate of the dominant eigenvalue.
Turning to lincar multistep methods with less than full $A$-stability, we meet more barriers, but less fearsome ones:

Theorem 6.7 (Widlund, 1967) (i) An explicit linear multistep method cannot be A(0)-stable. (ii) There is only one $A(0)$-stable linear $k$-step method whose order $\epsilon x c e e d s k$, namely the Trapezoidal Rule. (iii) For all $\alpha \in[0, \pi / 2)$ there exist $A(\alpha)$-stable linear $k$-step. methods of order $p$ for which $k=p=3, k=p=4$.

Theorem 6.8 (Cryer, 1973) (i) An explicit linear multistep method cannot be $A_{0}$ stable. (ii) There exist $A_{0}$-stable linear multistep methods of arbitrary order.

| Table 6.5 |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 1 | 2 | 3 | 4 | 5 | 6 |
| $\alpha_{\text {max }}$ | $90^{\circ}$ | $90^{\circ}$ | $88^{\circ}$ | $73^{\circ}$ | 52 | $19^{\prime}$ |
| $a_{\text {min }}$ | 0 | 0 | 0.1 | 0.7 | 2.4 | 6.1 |

1
If, in Theorem 6.7(iii), we relax the requirement that methods be $A(\alpha)$-stable for all $\alpha \in[0, \pi / 2)$, then we can easily find $k$-step methods of order $k$ for $k>4$ that are $A(\alpha)$-stable for specific values of $\alpha$. The most notable class of such methods is that consisting of the $k$-step backward differentiation formulae (BDF), $k=1,2 \ldots, 6$, derived in $\S 3.12$. (Recall that these methods are zero-stable only for $k \leqslant 6$.) From the regions of absolute stability for the BDF, shown in Figure 3.4 of $\$ 3.12$, we see that it is more natural to consider stiff-stability rather than $A(\alpha)$-stability; indeed the definition of stiff stability given in $\S 6.3$ is virtually tailor-made for the BDF. All of the BDF , $k \leqslant 6$, are stiffly stable (and therefore $A(\alpha)$-stable); Table 6.5 lists the maximum value of $x$ and the minimum value of $a$, the parameter appearing in the definition of stiff stability

One can see by the following informal argument that the BDF are likely to be well-suited to dealing with stiffness. Recall from $\$ 3.8$ the stability polynomial $\pi(r, \hat{h}):=\rho(r)-\hat{h} \sigma(r)$; for a stiff system $|\hat{h}|$ will be large, and $\pi(r, \hat{h})$ will be dominated by $\hat{h} \sigma(r)$. It would therefore seem a good idea to choose $\sigma(r)$ so that its roots are all safely inside the unit circle, and where safer than at the centre of the unit circle? Thus we are led to the choice $\sigma(r)=r^{k}$, which (together with the implicitness that Theorem 6.7 demands and the requirement that the order be as high as possible) defines the BDF.

The BDF are central to the construction of efficient algorithms for handing stiff systems; they play the same role in stiff problems as the Adams methods do in non-stiff ones. Although the use of the BDF for stiff problems goes back to Curtiss and Hirschfelder (1952), their implementation in VSVO form stems from the work of Gear (1969). Such implementations have essentially the same structures as those we described in Chapter 4 for non-stiff problems. The basic differences are that the Adams - Moulton correctors are replaced by the BDF and the (truncated) fixed point iteration of the corrector is replaced by modified Newton iteration (as described in $\$ 6.5$ ), pursued to convergence Newton iteration (unlike fixed-point iteration) does not converge for an arbitrary starting value, but only for one sufficiently close to the solwtion, so that it is essential -as well as desirable from the point of view of efficiency - that an accurate starting value be provided. Robertson and Williams (1975) showed that if one attempts to obtain such a starting value by means of a predictor which involves any of the previously computed $f$ values, then traces of the fast transient solution are liable to pollute the predicted value and lead to loss of accuracy (another manifestation of the fact that when a system is stiff $f(y)$ is an ill-conditioned function). Prediction by extrapolation of previously calculated $y$-values only is preferable. To be more specific, consider the $k$-step $k$ th-order BDF in standard form (see (3.115) of \$3.12),

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} y_{n+j}=h \beta_{k} f_{n+k}, \quad \alpha_{k}=1 \tag{6.43}
\end{equation*}
$$

The order is $k$ and the crror constant $C_{k+1}$. If the predicted value for $y_{n+k}$ is to have order $k$ then it will be necessary to interpolate the $k+1$ points $\left(x_{n+j}, y_{n+j}\right)$, $i=-1,0,1, \ldots, k-1$. From $(1.30)$ of $\S 1.10$, the appropriate interpolant is

$$
I_{k}\left(x_{n+k-1}+r h\right)=: P_{k}(r)=\sum_{i=0}^{k}(-1)^{i}\binom{-r}{i} \nabla^{i} y_{n+k-1}
$$

Putting $r=1$, we take $y_{n+k}^{[0]}$ to be $I_{k}\left(x_{n+k}\right)$, whence

$$
\begin{equation*}
y_{n \mid k}^{|0|}=\sum_{i=0}^{k}(-1)^{i}\binom{-1}{i} \nabla^{i} y_{n+k-1}=\sum_{i=0}^{k} \nabla^{i} y_{n+k-1} \tag{6.44}
\end{equation*}
$$

It is still possible to apply Milne's estimate for the local truncation error. If we regard (6.44) as a lincar multistep method then by (1.31) of $\$ 1.10$ it has order $k$ and error constant

$$
C_{k+1}^{*}=(-1)^{k+1}\binom{-1}{k+1}=1
$$

From (4.11) of $\$ 4.3$ we have that

$$
\begin{equation*}
\mathrm{PLTE}=\frac{C_{k+1}}{1-C_{k+1}}\left(y_{n+k}-y_{n+k}^{(01}\right) \tag{6.45}
\end{equation*}
$$

where $y_{n+k}$ is the solution of (6.43) obtained by modified Newton iteration.
where $y_{n+k}$ is the solution of ( 6.43 ) obtained by modificd Newion
Thus, the building blocks for a VSVO algorithm are all available, and a development parallel to that we have discussed in detail in Chapter 4 for $A B M$ methods is possible. In particular, two aspects of the BDF can be exploited; firstly, the BDF can be conveniently expressed in backward difference form (see (3.117) of $\$ 3.12$ ) and, secondly, the $k$ th-order BDF is equivalent to setting $f_{n+k}$ equal to the slope of the interpolant through $\left(x_{n+j}, v_{n+j}\right), j=0,1, \ldots, k$ (again, see $\S 3.12$ ). Further details can be found in Prothero (1976) and Brayton, Gustavson and Hachtel (1972). Finally, we mention two aspects of VSVO implementations of the BDF which do not arise in similar implementations of the ABM. If the system is large and complicated, then finding analytically the elements of the Jacobian matrix can be an onerous task (but a symbolic manipulator can help); accordingly some codes estimate the derivatives $j^{i} f / \partial^{j} y$ by differencing. Secondly, there can be a choice of strategy in the initial phase depending on whether the user wants to see an accurate representation of the fast transients or is content merely to see the solution after such transients are dead.
The codes DIFSUB, GEAR and EPISODE, referenced in $\$ 4.11$, all have stiff options. (It is possible for codes to determine automatically whether or not to use stiff options; sce, for example, Shampine (1982).) There also exist variants of GEAR adapted for particular circumstances. Thus GEARB (Hindmarsh, 1975) is intended for problems where the Jacobian is large and banded; one important instance of this situation arises when a partial differential equation is semi-discretized-a topic we shall touch upon in 86.9. GEARS (Spellman and Hindmarsh, 1975) is appropriate for probloms where the Jacobian is large and sparse. Finally we mention the code FACSIMILE (Curtis and Sweetenham, 1985) which deals only with stiff problems; a survey of this code can be found in Curtis (1987).

## Exercises

6.6.1. Show that the Trapezoidal Rule is exponentially fitted at 0 and that the Backward Euler method (and indeed any one-step $L$-stable method) is exponentially fitted at $-\infty$.
6.6.2. By subtracting $y_{n+k}^{[0]}$ given by (6.44), from $y_{n+k}$ and using the fact that $y_{n+k-1}=(1-\nabla) y_{n+k}$. find an alternative derivation of (6.45).
6.6.3. The Implicit Midpoint Rule

$$
\begin{equation*}
y_{n+1}-y_{n}=h f\left(\frac{1}{2}\left(x_{n}+x_{n+1}\right), \frac{1}{2}\left(y_{n}+y_{n+1}\right)\right) \tag{1}
\end{equation*}
$$

is a close relative of the Trapezoidal Ruie

$$
\begin{equation*}
y_{n+1}-y_{n}=\frac{1}{2} h\left[f\left(x_{n+1}, y_{n+1}\right)+f\left(x_{n}, y_{n}\right)\right] \tag{2}
\end{equation*}
$$

(It is indeed its one-leg twin; see §7.4.) Show that both methods give the same result when applied to the scalar test equation $y^{\prime}=\lambda y$, and deduce that (1) is $A$-stable. Show, however, that when both methods are applied to the scalar test equation $y^{\prime}=\lambda(x) y, \lambda(x)<0$ for all $x$, all of whose solutions tend to zero as $x$ tends to infinity, then all solutions of (1) satisfy $y_{n} \rightarrow 0$ as $n \rightarrow \infty$ for all $h>0$, but those of (2) do so only if $h$ satisfies a'condition of the form $0<h<H\left(x_{n}, x_{n+1}\right)$. Find $H\left(x_{m} x_{n+1}\right)$. Devise and carry out a numerical experiment to illustrate this result.

### 6.7 RUNGE-KUTTA METHODS FOR STIFF SYSTEMS

It is much easier to find impllcit Runge-Kutta methods-as opposed to linear multistep methods-with the linear stability properties defined in $\$ 6.3$; of course, as we have seen, implicit Runge-Kutta methods are more expensive to implement than their linear multistep counterparts. We saw in $\S 5.12$ that when an $s$-stage Runge-Kutta method with Butcher array

is applied to the usual scalar test equation $y^{\prime}=\lambda y, \lambda \in \mathbb{C}$, it yields the difference equation $\boldsymbol{y}_{n+1}=R(\hat{h}) y_{n}$, where $R(\hat{h})$, a rational function of $\hat{h}$, is the stability function and $\hat{h}=h \hat{\lambda}$. In §5.12 we derived two alternative forms (5.86) and (5.87) of $R(\hat{h})$; for convenience, we reiterate them here:

$$
\begin{align*}
& R(\hat{h})=1+\hat{h} b^{\top}(I-\hat{h} A)^{-1} e  \tag{6.46i}\\
& R(\hat{h})=\frac{\operatorname{det}\left[I-\hat{h}\left(A-e b^{\top}\right)\right]}{\operatorname{det}(I-\hat{h} A)} \tag{6.46ii}
\end{align*}
$$

where $e=[1,1, \ldots, 1]^{\top} \in \boldsymbol{R}^{3}$. The method will be $A$-, $A_{0}$ - or $L$-stable according as $R(\hat{h})$ is $A$-, $A_{0}$ - or $L$-acceptable. We have already observed that when the method is explicit, (6.46) implies that $R(\hat{h})$ is a polynomial in $\hat{h}$, and there is no possibility of the method having any of these stability properties. In $\S 5.11$ we provided several examples of implicit and semi-implicit methods, and all we need do to establish their stability propertine is to use (6.46) to determine $R(\hat{h})$ and then use the results of $\S 6.4$ on the acceptability of rational approximations to the exponential. However, it can be heavy work applying
either of (6.46) to specific examples, and we can obtain the results we want much more casily, and in greater generality, by employing an argument used in §5.12.
Consider first the class of Gauss methods described in $\S 5.11$. The $s$-stage Gauss method has order $2 s$, which means that when applied to the test equation $y^{\prime}=\lambda y$ it will produce $y_{n+1}=R(\hat{h}) y_{n}$, where $R(\hat{h})=\exp (\hat{h})+0\left(h^{2 s+1}\right)$; that is, $R(\hat{h})$ is a rational approximation of order $2 s$ to the exponential $\exp (\hat{h})$. By ( 6.46 ii$)$, the numerator and denominator in $R(\hat{h})$ are polynomials in $\hat{h}$ of degree at most $s$. Since there exists a unique $(s, s)$ rational approximation of order $2 s$ to $\exp (\hat{h})$, namely the Padé approximation $\hat{R}_{s}^{s}(\hat{h})$, it follows that $R\left(\hat{h}_{h}\right)=\hat{R}_{s}^{\prime}(\hat{h})$, which, by Theorem 6.2 of $\delta 6.4$, is $A$-acceptable. Thus all Gauss methods are $A$-stable. We note that this implies the existence of $A$-stable implicit Runge-Kutta methods of arbitrarily high order.
For the remaining classes of fully implicit methods described in $\$ 5.11$ we use an approach due to Dekker and Verwer (1984). The essential point is the structure of the matrix $A-e b^{\top}$ appearing in (6.46ii). We shall establish this structure merely by obscrvation of the examples quoted in $\S 5.11$, so that our stability results will be formally proven only for these examples. The extension to the general case can be found in Dekker and Verwer; alternative proofs can be found in Butcher (1987). First let us consider a tempting argument, which is false. Take, for example, an $s$-stage Radau method, which has order $2 s-1$. We could attempt to show that the denominator in $R(\hat{h})$ has degree $s$, and then deduce from an order argument that $R(\hat{h})$ was the $(s-1, s)$ Padé approximation; the flaw is that it could equally be an $(s, s)$ non-Padé approximation of order $2 s-1$. The valid argument goes as follows.
From the examples of $\S 5.11$, we observe that the matrices $A-e b^{\top}$ have special forms, from which follow the corresponding forms of $I-\hat{h}\left(A-e b^{\top}\right)$; we then apply ( 6.46 ii ). All matrices are $s \times s$; the symbol + denotes a constant element, independent of $h$; and * one which is of degree at most 1 in $\hat{h}$.

Radau IA


Expanding $\operatorname{det}\left[I-\hat{h}\left(A-e b^{\mathrm{\top}}\right)\right]$ by the elements of its first column, we see that it is a polynomial in $\hat{h}$ of degree at most $s-1$. Since $\operatorname{det}(I-\hat{h} A)$ has degree at most $s$ in $\hat{h}$ and the approximation has order $2 s-1, R(\hat{h})$ must be the $(s-1, s)$ Pade approximation. By Theorem 6.4 of $\$ 6.4$, the methods are all $A$-stable, indeed $L$-stable.

Radau //A

$$
A-e b^{\mathrm{\top}}=\left[\begin{array}{ccccc}
+ & + & \cdots & + & + \\
+ & + & \cdots & + & + \\
\vdots & & & & \\
+ & + & \cdots & + & + \\
0 & 0 & \cdots & 0 & 0
\end{array}\right], \quad I-\hat{h}\left(A-e b^{\top}\right)=\left[\begin{array}{ccccc}
* & * & \cdots & * & * \\
* & * & \cdots & * & * \\
\vdots & & & & \\
* & * & \cdots & * & * \\
0 & 0 & \cdots & 0 & 1
\end{array}\right] .
$$

Expanding $\operatorname{det}\left[I-\hat{h}\left(A-e b^{\top}\right)\right]$ by the elements of its last row and arguing as in the case of the Radau IA, we see that $R(\hat{h})$ is again the $(s-1, s)$ Pade approximation, and the methods are $L$-stable.


On expanding, we see that $\operatorname{det}\left[I-\hat{h}\left(A-e b^{\dagger}\right)\right]$ has degree at most $s-1$ in $\hat{h}$. Moreover, $\operatorname{det}(I-\hat{h} A)$ now has degree at most $s-1$, and, since the order is $2 s-2, R(\hat{h})$ must be the $(s-1, s-1)$ Pade approximation; by Theorem 6.2 or $\S 6.4$, the methods are $A$-stable.

## Lobatto IIIB

$$
A-e b^{\top}=\left[\begin{array}{cccc}
0 & + & \cdots & + \\
0 & + & + & + \\
\vdots \\
\vdots & & & + \\
0 & + & \cdots & + \\
0 & + & + & + \\
0
\end{array}\right], \quad I-\hat{h}\left(A-e b^{\top}\right)=\left[\begin{array}{ccccc}
1 & * & \cdots & * & * \\
0 & * & \cdots & * & * \\
\vdots & & & & \\
0 & * & \cdots & * & * \\
0 & * & \cdots & * & *
\end{array}\right] .
$$

Again, $\operatorname{det}\left[I-\hat{h}\left(A-e b^{\top}\right)\right]$ and $\operatorname{det}(I-\hat{I r} A)$ both have degree at most $s-1$ in $\hat{\mathrm{h}}$, and $R(\hat{h})$ must be the ( $s-1, s-1$ ) Pade approximation and the methods are $A$-stable.

Lobatto IIIC

$$
A-e b^{\top}=\left[\begin{array}{ccccc}
0 & + & \cdots & + & + \\
0 & + & \cdots & + & + \\
\vdots & & & & \\
0 & + & \cdots & + & + \\
0 & 0 & \cdots & 0 & 0
\end{array}\right], \quad I-\hat{h}\left(A-e b^{\top}\right)=\left[\begin{array}{ccccc}
1 & * & \ldots & * & * \\
0 & * & \ldots & * & * \\
\vdots & & & & \\
0 & * & \ldots & * & * \\
0 & * & \cdots & * & *
\end{array}\right] .
$$

On expanding, we see that $\operatorname{det}\left[I-\hat{h}\left(A-e b^{\top}\right)\right]$ has degree at most $s-2$ in $\hat{h}$, while $\operatorname{det}(I-h A)$ has degree at most $s$. Hence $R(\hat{h})$ must be the $(s-2, s)$ Pade approximation and by Theorem 6.4 of $\$ 6.4$ the methods are $L$-stable.

The above results are summarized in Table 6.6.
Turning to semi-implicit methods, a straightforward calculation using either of (6.46) shows that for the pair of 2 -stage DIRK methods of order 3 given by ( 5.76 ) of $\S 5.11$,

$$
R(\hat{h})=\frac{1 \mp \sqrt{3} \hat{h} / 3-(1 \pm \sqrt{3}) \hat{h}^{2} / 6}{1-(3 \pm \sqrt{3}) \hat{h} / 3+(2 \pm \sqrt{3}) \hat{h}^{2} / 6}
$$

Recalling the general $(2,2)$ non-Padé approximation $R_{2}(\hat{h}, \alpha, \beta)$ given by (6.25) of §6.4.

Table 6.6

| 5-5lage <br> RK method | Order | Stability lunction $\boldsymbol{B}(\hat{h})$ | Linear slability property |
| :---: | :---: | :---: | :---: |
| Gauss | 2 s | $\hat{R}_{s}^{\prime}(\hat{h})$ | A-stability |
| Radau IA, IIA | 2s-1 | $\hat{R}^{\prime \prime}{ }^{-1}(\hat{h})$ | L-'ability |
| Lobatio IIIA, IIIB | 2s-2 | $\hat{R}_{j-1}^{s-1}(\hat{h})$ | A-stability |
| Lobatto IIIC | 2s-2 | $\hat{R}_{z}{ }^{-2}(\hat{h})$ | 1 stability |

see that $R(\bar{h})=R_{2}(\bar{h}, \alpha, \beta)$ if $\alpha=1 \pm 2 \sqrt{3} / 3$ and $\beta=1 / 3$. It follows from Theorem 6.1 he same section that $R(\hat{h})$ is $A$-acceptable only for $\alpha=1+2 \sqrt{3} / 3$ and that (5.76) is lable only if we take the upper of the alternative signs. For the 3 -stage DIRK methods rder 4 given by (5.77), $R(\hat{h})$ is a $(3,3)$ non-Padé approximation which is not so easily dled, since we have no resull similar to Theorem 6.1 for $(3,3)$ approximations. wever, it can be shown (sce, for example, Butcher (1987)) that only one of the three hods, that given by the choice $v=(2 / \sqrt{3}) \cos \left(10^{\circ}\right)$, is $A$-stable.
Finally, consider the 2 -stage SIRK method (5.78) containing a parameter $\mu$; it has cr 2 in general and order 3 if $\mu=(3 \pm \sqrt{3}) / 6$. It turns out to be easier to use ( 6.46 i ) er than ( 6.46 ii ) to establish $R(\hat{h})$, which is given by

$$
R(\hat{h})=\frac{1+(1-2 \mu) \hat{h}+\left(\mu^{2}-2 \mu+\frac{1}{2}\right) \hat{h}^{2}}{1-2 \mu \hat{h}+\mu^{2} h^{2}}
$$

ch is identical with $R_{2}\left(\bar{h}_{1}, \alpha, \beta\right)$ if $\alpha=4 \mu-1, \beta=(2 \mu-1)^{2}$. It follows from Theorem that $"$ in ic $A$-acceptable for $\mu \geqslant \frac{1}{4}$; the method can be $A$-stable and have order 3 $y$ if we choose $\mu=(3+\sqrt{3}) / 6$. It also follows from Theorem 6.1 that the method will 1 - stable if $\mu=1 \pm \sqrt{ } 2 / 2$, but the order is then ony 2 .
$t$ is clear that we have no difficulty in finding implicit or semi-implicit Runge - Kutta hods which are A- or $I$-stable. Any of these methods could, with no especially heavy gramming effort, be made into an automatic algorithm. Step-changing is no problem estimation of the local truncation error can be done either by Richardson extra ation or by embedding (sec, for example, Burrage (1978a)). For algorithms based explicit Runge Kulta methods, using embedded methods for error estimation was siderably morc efficient (in terms of the number of function calls per step) than using hardson extrapolation. The advantages of embedding for algorithms based on implicit hods are much less significant, since the major computational costs arise fro... the diling of the implicitness, discussed in $\$ 6.5$
Algorithms constructed in this way will work -and often be very robust-but, in ns of efficiency, they will fall well short of the BDF-based VSVO codes described in preceding section. To make implicit Runge-Kulta algorithms competitive one must down as much as possible the computational effort of handing the implicitness. In licular, use of the Butcher transformation in conjunction with SIRK methods, zribed in $\S 6.5$, reduces the costs to a level comparable with that of VSVO codes.

STRIDE (Burrage, Butcher and Chipman, 1979) is a variable order code which uses this approach.

## Exercises

(Use both forms of (6.46) in the following exercises.)
6.7.1. Show that the method in Exercise 5.7.4 is not $A$-stable
6.7.2. Find the range of $\beta$,r which the method in Exercise 5.7 .7 is $A$-stabie. and show that there are two values of $\beta$ for which it is $L$-stable.
6.7.3. Investigate the stability of the method in Exercise 6.5.1.
6.7.4. Find the order of the implicit method

$$
\begin{gathered}
k_{1}=f\left(x_{n}, y_{n}+\frac{h}{4} k_{1}-\frac{h}{4} k_{2}\right), \quad k_{2}=f\left(x_{n}+\frac{2 h}{3}, y_{n}+\frac{h}{4} k_{1}+\frac{5 h}{12} k_{2}\right) \\
y_{n+1}-y_{n}=\frac{h}{4}\left(k_{1}+3 k_{2}\right)
\end{gathered}
$$

and show that it is L-stabie.

### 6.8 METHODS INVOLVING THE JACOBIAN

Although stiffness was"known to users from a much earlier data, interest in the topic amongst numerical analysts stems from the seminal paper of Dahlquist (1963), which first defined $A$-stability. Since then, there has appeared in the literature a large number of suggested techniques, ranging from the ingenious to the bizarre, for dealing with stiffness. It is not practicable to survey all of these here, and we restrict our attentions to classes of methods, of general applicability in the context of stiffness, which have a common theme: the major classes we have studied, namely linear multistep and Runge-Kutta methods are modified so that they directly involve the Jacobian of the system, and are thus adaptive. The motivation for this is obvious. Stifness requires that implicit equations be solved by Newton iteration, which in turn demands that we evaluate the Jacobian of the system; so why not try to use the Jacobian in the method itself?

The first such class we look at constitutes a sub-class of the so-called Obrechkoff methods, which are methods of linear multistep form but which involve higher derivatives of $y$. Such derivatives can be obtained by repeatedly differentiating the'system of differential equations, as we did at the start of §5.4. We saw there that this procedure can soon get out of hand, particularly if the system is large, so we restrict our attention to the case when only first and second derivatives of $y$ are involved. As we saw in $\S 1.4$, there is no loss of generality in assuming that the system is autonomous, so that we take $y^{\prime}=f(y)$, whence $y^{\prime \prime}=(\partial f / \partial y) f=: f^{(11}(y)$. The general $k$-step Obrechkoff method containing up to second derivatives is given by

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} y_{n+1}=h \sum_{j=0}^{k} \beta_{j} f_{n+1}+h^{2} \sum_{j=0}^{k} \gamma_{j} f_{n+j}^{(1)}, \quad \alpha_{k}=1,\left|\alpha_{0}\right|+\left|\beta_{0}\right|+\left|\gamma_{0}\right| \neq 0 . \tag{6.47}
\end{equation*}
$$

Order is defined in an obvious manner analogous to that for linear multistep methods The stability polynomial is clearly $\pi(r ; \hat{h}):=\rho(r)-\hat{h} \sigma(r)-\hat{h}^{2} \omega(r)$ where $\rho(r), \sigma(r)$ and $\omega(r)$ are polynomials of degree $k$ in $r$ with coeflicients $\alpha_{j}, \beta_{j}$ and $\gamma_{j}$ respectively. Enright (1974a) advocates the use for stiff systems of the sub-class of (6.47) delined by

$$
\begin{equation*}
y_{n+k}-y_{n+k-1}=h \sum_{j=0}^{k} \beta_{j} f_{n+1}+h^{2} \gamma_{k} f_{n+k}^{(1)} \tag{6.48}
\end{equation*}
$$

which have order $\rho=k+2$. The choice $\rho(r)=r^{k}-r^{k-1}$ ensures, as for Adams methods, that the spurious roots are situated at the origin, and the argument we used in $\S 6.6$ to motivate the BDF equally motivates the choice $\omega(r)=r^{k}$. Indeed, Enright shows that the class ( 6.48 ) is stiffly stable for $k \leqslant 7$ and $A$-stable for $k=1,2$. Tables of the coefficients appearing in $(6,48)$ together with the angle $\alpha$ of $A(\alpha)$-stability and the parameter a appearing in the definition of stiff stabilfty can be found in Enright's paper. There is an ackditional bonus in using Obrechkoff methods, namely that the error constants are considerably smaller than those of linear multistep methods. Table 6.7 compares the error constants of Enright's methods with those of the BDF and the Adams-Moulton methods of orders 3,4 and 5 .

Handling the implicitness presents some new difficulties. Modified Newton iteration is of course neccssary, but now the implicit equation to be solved (analogous to (6.27) of $\$ 6.5$ for linear multistep methods) is

$$
y_{n+k}=h \beta_{k} f\left(y_{n+k}\right)+h^{2} \gamma_{k} f^{(1)}\left(y_{n+k}\right)+\Psi_{n} .
$$

The formula for modified Newton iteration is an obvious modification of ( 6.30 ), the key difference being that the matrix multiplying the increment $\bar{\Delta} y_{n+1}$ becomes

$$
\begin{equation*}
I-h \beta_{k} \frac{\partial f}{\partial y}-h^{2} \gamma_{k} \frac{\partial}{\partial y} f^{(1)} \tag{6.49}
\end{equation*}
$$

evaluated at $y_{n+k}$. Since $f^{\prime \prime \prime}=(\partial f / \partial y) f$, the second derivative of the components of $f$ with respect in those of $y$ will appear in (6.49). Following a suggestion of Liniger and Willoughby (1970), who had earlier studied a more restricted set of second derivative methods, Enright proposes that the terms $\partial / \partial y[(\partial f / \partial y) f]$ in (6.49) be replaced by $(a) / \omega y)^{2}$, and only first derivatives are involved. For large systems, the evaluation of $\left(r \int / \partial y\right)^{2}$ still represents a considerable amount of computation, and Enright (1974b) proposes a modification of (6.48) which leads to a more effi ent implementation; the price is that the order drops to $k+1$. These methods are implemented in VSVO format in the codes SDBASIC (see Enright, Hull and Lindberg (1975) and SECDER (Addison, 1979)).

Table 6.7

|  | $\rho=3$ | $\rho=4$ | $\rho=5$ |
| :--- | :---: | :---: | :---: |
| Enright | $\frac{1}{22}$ | $\frac{7}{1440}$ | $\frac{-3}{4320}$ |
| BDF | $\frac{-3}{21}$ | $\frac{-1}{121}$ | $\frac{10}{137}$ |
| Adams-Moulton | $\frac{-1}{24}$ | $\frac{-19}{720}$ | $\frac{-3}{160}$ |

An alternative means of introducing the Jacobian directly into linear multistep methods consists of the variable coefficient multistep methods or VCMM; see Brur (1967), Lambert and Sigurdsson (1972) and Sanz-Serna (1981). These methods essentially linear multistep methods whose coeflicients are functions of a variable ma $Q_{n}$ which, in practice, is taken to be an approximation to the negative Jacobian, $-\partial \rho$ evaluated at ( $x_{n}, y_{n}$ ). The class is defined by

$$
\sum_{j=0}^{k}\left[\sum_{j=0}^{s} a_{j}^{(3)} h^{\prime} Q_{n}^{s}\right] y_{n+1}=h \sum_{j=0}^{k}\left[\sum_{s=0}^{s-1} b_{j}^{(s)} / l^{\prime} Q_{n}^{\prime}\right] f_{n}, j
$$

where $Q_{n}$ is a variable $m \times m$ matrix such that $\left\|Q_{n}\right\|$ is bounded for all $n, I$ is the $m$ unit matrix, and $Q_{n}^{\prime}$ is interpected to be $I$ when $s=0$. In gencral, (6.50) is fully imp and requires the solution at each step of a nonlinear system of dimension $m$. If, howe $b_{a}^{(s)}=0, s=0,1, \ldots, S-1$, then the method is said to be lintituly implicit, at each st is necessary to solve one linear system of dimension $m$, so that linear implicitness a sense part way between implicitness and explicitness. Note that the computati cost per step of a linearly implicit method is the same as that which would arise i solved an implicit linear multistep method by Newton iteration and terminated iteration after one step. The order of ( 6.50 ), again defined by an obvious extensic the definition for linear multistep methods, is independent of $Q_{n}$, so that one can a! to have inaccurate representations of the negative Jacobian without affecting the accu of the method.
, $A$-, $A(\alpha)$ - and stiff-stability are investigated by applying (6.50) to the test equa $y^{\prime}=A y, A$ an $m \times m$ matrix with all its eigenvalues in the left half plane, and se $Q_{n}=-A$. The maximum order that an $A$-stable method of the type (6.50) can a is $2 S$. An example of a 2 -step linearly implicit VCCM (which we shall use in the section) has order $p=2$ and $S=1$, and is given by

$$
\left(I+\frac{1}{2} h Q_{n}\right) y_{n+2}-\left[(1+\alpha) I+h Q_{n}\right] y_{n+1}+\left(\alpha I+\frac{1}{2} h Q_{n}\right) y_{n}=h\left[\frac{1}{2}(3-\alpha) f_{n+1}-\frac{1}{2}(I+\alpha\right.
$$

It has local truncation error

$$
\mathrm{TE}=h^{3}\left[\begin{array}{c}
5+\alpha \\
12
\end{array} y^{(3)}\left(x_{n}\right)+\frac{1}{2} Q_{n} y^{(2)}\left(x_{n}\right)\right]+0\left(h^{4}\right)
$$

This method is $A$-stable if $-1<\alpha<1$. A-stable linearly implicit VCMM with : $p=k=3$ and $S=2, p=k=4$ can be found in Lambert and Sigurd sson (1972). Sanz-: (1981) proved the interesting result that to every convetgent linear $k$-step meth order $k$ (the $k$-step BDF is the most significant example) there corresponds a lir implicit $k$-step VCMM (with $S=1$ ) of order $k$ such that both methods general same numerical solution when applied to $y^{\prime}=A y$ (and $Q_{n}$ is chosen to be $-A$ ).
Another interpretation of VCMM presents itself if we simply gather the teri (6.50) in a different way; (6.50) can be written as

$$
\sum_{j=0}^{s-1} h^{2} Q^{2} \sum_{j=0}^{k}\left[a_{j}^{(3)} y_{n+j}-h b_{j}^{(s)} f_{n+1}\right]+\sum_{j=0}^{k} a_{j}^{(s)} y_{n+j}=0
$$

Thus a VCMM can be interpreted as a linear combination of linear multistep mel
coefficients in the combination being powers of $h Q_{n}$. If the VCMM has order $p$, $n$ the linear multistep method

$$
\sum_{j=0}^{k}\left[a_{j}^{(s)} y_{n+1}-h b_{j}^{(s)} f_{n+1}\right]=0
$$

ordér $p-s$. Combinations such as (6.53) are christened blended linear multistep hods by Skeel and Kong (1977), who develop a VSVO algorithm based on blends the Adams-Moulton methods and the BDF.
Finally, the Jacobian can also be injected directly into the coefficients of a nge-Kutta method, an idea lirst proposed by Rosenbrock (1963). Rosenbrock thods have been extensively developed in recent years, and various forms have been died, that most usually considered is

$$
\left.\begin{array}{c}
y_{n+1}=y_{n}+h \sum_{i=1}^{1} b_{i} k_{j} \\
(I-\gamma h J) k_{i}=f\left(y_{n}+h \sum_{j=0}^{1-1} a_{i j} k_{j}\right)+h J \sum_{j=0}^{1-1} \gamma_{i j} k_{j}, \quad i=1,2, \ldots, s \tag{6.54}
\end{array}\right\}
$$

ere
d we have assumed that the differential system is in autonomous form $y^{\prime}=f(y)$. The ttrix $J$ is usually taken to be the Jacobian $\partial f / \partial y$ evaluated at $y_{n}$. We see that $(I-\gamma h J) k_{1}$ given explicitly in terms of previously computed $k_{p}$ so that a linear system for ${ }^{\prime} k_{1}$ has be solved at each stage of the $s$-stage method. The method is thus linearly implicit. re can regard (6.54) as either a modification of an explicit Runge-Kutta method or linearization of a semi-implicit Runge-Kutta method. $A$-stable (or nearly $A$-stable) :thods of the form (6.54) of orders up to 6 can be found (Kaps and Wanner, 1981), dembedded Rosenbrock methods yielding error estimates have been derived by Kaps d Rentrop (1979). For further information on Rosenbrock methods the interested ader is referred to Verwer (1982), where a list of relevant references can be found.

## Exercise

1.1. For the cases $k=1.2$, Find the coefficients in the methods defined by (6.48), assumed to ve order $k+2$, and show that the methods are $A$-stable.
6.9 CORRELATION WITH FINITE DIFFERENCE METHODS FOR PARTIAL DIFFERENTIAL EQUATIONS
us section is by way of a diversion. Most readers will have had some exposure to lite difference (FD) schemes for partial differential equations (PDEs); those who have ) are referred to Mitchell and Griffiths (1980). Here we take a very supericial look such methods, with the sole aim of seeing how the ideas we have developed it this lapter for ordinary differential equations (ODEs) correlate with those that have evolved the study of FD schemes for PDEs. The two subject areas have developed indepenintlv. with the consequence that the nomenclatures are different and sometimes
contradictory. All the early work on FD schemes concerned only scalar linear constant coefficient PDEs. The counterpart in ODEs would be the scalar equation $y^{\prime}=\lambda y$ and is of course trivial; that corresponding equations in PDEs are far from trivial arises from the fact that the region in which the PDE holds plays a major role. As a vehicle for our discussions, we take the simplest possible PDE and region, and consider, the parabolic equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u(x, t)=\frac{\partial^{2}}{\partial x^{2}} u(x, t) \tag{6.55i}
\end{equation*}
$$

with the initial/boundary conditions

$$
\begin{equation*}
u(x, 0)=\varphi(x) \quad 0 \leqslant x \leqslant 1 ; \quad u(0,1)=u(1,1)=0, \quad 1 \geqslant 0 . \tag{6.55ii}
\end{equation*}
$$

To apply a FD scheme, we first construct a rectangular mesh in the semi-infinite rectangle $0 \leqslant x \leqslant 1, t \geqslant 0$ by drawing lines parallel to the $x$ - and $t$-axes with mesh spacings $\Delta x$ and $\Delta t$, and seek approximate solutions to (6.55) at the mesh points $\left(x_{m}, t_{n}\right)$. $m=1,2, \ldots, M, t=1,2, \ldots$, where $x_{m}=m \Delta x, t_{n}=n \Delta t$ and $(M+1) \Delta x=1$. We denote such an approximate solution by $U_{m}^{m} \approx u(m \Delta x, n \Delta t)$. A FD scheme consists of a linear relationship between this approximation and similar ones at neighbouring mesh points. and involves the mesh ratio $r: \leq \Delta t /(\Delta x)^{2}$, which plays a role similar to that played by the steplength in a linear multistep method. We shall assume that $r$ is fixed. If the relationship invofves approximations at $k$ successive levels of $t$, it is called a $k$-lecel method. If it gives the value of $U_{m}^{n}$ at the newest level of 1 explicitly, without the need to solve a linear system, it is said to be explicit; otherwise it is implicit. If a FD scheme is 'stable' only for a certain interval of the mesh ratio $r$, it is said to be conditionally. stable, and if it is 'stable' for all positive $r$ it is said to be unconditionally' stable. Definitions of these properties (which can be found in Mitchell and Grifliths (1980)) are not particularly relevant to our discussion here; our aim is merely to interpret conditional and unconditional stability in terms of the linear stability definitions developed for ODEs in §6.3. We quote below four well-known FD methods for problem (6.55). The local truncation errors, defined as the residuals when the approximate solution is replaced by the exact, are found by Taylor expansions. It is notationally convenient to make use of the central difference operator $\delta_{x}^{2}$, defined by $\delta_{x}^{2} U_{m}^{n}:=U_{m+1}^{n}-2 U_{m}^{n}+U_{m-1}^{n}$.

The elementary explicit scheme

$$
\begin{equation*}
U_{m}^{n+1}=\left(1+r \delta_{x}^{2}\right) U_{m}^{n} \tag{6.56}
\end{equation*}
$$

LTE $=0\left((\Delta t)^{2}\right)+0\left(\Delta t(\Delta x)^{2}\right)$.
The method is explicit, two-level and is stable if and only if $r \leqslant \frac{1}{2}$
The Crank-Nicolson scheme

$$
\begin{align*}
& \left(1-\frac{1}{2} r \delta_{x}^{2}\right) U_{m}^{n+1}=\left(1+\frac{1}{2} r \delta_{x}^{2}\right) U_{m}^{n}  \tag{6.57}\\
& \text { LTE }=0\left((\Delta t)^{3}\right)+O\left(\Delta t(\Delta x)^{2}\right) .
\end{align*}
$$

The method is implicit, two-level and unconditionally stable.

The Douglas scheme

$$
\begin{gathered}
{\left[1-\frac{1}{2}\left(r-\frac{1}{6}\right) \delta_{x}^{2}\right] U_{m}^{n+1}=\left[1+\frac{1}{2}\left(r+\frac{1}{6}\right) \delta_{x}^{2}\right] U_{m}^{n}} \\
\text { LTE }=0\left((\Delta t)^{3}\right)+0\left(\Delta t(\Delta x)^{4}\right)
\end{gathered}
$$

The method is implicit, iwo-level and unconditionally stable. Note that it has higher accuracy than the Crank Nicolson method.

The Du Fort-Frankel scheme

$$
\begin{gather*}
(1+2 r) U_{m}^{n+1}=2 r\left(U_{m+1}^{n}+U_{m-1}^{n}\right)+(1-2 r) U_{m}^{n-1}  \tag{6.59}\\
\text { LTE }=0\left((\Delta t)^{2}\right)+O\left(\Delta l(\Delta x)^{2}\right)
\end{gather*}
$$

The method is explicit, three-level and unconditionally stable.
We note with interest that (6.59) is unconditionally stable and explicit; in the context of ODEs, we never found an explicit method with an infinite region of absolute stahility! There is, however, a difficulty about the convergence of the Du Fort-Frankel scheme, namely that ( 6.59 ) converges to the exact solution only if the so-called consistency restraint is satisficd; scc, for example, Richtmyer and Morton (1967). This requires that

$$
\Delta t / \Delta x \rightarrow 0 \quad \text { as } \Delta t, \Delta x \rightarrow 0
$$

Let us now attempt to interpret these methods in terms of methods for ODEs. Instead of discretizing the problem (6.55) completely, we semi-discretize it by leaving $t$ as a continuous variable and discretizing only the $x$ variable. This is equivalent to replacing the rectangular mesh by a sequence of lines parallel to the $t$-axis; the process of semi-discretization is thus sometimes called the method of lines. Define $u(t):=\left[u\left(x_{1}, t\right), u\left(x_{2}, t\right), \ldots\right.$, $\left.u\left(x_{M}, t\right)\right]^{\top}$ and replace $\partial^{2} u\left(x_{m}, t\right) / \partial x^{2}$ by $\left[u\left(x_{m+1}, t\right)-2 u\left(x_{m}, t\right)+u\left(x_{m-1}, t\right)\right] /(\Delta x)^{2}$, $m=1,2, \ldots, M$. Let us denote by $U(t) \in \mathbb{R}^{M}$ the exact solution of the resulting semi-discrete problem

$$
\mathrm{d} U(t) / \mathrm{d} t=B U(t), \quad U(0)=\varphi
$$



The initial value problem (6.61) can now be solved numerically by any appropriate numerical method for ODEs. In order to apply such a method, we make the dis-
cretization $t_{n}=n \Delta t, n=0,1, \ldots$, and denote the numerical solution so obtained by $U$ $\left[{ }^{1} U_{m}{ }^{2} U_{m} \ldots,{ }^{M} U_{n}\right]^{\top}$. The eigenvalues of the matrix $B$ are known to be $\lambda_{j}=[-$ $2 \cos (j \pi /(M+1))] /(\Delta x)^{2}, j=1,2 \ldots, M$; they are real and lie in the interval $(-4 /(\Delta x)$ of the negative real axis. We observe that, if $\Delta x$ is small. the system in (6.61) is sti $\mathscr{R}_{\boldsymbol{1}}$ is the region of absolute stability of the numerical method employed, then we achieve absolute stability if the steplength $\Delta t$ is such that

$$
\left(-4 \Delta t /(\Delta x)^{2}, 0\right) \equiv(-4 r, 0) \subseteq \overbrace{A}
$$

Note that this procedure (which we are developing here only as a means of exami the correlation befween PDE and ODE methods) is a viable numerical method in own right for solving (6.55), and one that is frequently wed. A suitable means of sol (6.61) would be the GEARB code mentioned in $\$ 6.6$.

Let us first solve (6.61) by Euler's Rule, $U_{n+1}-U_{n}=\Lambda I B U_{n}$ Ihe $m$ th componet this equation is

$$
{ }^{m} U_{n+1}-{ }^{m} U_{n}=\frac{\Delta t}{(\Delta x)^{2}}\left[{ }^{m+1} U_{n}-2^{m} U_{n}+m^{1} U_{n}\right]
$$

and on identifying ${ }^{m} U_{n}$ with $U_{m}^{n}$, we see that the one-step method $(6.63)$ is precisely two-level elementary explicit ${ }^{m}$ FD scheme (6.56). The order is 1 so that PLTE $=0\left((\Delta t)^{2}\right)$, consistent with the first term in the LTE given in (6.56); the set term arises from the truncation error of the semi-discretization process. The interv absolute stability of Euler's Rule is ( $-2,0$ ), so that the stability condition (6.62) is sati if and only if $r \leqslant \frac{1}{2}$, suggesting that we may interpret conditional stability of a FD scl as being equivalent to absolute stability of an ODE method

In an exactly analogous way, we find that applying the Trapezoidal Rule to ( 6.1 equivalent to the Crank-Nicolson FD scheme (6.57). The $A$-stability of the Trapez Rule corresponds to the unconditional stability of the Crank-Nicolson scheme. Reca that the eigenvalues of $B$ are real, it is clear that a sufficient condition for an FD scl to be unconditionally stable is that the equivalent numerical method for 16.6 $A_{0}$-stable. At this stage we might hazard a guess that the condition is also necessa but that guess would be wrong! Consider the Theta method (6.40), $U_{n+1}$ $\Delta i B\left[(1-\theta) U_{n+1}+\theta U_{n}\right]$, applied $10(661)$ A straightforward (but painful) manipuli with Taylor series establishes that, taking into account the truncation error assoc with the semi-discretization, there is a cancellation of terms in the LTE of the equiv FD scheme if we choose

$$
\begin{equation*}
\theta=\frac{1}{2}+\frac{1}{12 r} \tag{1}
\end{equation*}
$$

The equivalent FD scheme is then the Douglas scheme (6.58). It is all too easy to. to the conclusion that the unconditional stability of the Douglas scheme follows the fact that the Theta method is $A$-stable for a certain range of 0 (and -1 , the eas view of the fact that some authors quote the Theta method with $\theta$ and $I-\theta$ interchan The necessary and sufficient condition for the Theta method to be $A$-stable is that (see 56.6), a condition clearly not satisfied by the choice (6.64)! It is straightforwa establish that when $0>\frac{1}{2}$, the region of absolute stability of the Theta method is a
$1(2 /(1-20), 0)$ as diameter. On substituting from (6.64), this becomes the circle on $-12 r, 0$ ) as diameter, and the stability condition (6.62) is satisfied. Thus the Douglas nethod is unconditionally stable, but the equivalent ODE method is not $A_{0}$-stable. Note, however, that with the choice (6.64), the Theta method is no longer a linear nultistep method, since its coefficients depend on the steplength $\Delta t$.)
A similar phenomenon explains why it is possible for the explicit Du Fort-Frankel acheme to be unconditionally stable. This time the equivalent ODE method is derived rom the linearly implicit VCMM (6.51) of §6.8, which, when applied to (6.61), gives

$$
\begin{align*}
(I & \left.+\frac{1}{2} \Delta t Q_{n}\right) U_{n+2}-\left[(1+\alpha) I+\Delta t Q_{n}\right] U_{n+1}+\left(\alpha I+\frac{1}{2} \Delta t Q_{n}\right) U_{n} \\
& =\Delta 1 B\left[\frac{1}{2}(3-\alpha) U_{n+1}-\frac{1}{2}(1+\alpha) U_{n}\right] \tag{6.65}
\end{align*}
$$

If $-1<\alpha<1$, the VCMM is $A$-stable, provided we take $Q_{n}=-B$. However, the fact that (6.65) is linearly implicit means that the equivalent FD scheme will be implicit. In an attempt to force explicitness, let us choose $Q_{n}=q I$, where $q$ is a scalar and $I$ the unit matrix. The coefficient of $U_{n+2}$ in (6.65) is now scalar and the equivalent FD scheme is explicit. However. the price that has to be paid for forcing explicitness is that (6.65) is no longer $A$-stable. Sigurdsson (1973) shows that when $Q_{n}=q I$, the region of absolute stability is a simple closed region of the negative half-plane which intercepts the real axis in the interval $[-1-\alpha-q \Delta t, 0]$. The stability criterion (6.62) is thus satisfied if we choose $\alpha$ and $q$ such that

$$
\begin{equation*}
1+\alpha+q \Delta t \geqslant 4 r . \tag{6.66}
\end{equation*}
$$

A simple choice which satisfies (6.66) is $\alpha=-1, q=4 /(\Delta x)^{2}$; for this choice the region of absolute stability is now an ellipse with axis $(-4 r, 0)$. Note that $-Q_{n}$ now has an cigenvalue $-4 /(\Delta x)^{2}$ of multiplicity $M$, while the eigenvalues of $B$ all lie in $\left(-4 /(\Delta x)^{2}, 0\right)$. With the above choice of parameters, the FD scheme equivalent to (6.65) is the Du FortFrankel scheme (6.59) This equivalence not only explains how an explicit scheme can be unconditionally stable, but also affords an alternative interpretation of the consistincy restraint (6.60). Qualitatively, we can see that there is going to be trouble as we let $\Delta t$ and $\Delta x$ approach zero; since $Q_{n}=q I=-4 I /(\Delta x)^{2}$, the condition (staied in §6.8) that $\left\|Q_{n}\right\|$ be bounded will be violated. Quantitatively, it follows from (6.52) of $\S 6.8$ that

$$
A I I=\left[\begin{array}{c}
5+\alpha \\
12
\end{array} U^{(3)}\left(t_{n}\right)+\frac{1}{2} Q_{n} U^{(2)}\left(t_{n}\right)\right](\Delta t)^{3}+0\left((\Delta i)^{4}\right)
$$

Since $Q_{n}=0\left(1 /(\Lambda x)^{2}\right)$. the second term in the bracket is

$$
0\left((\Delta t)^{3} /(\Delta x)^{2}\right)=0\left(\left(\frac{\Delta t}{\Delta x}\right)^{2}\right) 0(\Delta t)
$$

If $\Delta t / \Delta x$ were to tend to a non-zero constant as $\Delta t, \Delta x \rightarrow 0$, then the method would effectively have order only zero, and would be inconsistent. Thus the restraint ( 6.60 ) is necessary for consistency.
Other VCMMs can be shown to be equivalent to splitting techniques in FD schemes (see Exercise 6.9.1); further details can be found in Lambert (1975), where fuller details of the work of this section can also be found.

## Exarcise

6.9.1*. The following fully implicit VCMM for the system $y^{\prime}=f(x, y)$ has order two and is $A$-stable (choosing $Q_{n}=-A$ ) for $a \geqslant 0,2(b+c) \geqslant a$ :

$$
\left[I+a h Q_{n}+b\left(h Q_{n}\right)^{2}\right]\left(y_{n+1}-y_{n}\right)=h\left[\left(\frac{1}{2} I+c h Q_{n}\right) f_{n+1}+\left[\frac{1}{2} I+(a-c) h Q_{n}\right] f_{n}\right] .
$$

Apply this method to $y^{\prime}=A y, A$ a symmetric matrix, with the choice $Q_{n}=-C$, where $C$ is a triangular matrix such that $C+C^{\boldsymbol{\top}}=A$. Show that the resulting difference system simplifies considerably if we choose $a=0, b=-c$. Make the further choice $c=\frac{1}{4}$ to obtain a difference equation which can be split into a two-stage form involving an intermediate vaiue (cali it $y_{n+1 / 2}$ ). Apply the resulting method to (6.61) to obtain an effectively explicit unconditionally stable finite difference method for, ie problem (6.55). Show that this mellod (known in the PDE literature as Saul'ev's method) suffers the same consistency restraint ds does the DuFort - Frankel method.

## 7 Stiffness Nonlinear Stability Theor

### 7.1 THE SHORTCOMINGS OF LINEAR STABILITY THEORY

At various stages in this book we have pointed out the inadequacies of linear stabi theory when applied to nonlinear or even linear variable coefficient systems. Over rec years there has emerged an alternative theory, which suffers none of the shortcomi of linear stability theory. A full development of this nomlinear stability theory is beyt the scope of this book, and our intention in this chapter is metely to give a flavou the work and present some of the more significant results. The reader who wishe: see a rigorous account of the theory is referred to the excellent treatise by Dekker Verwer (1984), whose general approach we follow here

In §3.8, where we considered the linear stability of linear multistep methods, produced a popular (but false) argument which seeks to extend the applicability of linear theory by deriving the linearized error equation (378),

$$
\begin{equation*}
\sum_{j=0}^{k}\left[\alpha_{j} I-h \beta_{j} J\right] E_{n+j}=T \tag{1}
\end{equation*}
$$

where the $\alpha_{j}$ and $\beta_{j}$ are the cocflicients of the linear multistep methods, $E_{n+j}$ is the gle error at $x_{n+j}, T$ is the local truncation error (assumed constant) and $J$ is the Jacol of the system, also assumed constant (or 'frozen'). We showed by example that it cc happen that the solutions of (7.1) did not correctly represent, even in a qualita manner, the behaviour of the global error; this could happen even if the Jacobian taken to be 'piecewise frozen' (that is, the constant value assumed for the Jacobia re-computed from time to time as the computation of the numerical solution progresse

In the context of stiffness, a false argument analogous to that which produced would go as follows. Consider the general initial value problem

$$
y^{\prime}=f(x, y), \quad y(a)=\eta, \quad f: \mathbb{R} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m},
$$

where $f(x, y)$ satisfies a Lipschitz condition with respect to $y$, so that there exists a un solution $y(x)$. In sqme neighbourhood of this exact solution, $y(x)$ can be well represe by a solution of

$$
y^{\prime}=f\left((x, y(x))+\frac{\partial f}{\partial y}(x, y(x))[y-y(x)]\right.
$$

the so-called variational equation. Now assume that the Jacobian $\partial f / \partial y$ can be lo
ozen' Then (7.3) takes the form $y^{\prime}=A y+\varphi$, where $\varphi=\varphi(x, y(x))$ does not depend $1 y$. Since stability essentially depends only on $A$, we ignore $\varphi$ and arrive at the inclusion that the behaviour of the solutions of the equation $y^{\prime}=A y$, where $A$ is a iecewise frozen' value of the Jacobian, in some way locally represents the behaviour the solutions of (7.2), thus justifying the use of the linear test equation $y^{\prime}=A y$ in a onlinear context. We can see more clearly what is being asserted if we restrict ourselves , the homogeneous linear variable coefficient case (for which the argument ren.ains Ise) by selling $f(x, y)=A(x) y$ in (7.2); then equations (7.3) and (7.2) both become

$$
\begin{equation*}
y^{\prime}=A(x) y \tag{7.4}
\end{equation*}
$$

ct $x^{*}$ be some fixed value of $x$; then the 'piecewise frozen' Jacobian argument would ssert that in some neighbourhood of $x^{*}$. the :olutions of (7.4) behave like those of

$$
\begin{equation*}
y^{\prime}=A\left(x^{*}\right) y \tag{7.5}
\end{equation*}
$$

ince $\Lambda\left(x^{*}\right)$ is constant, the general solutions of (7.5) has the form

$$
y(x)=\sum_{i=1}^{m} x_{i} \exp \left(\lambda_{i}^{*} x\right) c_{1}
$$

where $\lambda_{i}^{*}, t=1,2, \ldots, m$ are the eigenvalues (assumed distinct) of $A\left(x^{*}\right)$. The 'frozen' acobian argument would assert that if these eigenvalues were complex we would expect 7.4) to have oscillatory solutions; if they had negative real part we would expect (7.4) o have decaying solutions. The following simple example shows that the first of these issertions is false:

Example 1

$$
y^{\prime}=A(x) y=\frac{1}{1+x^{2}}\left[\begin{array}{rr}
0 & \vdots  \tag{7.6}\\
-1 & 0
\end{array}\right] y
$$

The eigenvalues of $A(x)$ are $\lambda_{1}, \lambda_{2}= \pm i /\left(1+x^{2}\right)$, and are purely imaginary for all values of $x$; yet the general solution of (7.6),

$$
y(x)=x_{1}\left(1+x^{2}\right)^{-1 / 2}\left[\begin{array}{r}
1 \\
-x
\end{array}\right]+x_{2}\left(1+x^{2}\right)^{-1 / 2}\left[\begin{array}{l}
x \\
1
\end{array}\right]
$$

is not oscillatory. In fact, we hardly need an example to see that it is impossible for the 'piecewise frozen' Jacobian argument to predict oscillatory solutions. The question we are investigating is whether the solutions of (7.5) mimic those of (7.4) in some neighbourhood of $x^{*}$; we are thus looking for an indication of local behaviour. Oscillatory behaviour is a global phenomenon, and it does not make sense to talk of a solution being oscillatory in some neighbourhood of $\lambda^{*}$.
More important is the question of whether negativity of the real parts of the eigenvalues of $A\left(x^{*}\right)$ imply that (7.4) has decaying solutions in a neighbourhood of $x^{*}$. The only interpretation of 'decaying solutions' that makes sense for a nonlinear or a linear variable coefficient system is to take the phrase to mean that for any solution $y(x)$ of $(7.4),\|y(x)\|$
is monotonic decreasing in a neighbourhood of $x^{*}$. Perhaps the most striking example which shows that such a property does not follow from the negativity of the eigenvalues of the 'piecewise frozen' Jacobian is one due to Vinograd (1952) (a generalization of which can be found in Dekker and Verwer (1984):

## Example 2

$$
y^{\prime}=A(x) y=\left[\begin{array}{ll}
-1-9 \cos ^{2} 6 x+6 \sin 12 x & 12 \cos ^{2} 6 x+4.5 \sin 12 x  \tag{7.7}\\
-12 \sin ^{2} 6 x+4.5 \sin 12 x & -1-9 \sin ^{2} 6 x-6 \sin 12 x
\end{array}\right] y
$$

The remarkable thing about this example is that the cigenvalues of $A(x)$ are $\lambda_{1}=-1$. $\lambda_{2}=-10$, and are independent of $x$. The general solution of (7.7) is

$$
y(x)=x_{1} e^{2 x}\left[\begin{array}{c}
\cos 6 x+2 \sin 6 x \\
2 \cos 6 x-\sin 6 x
\end{array}\right]+x_{2} e^{-13 x}\left[\begin{array}{l}
\sin 6 x-2 \cos 6 x \\
2 \sin 6 x+\cos 6 x
\end{array}\right]
$$

The general solution is certainly not monotonic decreasing for any $x$
The following is an example going the other way, where the eigenvalues of $A(x)$ have positive real part but there exists a solution which is monotonic decreasing:

## Example 3

$$
y^{\prime}=A(x) y=\left[\begin{array}{cc}
0 & 1  \tag{7.8}\\
\frac{1-x}{x} & \frac{1-2 x}{x}
\end{array}\right] ; ; \quad x>0 .
$$

The eigenvalues of $A(x)$ are $\lambda_{1}=-1, \lambda_{2}=(1-x) / x$, so that for $x \in(0,1), \lambda_{2}>0$. The general solution of (7.8) is

$$
y(x)=x_{1} e^{-x}\left[\begin{array}{r}
1  \tag{7.9}\\
-1
\end{array}\right]+x_{2} e^{-x}\left[\begin{array}{c}
x^{2} \\
x(2-x)
\end{array}\right]
$$

and the solution given by taking $x_{2}=0$ is certainly not monotonic increasing for $x \in(0,1)$ We consider one further example, which we shall use again in a later section:

## Example 4

$$
y^{\prime}=A(x) y=\left[\begin{array}{cc}
\frac{-1}{2 x} & \frac{2}{x^{3}}  \tag{7.10}\\
\frac{-x}{2} & \frac{-1}{2 x}
\end{array}\right], \quad x \geqslant 1
$$

The eigenvalues of $A(x)$ are $\lambda_{1}, \lambda_{2}=(-1 \pm 2 i) /(2 x)$, so that both eigenvalues have negative real parts for the indicated interval $x \geqslant 1$. The general solution of (7.10) is

$$
y(x)=x_{1}\left[\begin{array}{c}
x^{-3 / 2}  \tag{7.11}\\
-\frac{1}{2} x^{1 / 2}
\end{array}\right]+x_{2}\left[\begin{array}{c}
2 x^{-3 / 2} \ln x \\
x^{1 / 2}(1-\ln x)
\end{array}\right]
$$

For the solution given by $x_{1}=1, x_{2}=0$,

$$
\|y(x)\|_{2}:=\sqrt{ }\left[y^{\top}(x) y(x)\right]=\sqrt{ }\left(x^{-3}+x / 4\right)
$$

and $\|y(x)\|_{2}$ is monotonic increasing for $x>(12)^{1 / 4} \approx 1.86$.
Of course, no one seriously believes the 'frozen' Jacobian argument; but we have become so used to the application of linear stability theory to stiff systems, that it is all too easy to find ourselves making statements like 'The eigenvalues have negative real parts and are close to the imaginary axis, so the solu..ons will be slowly damped oscillations' Such statements are strictly valid only for the linear constant coefficient system $y^{\prime}=4$; for general systems they will sometimes be true and sometimes false.

## Exercises

7.1.1. Find the eigenvalues of the $2 \times 2$ linear system $y^{\prime}=A(x) y$, where

$$
A(x)=\left[\begin{array}{cc}
0 & 1 \\
\cos x-\sin x & \frac{-2(1+\sin x)}{2+\sin x+\cos x}
\end{array}\right]
$$

Show that $:(x)=[2+\sin x, \cos x]^{\top}$ is a solution of the system and find (by guessing a bit) another solution Conclude that a system with oscillatory solutions can have real eigenvalues.
7.1.2. Find the eigenvalues of the $2 \times 2$ linear system $y^{\prime}=A(x) y$, where

$$
A(x)=\left[\begin{array}{cc}
0 & 1 \\
-1 /\left(16 x^{2}\right) & -1 / 2 x
\end{array}\right], \quad x>0
$$

Show that $\left\{4 x^{1 / 4}, x^{1 / 4}\right\}^{\prime}$ is a solution of the system, and deduce that this example backs up the conclusions we drew from Example 2.
7.1.3. We reveal here how we found Example 3. Consider the system

$$
\left[\begin{array}{l}
u^{\prime} \\
v^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
\varphi(x) & \varphi(x)-1
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]
$$

Find the eigenvalues and the general solution of the system.
(llint Eliminate $v$ from the system and set $w=u+u^{\prime}$.)
Use your results to construct more examples like Example 3 which will confirm that there is no relationship between decaying solutions and negativity of the real parts of the eigenvalues of the system.
7.1.4. The nonlinear system

$$
\begin{array}{ll}
u^{\prime}=\beta\left[\exp (3 x)-u^{3}\right]+v, & u(0)=1 \\
v^{\prime}=\exp (3 x)-v^{3}+\exp (x), & v(0)=1
\end{array}
$$

has solution $u(x)=v(x)=\exp (x)$ (independent of $\beta$ ); the solution clearly increases with $x$. Show that the eigenvalues $\lambda_{1}, \lambda_{2}$ of the Jacobian are always real and negative, and that by choosing $\beta$ appropriately we can make the system apparently as stiff as we like (in the sense that $\lambda_{1}<\lambda_{2}<0$ ).
7.1.5. Here is a device for constructing linear variable coeflicient and nonlinear initia roblems with known solutions. (It will not establish general solutions.) The linear $v$ coefirient problem

$$
y^{\prime}=A(x)[z(x)-y]+z^{\prime}(x), \quad y(a)=z(o)=\eta
$$

ha: solution $y(x)=z(x)$. Likewise, the nonlinear problem

$$
y^{\prime}=f(x, y)=\varphi(x, y)-\varphi(x, z(x))+z^{\prime}(x), \quad y(a)=z(1)=\eta
$$

has solution $y(x)=z(x)$. (An important difference between these two is that all linear $p$ can be put in the form (1), whereas not all nonlinear problems can be put in the form (2

Use these constructions to devise problems which support the general conclusions of !

### 7.2 CONTRACTIVITY

The examples of the preceding section should not only convince us tiat the Jacobian argument gives the wrong answer to the question 'When do the .
a general system decay?', but also suggest that we are asking the wtong questir the linear constant coefficient system $y^{\prime}=A y$, negativity of the real parts eigenvalues of $A$ implies that $\|y(x)\|$ decreases, but also implies that neight solution curves get closer together as $x$ increases. It turns out to be much more to seek generalizations of this second property. We are thus motivated to $m$ following definition:

Definition Let $y(x)$ and $\tilde{y}(x)$ be any two solutions of the system $y^{\prime}=f(x, y)$ sa initial conditions $y(a)=\eta, \tilde{y}(a)=\tilde{\eta}, \eta \neq \tilde{\eta}$. Then if

$$
\left\|y\left(x_{2}\right)-\tilde{y}\left(x_{2}\right)\right\| \leqslant \| y\left(x_{1}-\tilde{y}\left(x_{1}\right) \|\right.
$$

for all $x_{1}, x_{2}$ such that

$$
a \leqslant x_{1} \leqslant x_{2} \leqslant b
$$

the solutions of the system are said to be contractive in $\{a, b\}$
We see at once the possibility of an analogous defmitio: for numerical solutio a $k$-step method define $Y_{n}, \widetilde{Y}_{n} \in \mathbb{R}^{m k}$ by

$$
\left.\begin{array}{l}
Y_{n}:=\left[y_{n+k-1}^{\top}, y_{n+k-2}^{\top}, \ldots, y_{n}^{\top}\right]^{\top}, Y_{0}=z_{n} \\
\tilde{Y}_{n}:=\left[\tilde{y}_{n+k-1}^{\top}, \tilde{y}_{n+k-2}^{\top}, \ldots, \tilde{y}_{n}^{\top}\right]^{\top}, \tilde{Y}_{0}=\tilde{z}_{0}
\end{array}\right\} z_{0} \neq \tilde{z}_{0} .
$$

where $\left\{y_{n}\right\}$ and $\left\{\tilde{y}_{n}\right\}$ are two numerical solutions generated by the method with $d$ starting values. (Note that for a one-step method $Y_{n}=y_{n}$.)

$$
\begin{aligned}
& \text { Definition Let }\left\{Y_{n}\right\} \text { and }\left\{\tilde{Y}_{n}\right\} \text { be defined by }(\lambda: 13) \text { : Then if } \\
& \qquad\left\|Y_{n+1}-\bar{Y}_{n+1}\right\| \leqslant\left\|Y_{n}-\tilde{Y}_{n}\right\|, \quad 0 \leqslant n \leqslant N
\end{aligned}
$$

the numerical solutions and the method are said to he contractive for $n \in[0, N]$

The requirement (7.14) makes a iot of practical sense. The inevitable introduction of scretization errors in a numerical solution can be thought of as being equivalent to mping on to a neighbouring solution curve; if we demand that the numerical solutions : contractive whenever the exact solutions are, then we are ensuring that the numerical lution cannot wander away from the exact solution. We are thus led to a new breed stability definition with the syntax diagram (see §2.6).


The first task is 10 find an appropriate condition for the middle box of the to p line.

### 7.3 THE ONE-SIDED LIPSCHITZ CONSTANT AND THE LOGARITHMIC NORM

:ecall the Lipschitz condition of the system $y^{\prime}=f(x, y)$, defined by

$$
\|f(y)-f(\tilde{y})\| \leqslant L\|y-\tilde{y}\| .
$$

where $L$ is the Lipschite constant In our seatch for a sufficient condition for the solutions If $y^{\prime}=f(x, y)$ to be contractive, it is clear that the Lipschitz condition is not going to $x$ subile enough. To see this we need only look at the scalar equations $y^{\prime}=-y$ and $\prime^{\prime}=y$, both of which have the same Lipschitz constant of +1 ; the solutions of the first re contractive while those of the second are not. We consider instead the so-called ,ne-sided Lipschutz comdition Let $\langle, \cdot\rangle$ be an inner product and $\|\cdot\|$ the corresponding neer product norm defined by $\|u\|^{2}:=\langle u, u\rangle$. The theory holds for any inner product, out we shall normally use only the inner product $\langle u, v\rangle_{2}:=u^{\top} v, u, v \in \mathbb{A}^{m}$, for which the zorresponding norm is the $L_{2}$-norm defined by $\|u\|_{2}=\left(u^{1} u\right)^{1 / 2}=\left(\sum_{1=1}^{m} u^{\prime} u^{2}\right)^{1 / 2}$.

Definition The function $f(x, y)$ and the system $y^{\prime}=f(x, y)$ are said to satisfy a ne-sided Lipschitz condition If

$$
\langle f(x, y)-f(x, \tilde{y}), y-\tilde{y}\rangle \leqslant v(x)\|y-\bar{y}\|^{2}
$$

holds for all $y, \tilde{j} \in M_{s}$ and for $a \leqslant x \leqslant b$. The function $v(x)$ is called a one-sided Lipschitz constant

The convex region $M_{x} \in \mathbb{R}^{m}$ is the domain of the function $f(x, y)$, regarded as a function of $y$, clearly, if $f(x, y)=A(x) y, M_{x}$ can be taken to be the whole of $\mathbf{R}^{m}$. Note that a one-sided Lipschitz constant is, in general, a function of $x$; it is only constant as far as
of Schwarz's inequality, $\langle u, v\rangle \leqslant\|u\| \cdot\|v\|$, from which it follows that

$$
\left\langle\int(x, \tilde{y})-f(x, \tilde{y}), y-\tilde{y}\right\rangle \leqslant\left\|\int(x, y)-\int(x, \tilde{y})\right\| \cdot\|y-\tilde{y}\| \leqslant L\|y-\tilde{y}\|^{2}
$$

if we assume that (7.15) holds. Thus if $f(x, y)$ satisfies a Lipschitz condition, then it | satisfies a one-sided Lipschitz condition. |
| :--- |
| Condition (7.16), unlike |

Condition (7.16), unlike (7.15), does succeed in separating the trivial scalar examples we used above. For $y^{\prime}=-y$, (7.16) reads

$$
\langle-y+\tilde{y}, y-\tilde{y}\rangle=-\|y-\tilde{y}\|^{2} \leqslant v(x)\|y-\tilde{y}\|^{2}
$$

and we can take $v(x)=-1$. (Note that a one-sided Lipschitr constant can be negative.) For $y^{\prime}=y$, (7.16) reads

$$
\langle y-\hat{y}, y-\tilde{y}\rangle=\|y-\bar{y}\|^{2} \leqslant v(x)\|y-\dot{y}\|^{2}
$$

and we take $v(x)=+1$. For these simpic cxampics, contractivily appears to be associa with negativity of the one-sided Lipschitz constant, a result we shall now show holds in general.

Let $y(x)$ and $\tilde{y}(x)$ be two solutions of $y^{\prime}=f(x, y)$ satisfying initial conditions $y(a)=\eta$. $\tilde{y}(a)=\tilde{\eta}$, where $\eta \neq \tilde{\eta}$, define $\Omega(x):=\|y(x)-\tilde{y}(x)\|^{2}$, and assume that (7.16) holds. Then

$$
\begin{aligned}
\Omega^{\prime}(x) & =\frac{d}{d x}\langle y(x)-\hat{y}(x), y(x)-\tilde{y}(x)\rangle \\
& =2\left\langle y^{\prime}(x)-\hat{y}^{\prime}(x), y(x)-\tilde{y}(x)\right\rangle \\
& =2\langle f(x, y(x))-f(x, \bar{y}(x)), y(x)-\bar{y}(x)\rangle \leqslant 2 u(x) \Omega(x)
\end{aligned}
$$

by (7.16). The differential inequality $\Omega^{\prime}(x) \leqslant 2 y(x) \Omega(x)$ can be handled in the same way as the corresponding differential equation; defining the integrating factor $\omega(x):=\exp \left(-2 \int_{0}^{x} v(\xi) d \xi\right)$, we obtain $(d / d x)[\omega(x) \Omega(x)] \leqslant 0$, which means that $(\theta)(x) \Omega(x)$ is monotonic non-increasing for all $x$ in $[a, b]$. Since $a(x)$ is always positive, it follows that $\Omega\left(x_{2}\right) \leqslant \Omega\left(x_{1}\right) \omega\left(x_{1}\right) / \omega\left(x_{2}\right)$, for $a \leqslant x_{1} \leqslant x_{2} \leqslant b$. Now

$$
\omega\left(x_{1}\right) / \omega\left(x_{2}\right)=\exp \left(2 \int_{x_{1}}^{x_{2}} v(\xi) d \xi\right)=\left(\exp \left(\int_{x_{1}}^{x_{2}} r(\xi) d \xi\right)\right)^{2}
$$

whence we have that

$$
\begin{equation*}
\left\|y\left(x_{2}\right)-\tilde{y}\left(x_{2}\right)\right\| \leqslant \exp \left(\int_{x_{1}}^{x_{2}} v(\xi) d \xi\right)\left\|y\left(x_{1}\right)-\tilde{y}\left(x_{1}\right)\right\|, \quad a \leqslant x_{1} \leqslant x_{2} \leqslant h \tag{7.17}
\end{equation*}
$$

It follows from (7.17) that if $v(x) \leqslant 0$ for all $x \in[a, b]$ then

$$
\begin{equation*}
\left\|y\left(x_{2}\right)-\bar{y}\left(x_{2}\right)\right\| \leqslant \| y\left(x_{1}-\bar{y}\left(x_{1}\right) \| . \quad a \leqslant x_{1} \leqslant x_{2} \leqslant b\right. \tag{7.18}
\end{equation*}
$$

and we have contractivity. In particular, it follows that if $(7.16)$ holds with $v(x) \equiv 0$ then (7.18) follows, thus motivating another definition:

Definition The system $y^{\prime}=f(x, y)$ is said to be dissipative in $[a, b]$ if

$$
\begin{equation*}
\left\langle\int(x, y)-f(x, \tilde{y}), y-\bar{y}\right\rangle \leqslant 0 . \tag{7.19}
\end{equation*}
$$

holds for all $y, \bar{y} \in M_{x}$ and for all $x \in[a, b]$.
Clearly the solutions of a dissipative system are contractive.
We have not yet tackled the question of how to find a one-sided Lipschitz constant. The answer lies in the logarithmic norm, defined by Dahlquist (1959).

Definituon The logarithmic norm $\mu[A]$ of a square matrix $A$ is defined by

$$
\begin{equation*}
\mu[A]=\lim _{\delta \rightarrow 0^{+}}(\|I+\delta A\|-1) / \delta \tag{7.20}
\end{equation*}
$$

where $I$ is the unit matrix and $\delta \in \mathbb{R}$.
The name 'logarithmic norm' is a little misleading. Although in some ways it behaves like a norm, $\mu[A]$ is not a norm; in particular, it can be negative. Note that $\mu[A]$ is norm-dependent; if the norm $\|\cdot\|$ on the right side of $(7.20)$ is the $L_{2}$-norm $\|\cdot\|_{2}$, we shall denote the corresponding logarithmic norm by $\mu_{2}[\cdot]$.

Properties of the logarithmic norm

1. (See Dahlquist, 1959; Coppel, 1965.) Let the eigenvalues of $A$ be $\lambda_{1}, t=1,2, \ldots, m$; then

$$
\begin{equation*}
\max \operatorname{Re} \lambda_{t} \leqslant \mu[A] \leqslant\|A\| . \tag{7.21}
\end{equation*}
$$

In particular, if $\mu[A]<0$ then all the eigenvalues of $A$ lie in the left half-plane; the converse is not true.
2. (See Dekker and Verwer, 1984.) If, in (7.20), $\|\cdot\|$ is an inner product norm, then

$$
\begin{equation*}
\mu[A]=\max _{z} \frac{\langle A z, z\rangle}{\|z\|^{2}} \tag{7.22}
\end{equation*}
$$

3 (See Dekker and Verwer, 1984) Let $\sigma_{t}, t=1,2 \ldots, m$ he the enenvalues of $\frac{1}{2}\left(A+A^{\top}\right)$; note that they are necessarily real. If, in (7.20), $\|\cdot\|$ is the $L_{2}$-norm, given by $\|u\|_{2}^{2}:=\langle u, u\rangle_{2}=u^{\top} u$, then

$$
\begin{equation*}
\mu_{2}[A]=\max \sigma_{1} . \tag{7.23}
\end{equation*}
$$

Let us consider the general homogeneous linear system $y^{\prime}=A(x) y$. Then in the left side of the one-sided Lipschitz condition (7.16), $\langle f(x, y)-f(x, \tilde{y}), y-\tilde{y}\rangle$ becomes $\stackrel{\langle }{ }\langle A(x)(y-\bar{y}), y-\bar{y}\rangle$ and it follows from (7.22) that

$$
\langle A(x)(y-\tilde{y}), y-\tilde{y}\rangle \leqslant \mu[A(x)]\left\|^{2} y-\tilde{y}\right\|^{2}
$$

and we may thus take $\mu[A(x)]$ to be the one-sided Lipschitz constant; it is clear from (7.22) that $\mu[A(x)]$ is indeed the smailest possible one-sided Lipschitz constant. It follows
immediately from (7.17) that we have found a sufficient condition for the solution $y^{\prime}=A(x) y$ to be contractive for $x \in[a, b]$, namely $\mu[A(x)] \leqslant 0$ for $x \in[a, b]$.
We now come to the key result of this section, namely that the above result actt generalizes to the full nonlinear system $y^{\prime}=f(x, y)$ (and indeed holds for an arbit norm); no dubious linearizing or 'freezing' arguments are involved, and the result be stated precisely as a theorem:

Theorem 7.I Let \|\|\| be a given norm and let $v(x)$ be a piecewise continuous fun such that

$$
\mu\left[\frac{\partial f}{\partial y}(x, y)\right] \leqslant v(x) \text { for all } x \in[a, b], y \in M
$$

Then, for any two solutions $y^{\prime}(x), \bar{y}^{\prime}(x)$ of $\dot{y}^{\prime}=f(x, y)$ satistymit initial condi $y(a)=\eta, \tilde{y}(a)=\tilde{\eta}, \eta \neq \tilde{\eta}$,

$$
\left\|y\left(x_{2}\right)-\tilde{y}\left(x_{2}\right)\right\| \leqslant \exp \left(\int_{x^{\prime}}^{x_{2}} v(\xi) \mathrm{d} \xi\right)\left\|y\left(x_{1}\right)-\tilde{j}\left(x_{1}\right)\right\|
$$

for all $x_{1}, x_{2}$ satisfying $a \leqslant x_{1} \leqslant x_{2} \leqslant b$.
This theorem goes back a long way. It was first proved by Dahiquist (1959); a accessible reference where a proof can be found is Dekker and Verwer (1984).
We now have a sufficient condition for contractivity of the solutions of a ge system, namely that $\mu[\partial f / \partial y]$ be non-positive in some convex region enclosin solution we are interested in; moreover, in the case when $\|\cdot\|=\|\cdot\|_{2}$, we have, (7.23), a practical mean's of testing whether this condition is satisfied.

Let us try this out by conducting an experiment on Example 4 of $\S 7.1$ Reca system (7.10)

$$
y^{\prime}=A(x) y=\left[\begin{array}{cc}
\frac{-1}{2 x} & \frac{2}{x^{3}}, \\
-\frac{x}{2} & \frac{-1}{2 x}
\end{array}\right] y, \quad x \geqslant 1
$$

with general solution, given by (7.11).

$$
y(x)=\kappa_{1}\left[\begin{array}{c}
x^{-3 / 2} \\
-\frac{1}{2} x^{1 / 2}
\end{array}\right]+\kappa_{2}\left[\begin{array}{c}
2 x^{-3 / 2} \ln x \\
x^{1 / 2}(1-\ln x)
\end{array}\right]
$$

The eigenvalues $\sigma_{1}, \sigma_{2}$ of $\left[A(x)+A^{\top}(x)\right] / 2$ are readily found to be given by

$$
\sigma_{1}, \sigma_{2}=\frac{-1}{2 x} \pm\left(\frac{1}{x^{3}}-\frac{x}{4}\right)
$$

and a straightforward calculation shows that $\mu_{2}[A(x)]=\max \left(\sigma_{1}, \sigma_{2}\right) \leqslant 0$ if and $\underline{x} \leqslant x \leqslant \bar{x}$, where $\underline{x}=\sqrt{ }(\sqrt{ } 5-1) \approx 1.112$ and $\bar{x}=\sqrt{ }(\sqrt{ } 5+1) \approx 1.799$. Now, for a system $y^{\prime}=A(x) y$, we may take $M_{x}$ to be the whole of $\mathbf{R}^{m}$, and we can choose $\bar{y}_{1}$


Figure 7.1
so that contractivity in $[\underline{x}, \bar{x}]$ implies that $\left\|y\left(x_{2}\right)\right\|_{2} \leqslant\left\|y\left(x_{1}\right)\right\|_{2}$ for all $x_{1}, x_{2}$ satisfying $x \leqslant x_{1} \leqslant x_{2} \leqslant \bar{x}$. That is, $\|y(x)\|_{2}$ should be monotonic non-increasing in $[\underline{x}, \bar{x}]$. Let us test this by a numerical search over the parameter space ( $\kappa_{1}, \kappa_{2}$ ). In order to keep a uniform scale in the graphs, we normalize $\|y(x)\|_{2}$ by dividing by $\|y(1)\|_{2}$, and look at plots of $Y(x):=\|y(x)\|_{2} /\|y(1)\|_{2}$. Since $Y(x)$ is clearly a function of $\kappa_{2} / \kappa_{1}$, we have to search only in a one-dimensional parameter space. Figure 7.1 shows some plots of $Y(x)$ against $x$ in the interval $1 \leqslant x \leqslant 2.5$ for various valucs of $\kappa_{1}, \kappa_{2}$. The curve for $\kappa_{1}=1, \kappa_{2}=1.5$ (an arhitrary choice) is certainly monotonic non-increasing in ( $x, \bar{x}$ ), and indeed this turns out to be the case for all values of $\kappa_{1}$ and $\kappa_{2}$ tested. However, for $\kappa_{1}=1, \kappa_{2}=0.54, \gamma(x)$ has a maximum at $x=x$, and so is monotonic increasing to the Ieft of $x$. Similarly, we find that for $\kappa_{1}=1, \kappa_{2}=3.8, Y(x)$ has a minimum at $\bar{x}$ and is thus monotonic increasing to the right of $\bar{x}$. This experiment suggests that $Y(x)$ is monotonic non-increasing for all $\kappa_{1}, \kappa_{2}$ if and only if $x \in[\underline{x}, \bar{x}]$, precisely the interval in which $\mu[A(x)]$ is non-positive.

We do not always get results as sharp as this. If we repeat the above calculations for Example 3 of $\$ 7.1$ we find from (7.9) that

$$
\|y(x)\|_{2}=2 e^{-2 x}\left\{\left[\kappa_{1}+\kappa_{2} x(x-1)\right]^{2}+\kappa_{2} x^{2}\right\},
$$

and it is clear that for all finite $\kappa_{1}, \kappa_{2},\|y(x)\|_{2}$ is mot otonic non-increasing for all sufficiently large $x$. However, from (7.8) and (7.9), the eigenvalues of $\left[A(x)+A^{\top}(x)\right] / 2$ are given by

$$
\sigma_{1}, \sigma_{2}=\frac{1-2 x \pm \sqrt{ }\left[(1-2 x)^{2}+1\right]}{2 x}
$$

fro:n which it is clear that $\mu[A(x)]=\max \left(\sigma_{1}, \sigma_{2}\right)>0$ for all $x>0$. Thus Theorem 7.1 (which, of course, gives only a sufficient condition for contractivity) declines to tell us whether or not the solutions are contractive for large $x$.
We are now able to fill in the middle box on the top line of the s.ntax of the new stability definitions, given at the end of the preceding section. The most suital le condition
to use is dissipativity, defined by (7.19), giving the syntax diagram shown below.


The next two sections of this chapter will be devoted to filling in the middle box of the bottom line of this syntax diagram.

## Exercise

7.3.1. We have shown above that for Example 3 of $\S 7.1$, the Ingarithnic norm or $A(x)$ is positive for all positive $x$. Generalize this result by showing that the same is true for the system given in Exercise 7.1.3.

### 7.4 G-STABILITY

The earliest work on constructing conditions for a numerical method to be contractive is due to Dahlquist (1975, 1976). There is no loss of generality in assuming the system to be autonomous, and we assume the system to be $y^{\prime}=f(y)$, satisfying the one-sided Lipschitz condition
with

$$
\left.\begin{array}{c}
\langle f(y)-f(\tilde{y}),-\bar{y}\rangle \leqslant v(x)\|y-\tilde{y}\|^{2}  \tag{7.24}\\
v(x) \leqslant 0 \text { for all } x \in[a, b] .
\end{array}\right\}
$$

The system is thus assumed dissipative. The definition to be developed applies not to a linear multistep method, but to a close relative. Let a linear $k$-step method be defined in operator notation (see (3.5) of §3.1) by

$$
\begin{equation*}
\rho(E) y_{n}=h \sigma(E) f\left(y_{n}\right) \tag{7.25}
\end{equation*}
$$

Then the one-leg twin of (7.25) is defined by

$$
\begin{equation*}
\rho(E) y_{n}=h f\left(\sigma(E) y_{n}\right) . \tag{7.26}
\end{equation*}
$$

For example, the or :-leg twin of the Trapezoidal Rule, $y_{n+1}-y_{n}=\frac{1}{2} h\left(f_{n+1}+f_{n}\right)$ is the Implicit Midpoint Rule, $y_{n+1}-y_{n}=h \int\left(\frac{1}{2}\left(y_{n+1}+y_{n}\right)\right)(\sec (5.68)$ of $\S 5.11)$. Not surprisingly, there exists a relationship between the solutions of a linear multistep method and those of its one-leg twin. Let $\left\{y_{n}\right\}$ be a solution of (7.26), and define $f_{n}=\sigma(E) y_{n}$. Then, since $\rho(E)$ and $\sigma(E)$ commute,

$$
\rho(E) \sigma(E) y_{n}=\sigma(E) \rho(E) y_{n}=h \sigma(E) f\left(\sigma(E) y_{n}\right)
$$

$$
\rho(E) \hat{Y}_{n}=h \sigma(E) f\left(\hat{Y}_{n}\right)
$$

and $\left\{\hat{y}_{n}\right\}$ is a solution of the linear multistep method (7.25). This relationship between the solutions of (7.25) and (7.26) allows results for the one-leg twin to be translated into (admiltedly more complicated) results for the linear multistep method. The one-leg twin is not just a device to make the analysis of this section work; there is some evidence (Nevanlinna and Liniger, 1978, 1979) that the one-leg twin is to be preferred in variable steplength applications.
Wc can now state the first of our nonlinear stability definitions, due to Dahlquist (1975).

Definition Let $w_{n}, w_{1} \ldots . w_{k}$ be any real numbers, and define the vectors $W_{0}, W_{1} \in \boldsymbol{R}^{k}$ by $w_{0}=\left[w_{1}, w_{1}, \ldots, w_{k}-1\right]^{\top}, w_{1}=\left[w_{1}, w_{2}, \ldots, w_{k}\right]^{\top}$. Then the $k$-step method $(7.26)$ is said to be G-stable it there evis. a real symmetric positive definite marrix $G$ such that

$$
\begin{equation*}
W_{1}^{\top}\left(G W_{1}-W_{0}^{\top} G W_{0} \leqslant 2\left[\sigma(E) w_{0}\right]\left[\rho(E) w_{0}\right] / \sigma^{2}(1)\right. \tag{7.27}
\end{equation*}
$$

for all such $W_{1}, W_{1}$.
(Note that some authors normalize the standard linear multistep method by requiring that $\sigma(1)=1$, whereas we chose in $\S 3.1$ to normalize by requiring that $\alpha_{k}=1$; thus the reader will find in the quoted references that the divisor $\sigma^{2}(1)$ does not appear on the right side of (7.27).
In what can be interpreted as a vector analogue of the structure inherent in the above, it is possible to define a norm, the $G$-norm, of a vector $Z_{n} \in \mathbf{R}^{m k}$, defined by $Z_{n}:=\left[z_{n+k-1}^{\top}, z_{n+k-2}^{\top}, \ldots, z_{n}^{\top}\right]^{\top}$, where $z_{n+}, \in \mathbb{R}^{n}, j=0,1, \ldots, k-1$. The $G$-norm $\|\cdot\|_{G}$ is delined by

$$
\begin{equation*}
\left\|Z_{n}\right\|_{G}^{2}:=\sum_{i=1}^{k} \sum_{j=1}^{k} g_{i j}\left\langle z_{n+k-i}, z_{n+k-j}\right\rangle \tag{7.28}
\end{equation*}
$$

where 9, , is the $(1, j)$ ht element of $G$. and the inner product is the one used in (7.24). It can be shown (1)athlyuist, 1976) that if the method (7.26) is $G$-stable, then

$$
\begin{equation*}
\left\|Z_{n+1}\right\|_{G}^{2}-\left\|Z_{n}\right\|_{G}^{2} \leqslant 2\left\langle\sigma(E) z_{n}, \rho(E) z_{n}\right\rangle / \sigma^{2}(1) \tag{7.29}
\end{equation*}
$$

for any vectors $z_{n}, z_{n}, 1, \ldots, i_{n}$. Equation ( 729 ) can be seen is a vectur extension of (727), and indeed cam be laken as an alternative defmition of (G-stability; of course, (7.27) is easier to apply in practice.

Let $\left\{y_{n}\right\}$ and $\left\{\tilde{r}_{n}\right\}$ be (wo solutions of $y^{\prime}=f(y)$, given by (7.26) with different sturting values, and assume that (7.24) is satisfied. Further, define $Y_{n}, \bar{Y}_{n} \in \mathbb{R}^{m k}$ by

$$
Y_{n}:=\left[y_{n+k-1}^{\top}, y_{n+k-2}^{\top}, \ldots, y_{n}^{\top}\right]^{\top}, \tilde{Y}_{n}:=\left[\tilde{y}_{n+k-1}^{\top}, \dot{y}_{n+k-2}^{\top}, \ldots, \tilde{y}_{n}^{\top}\right]^{\top}
$$

If the method is $G$-stable, it follows from (7.29) that

$$
\begin{aligned}
\left\|Y_{n+1}-\bar{Y}_{n+1}\right\|_{i}^{2}-\left\|Y_{n}-\bar{Y}_{n}\right\|_{G}^{2} & \leqslant 2\left\langle\sigma(E)\left(y_{n}-\tilde{y}_{n}\right), \rho(E)\left(y_{n}-\tilde{y}_{n}\right)\right\rangle / \sigma^{2}(1) \\
& \leqslant 2\left\langle\sigma(E)\left(y_{n}-\tilde{y}_{n}\right), h f\left(\sigma(E) y_{n}\right)-h f\left(\sigma(E) \tilde{y}_{n}\right)\right\rangle / \sigma^{2}(1) \\
& \leqslant 2 h v(x)\left\|\sigma(E)\left(y_{n}-\tilde{y}_{n}\right)\right\|^{2} / \sigma^{2}(1)
\end{aligned}
$$



By 'the natural norm', we mean, of course, the norm appearing in (7.24), namely norm associated with the inner product appearing on the right sides of (7.28) and (7.29).
It is not hard to show that $G$-stability implies $A$-stability, however, Dahlquist (19 proved the unexpected result that $A$-stability implics G-stability, so that $G$-stability, $A$-stability are equivalent. This is a remarkable result, it means that for any meth which is $A$-stable (a result based on a linear constant coefficient test system), there ex a norm (the $G$-norm) in which the numerical solutions are contractive whenever general nonlinear system being solved is dissipative. It is not, of course, the result want. We would like to have a stability condition which assured contractivity of numerical solution in the norm corresponding to the inner product in which the syst is dissipative; the exact and numerical solutions would then be contractive in the sa norm. $G$-stability, despite the fact that it does not give us what we want, played important role in the development of nonlinear stability theory; moreover, useful boul on the $G$-norm of the error can be established (see Dahlquist, 1975, 1976).

## Exercises

7.4.1. Show that the Trapezoidal Rule satisfies the $G$-stability condition (7.27) with $G=1$.
7.4.2. Dahlquist (1976) gives a construction for finding the matrix (; for any particular one twin and quotes, as an example, that for the 2 -step BDF and its twin (why both?) we may ta

$$
G=\left[\begin{array}{cc}
\frac{2}{2} & -1 \\
-1 & \frac{1}{2}
\end{array}\right]
$$

Check that $G$ is positive definite and show that the $G$-stability condition (7.27) is satisfied. ( Table 3.3 of $\$ 3.12$ for the coeflicients of the method.)

### 7.5 NO'NLINEAR STABILITY OF IMPLICIT RUNGE-KUTTA METHODS

We saw in $\delta 6.7$ that it was much easier to find $\dot{A}$-stable implicit Runge-Kutta methe than it was to find $A$-stable linear multistep methods. It is thus no surprise that impl Runge-Kutta methods turn out to be the best class for which to seek nonlinear stabil p-nperties. We remind the reader of the discussion of various sub-classes of impl

- mi-implicit Runge Kulla methods given in $\$ 5.11$. We shall assume that the method s stages and is defined by the Butcher array

$$
\begin{array}{c|c}
c & A  \tag{7.30}\\
\hline & b^{\top}
\end{array}
$$

ther, we assume that the system $y^{\prime}=f(x, y)$ is dissipative; that is, we assume that

$$
\begin{equation*}
\langle f(x, y(x))-f(x, \tilde{y}(x)), y(x)-\tilde{y}(x)\rangle \leqslant 0 \tag{7.31}
\end{equation*}
$$

ds for any two solutions $\{y(x)\}$ and $\{\tilde{y}(x)\}$ satisfying different initial conditions. It ows from $\$ 7.3$ that the exiet solutions are contractive in the norm corresponding to inaer product in (7.31) We shall assume this norm throughout this section; in bicular, contactorly of the method and of the mumerical solutions (in the sense of ?) will mean conlracivity in this norm.
'inition (Bumcher. 147.5): Burage and Butcher, 1979; Crouziex, 1979) If a Runge-Kutta hod applied, with any stoplenyth, to an autonomous system satisfying (7.31) generates tractive numerical sotutions, then the method is said to be B-stable; if the same is true :n the method is apphed to a nom-rutomomous system satisying (7.31), the method is 1 to be BN -stable

Butcher (1975) proved the following sufficient condition for $B$-stability; a proof can ob found in Dekker and Verwer (1984). Let $B$ and $Q$ be $s \times 5$ matrices defined by

$$
\begin{equation*}
B=\operatorname{diag}\left(l_{1}, b_{2}, \quad, \quad, \quad Q=B A^{-1}+A^{\top} B-A^{\top} b h^{\top} A^{-1} .\right. \tag{7.32}
\end{equation*}
$$

an the sulficient condenon for $B$-stability is
13 and $Q$ non-negative definite.
: thus have the symax dagram shown below for $B$-stability

$$
\left.\left|\begin{array}{c}
\text { System } \\
y^{\prime}-111
\end{array}\right|-|110 \quad f 15, y-i\rangle \leqslant 0 \right\rvert\, \rightarrow \quad\left[\begin{array}{c}
\text { vact solations } \\
\text { contractive }
\end{array}\right]
$$

$$
\left[\begin{array}{c}
\text { Runge Kulta } \\
\text { method }
\end{array} \left\lvert\, \cdot\left[\begin{array}{c}
\text { Band } Q \text { both } \\
\text { non-ncgative definite }
\end{array}\right] \Rightarrow\left[\begin{array}{c}
B \text {-stability } \\
\text { (numerical solutions } \\
\text { contractive) }
\end{array}\right]\right.\right.
$$

## Example

the 2-stage Gauss method.

$$
A=i_{12}^{-1}\left[\begin{array}{cc}
3 & 3-2 \sqrt{ } 3 \\
3+2 \sqrt{3} & 3
\end{array}\right], \quad b=\left[\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2}
\end{array}\right], \quad B=\frac{1}{2} I
$$

## whence we find that

$$
B A^{-1}+A^{-\top} B=\left[\begin{array}{rr}
3 & -3 \\
-3 & 3
\end{array}\right] . \quad B^{\top} A^{-1}=V^{3}[-1,1] .
$$

It follows that

$$
A^{-\top} b b^{\top} A^{-1}=\left(b^{\top} A^{-1}\right)^{\top} b^{\top} A^{-1}=3\left[\begin{array}{r}
-1 \\
1
\end{array}\right][-1.1]=B A^{-1}+A^{\top} B
$$

and $Q=0$. Since $B \hat{B}$ is clearly positive definite, condition (7.33) is satisfied and the method is $B$-stable. Indeed, it can be shown that (7.33) is satisfied for all Gauss methods, as indeed it is for all Radau IA. Radau IIA and Lobatto IIIC medhods Clealy it is not satisfied for Lobatto I iA and IIIB methods, since $A$ is singular for these methods.
The above condition is awkward to apply. (If the reader doubts this. let him repeat the above working for the 3 -stage Gauss method!) $A$ much more casily applicd condition (which involves no matrix inversions) was discovered by Burrage and Butcher (1979) and Crouziex (1979). Let $B$ be defined as in (7.32) and define the $s \times s$ matrix $M$ by

$$
\begin{equation*}
M:=B A+A^{\top} B-b b^{\top} \tag{7.34}
\end{equation*}
$$

Definition $A$ Runge-Kutla mothod is said to be algebraically stable if the matrices $B$ and $M$ defined by (7.32) and (7.34) are both non-ne'gutime definite.

Algebraic stability can be shown to be sufficient not only for 13 -stability, hut also for $B N$-stability. We have the syntax diagram shown below for algebraic stability.


Example 1 Since no matrix inversions are involved. we are prepared to use a 3-stage example this time. Let us choose the 3-stage, Lobatto IIIC for which

$$
A=\frac{1}{12}\left[\begin{array}{rrr}
2 & -4 & 2 \\
2 & 5 & -1 \\
2 & 8 & 2
\end{array}\right], \quad h=\frac{1}{6}\left[\begin{array}{r}
1 \\
4 \\
.1
\end{array}\right], \quad B=\frac{1}{6}\left[\begin{array}{lll}
1 & 1 & \\
& 4 & \\
& & 1
\end{array}\right]
$$

A simple calculation shows that

$$
M=\frac{1}{3 n}\left[\begin{array}{rrr}
1 & -2 & 1 \\
-2 & 4 & -2 \\
1 & -2 & 1
\end{array}\right]
$$

## NONLINEAR STABILITY OF IMPLICIT RUNGE-KUTTA METHODS

The eigenvalues of $M$ are $0,0, \frac{1}{6}$, so that $M$ is non-negative definite; clearly so is $B$, and the method is algebraically slable. As for condition (7.33), it can be shown that the Gauss. Radau IA, Radau IIA and Lobatto IIIC are all algebraically stable, whereas the loballo IIIA and IIBB are not

Example 2 For the one-parameter family of semi-implicit methods (5.75) of S5.11, we have

$$
A=\left[\begin{array}{cc}
3 \mu-1 & \\
6 \mu & \\
\mu & 1-\mu
\end{array}\right] . \quad h=\begin{gathered}
1 \\
3 \mu^{2}+1
\end{gathered}\left[\begin{array}{c}
3 \mu^{2} \\
1
\end{array}\right] . \quad B=\frac{1}{3 \mu^{2}+1}\left[\begin{array}{cc}
3 \mu^{2} & 1 \\
& 1
\end{array}\right]
$$

and we find that $M=m(1) M$, where

$$
w(\mu)=\begin{gathered}
\mu\left(3 \mu^{2}-3 \mu+1\right) \\
\left(3 \mu^{2}+1\right)^{2}
\end{gathered}, \quad \tilde{M}=\left[\begin{array}{cc}
-1 & 1 \\
1 & -1
\end{array}\right]
$$

The cigen values of $\vec{M}$ are 1 and -2 ; since $3 \mu^{2}-3 \mu+1$ is positive for all $\mu$, it follows that $M$ is non-negative deflimate for all $\mu \leqslant 0$. Thus, of the pair of DIRK methods given by (6.76) only the one given by choosing $\mu=-\sqrt{3 / 3}$ (the one we showed in $\$ 6.7$ to be A-stable) is algebracally stable.

Example 3 Recall the 3-stage DIRK method (5.77), for which

$$
\left.\left.\left[\begin{array}{ccc}
1+v & \\
2 & 1+v \\
r & \\
2 & 2 & 1+v \\
1+v & 1-2 v & 2
\end{array}\right], \quad b=\frac{1}{6 v^{2}}\left[\begin{array}{c}
1 \\
6 v^{2}-2 \\
1
\end{array}\right], \quad B=\begin{array}{c}
1 \\
6 v^{2}
\end{array}\right] \begin{array}{ccc}
1 & 6 v^{2}-2 & \\
\cdot & 1
\end{array}\right]
$$

where $r$ is one of the thice real roots of

$$
\begin{equation*}
3 x^{3}-3 m-1=0 \tag{7.35}
\end{equation*}
$$

To construct $M$ and find its eigenvalues for general $v$ is a horrendous task. One is reminded of the lawyer and mathematician Viette (1540-1603), who, on deelining to perform a similarly tedious piece of manipulation, described it as 'work not fit for a (hristian gentleman' (Perhaps we have here the basis for a definition of a symbolic manipulator?) However, by repeatedly using (7.35), the manipulation becomes tolerable, and we find that $M=(1)(v) \bar{M}$, where

$$
\omega(v)=\begin{gathered}
6 v^{2}+6 v+1 \\
36 r^{4}
\end{gathered} \quad \bar{M}=\left[\begin{array}{rrr}
1 & -2 & 1 \\
-2 & 4 & -2 \\
1 & -2 & 1
\end{array}\right]
$$

The eigenvalues of $\tilde{M}$ are 0.0 .6 , and $6 v^{2}+6 v+1$ is positive only for one root, $v \quad v_{1}=(2 / \sqrt{3}) \cos \left(10^{\circ}\right)$. Thus (5.77) is algebraically stable only for $r=v_{1}$, the value for which we indicate in $\S 6.7$ the method is $A$-stable
Hundsdorfer and Spijker (1983a) take a different approach. As we have seen, the test equation for $A$-stability is essentially the scalar equation $y^{\prime}=\lambda, i \in \mathbb{I}$. This is replaced by the scalar test equation

$$
\begin{equation*}
y^{\prime}=\lambda(x) y, \quad \lambda(x) \in \mathbb{C} . \tag{7.36}
\end{equation*}
$$

Clearly any exact solution of (7.36) satisfics

$$
f(x+h) / y(x)=\operatorname{cxp}\left(\int_{:}^{x+h} \lambda(x) d x\right)
$$

and it follows that if $\operatorname{Re} \lambda(x) \leqslant 0$ for all $x \in[a, h]$, then

$$
\begin{equation*}
y(x+h)=K n(x), \quad|K| \leqslant 1 \tag{7.37}
\end{equation*}
$$

for any $x \in[a, b]$ and any $h>0$. $\Lambda$ stability defimition for a one-step method can be framed by requiring that the numerical solution of $(7.36)$ mimics ( 7.37 ). that is. we shall demand that $y_{n+1}=\tilde{K} y_{n},|\widetilde{K}| \leqslant 1$ holds for all positive $h$. whenever Re $\left.j()\right) \leqslant 0$. The general 5 -stage Runge - Kutta method (written in the alternative form (56) of $\$ 5.1$ ) applied to (7.36) gives

$$
y_{n+1}=y_{n}+h \sum_{i=1}^{s} h_{1} \lambda\left(x_{n}+c_{i} / h\right) y_{i}
$$

where

$$
Y_{1}=y_{n}+h \sum_{j=1}^{\dot{~}} a_{i j} \lambda\left(x_{n}+c_{j} h_{1}\right) Y_{j}
$$

Introducing the notation

$$
\begin{align*}
& Y:=\left[Y_{1}, Y_{2}, \ldots,\left.Y_{1}\right|^{\top}, \quad e:=\left\{1,1,\left.\ldots 1\right|^{i} \in \mathcal{H}^{\prime} .\right.\right.
\end{align*}
$$

(7.38) can be written in the form

$$
y_{n+1}=y_{n}+b^{\top} \Gamma \gamma, \quad Y=y_{n} c+A \Gamma \gamma
$$

whence

$$
y_{n+1} / y_{n}=: R(\Gamma)=1+b^{\top} \Gamma(I-A \Gamma)^{-1} e^{\prime}
$$

Note that $\Gamma$ is a function of $x_{n}$. Note also that if in (7.36) we put $\lambda(x)=\lambda$, constan .then $\Gamma=\hat{h} I$, where $\hat{h}=h \lambda$, and (7.39) reduces to

$$
y_{n+1} y_{n}=R(\hat{h})=1+\hat{h} h^{\top}(I-\hat{h} A)^{-1} e .
$$

which is just the stability function of the method (see (5.86) of $\$ 5.12$ ). We are now ab to frame a definition:

- NONLINEAR STABILITY OF IMPLICIT RUNGE-KUTTA METHODS
tion Let $\gamma_{i} \in \mathbb{C}$ be such that $\operatorname{Re} \gamma_{i} \leqslant 0, i=1,2, \ldots$, , with $\gamma_{i}=\gamma_{j}$ if $c_{i}=c_{j}$, and let iag $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{1}\right)$.Then the Runge-Kutta method is said to be AN-stable if, for all $\therefore I-\left.A\right|^{-}$is $n$ on-singular and $R(\Gamma)$, defined by (7.39), satisfies $|R(\Gamma)| \leqslant 1$.
' $N$ ' in $\Lambda N$-stability denotes that we are using a non-autonomous form $y^{\prime}=\lambda(x) y$ : standard linear test equation $y^{\prime}=\lambda y$ for $A$-stability.) Obviously, $A N$-stability $\Rightarrow$ bility, the converse is not true.
e syntax diagram for $A N$-stability is therefore


Examples For the 2 -stage Lobatto Ill^ method (the Trapezoidal Rule), we $y$ find that

$$
R(\Gamma)=\begin{aligned}
& 1+\gamma_{1} / 2 \\
& 1-\gamma_{2} / 2
\end{aligned}
$$

ec that the condition $\mid R(1) \leqslant 1$ for all $\operatorname{Re} \gamma_{i} \leqslant 0, i=1,2$, is not satisfied, all we need ichoose $\gamma_{1}$ and $\gamma_{2}$ to be real and negative, with $\gamma_{1}<\gamma_{2}-4$, whereupon $R(\Gamma)<-1$. ,ntrast, for the 1-stage Gauss method (the Implicit Mid-point Rule, the one-leg íwin e Trapezoidal Rule), we find that

$$
R(\Gamma)=\begin{aligned}
& 1+\gamma_{1} / 2 \\
& 1-\gamma_{1} / 2
\end{aligned}
$$

the conditions for $A N$ stability are clearly satisfied.
is not difficull (o) find $R(T)$ for any particular Runge Kutta method, but it can be : diflicult to determine whether or not $|R(\Gamma)| \leqslant 1$. However, we seldom need to apply test, since in most cancs, $1 N$-stability is equivalent to algebraic stability which is heasier to test Before we can state these relationships, we need a further definition.
wition A Rumye Kutumethod is said to be nonconfluent if all of the $c_{1}, i=1,2, \ldots$, $s$, distinct.
In be shown (sec. for example. Dekker and Verwer (1984)) that the various stability erties we have discussed in this section are related as follows:
For general Runge - Kutta methods

$$
\text { Algcbraic stability } \Rightarrow\left\{\begin{array}{c}
B N \text {-stability } \Rightarrow B \text {-stability } \\
\forall \\
A N \text {-stability } \Rightarrow A \text {-stability }
\end{array}\right.
$$

Table 7.1

| $s$ stage <br> RK method | Order | Linear Stability <br> property | Nonlinear stability <br> propertly |
| :--- | :--- | :---: | :--- |
| Gauss | $2 s$ | $A$-stability | Algetraic stability |
| Radau IA, IIA | $2 s-1$ | $L$-stability | Algehraic stability |
| Lobatto IIIA, IIIB | $2 s-2$ | $A$-stahility | No algebraic statility |
| Lobatto IIIC | $2 s-2$ | $L$-stability, | Algehraic stahility |

For nonconfluent Runge Kutta methods
$\left.\begin{array}{c}\text { Nigetratic stability } \\ 0 \\ B N \text {-stability } \\ 0 \\ A N \text {-stability }\end{array}\right\} \Rightarrow B$-stability $\Rightarrow A$-stability.

It is worth reflecting for a moment on the import of these equivalences. We started out with a discussion of the full monlimear system, and sought a criterion for some sort of 'controlled behaviour' of the solufions, leading' to the notion of contractivity. Algebraic stability is a sufficient condition for the numerical solutions to behave in a similarly controlled manner. Yet, with the not-all-that-important exception of confluent methods. we can guarantee the same contractive behaviour of the numerical solutions by imposing a condition based on the scalar lincor test equation $y^{\prime}=i(x) y$. In other words. we need only move a little bit away from the over-restrictive test cquation $y^{\prime}=3$ to be able to predict contractivity of the numerical solutions of a fully nonlinear system!

Finally, in Table 7.1, we update Table 6.6 of $\$ 6.7$ to include nonlinear stability properties.
In particular, we note that the Trapczoidal Rule (the 2 -stage Lobatto IIIA) is not algebraically stable, whereas the Implicit Mid-point Rule (the 1 -stage Gauss) and the Backward Euler method (the 2-stage Radau IIA, the one-step BDF) are algebraically stable.

## Exercises

7.5.1. Show that the 2-staf: Radau IA, Radau IIA and Lobalto IIIC methods flisted in $\S 5.111$ satisfy the condition (7.33).
7.5.2. Make a selection of the Gauss, Radau and Lobatto methods listed in ss.11. and demonstrate that Gauss, Radau IA, Radau IIA and Lobalto IIIC methods are atyebraically stable, while Lobatto IIIA and IIIB methods are not.
7.5.3. Derive the matrix $M$ quoted for Example 3. Apologies to any 'Christian gentemen' amonget the readership.)
75.4. Show that the 2 -stage Lobalto IIIB method is not $1 N$-stable
7.5.5. Thu mece example is due lo Hundsdorfer and Spijker ( 1981 b). Consider the Runge-Kutta ncthent


Show that R1I) as definced by $(739)$, is given by $R(I)=\left(8+3 \gamma_{1}+;\right) /\left(8-\gamma_{1}-3 \gamma_{2}\right)$, and deduce We stability function $R\left(A_{1}\right)$ llence show that the method is $A$-stable. By considering the values $\because 1=-3 \mu . i==1 m$, hous that the method is not $A N$-stable Show (independently) that it is not alachratcally atathe

### 7.6 B-CONVERGENCE

$I$ mally, we comment very hriefly on the subject of $B$-comeergence. There exists a substantial body af theory on this topic, which is beyond the scope of this book; we mention it here solely becallse the reader, when solving stifl systems numerically, may on occasion find results which are a lille puzaling, and might appreciate knowing that the observed
 by Prothero and Rohimson (1974), who gleaned much insight from considering the family of scalar cqualions

$$
\begin{equation*}
y^{\prime}=i y+g^{\prime}(x)-\lambda y(x), \quad \lambda \in \mathbb{C} . \tag{7.40}
\end{equation*}
$$

The subsequent theory of $B$-convergence for the full nonlinear system was developed hy frank, Schneid and Ueberhuber (1981, 1985a, 1985b); an excellent review of this work can be found in Dekker and Verwer (1984).

When we solce a viff problem numerically, we expect to have to use a very small steplength in the interval in which the fast transients are still alive. If we use a method with an appropriate stability property (such as A-stability or algebraic stability) then, once the fast tramionts are dead, we expect to be able to use a seplength which is not restricted by stability constratints, and this is indeed the case. However, the accuracy we acheve in this phase of the solution is often rather less than the order of the method would lead us to expect
Consider the scalar equation (7.40) in the case when $\lambda$ is real. The general solution is $f(x)=\kappa$ exp $(i x)+1(x)$ where $\kappa$ is an arbitrary constant. If $g(x)$ is smooth (that is, the higher derivalives are not large) and we choose $\lambda$ such that $\lambda \ll 0$, then this scalar cquation exhmbits stiffiness Further, if we choose the initial condition $y\left(x_{0}\right)=g\left(x_{0}\right)$, then the solution is $f(x)=g(x)$ and the fast Iransient does not appear in the solution (exactly the siluation we hiad in Problem 2 of $\$ 6.1$ ). Following Seinfeld, Lapidus and Hwang 11970), we choose $g(x)=10-(10+x) \exp (-x)$, giving the initial value problem

$$
\begin{equation*}
y^{\prime}=\lambda y+[9+10 \lambda+(1+\lambda) x] \exp (-x)-10 \lambda, \quad y(0)=0 \tag{7.41}
\end{equation*}
$$

whit exact solution

$$
y(x)=10-(10+x) \exp (-x)
$$

Table 7.2

|  | $\lambda=-50$ |  | $\lambda=-5 \times 10^{3}$ |  | $\lambda=-5 \times 10^{3}$ |  | $;=-5 \times 10^{\prime}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| h: | $E(h)$ | $R(h)$ | $E(h)$ | $R(h)$ | $E(h)$ | $R(h)$ | $E(h)$ | $R(h)$ |
| 0.2 | $6.4 \times 10^{-4}$ |  | $50 \times 10^{3}$ |  | $5.2 \times 10$ |  | $52 \times 10$ |  |
|  |  | 17.9 |  | 4.4 |  | 40 |  | 4.1 |
| 0.1 | $3.6 \times 10^{-3}$ |  | $1.1 \times 10^{-3}$ |  | $1.3 \times 10$ |  | $1.3 \times 11$ |  |
|  |  | 16.4 |  | 5.8 |  | 40 |  | 40 |
| 0.05 | $2.2 \times 10^{-6}$ |  | $20 \times 10^{4}$ |  | $32 \times 10$ |  | $31 \times 10$ |  |
|  |  | 159 |  | 12.0 |  | 41 |  | 4.1 |
| 0.025 | $1.4 \times 10^{7}$ |  | $16 \times 10^{\circ}$ |  | $80 \times 10$ |  | $81 \times 10$ |  |

We solve this, for a range of values for $\lambda$, by the algebraically stable 2 -stage Galt methou with steplength $h$. Naturally, no stability difliculties arme. but like patlern of global truncation errors at $x=1.0$ as we vary both $\lambda$ and $h$, as displayed in Tatble $;$ is not what we might expect. As $|\lambda|$ increases (and the problem hecumes stiffer) $t$ global errors increase, but flatten out for sufficiently large $|i|$

To see if these global errors are consistent with the order of the method. we hi also computed the ratios $R(h):=E(h) / E(h / 2)$, where $f(h)$ is the globat crror when I steplength is $h$. If a method has order $\rho$ then the global error is $O\left(h^{r}\right)$ atd the ratio $R$ should be approximately $2^{p}$; we are thus able to make a mumerical cstimate of effective order of the method. From the ratios quoted in Table 7.2. we see that $\lambda=-50$, the effective order does appear to be 4 , but as $|\lambda|$ increases this order appe to decrease progressively" until, for $\lambda \leqslant-5 \times 10^{9}$, it appears to be 2 .

What is happening is that, although the exact solution is independent of the stiffn parameter $\lambda$ (and this would also be the case in the steady-state phase lior a probl with general initial conditions), the coefficient of $h^{r+1}$ in the primeppal local truncat error (recall that this is a linear combination of epenentary differentials) does depe on $\lambda$, and so therefore does the global error. When $|\lambda|$ becomes vety large, the multip of $h^{p}$ in the global error becomes so large that it robs the superscript pof any meani What is interesting is that, for this example at least, the cifective ouder does not $j$ degenerate in a random way, but appeats to change progressively from 4 to precisely 2.

We turn now to the general problem for a nonlinear system. since our treatment this topic is necessarily superficial, we shall eschew any formal defintions. A Rung Kutta method is said to be B-consistent of order $q$ if the local truncation error $T_{\text {- }}$ sa sfies a bound $\left\|T_{n+1}\right\| \leqslant k h^{q+1}$ for all $h \in\left[0, h_{1}\right]$, where the real constants $k$ and are independent of the stiffness of the prohlem; they can depend on the one-sided Lipsel constant of the system and on the smoothness of the golution (after the fast transi is dead), but they cannot depend on higher derivatives of the solution which are influen by stiffness. In a similar way, the method is said to be B-convergent of order of if global error $E_{n+1}$ satisfies a bound $\left\|E_{n+1}\right\| \leqslant K h_{1}$ for all $h \in\left(0, h_{2}\right.$ ]. wherc, again. $K$ : $h_{2}$ are independent of the stiffess of the problem. Our numerical experiment wo seem to suggest that the 2 -stage Gauss method is $B$-convergent of order only 2 for class of problems (7.40). The catch is in the italicized phrase: unfortunately the ordet $B$-consistency does depend on the problem being solved, and is thus not a property

Table 7.3

| s-stage RK method | Order $p$ | Stage order $p$ |
| :--- | :--- | :---: |
| Cianss | $2 s$ | $s$ |
| Radall IA | $2 s-1$ | $s-1$ |
| Radat IIA | $2 s-1$ | $s$ |
| l.obatlo IIIA | $2 s-2$ | $s$ |
| I.obatlo IIIB | $2 s-2$ | $1-2$ |
| I.obatto IIIC | $2 s-2$ | $s-1$ |

 relative to a dass of problems.

It is, howeser, possible to lind bounds fer the order of $B$-consistency. Clearly, we always have $\eta \leqslant p$, where $p$ is the order of the method defined in the conventional way A lower bound is found as follows. Let $y(x)$ be a sufficiently smooth function and, for the general s-stage Runge Kulta method (in the alternative form (5.6)) define the residuals $I_{i}, i=1,2, \ldots s+1$ by

$$
\begin{align*}
& 1,-1\left(x_{n}+c_{i} h\right)-y^{\prime}\left(x_{n}\right)-h \sum_{j=1}^{3} a_{i j} y^{\prime}\left(x_{n}+c_{i} h\right) . \quad i=1,2, \ldots, s \\
& 1,1-1\left(x_{n}+1\right)-y\left(x_{n}\right)-h \sum_{i=1}^{3} h_{i} y^{\prime}\left(x_{n}+c_{i} h\right) \tag{7.42}
\end{align*}
$$

Essentially these residuals are the local truncation errors of each stage of the K:1 - $k^{\prime}$ utta method (the $(s+1)$ h stage being regarded as the statement $y_{n+1}=y_{n}+$ $\left.h \sum_{i=1}^{x_{i}} h_{1} /\left(x_{n}+c_{i} h, Y_{i}\right)\right)$ when each stage is regarded as method in its own right. (Compare with (599) of $\$ 51\}$ ) If, for $i=1,2 \ldots .5+1,1_{i}=0\left(h^{r^{+1}}\right)$, hacn $\tilde{p}:=\min \left(p_{1}, p_{2}, \ldots, p_{s+1}\right)$ is called the slage order of the method. It is assumed that the method satisfies, for a given class of problems, yet another stability criterion (BS-stability), which requires that if cach stage of the Runge Kulta method is perturbed by $r_{i}, i=1,2, \ldots, s+1$, then the perturbation in the mumerical solution given by the method must be bounded by $k$ max, $\mid$ raf. where $k$ i independent of the stiffess. For that class of problem, the order of B-comsistency is al least the stage order. We thus have that the method is B-er isistent of order $q$, with $p ; q \leqslant p$ The stage order if for the classes of implicit Runge - Kulta mellods discassed in \&̧ 11 are shown in Table 7.3.
Our mamerical experiment suggested that for problem (7.41) the 2-stage Gauss method is B-consistent of order 2 ; note that this is within the bounds given by Table 7.3
and that the condition for $t_{3+1}=0\left(t_{1}^{p_{1}, 1+1}\right)$ to hold is that

$$
\sum_{i=1}^{3} b_{1} c_{i}^{-1}=1 / 4, \quad q=1,2 \ldots, p_{1} \cdot 1
$$

(1sing (2) and the order conditions, show that $p_{s+1} \geqslant p_{\text {, the order of the method }}$ Compare the conditions (1) with the collocation conditions (5.74) of $\$ 5$ It
7.6.2. Using the result of the preceding exercise. find the stage orders of the s-stige Gauss. Radatu IA and IIA methods for $s=1,2$, and of the $s$-stage Lobatto IIIA. IIIB and IHC methods for $s=2,3$, and check that the recults are consistent with the entries in Table 7.3 ( Sec 5511 for the coeflicients of these methods.)

### 7.7 CONCLUSIONS

So, what does one make of this theory of nonline:r stathiln? From the theoretical point of view, one can have no complaints. It removes, in a rigorous and comprehensive manner, all of the doubts that linear stability theory. with its dubious 'frozen' Jacobian arguments, raises. Moreover, it turns out that one does not need particulatly powerful tools to cope with the full nonlinear system; $A N$-stability. based on a fairly mild extension of the scalar test equation of linear stability theory, is equivalent to algehrate stability for most Runge-Kutta methods. Further, testing for algebraic stability is not difficult (indeed sometimes easier than testing for A-stability) Fimally. B-convergence gives a convincing and useful explanation of and observed phenomenom. Really. we could not have asked for more! -~"
But what impact has the theory had on the way in which stiff systems are solved in practice? As the dates of the references show, the nonlinear theory has been around for some time, yet most real-life stiff problems continue to be solved by highly-tuned codes based on the BDF, which give excellent results for the vast majority of problems. One reason for this becomes clear when we recall the shortoomings of the linear theory. To put it somewhat fancifully, the bogus extension of the linear theory to nonlinear problems sometimes tells us fairy-tales about how the exact solutions might be expected to behave We do not believe these fairy-tales but. significantly, neither necessarily do the methods! We saw an example of this in the latter part of $\$ 3.8$, where the linear theory predicted disaster, but the method continued to behave normally

On the other hand, it is possible that variable-order Runge Kulta codes based on algebraically stable methods will be developed to the point where they are competitive with BDF codes (and of course the ever-decreasing cost of computer time biases users lowards robustness rather than efficiency). Should that happen, it would make sense to .- refer methods whose stability is so well understood.
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The abbreviations I.M, PC and RK are used to denote linear multistep. predictor-corrector and Runge-Kutta respectively. Major text references are in bold type
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Adams
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backward difference form 80
-Bashforth methods 46,81,86
-Bashforth-Moulton (ABM) methods

## 110,115

coefficients, properties of 87
methods 46, 110
-Moulton methods 46, 84, 86

- $s$-Adams methods 93, 96, 115
type 46,65
Adaptive methods 251
B-consistency 281
$B$-convergence 281
Backward Differentiation Formulae (BDF)


## 47,98, 245

Backward Euler méthod 86, 192, 2^6, 229. 279
Blended LM methods 254
Boundary locus techniques 71
Butcher array 150
modified 184
Butcher transformation 241
Ceschino's formulae 139
Characteristic polynomial $10,30,45,70$
Classical RK method 156
Codes 147, 189, 246, 250, 251, 252
Collocation methods 194
Consistency 28,152
restraint 256
Contractivity 265
Convergence 27,146
Crank-Nicolson scheme 255
Dahlquist barrier
firsi 55
second 244

Difference sysicms 9
Differential systems
autonomous 6
coupled 5
first-order 4
first-order constant conefficient 8
higher order 6
homogeneous 8
Direct product of matrices 19.240
Dissipativity 268
Divided differences 17
modified 143
DOPRI $(5,4)$ 186. 204
Douglas scheme 256
DuFort-Frankel scheme 256
Ehle conjecture 234
Elementary differential 160
Eliminant 53
England's method 185.204
Enright's method 2.52
Error constant 49.252
Errortuning 185
Euler's Rule 45, 47, 149, 151, 154, 203
Explicitness 24,46
Exponential fitting 244
Fixedstation limit 26
Frechel derivative 1.58
FSAL methods 186

G-norm 272
Gauss, Gauss-Legendre methods 190, 248 275.279

Gaussian quadrature formulae 190
Gear's implementation 134
Generalized Milne-Simpson methods 47
Generating function $82,85,92.99$
Global truncation errot 57
bound. LM methods 60

Hermite interpolation S.
Heun's third-order formula 155

IIl-conditioning 222
Implicit Euler Rule 192
Implicit Mid-point Rule 190, 247, 271, 279
Implicitness 24. 46, 237
Improved Euler method 155. 157
Improved polygon method 155
Influence function 59
Inilial value problems 5
Interpolation formulate
Lagrange 16
Newton divided difference 17
Newton-Gregory backward if
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modified Newton 13.234
Newton 12

Jacobian 12
Irwen 77.223.262
Jordan canonical form 241

Kutta's third-onder formula 155
Lincar multistep methods 24. 45
in backward difference form 91
I incar stability theory
for LM methods ox
for PComethods 117
for RK methods 198
Lincarized error cquation 77
Lincarly implicit 253.254
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one-sided 266
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Local error 63
principal 63
Local extrapolation
for PC methods 108, 114, 117
for RK methods 185
Local truncation error 27
bound, LM methods 60
LM methods 56
Milne's estimate 108
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RK methods 152, 170, 2079
Localizing assumption, 56, 105, 201
Logarithmic norm 268
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Mean value theorems 2
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Mid-point Rule 47,57
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backward difference 2
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Padé approximations 233
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Properly posed 31, 32
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correcting foconvergence 104
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Radau IA, IIA methods 191, 248, 275, 279
Rational approximations to the exponential 232
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Residual 27, 47, 209
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RKF45 145, 204
Roots
principal 35
spurious 35

Root condition 35
Rosenbrock methods 254
Round-off error 6a,
Rounth-Hurwitz criterion 14, 74
Row-sul condition 149
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embedded 184
e) licit 150,153
explicit, attainable order 176
-Fehlberg 185, 188
implicit 151,189
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order conditions 153, 165
semi-implicit 151, 189
singly diagonally implicit 196
singly implicit (SIRK) 197, 2.50
Saul'ev's method 259
Scanning technique 202, 204, 230
Schur polynomials 13,74,76
Semi-discrelization 256
Simpson's Rule 47, 52, 56, 74, 110, 127
Singular perturbation 222
Smoothing 228
Spline 54
Stability
A. 224

A(a)- 225
A(0). 225
$A_{0}-225$
AN. 278
absolute, LM methods 70
absolute, PC methods "120
absolute, RK methods 199
algebraic 275
B- 274
BN. 274
BS. 282
G- 272
L. 227
precise A- 231
relative 75,127
stiff 225
stiff $A$ - 227
strong A- 227
total 31
zero- 32.36
Stability function 199
Stability polynomial
LM methods $7(1)$
$P(E C)^{\prime \prime} E^{1-1} \quad 119$
P(EC)"LE' 124
P(ECL)"E' ' 124
Starting errors 59, (t)
Starting procedure 14
Starting valucs 10.57
Steady-state molution 210
Step-changing
doubling and hatwong 129
interpolatory techniques 128
Nordsicek vectortcchmume 1.3
strategy 144
variable coefficient techmiques 128.138
Stepnumber 22
Stiffness 215. 216
pscucto-219
ratio 217
Syntax dagram 37
for AN-stability 278
for absolute stability 70
for algelraic stability 275
for $B$-stability 274
for contractivity 266.271
for $G$-stability 273
for zero-stahality 38
Theta method 244. 2.57
Transient solution 216
Trapezoidal Rule 40.47,86, 225.229.2

$$
244.247 .271 .279
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lrec 162
bush 171
density 16.4
order 162,164
symmetry 164
trunk 171
Variable coefficient multistep methods 2 258
Variable step variable order algorithms
Variational equation 262

