




ISBN: 0-8247-0568-8

This book is printed on acid-free paper.

Headquarters
Marcel Dekker, Inc.
270 Madison Avenue, New York, NY 10016
tel: 212-696-9000; fax: 212-685-4540

Eastern Hemisphere Distribution
Marcel Dekker AG
Hutgasse 4, Postfach 812, CH-4001 Basel, Switzerland
tel: 41-61-261-8482; fax: 41-61-261-8896

World Wide Web
http://www.dekker.com

The publisher offers discounts on this book when ordered in bulk quantities. For more
information, write to Special Sales/Professional Marketing at the headquarters address
above.

Copyright � 2002 by Marcel Dekker, Inc. All Rights Reserved.
Neither this book nor any part may be reproduced or transmitted in any form or by
any means, electronic or mechanical, including photocopying, microfilming, and re-
cording, or by any information storage and retrieval system, without permission in
writing from the publisher.

Current printing (last digit):
10 9 8 7 6 5 4 3 2 1

PRINTED IN THE UNITED STATES OF AMERICA



This book is dedicated to the memory of Roy Lee Hopfer, our friend and
colleague. He was taken away before his time. All of us who knew Roy miss
him greatly. He preferred conversations about his family, books, music, and
North Carolina basketball. We remained friends in spite of his choice in basket-
ball.

Richard A. Calderone
Ronald L. Cihlar





Preface

Fungal infections in the immunocompromised host continue to be an important problem for the
clinician. Candidiasis, for example, is the fourth leading cause of hospital-acquired (or nosoco-
mial) infections in the United States. While not as frequent, Aspergillus fumigatus infections in
cancer or transplant patients, nevertheless, carry a high morbidity and mortality since the infec-
tion is often not diagnosed early enough and therapy is postponed. In AIDS patients, candidiasis,
Pneumocystis carinii pneumonia, and cryptococcosis are the most common fungal infections.
In the case of candidiasis, over 80% of AIDS patients have either oral disease or both oral and
vaginal infections. Esophagitis caused by Candida spp. is also a common manifestation in the
AIDS patient. Fungal infections such as blastomycosis, histoplasmosis, coccidioidomycosis,
and paracoccidioidomycosis occur in the nonimmunocompromised host, but histoplasmosis and
coccidiodomycosis are commonly reported in AIDS patients as well.

In spite of their frequency, the management of these diseases is difficult because of the
lack of diagnostic reagents (for candidiasis and aspergillosis) and the few antifungals available.
Thus, new targets are being sought that may be exploited in the development of antifungals. In
addition to antifungal therapy and vaccines, passive treatment of infected patients with specific
antibody and immune reconstitution may represent new ways to treat patients. The immune
approaches have been developed through extensive and exquisite studies carried out in animal
models. Candidate vaccines for several of the endemic mycoses are close at hand.

The purpose of Fungal Pathogenesis: Principles and Clinical Applications is to acquaint
the reader with research involved in virulence, immunity, diagnosis, and therapy of the most
common fungal infections. The book is designed for the classroom and research and diagnostic
laboratories, as well as for the clinician.

Richard A. Calderone
Ronald L. Cihlar
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Introduction

Fungal Pathogenesis: Principles and Clinical Applications emphasizes the pathogenesis of
human fungal infections and has been designed as a tool that can be used in teaching and
research. Previous texts in medical mycology have tended to either focus on a specific topic or
lack sufficient detail, especially in areas of study related to pathogenesis. Here, we hope to
bridge this gap by addressing subjects related to both virulence and host responses. Emphasis has
also been placed on the impact of this research on diagnosis and prevention (clinical applications).
Included are chapters on the major opportunistic fungal infections as well as those that tend to
have an endemic distribution. Both categories of infections are loosely defined, since at least
two of the endemic mycoses are also common in the immunocompromised host such as the
AIDS patient. The opportunistic infections focused on are candidiasis, pneumocystosis, aspergil-
losis, and cryptococcosis. Chapters on the endemic mycoses discuss histoplasmosis, blastomyco-
sis, coccidioidomycosis and paracoccidioidomycosis.

The book is divided into four parts. Part I focuses on the virulence factors of human
pathogenic fungi. This theme is especially well developed for organisms such as Candida albi-
cans and other Candida species. Thus, host recognition, morphogenesis and signaling, pheno-
typic switching, and secretory enzymes that are believed to promote invasion of the organism
are discussed. In addition, other chapters detail the virulence properties of C. neoformans, Histo-
plasma capsulatum, Blastomyces dermatitidis, Paracoccidioides brasiliensis, Aspergillus fumi-
gatus, and Pneumocystis carinii. When possible, virulence attributes are discussed collec-
tively—for example, dimorphism, a growth feature typical of several pathogens. Because
genomics research is expected to have a major effect on our understanding of the biology of
the fungal pathogens, a chapter has been included that addresses these issues.

Part II switches from features of the pathogens to host responses to fungal infections.
Much has been accomplished in regard to the latter subject. Current observations not only
have elucidated immune mechanisms against these fungi, but have also resulted in translational
research. For example, vaccines against several of the endemic mycoses are close at hand. These
possible breakthroughs have been the result of numerous basic science studies, the outcome of
which has resulted in a rejuvenation of concepts on protection that may have important conse-
quences on the design of novel therapeutic strategies. Additionally, passive transfer of antibody
may be a key treatment option in the near future for cryptococcosis and candidiasis. Immune
reconstitution as adjuvant therapy to the traditional use of antifungal drugs is also becoming a
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viii Introduction

reality. Thus, Part II focuses on natural and acquired immunity, vaccine development, and
immune reconstitution.

Part III presents descriptions of the existing antifungals, susceptibility testing, and the
identification of new fungal targets that may be exploited in the development of new antifungals.
A consequence of antifungal therapy is, not surprisingly, resistance. The impact of drug resistance
on patient management is not completely understood; however, many mechanisms of resistance
have been defined and predictions about the consequences of resistance to the patient are dis-
cussed in this section.

Part IV emphasizes issues important to the clinical mycology laboratory, such as the
methods used in diagnosing fungal infections by antigen/antibody detection methodologies as
well as by molecular approaches. Equally important to the diagnostic laboratory is strain variabil-
ity, especially with the nonsexual fungi such as C. albicans. Methods for strain typing and
current epidemiological observations are included in this section. Finally, although emphasis is
placed on the most common of the fungal infections, the emergence of new pathogens is also
discussed and the ramifications of these organisms on the clinical mycology laboratory are
presented.

The purpose of this work is to present both basic science information and couple the
growing knowledge base with translational research. We hope that the information will be useful
in the classroom, for both graduate and undergraduate training, as well as in research and in
the clinical laboratory. Most important, the book will have accomplished its objectives if new
ideas for addressing old problems are developed by its readers.

Richard A. Calderone
Ronald L. Cihlar
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1
Host Recognition by Human Fungal
Pathogens

W. LaJean Chaffin
Texas Tech University Health Sciences Center, Lubbock, Texas

I. INTRODUCTION

Pathogenic fungi cause a spectrum of infections from annoying to life-threatening with portals
of entry that include skin contact, inhalation, and translocation across physical barriers as a
result of host defects or accidental or iatrogenic abridgement of epithelial integrity. Some of
these agents are also components of normal human flora or may be present in the absence of
clinical symptoms. The initial obligate but not sufficient requirement for the establishment of
colonization or disease is adherence of the fungus to the host. The mechanisms by which a
fungus attaches and maintains contact with the host surface include nonspecific mechanisms
such ionic and hydrophobic interactions as well as specific recognition between a ligand and
receptor. The focus of this discussion is specific host recognition by pathogenic fungi. Viewing
this interaction from the fungal perspective, the fungal component mediating the binding is
considered an adhesin. Adhesins, their ligand(s), and in some cases both partners of the interac-
tion have been identified for several fungi and are discussed in the following sections. Studies
with some fungi that describe only a few general characteristics of adherence are not included.

The recognition mechanisms described to date include participation of fungal surface
carbohydrates, proteins, and possibly lipids (Table 1). The host components that are partners in
this recognition include the same three constituents; oligosaccharide moieties of proteins and
lipids; proteins; and possibly lipids. Fungal carbohydrates implicated in adherence include man-
nan, �-glucan, and chitin while host carbohydrates implicated include fucose, N-acetylglucos-
amine, and sialic acid. Among host proteins two major groups that are recognized by fungi are
serum proteins (fibrinogen, complement C3 fragments) and extracellular matrix components
(ECM) such as fibronectin. In a few cases both the fungal and host components of a specific
binding reaction have been identified. Even more rarely the role of the fungal component has
been confirmed through genetic manipulation—i.e., deletion or mutation. With one exception
for Candida albicans [1], these adherence reactions involve noncovalent interactions.

The most extensive examination of adherence is with C. albicanswhere there are examples
of all classes of fungal-host recognition (for recent reviews see [2,3]). Despite this extensive
effort, most candidal adhesins have not been purified and characterized. In addition to several
extensively studied C. albicans adhesins, there are well-characterized examples of adhesins from
Blastomyces dermatitidis, C. glabrata, Paracccidioides brasiliensis, and Pneumocystis carinii.
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2 Chaffin

Table 1 Fungal Adhesins and Host Ligands

Adhesin Host ligand Type Fungus

Carbohydrate Protein Lectinlike C. albicans, P. carinii
Protein Carbohydrate Lectinlike A. fumigatus, C. albicans, C. glabrata,

C. neoformans, H. capsulatum,
P. marneffei, S. schenckii

Protein Protein Noncovalent protein-protein C. albicans, other Candida spp., A.
fumigatus, B. dermatitidis, H.
capsulatum, P. brasiliensis, P. carinii,
P. marneffei, S. schenckii

Protein Protein Covalent protein C. albicans
Protein?a Lipid? Protein-lipid C. albicans
Lipid?a Protein? Protein-lipid C. albicans

a Recognition involving lipids has not been extensively characterized whether as adhesin or ligand.

II. CARBOHYDRATE-PROTEIN (LECTINLIKE) BINDING SYSTEMS

The involvement of carbohydrates in the binding of fungi to the host has been demonstrated
for several fungi (Table 1). The carbohydrate component of the interaction may be provided by
either the fungus or the host. The host oligosaccharide involved in binding, and in some cases
the fungal oligosaccharide, is the carbohydrate moiety of a glycoprotein or glycolipid. Since
the participatingmoiety in binding is carbohydrate, adherence involving the carbohydrate compo-
nent of glycoproteins or glycolipids is included in this section.

A. Carbohydrate Adhesins

Chitin, �-glucan, and specific oligosaccharides present in mannan have been implicated as
adhesins (Tables 2, 3). Beta-glucan, a structural polysaccharide of fungal cell walls, binds vi-
tronectin in a concentration-dependent and -specific manner. This has been demonstrated with
�-glucan from Saccharomyces cerevisiae [4]. A high-molecular-weight component of P. carinii,
consistent with �-glucan, interacts with vitronectin through the glycosaminoglycan-binding re-
gion of vitronectin [5] (Table 3). Binding to vitronectin was not inhibited by RGD-containing
peptides but was reduced (90%) by treatment of P. carinii with periodate or heparitinase [6].
Bound vitronectin can serve as a bridge between host vitronectin receptors. Beta-glucan with
bound vitronectin stimulated tumor necrosis factor alpha (TNF-�) release from macrophages
[4]. Beta-glucan particles mediated TNF-� release through interaction with �-glucan receptors
[7] with stimulation and suppression at low and high concentrations, respectively [4]. Release
was enhanced by bound vitronectin. Beta-glucan also mediated binding of C. albicans to macro-
phages and stimulated cytokine release [8] (Table 2). Binding of vitronectin to the fungus
increased the interaction with macrophages [9].

Chitin, a �-1,4-N-acetylglucosamine polymer, is less abundant in fungal cell walls than
glucan polymers. Adherence of C. albicans to acrylic [10], human corneocytes [11], murine
intestinal mucosa [12,13], and human vaginal epithelial cells [13] was inhibited by a chitin-
soluble extract (Table 2). Systemic spread from the murine gut [12] and development of vaginitis
[14] were also reduced by administration of the extract. C. albicans yeast cells treated with
chitin synthesis inhibitors showed reduced adherence to buccal epithelial cells (BECs) [15,16].
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Table 2 Candida spp. Host Recognition Interactions, Adhesins, and Ligandsa

Type of
Organism interaction Adhesin Ligand

C. albicans Lectinlike Glucan Vitronectin, macrophage
�-glucan receptor

Chitin Unknown
Mannan structures Macrophage mannose receptor
Acid labile and acid stabile Epithelial cells
Factor 6

GCA1d GlcNAcd

Proteind Fucose
Fimbrial protein GalNAc�1,4 Gal�
Unknown Gal�1,4 Glc�1,1-ceramide
Unknown Oligosaccharides of salivary proteins

Noncovalent SAP3 ECM
protein-protein SAP1,2,3, others? BECs, endothelial cells, corneocytes

Inducible 55 kDa, ALS5/ALA1, Fibronectin
G3PD, 60 kDa, 3 species 40–50
kDa range

Inducible 55 kDa, ALS5/ALA1, 68 Laminin
and 60–62 kDa, 37 kDa,
G3PDH, 21 kDab

60 kDa, ALS5/ALA1 Collagen(s)
50, 60, and 90 kDa; 130, Vitronectin
100–110, and 84 kDa integrin
homologues; 30 kDa

25, 44, 65 kDa Entacin
Unknown Tenascin-C
Unknown Serum albumin
Unknown Transferrin
68 and 60–62 kDa doublet, FBP1 Fibrinogen
(58 kDa), 55 kDa

60 kDa C3d (complement fragment)
—c ALS1 Epithelial, endothelial cells

INT1; 130 kDa and minor 50, 100 iC3b (complement fragment)
kDa; 42 kDa and less reactive
species; 165 kDa

Covalent HWP1 Buccal epithelial cell surface
protein-protein

C. glabrata Lectinlike EPA1 Asialo-lactosyl carbohydrates
Protein-proteinc Unknown Fibronectin
b Unknown iC3b

C. krusei Protein-proteinb Unknown iC3b
c Unknown Fibronectin

C. lusitanea Protein-proteinb Unknown iC3b
C. parapsilosis Protein-proteinb Unknown iC3b
C. stellatoidea Protein-protein Unknown iC3b

Unknown C3d
Unknown Fibronectin

C. tropicalis Protein-protein 125, 105 kDa Fibronectin
Unknown iC3b

a Other adhesins and ligands, such as mannan and glucan, may be predicted but have not been specifically examined for some
species and are not included.

b Inferred by reactivity with MAb OKM-1.
c Reactions are presumed to be protein-protein.
d Strain specific.
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Table 3 Host Recognition and Interactions, Adhesins, and Ligands of Various Pathogenic Fungia

Organism Type of interaction Adhesin Ligand

A. fumigatus Lectinlike 72 kDa Sialic acid on laminin
Unknown Sialic acid fibronectin, fibrinogen

Protein-proteinb Unknown Collagen
Protein-protein 23, 30 kDa Fibronectin
Protein-proteinb 37 kDa (Asp f2) Laminin

B. dermatitidis Protein-protein WI-1 (WI1) CR3, CD14 of macrophage
C. neoformans Lectinlike Unknown Gal�1,4 Glc�1,1-ceramide
H. capsulatum Lectinlike Unknown Gal�1,4 Glc�1,1-ceramide

Protein-protein 50 kDa Laminin
P. brasilensis Protein-protein gp43 Laminin
P. carinii Lectinlike Glucan Vitronectin, macrophage �-glucan receptor

Mannan (gpA) Macrophage mannose receptor
Protein-protein gpA Fibronectin

33 kDa Fibronectin, laminin
P. marneffei Lectinlike 20 kDa Sialic acid on fibronectin, laminin
S. schenckii Lectinlike Unknown Gal�1,4 Glc�1,1-ceramide

Protein-proteinb Unknown Fibrinogen, fibronectin, laminin, type II
collagen

a Other adhesins and ligands, such as mannan and glucan, may be predicted but have not been specifically examined
for some species and are not included.

b Reactions are presumed to be protein-protein, although the possibility of lectinlike interaction is not excluded.

Mutant strains of the organism deficient in chitin formation were able to colonize organs of
infected mice but were less virulent [17].

Yeast mannoproteins may contain both branched N-linked and short-chain O-linked oligo-
saccharides. Structures in both have been implicated in adherence of C. albicans (Table 2). A
strain deficient in MNT1, encoding an �-1,2-mannosyl transferase that adds the second residue
of O-linked mannan, showed reduced adherence to BECs and vaginal epithelial cells (VECs)
and reduced virulence in murine and guinea pig models of systemic infection [18]. In the latter
model, there was a decreased ability to reach and or to adhere to internal organs. O-linked
mannan may also contribute to the interaction of a 58-kDa mannoprotein with fibrinogen [19].
The acid-labile portion of N-linked mannan and at least two structures in the acid-stable portion
have also been implicated in adherence. A strain deficient in the acid-labile �-1,2-linked mannan
showed reduced adherence to marginal zones in tissue sections of murine spleen and to kidney
tissue but not liver sections [20]. A mannotetraose was identified as an adhesin [21] that mediated
binding to macrophages of the marginal zone [22]. The requirements for the major contribution
of the acid-stable mannan to binding were more complex as both the mannan core and oligoman-
nosyl side chains contribute to the activity [23]. Mannan bound to the macrophage mannose
receptor leads to phagocytosis [24]. Expression of this receptor was downregulated in rat macro-
phages following ingestion of C. albicans [25].

C. albicans serotype A strains are distinguished by the presence of mannose �1,2(mannose
�1,2)3mannose and (mannose �1,2)2(mannose �1,2)3mannose oligosaccharides, also known as
Factor 6 determinants [26]. This structure contributed to adherence to BECs as adherence was
inhibited by mannan containing this structure but not by mannan lacking the structure [27]
(Table 2). A mutant serotype A strain deficient in these structures was reduced in adherence
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compared to the parent strain. Serotype B strains that lack the determinant adhered less well
than did species such as C. tropicalis and C. glabrata that contained the determinant.

As noted above for C. albicans, phagocytosis of P. carinii was also mediated by the
mannose receptor [28] (Table 3). Binding and ingestion of P. carinii by human and rat alveolar
macrophages were reduced by 90% by inhibitors of the macrophage mannose receptor. Reduced
binding and phagocytosis of the organism by macrophages from HIV-1-infected individuals
correlated with downregulation of the mannose receptor [29]. A major surface protein, gpA
(gp120 of MSG-1), that is mannose rich bound to alveolar macrophages in a saturable manner
and binding was inhibited by addition of �-mannan [30]. gpA affinity chromatography of macro-
phage membrane proteins yielded a 165-kDa species that reacted with antimannose receptor
antiserum. As discussed subsequently, this gpA has additional adhesin activity.

B. Adhesins Recognizing Host Carbohydrates

C. albicans expressed strain-specific lectinlike epithelial adhesins [31,32] (Table 2). Fucose
inhibited binding of some strains to BECs while glucosamine or N-acetylglucosamine (GlcNAc)
inhibited binding of other strains. Fucose has been shown to bind to yeast and hyphal organisms
[33]. Growth on galactose increased expression of the adhesin material that was obtained from
culture medium [34]. A fragment of the L-fucose-binding protein bound to the terminal trisaccha-
ride of the blood group H antigen that terminates in fucose (Fuc�1,2Gal�1,4GlcNAc�-), support-
ing the suggestion that blood group antigens are the epithelial cell ligands [35]. Cells or extracel-
lular material from the strain that recognized GlcNAc bound to glycolipids containing that sugar.
Binding of L-fucose- or GlcNAc-specific strains to BECs or VECs was partially inhibited by
extracellular material from the homologous strain [31]. In another study, binding to an esophageal
cell line, Het-1, increased in organisms grown on galactose and the increase was associated with
a 190-kDa component of cell wall extracts [36]. Binding also showed lectinlike interactions
with inhibition by glucosamine or GlcNAc. Sequences of internal peptides of this 190-kDa
moiety that showed homology with a glucoamylase of another yeast were used to generate
probes for gene isolation [37]. GCA1 is a glycosyl hydrolase that is transcribed to a greater
extent in galactose than in sucrose- or glucose-grown cells. Reverse transcriptase (RT)-PCR
detected expression of the gene in a rat model of oral infection.

Fimbriae of C. albicans appear to mediate binding to glycosphingolipids through the
carbohydrate moiety (Table 2). The major structural unit of the long filamentous surface appen-
dages was characterized as a glycoprotein of 66 kDa [38]. Carbohydrate, primarily D-mannose,
accounted for some 80–85% of the moiety and about half of the amino acid residues were
hydrophobic. Fimbriae bound directly to BECs and were able to inhibit binding of yeast cells.
Fimbriae also bound to asialo-GM1 (gangliotetraosylceramide, Gal�1,3GalNAc�1,4-
Gal�1,4Glc�1-ceramide) and the disaccharide GalNAc�1,4Gal�-protein conjugate [39,40]. The
recognition of the carbohydrate portion rather than the lipid portion of the glycosphingolipid
suggested that this was another example of a lectinlike interaction. The binding motif appeared
to be shared with Pseudomonas aeruginosa as antibody to the bacterial binding site for asialo-
GM1 partially inhibited fimbrial and fungal cell binding to BECs [41]. Peptides derived from
the bacterial sequence and antibodies to these sequences were used to demonstrate that an
important part of the C. albicans binding motif was structurally similar to the motif formed by
DEQFIPK in the bacterial pili [39].

C. albicans bound to human salivary proteins when dental acrylic, denture lining material,
or hydroxylapatite beads (a model for tooth surfaces) were coated with saliva [42–45] (Table
2). Treatment of the bound salivary protein but not the fungus with neuraminidase increased
binding to coated beads [42] while deglycosylation reduced binding of the fungus to saliva-



6 Chaffin

coated glass slides [46]. Stratherin and proline-rich proteins (PRPs) promoted binding of yeast
cells to coated beads [42]. Binding of radiolabeled yeast cells to electrophoretically separated
salivary components in an overlay assay showed binding to 17-, 20-, 24-, and 27-kDa basic
PRPs [47]. These proteins contain O-linked sialyated Gal�1,3GalNAc oligosaccharides [48].
Another study using an overlay assay found reactivity with a single component that was identified
as a low-molecular-weight mucin, MG2 in human saliva, and rat submandibular gland (RSMG)
mucin in rat saliva [49]. Further analysis of the RSMG fraction associated binding with a
proteoglycan [50]. Recognition was associated with heparan sulfate side chains rather than blood
group A oligosaccharides contained in the active component. Heparan sulfate has been reported
in other studies to inhibit binding of C. albicans to ECM, but rather by binding to the ECM
component and not the fungus [51].

Glycosphingolipids are recognized by several pathogenic fungi (Tables 2, 3).Cryptococcus
neoformans, C. albicans, Saccharomyces cerevisiae, and yeast-phase Histoplasma capsulatum
and Sporothrix schenckii bound to lactosylceramide (Gal�1,4Glc�1,1ceramide) as determined
by on overlay assay on a glycosphingolipid chromatogram [52]. The terminal unsubstituted
galactose was essential for binding as removal of galactose abolished binding and organisms
did not adhere to glycosphingolipids that contained internal lactosyl residues. Active fungal
metabolism appeared to be a requirement as glucose was required in the binding medium.
Binding of C. neoformans to cultured human glioma cells that are rich in lactosylceramide was
inhibited by liposomes incorporating the glycosphingolipid. In another study (noted above), that
also demonstrated binding to glycosyl moieties of sphingolipids, the binding of C. albicans to
lactosyl ceramide was not observed [35].

C. glabrata expressed an adhesin that recognized asialo-lactosyl-containing carbohydrates
[53] (Table 2). In contrast to C. albicans, this organism is haploid which allowed the use of
forward genetics in which strains with introduced random mutations were screened for a pheno-
type of interest. Briefly, strains were constructed with a sequence tag and subsequently random
mutations were introduced into each of 96 tagged strains. A mutant of each tagged strain was
combined with mutants of other tagged strains, and the mutant pool was screened for adherence
to epithelial cells. The tags of both the input and adherent cells were amplified and used to detect
tags present in the input pool but absent in the adherent population. The sequence surrounding the
mutation was then recovered for nonadherent strains. Fourteen strains were found defective in
a gene designated epithelial adhesin 1 (EPA1). Deletion of EPA1 and restoration of EPA1 to a
deletion strain ablated or restored adherence, respectively. Expression of the gene in S. cerevisiae
conferred adherence on that normally nonadherent species. The sequence of the protein suggested
a domain structure similar to C. albicans adhesins HWP1 and ALS5/ALA1, described elsewhere.
The C-terminal sequence was consistent with addition of a glycosylphosphatidylinositol (GPI)
moiety. The C-terminal two-thirds of the predicted protein was also enriched in serine and
threonine, and these may serve as O-glycosylation sites. Three direct repeats of a 40 amino acid
sequence were noted within this region. There was some homology to the S. cerevisiae Ca2+-
dependent lectin flocculin, FLO1, at the amino terminus. Binding of C. glabrata was also Ca2+

dependent. Binding was inhibited by galactose or lactose but not by sialyl-lactose or other sugars.
Periodate treatment of host cells but not the fungus reduced binding. Further support for the
lectinlike binding of the adhesin and recognition of terminal lactose-containing carbohydrates
was derived from adherence to a cell line for which variants deficient in glycosylation are
available. No difference was observed between the parental and deficient strains in models of
vaginal or gastrointestinal tract infection.

The interaction of Penicillium marneffei conidia with laminin and fibronectin was inhibited
by N-acetylneuraminic acid [54,55] (Table 3). These ECM components bound to conidia but
not hyphae, as shown by indirect immunofluorescence. The conidia also bound to immobilized
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ligand and laminin and was able to inhibit binding to fibronectin and vice versa. Binding to
either ligand was abolished by addition of sialic acid. Ligand binding was age dependent as
conidia from 4- and 8-day-old cultures bound more extensively than conidia from 1- and 2-day-
old cultures. Ligand affinity blotting of a conidial wall extract and a conidial homogenate showed
that both ligands reacted with a 20-kDa species in the conidial homogenate. The apparent discrep-
ancy in location may reflect a low recovery of material in the cell wall extract. Since binding
to both ligands appeared to be mediated through the same lectinlike reaction, the finding of a
common receptor was not unexpected.

Both lectinlike recognition of sialic acid containing glycosyl moieties of fibrinogen, lami-
nin, and fibronectin and nonlectinlike recognition of ECM proteins have been reported for
Aspergillus fumigatus conidia (Table 3). These differences may reflect multiple adhesins and
remain an unresolved issue. Binding of fibronectin and laminin was demonstrated by fluores-
cence-activated flow cytometry [56–58]. In one study glucose, galactose, mannose, GlcNAc,
N-acetylgalactosamine, lactose, and maltose were ineffective inhibitors of fibronectin binding
[56]. However, mucin was an effective inhibitor (95%) while sialylactose and asialomucin re-
duced binding � 30%. Binding of soluble laminin was reduced by N-acetylneuraminic acid and
to a lesser extent by sialyllactose and mucin but not by asialomucin. These authors proposed a
sialic acid-dependent recognition of laminin and fibronectin. A subsequent study by some of
the same authors used ligand blotting to identify a laminin-binding adhesin in an extract of
conidial wall proteins prepared by boiling conidia in buffer containing SDS and dithiothreitol
[59]. A single 72-kDa moiety was reactive. This moiety also reacted with concanavalin A,
suggesting the adhesin was a glycoprotein. Fibrinogen binding to conidia has been demonstrated
by indirect immunofluorescence and electron microscopy and binding to immobilized fibrinogen
[60,61]. Binding was found at the outer surface andwas restricted to pathogenic species compared
to strictly saprophytic or phytopathogenic species [60]. Binding was localized to fibrinogen D
fragment with some 1200 saturable, specific sites per conidia [61,62]. Binding decreased during
germination [61]. Binding to immobilized fibrinogen was inhibited by unlabeled fibrinogen,
antifibrinogen antibody, and laminin [62]. Binding was not inhibited by RGDS or GRGDS
adhesion motifs in fibrinogen. Extensive proteolysis of fibrinogen did not substantially reduce
adherence, and multiple fragments supported adherence, the latter suggesting a common motif
shared by several peptides [56]. Binding of soluble fibrinogen determined by FACS was reduced
80% by N-acetylneuraminic acid and 23% by sialylactose and almost complete abolished by
mucin. This inhibition pattern was consistent with sialic acid recognition.

III. LIPID RECOGNITION

Recognition of lipids between fungi and the human host has not been extensively documented.
The most extensively described system is adhesin recognition of host sphingolipid, although as
discussed above this appeared to be a lectinlike interaction with recognition of the carbohydrate
rather than the lipid portion of the structure. Evidence for the role of other lipids in candidal
adherence is scant. The specificity of the lipid interaction and whether the lipid functions as an
adhesin or ligand is unclear. Adherence of C. albicans to BECs was reduced (28–42%) by
addition of total candidal lipid extract [63]. C. tropicalis adhered less well and the homologous
lipid extract was also a somewhat less effective inhibitor. Homologous extracts from the least
adherent C. pseudotropicalis were ineffective. On the other hand, retreatment of either yeast
cells or BECS with the extracts was effective in reducing adherence. Inhibition was affected by
various phospholipids, sterols, and steryl esters but not by triacylclycerols or free fatty acids.
A similar study suggested that lipids on the porcine corneum reduced binding of C. albicans
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to the keratinzed epithelial surface [64]. Removal of lipid increased binding to the surface.
Addition of fatty acids, sterol, and ceramide but not squalene, wax esters, cholesterol esters or
triglycerides inhibited binding. Whether this inhibition represents specific recognition adhesin-
ligand interaction between the fungus and the host or a nonspecific effect is unclear. Resolution
of these questions awaits identification of fungal adhesins.

IV. PROTEIN-PROTEIN RECOGNITION

The majority of identified adherence interactions involve protein-protein binding. Most of the
host protein ligands that mediate fungal adherence are either serum proteins or components of
ECM. Serum proteins include serum albumin, fibrinogen, and fragments of complement factor
C3. The ECM components include fibronectin, laminin, collagen, entactin, tenascin, and vi-
tronectin. There has been extensive examination of the adhesins for these ligands, particularly
in C. albicans, as will be evident from the discussion of fungal adhesins in the next two sections.
However, there are several other protein-protein interactions involving additional host protein
ligands, including a unique covalent binding. These are discussed in the final section on protein
adhesins.

A. Adhesins Recognizing Serum Proteins

1. Serum Albumin and Transferrin

C. albicans hyphae but not yeast cells bound both serum albumin and transferrin as demonstrated
by indirect immunofluorescence [65] (Table 2). Binding was variable depending on the growth
medium and between germ tubes. C. albicans bound to immobilized bovine serum albumin
(BSA) [66]. Binding was inhibited by alanine, proline, and leucine but not arginine and lysine.
Pretreatment of yeast cells with amphotericin B or dithiothreitol reduced binding to BSA while
only high concentrations (severalfold above MIC values) of fluconazole, ketoconazole, or flucy-
tosine altered binding [67]. In contrast, BSA has frequently been used in studies with other
potential ligands as a negative or low binding control. Thus, it would appear that binding of C.
albicans to other ligands may be more extensive than that in other studies where the conditions
were not optimized to detect binding to BSA.

2. Fibrinogen

Binding of fibrinogen to germ tubes of C. albicans but not to yeast cells grown on Sabouraud
medium was observed by indirect immunofluorescence [65,68,69] (Table 2). Binding was local-
ized to the 85-kDa C-terminal fibrinogen D fragment [70]. Binding was time dependent, satura-
ble, and reversible with about 6000 binding sites per germ tube. Binding was not inhibited by
several sugars tested. Ligand affinity blotting identified a 68-kDamoiety in a DTT-iodoacetamide
extract. Species of 68-kDa and a 60- and 62-kDa doublet were demonstrated to bind to plastic
and laminin as well as fibrinogen, suggesting a multifunctional receptor [71]. Using a different
strain grown in Lee medium, another study reported binding to germ tubes and some yeast cells
[19]. Ligand affinity blotting identified a 58-kDa mannoprotein in �-mercaptoethanol extracts
of yeast cells and germ tubes. This species did not bind laminin, fibronectin, or complement
C3 fragments. mp58 contained both N- and O-linked oligosaccharides that represented 20% and
3% respectively of the molecular mass. Removal of the O-linked oligosaccharides reduced
binding suggesting a partial contribution of lectinlike interactions to binding as noted earlier.
mp58 possessed two other interesting features in that it contained some sequences or domains
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of the type IV collagen molecule [72] as well as ubiquitinlike epitopes [73]. The surface distribu-
tion of mp58 and fibrinogen binding activity were found to be heterogeneous with patches of
greater reactivity as determined by fluorescent confocal microscopy, immunoelectron micros-
copy, and scanning electron microscopy [19,68,69,74]. mp58 was expressed to a variable extent
by clinical isolates [75] and was expressed in vivo as determined by immunocytochemical
localization [76]. Screening of expression libraries with anti–cell wall antiserum [77] or anti-
mp58 antibody [78] yielded cDNA clones encoding this adhesin. FBP1 encodes a 292 amino
acid protein with similarity to a family of immunodominant antigens of Aspergillus spp. [78].
FBP1 expression was detected in both yeast cells and germ tubes grown on minimal medium
but not in yeast cells grown on rich medium [77]. This nutritional regulation may in part explain
the differences between observations of fibrinogen binding by yeast cells. Fibrinogen binding
along with binding of fibronectin, laminin, and type IV collagen, to yeast cells was increased
after growth in the presence of hemoglobin [79]. Increased binding of fibrinogen was associated
with a 55-kDa protein that also recognized fibronectin and laminin. Yeast cells of S. schenckii
bound fibrinogen [80]; however, the binding interaction has not been further characterized.

3. Complement Fragment C3d

C. albicans and C. stellatoidea adhere to complement C3 fragments as demonstrated by the
ability of hyphae to rosette antibody-sensitized erythrocytes coated with C3d and iC3b [81]
(Table 2). Affinity purification yielded a 60-kDa species and a 66- to 68-kDa doublet, although
C3d binding appeared associated with the 60-kDa moiety that was expressed on hyphal surfaces
[82–85]. A 50-kDa moiety reacting with a monoclonal antibody (MAb) to the 60-kDa species
and that also had binding activity was found in the plasma membrane of yeast cells [86]. During
germination reactivity was associated with the hyphal wall. Both the 50 and 60 kDa proteins
inhibited rosette formation. Polyclonal antibody to the 60 kDa species reacted with additional
moieties in studies by other authors [86–88]. Several studies suggested that the 50- and 60-kDa
proteins shared a common peptide and reacted with concanavalin A but differed in other aspects
of glycosylation [82–85]. This mp60 candidal receptor was expressed in vivo in models of
murine systemic infection [86] and rat vaginal infection [89]. Although some differences in
reactivity were noted reactivity was generally found in the inner cell wall, as well as at the
surface, particularly in germ tubes and hyphae.

4. Complement Fragment iC3b

Since the initial report of binding of iC3b to C. albicans [81], the interactions and identification
of the adhesin have been studied in several laboratories with some conflicting observations
(Table 2). Various laboratories hypothesized that the functional similarity between the candidal
receptor and the human integrin complement receptor extended to structural similarity. Human
receptors CR3 and CR4 are members of the �2 (95-kDa peptide) subset of the integrin receptor
family that contain � subunits �M (165 kDa) and �X (150 kDa), respectively. At least eight
MAbs to �M exhibited moderate to high reactivity with the fungus and one MAb to �X exhibited
high reactivity [90–94]. Expression of iC3b binding capacity was affected by environment as
germ tubes grown at 30�C showed greater expression that those grown at 38.5�C [92]. Yeast
cells grown in glucose expressed a higher capacity than those grown in glutamate [94], as did
cells grown in 50 mM glucose compared to 5 mM glucose [93]. C. stellatoidea, but not C.
tropicalis, C. parapsilosis, C. krusei, or C. lusitaniae, also rosetted erythrocytes [81,91]. MAb
anti-�X (OKM-1) showed a decreasing reactivity from C. albicans (68%) and C. tropicalis
(32%) to C. parapsilosis, C. glabrata, C. lusitaniae, C. krusei, and S. cerevisiae (1%–18%)
that generally paralleled adherence to HeLa cells [95]. Incubation with OKM-1, iC3b, and RGD
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peptides from iC3b reduced adherence of C. albicans but not C. tropicalis to HeLa cells while
the opposite effect was obtained with fibrinogen and fibronectin-RGD peptides [90], suggesting
different mechanisms for adherence.

Immunoprecipitation of a C. albicans hyphal extract with OKM-1 yielded a major 130-
kDa and minor 50- and 100-kDa proteins [92]. Subsequently, 70-, 66-, 55-, and 42-kDa peptides
were isolated by affinity chromatography, and the three smaller peptides reacted with OKM-1
[96]. The 42-kDa species was reactive with C3, C3b, and iC3b while the other two were less
reactive and appeared to differ in glycosylation.

Western blot analysis of cytosolic and membrane but not cell wall fractions with OKM-
1 detected a 165-kDa species [94]. The term ‘‘integrin analog’’ has been applied to the C.
albicans iC3b adhesin due to the similar functional, antigenic, and size relationships with the
mammalian integrin receptor. Oligonucleotide probes based on the assumed relationship with
� subunits were used to screen a genomic library and isolate a sequence, INT1, that contained
a 1164 amino acid open reading frame (ORF) [97]. Analysis showed a putative membrane
spanning region and limited homology/identity with integrins. When INT1 was expressed in S.
cerevisiae, cells formed structures that resembled germ tubes. INT1 expression conferred the
ability to adhere to HeLa cells on normally nonadherent S. cerevisiae, and adherence was reduced
by anti-Int1p antibody [98]. A C. albicans strain deleted for INT1 showed about a 40% reduction
in adherence to HeLa cells and a wild-type strain was similarly reduced in adherence when
treated with anti-Int1p antibody. Adherence was partially restored by return of one INT1 copy.
The null mutant was defective in hyphal formation on some media but not others, suggesting
multiple pathways of morphogenesis. The null strain also showed reduced intestinal colonization
in antibiotic-treated mice [99] and was less virulent in a murine systemic infection model
[98,100]. Cells persisted in the kidneys of mice challenged with the null mutant strain and a
reconstructed heterozygote strain compared to the parent strain. All strains produced hyphae in
vivo [100].

B. Adhesins Recognizing ECM Proteins

In C. albicans, secreted aspartyl proteinases (SAPs) encoded by a family of related genes have
also been implicated in adherence. Addition of inhibitors of SAP reduced adherence to endothe-
lial cells and the formation of cavitations by yeast cells on corneocyte surfaces [101,102]. A
strain deficient in SAP3 but not SAP1, SAP2, or SAP4-6 was reduced in adherence to ECM
components found in Matrigel (a basement membrane extract from Engelbreth-Holm-Swarm
cells) when cultured on glucose [103]. Adherence to BECs was reduced for �sap1when cultured
in glucose and for all three single null strains when cultured in galactose. The �sap4-6 strain
showed enhanced adherence when grown on either glucose or galactose. These observations
suggest that SAPs play a dual role in proteoloysis and adherence in host interaction.

1. Fibronectin

Adherence of C. albicans to fibronectin was the first of the ECM binding activities described
for pathogenic fungi [104]. C. albicans and other Candida spp., A. fumigatus, and P. carinii
have protein adhesins that mediate binding to fibronectin, a 440-kDa dimeric protein found in
plasma, as well as ECM (Tables 2, 3). Candidal interactions with soluble, immobilized, and cell-
associated fibronectin were recently reviewed [3]. The number of binding sites on C. albicans has
been variously estimated from 8,000 sites to 5,000 high-affinity sites and 30,000 low-affinity
sites, and binding to these sites can be cation dependent or independent [105–108]. Fibronectin
has several binding domains characterized as fibrin, collagen, DNA, cell (containing an RGD
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sequence), and heparin. There is some difference among various studies as to which of these
domains was recognized by candidal adhesins [51,106–110]. The cell-binding domain and its
RGD sequence have been implicated in some studies while other reports demonstrated adherence
to the cell-binding domain but questioned the role of the RGD sequence. Similarly, some studies
found the collagen binding domain promoted little or limited binding while others found the
cell-binding domain the most active domain in promoting adherence. Heparin was reported to
inhibit binding to fibronectin but not to the cell-binding domain fragment. Inhibition may be
mediated through binding of heparin to fibronectin. Environmental factors such as growth me-
dium, temperature, and growth stage appeared, at least in part, to regulate expression of fibronec-
tin binding activity [106–108,111,112]. Particularly of note, the addition of hemoglobin to
growth medium increased fibronectin binding some 20- to 80-fold [112].

Several candidal proteins have been reported to have fibronectin-binding activity. Anti-
serum to human fibronectin integrin receptors reacted withC. albicans cells and inhibited binding
to fibronectin [110]. Western blot analysis with the antibodies showed reactivity with three
species in the 40- to 50-kDa range as well as larger polydisperse material while a ligand affinity
blot identified additional species [113]. Fibronectin affinity chromatography yielded a 60-kDa
species as a fibronectin adhesin candidate [105,114]. The increased binding of cells grown in
the presence of hemoglobin was associated with a 55-kDa surface protein that appeared to
be a multifunctional receptor, as laminin and fibrinogen also appeared to bind to this species
[79,112,115]. Binding was independent of the fibronectin RGD sequence. Another cell surface
protein identified as the 33-kDa glyceraldehyde-3-phophate dehydrogenase (G3PDH) was also
found to be a fibronectin- and laminin-binding protein [116]. Binding to immobilized ligand
was inhibited by addition of anti-G3PDH antibody or soluble G3PDH. This protein has also
been implicated in fibronectin binding in bacteria [64]. The most recent candidate for a fibronec-
tin-binding protein was identified through isolation of aC. albicansDNA fragment that conferred
adherence to fibronectin, type IV collagen, and laminin on normally nonadherent Saccharomyces
cerevisiae [117]. The sequence was identified as encoding a member of the ALS gene family
ALS5/ALA1. Unlike other adhesin candidates, this protein is likely to be attached to glucan as
the sequences in this family suggest that the protein contains a glycophosphatidyl-inositol struc-
ture [118]. Another member of the ALS family, ALS1, was identified as a C. albicans sequence
that conferred increased adherence to epithelial and endothelial cells on normally nonadherent
S. cerevisiae [119]. The ligand(s) recognized by this potential adhesin was not determined.

C. tropicalis appeared to express fewer fibronectin binding sites than C. albicans [120].
A 125-kDa species was detected by Western blot and a 105-kDa species by immunoprecipitation
with antihuman integrin antibodies. C. stellatoidea, C. glabrata, and C. krusei bound to immobi-
lized fibronectin and the cell-binding domains and reacted with antiintegrin antibody, although
the reactivity of C. krusei was marginal [121]. Growth in the presence of hemoglobin also
increased fibronectin binding of these three species [122].

Conidia but not germinated cells of A. fumigatus bound to soluble and immobilized fibro-
nectin [57,58,123] (Table 3). Confocal fluorescence microscopy suggested that binding was
localized to conidial protrusions [57]. Binding was dose dependent and saturable, and in one
study, the presence of two populations that varied in the extent of binding was observed with
fluorescence flow cytometry [56,58]. Laminin and the RGD peptide inhibited binding [57,123]
as did mucin [56]. Ligand affinity blotting identified 23-kDa and 30-kDa peptides as potential
fibronectin-binding proteins [58].

Binding of soluble fibronectin to P. carinii was demonstrated to be saturable with 640,000
binding sites per cell [124] (Table 3). Binding to both soluble and immobilized fibronectin was
inhibited by addition of the RGDS peptide and enhanced by the presence of calcium ion
[124–126]. Binding of both rat- and mouse-derived organisms to mammalian cell lines was
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inhibited by addition of antifibronectin antibody, soluble fibronectin, or GRDS peptide
[124,127]. Antifibronectin antibody bound to the surface of the host cells [127]. The notion that
fibronectin bound to host cell surfaces and mediated binding between the fungus and the host
was further supported by the finding that antibodies to fibronectin-binding integrin subunits �5
and �v inhibited binding [128]. After incubation with P. carinii or the major surface glycoprotein,
gpA, with one cell line, the reactivity with anti-�5 antibody increased, suggesting that the receptor
surface expression became upregulated. Expression of this �5 subunit on the surface was de-
creased by exposure of the cell line to �-interferon, as was the adherence of P. carinii [129].
After culture with MRC-5 cells, P. carinii filopodia containing cytoskeleton penetrated the
target cell apparently anchoring the fungus without membrane fusion [127,130]. Addition of a
microfilament inhibitor reduced binding [127,131]. The fibronectin-binding protein has been
identified as gpA. Addition of gpA, which is a highly glycosylated protein containing mannose
and N-acetylglucosamine residues in the oligosaccharides, inhibited binding of the fungus to host
cell lines [132]. Anti-gpA antibody inhibited binding of the protein to soluble and immobilized
fibronectin and binding of the fungus to cell lines [125,126,132]. A ligand affinity blot of fungal
proteins and fibronectin affinity chromatography identified the 120-kDa gpA as the reactive
moiety [126,132]. Another 33-kDa candidate with similarity to the mammalian nonintegrin
laminin receptor has been reported [133]. The protein produced by overexpression of the cloned
sequence in bacteria showed reactivity with fibronectin and laminin.

Conidia and yeast cells of S. schenckii bound to immobilized fibronectin [80] (Table 3).
Conidia bound more abundantly than did yeast cells. The organism also bound to other ECM
components. The identity and specificity of the adhesins(s) have not been reported.

2. Laminin

Laminin was recognized as a ligand by C. albicans, P. brasiliensis, and A. fumigatus, although
this last species may recognize carbohydrate rather than protein motifs as noted previously.
Several studies have examined laminin recognition by C. albicans and, like fibronectin binding,
some differences are found between the studies (for more extensive review see [3]) (Table 2).
C. albicans bound both soluble and immobilized laminin, and binding to immobilized laminin
was inhibited by fibronectin, RGD-containing peptides, and antilaminin antibody [107,134,135].
Binding was greater to germ tubes than to yeast cells [135]. About 8000 laminin-binding sites
per organism were observed and these were confined to the outer fibrillar layer. Binding was
inhibited by fibrinogen but not laminin. Ligand affinity blotting with an extract of surface
proteins detected reactivity with a 68-kDa protein and a 60- and 62-kDa doublet. These proteins
were similar in size to ones that also recognized fibrinogen and C3d, as discussed earlier. More
recently, along with binding to germ tubes, a weak binding to yeast cells was noted [136].
Binding was inhibited by fibrinogen but not fibronectin, an RGD-containing peptide, or a laminin
peptide YIGSR. In this case, ligand affinity blotting with a cell extract detected reactivity with
a 21-kDa protein. Yet, another study reported ligand blot reactivity with 37- and 67-kDa moieties
in a cell surface extract from yeast cells [137]. Antibodies to the similar-size human high-affinity
laminin receptor recognized the larger species in yeast cell surface extracts and the 37-kDa
species in extracts from both yeast cells and germ tubes. However, only the yeast species bound
laminin. Neither yeast species bound fibrinogen, fibronectin, or collagen type IV. Only � 10%
of yeast cells expressed a heterogeneously distributed binding reactivity on their surface. This
37-kDa protein contained collagen domains and was ubiquitinated as was the 58-kDa fibrinogen-
binding protein described earlier [72,73]. More recently, a cDNA encoding a 37-kDa protein
with sequence identity to both the 37-kDa high-affinity laminin-binding protein and the Yst
ribosomal proteins of S. cerevisiae was isolated [138]. Antibody to this protein reacted with
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plasma membranes and cytosol protein but not cell surfaces. In another study, as many as 10
proteins were identified by ligand blotting with an extract obtained by glucanase digestion [113].
Three other laminin-binding candidates were discussed previously as multifunctional adhesins
that also bound fibronectin. C. albicans organisms grown in the presence of hemoglobin had
enhanced binding to laminin, fibronectin, and fibrinogen, and this binding was associated with
increased surface expression of a 55-kDa moiety [79]. G3PDH, a 33-kDa protein, was also a
surface-located protein that mediated binding to laminin [116]. The C. albicans ALS5/ALA1
sequence cloned in S. cerevisiae also conferred increased laminin binding on the latter yeast
[117].

As discussed previously, P. carinii expressed a protein that was encoded by a gene with
sequence homology to the human colon carcinoma laminin receptor [133] (Table 3). The product
of the gene expressed in bacteria reacted with laminin as well as fibronectin as measured by
ligand affinity blotting.

Among ECM components, laminin is the only component that has been reported to interact
with H. capsulatum [139] (Table 3). Yeast cells interacted with both soluble and immobilized
laminin. Thirty thousand saturable binding sites were observed for soluble laminin. A laminin
A chain peptide (IKVAV) but not sugars of the oligosaccharides side chains inhibited binding
(70%). A 50-kDa species that reacted with antibody to the human high-affinity laminin receptor
was identified by ligand affinity blotting. Antibody to the 50-kDa protein bound to the cell
surface and reduced laminin binding.

Laminin bound to the yeast cell surface of P. brasiliensis [140] (Table 3). Laminin-coated
yeast cells showed increased adherence to a mammalian cell line, suggesting that laminin may
bridge between fungal and host laminin receptors, as described for P. carinii fibronectin binding.
Laminin bound in a specific and saturable manner to a purified major antigenic moiety, gp43.
An antibody to a bacterial laminin binding protein reacted with the gp43 and in the presence
of laminin inhibited binding of P. brasiliensis to a cell monolayer [141].

As noted earlier, it is unclear whether binding of A. fumigatus conidia to laminin is me-
diated by recognition of host oligosaccharides attached to the protein, by recognition of a laminin
protein motif, or by both mechanisms (Table 3). Binding of laminin to conidia was observed
over the entire surface with a concentration at the area of protrusions [57,59,142]. Binding of
soluble laminin was saturable and lost as conidia germinated. Fibronectin and fibrinogen but
not glycosaminoglycans reduced binding [56,57]. The RGD peptide and other synthetic peptides
derived from laminin and fibrinogen did not reduce binding [56,57]. One study determined that
N-acetylneuraminic acid reduced binding [56], and another study from the same laboratory
identified a 72-kDa candidate for a lectinlike recognition of sialic acid [59]. Two other studies
have implicated a 37-kDa protein in laminin binding, although whether the adhesin recognized
host carbohydrate or protein motifs was not determined. A single reactive 37-kDa species was
identified by ligand affinity blotting in a cell-free extract but was not observed in extracts of
conidial walls [57]. The absence from cell wall extracts was attributed to poor or no solubilization
of the species from the cell wall. More recently a major allergen, Asp f2, which may be found
in culture filtrates, was cloned and expressed in bacteria [143]. The sequence showed homology
with the C. albicans fibrinogen-binding protein. Both the native and recombinant protein bound
laminin. Although the identity of the two 37-kDa proteins has not been investigated, it is reasona-
ble to speculate that they are the same.

S. schenckii conidia and yeast cells bound to laminin, as well fibronectin and collagens
[80] (Table 3). The binding of yeast cells and conidia was similar.

3. Collagen
C. albicans and A. fumigatus have been reported to bind to one or more collagens. C. albicans
bound to immobilized type IV collagen and less well to native and denatured (gelatin) type I
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collagen [134,144] (Table 2). Fibronectin or the peptide GRGESP were more effective inhibitors
of binding to both collagens than were two RGD-containing peptides [107]. Heparin also inhib-
ited binding of yeast cells to collagens, apparently by binding to the collagen and blocking
fungal recognition [51]. The 60-kDa peptide obtained by fibronectin affinity chromatography
was also obtained by collagen affinity chromatography [105]. Addition of hemoglobin to the
growth medium increased binding of C. albicans more to type IV collagen than to gelatin [79].
No increase was noted for native type I collagen. Adherence to immobilized type IV collagen
was also observed. Increased binding to fibrinogen, fibronectin, and laminin was associated with
increased expression of a promiscuous 55-kDa receptor. However, if this adhesin also recognized
type IV collagen is unknown. A third collagen-binding adhesin candidate is represented by the
predicted 150-kDa protein encoded by the candidal ALS5/ALA1 that conferred increased adher-
ence to fibronectin, laminin, and type IV collagen on nonadherent S. cerevisiae [117].

Conidia of A. fumigatus showed similar adherence to immobilized type I and type IV
collagen [57,123] (Table 3). Laminin substantially reduced binding to the collagens; fibronectin
was a less effective inhibitor [57]. Two studies reported that RGD did not inhibit binding to
type IV collagen but differed in the observed ability of the peptide to inhibit binding to type I
collagen [57,123]. The failure of RGD to inhibit binding may suggest that the interaction is a
lectinlike binding as observed for laminin and fibronectin. However, that remains to be deter-
mined.

Interaction with both type I and type II collagens has been reported for S. schenckii conidia
and yeast cells [80] (Table 3). Conidia showed greater binding to type II collagen than did yeast
cells. The adhesin(s) that mediate binding of this organism to ECM proteins are unknown.

4. Vitronectin

Both lectinlike and protein-protein binding has been reported for fungal interactions with vi-
tronectin. Vitronectin, present in serum vascular walls and dermis, is another multidomain protein
that is recognized by mammalian integrins through a domain with an RGD sequence and has
a glycosaminoglycan-binding region. As discussed earlier, fungal �-glucan mediated binding
to vitronectin. Vitronectin binding capacity of C. albicans increased during late exponential
growth and was optimal at acidic pH [106] (Table 2). The effect of growth temperature is
unclear, as the reports differed on this issue [106,111]. Both low- and high-affinity binding sites
were present, although the dissociation constant of the high-affinity sites was similar to that of
low-affinity sites described for some other ligands [9]. Binding of vitronectin was reduced by
treatment of the fungus with proteases or heat [106]. Binding was substantially reduced by
addition of fibronectin but minimally with addition of fibrinogen, type I collagen, and GRGDS
peptide; gelatin, type IV collagen, and other RGD-containing peptides had no effect. Heparin
was found to be the most effective inhibitor [9,106]. In another study, binding to immobilized
vitronectin was effectively inhibited by RGD-containing peptides, GRGDSP, and GRGDS [145].
The effect of proteins, peptides, and heparin is consistent with recognition of vitronectin by
both protein and carbohydrate receptors. Ligand affinity blotting detected a 30-kDa species in
an extract of cells obtained with detergent and reducing agent [9]. However, binding was inhibited
by heparin. Antiserum to the human integrin vitronectin receptor showed major reactivity with
50-, 60-, and 90-kDa species in a Western blot of an octylglucoside extract of isolated cell walls
[105]. More recently, antibodies to integrin subunits and receptors were observed to bind to
yeast cell surfaces [145]. Immunoprecipitation of reactive components from a cell lysate with
anti-�v or anti-�3 or anti-�5 yielded 130-kDa, 110- and 100-kDa doublet, and 84-kDa proteins
that corresponded to �v, �3, and �5, respectively. Monoclonal antibodies to the �v�3 and �v�5
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receptors inhibited binding to immobilized vitronectin. The addition of vitronectin inhibited
yeast binding to a cell line expressing surface vitronectin.

5. Entactin

The glycoprotein entactin contains multiple domains that interact with type IV collagen and
laminin to form a tight complex. Recognition of this ECM protein has been examined only for
C. albicans [146] (Table 2). Binding of this component was observed to some yeast cells and
along most hyphal extensions of germ tubes. There appeared bo no effect of growth temperature
on binding of entactin [111]. Cell wall extracts from both yeast and germ tubes bound to immobi-
lized entactin [146]. Binding was inhibited� 50% by addition of RGD peptide and by preincuba-
tion of the extract with laminin or fibronectin. Ligand affinity blotting detected three reactive
proteins of 25, 44, and 65 kDa. The relationship among these proteins and the apparent promiscu-
ity with laminin and fibronectin binding proteins is unknown.

6. Tenascin

There is a family of four tenascin proteins. These proteins contain multiple repeated structural
motifs such as fibronectin type III and epidermal growth factor–like repeats, and a globular
fibrinogen like domain. Tenascin-C is found in many developing tissues and is overexpressed
in tumor cells. Heterogeneously distributed binding of tenascin-C was observed along hyphal
extensions of germ tubes of C. albicans while yeast cells were unreactive [147] (Table 2).
However, cell wall extracts from both morphologies contained material that bound to immobi-
lized tenascin-C. Binding was inhibited by fibronectin by not by fibrinogen or RGD peptide.
This suggested that one or more of the fibronectin-binding proteins may also bind tenascin
through the fibronectin type III repeats.

7. Other Host Proteins

Other host proteins that are not found in the serum and ECM protein classes are also adherence
targets for some fungi. C. albicans Hwp1p is unique adhesin in that it becomes covalently
attached to the ligand on the BEC surface [1] (Table 2). A cDNA clone for HWP1 was isolated
by immunoscreening [148]. The gene was developmentally regulated, as mRNA expression was
observed in germ tubes but not yeast cells and the gene product was present on hyphal surfaces.
The predicted protein was a 61,122-Da acidic protein with a 10 amino acid repeat motif rich
in proline and glutamine [148,149]. The C-terminal end contained abundant hydroxy-amino
acids as potential sites of O-glycosylation and terminated in sequence consistent with addition
of a GPI moiety. The GPI signal sequence is consistent with covalent attachment of the protein
to glucan in S. cerevisiae [150]. Hwp1p contained sequences that were similar to substrates
recognized by transglutaminases [149]. These enzymes crosslink small proline-rich proteins
forming a bond between glutamine and lysine residues. Adherence of germ tubes to BECs
resulted in a stable interaction that was resistant to disruption by heat or SDS but that could be
inhibited by transglutaminase inhibitors [151]. The Hwp1p amino-terminus was a substrate for
transglutaminase [1]. A deletion strain hwp1/hwp1 was reduced five fold in the ability to form
the stable adherence to BECs. These observations suggested that germ tubes were covalently
attached to BECs through a covalent linkage between Hwp1p and unknown BEC surface pro-
tein(s) formed by the host transglutaminase.

WI-1 is a surface protein of B. dermatitidis that mediates binding to the CD11b/CD18
(complement receptor 3; CR3) and CD14 proteins of macrophage surfaces in the absence of
serum [152] (Table 3). The relative amount of surfaceWI-1, a 120-kDa immunodominant antigen
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expressed by yeast cells, determined the extent of binding to macrophages. Binding was tempera-
ture and Mg2+ dependent. Blocking binding with various anti-CR3 antibodies suggested that
the LPS (lipopolysaccharide) site of CR3 was the major binding site for virulent strains while
less virulent strains, even though expressing WI-1 also showed binding to CD14. Analysis of
the sequence encoding WI-1 suggested three structural domains [153]: (1) The amino terminus
had a short hydrophobic, potentially membrane spanning sequence. (2) The central domain had
30 repeats of 24-amino acid sequence organized in two noncontiguous regions that were predicted
to be exposed at the yeast cell surface. This repeat sequence was homologous to the Yersiniae
adhesin, invasin. (3) The C-terminus contained an epidermal growth factor–like domain that
might bind to extracellular matrix. A recombinant protein was able to bind to macrophage
receptors as was purified native protein. A strain deficient in WI-1 expression was constructed
by gene disruption [154]. This strain was reduced in the ability to bind to and be ingested by
macrophages, adhered less well to lung tissue, and was avirulent in a murine infection model.
Return of functional WI1 gene to the defective strain also restored binding and virulence. This
supported the role of adherence in pathogenesis of infection.

V. SUMMARY

Fungi recognize the host through multiple mechanisms (Table 1). The predominant adherence
mechanisms involve lectinlike interactions with the fungus the source of either the carbohydrate
or the protein and protein-protein interactions. Fungi recognize both soluble and immobilized
ligands. Fungi whose adherence mechanisms have been more extensively studied employ several
recognitionmechanisms (Tables 2, 3). A schematic representation of several of thesemechanisms
in shown in Figure 1. Adhesins and their ligands usually have been studied one pair at a time.
However, there is reason to believe that at various times multiple adherence interactions may
be employed simultaneously. Indeed, as noted in some cases above, inhibition of a particular
adhesin reduced but did not eliminate adherence. In those studies where mutant strains deficient
in an adhesin have been constructed, reduced virulence has been observed in various models
of infection. These findings support the basic premise that adherence of fungi to host ligands
and cells is necessary to initiate colonization and infection of man by fungi.

Figure 1 Schematic representation of various fungal adhesin interactions with host ligands. Protein
adhesins ( ) and may bind soluble or immobilized host ligand proteins (�, ). In some cases a ligand
may be bound by both fungal and host adhesins ( ). The second major class of interaction is a lectinlike
interaction between a protein ( ) and carbohydrate ( ). Host cells and ECM are labeled in the figure.
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I. INTRODUCTION

Cryptococcus neoformans is a yeastlike fungal pathogen of humans that can cause serious, life-
threatening infections. It is also the only basidiomycete among the most frequently encountered
human mycotic agents. Although capable of infecting healthy people, C. neoformans is an
opportunistic fungus, which causes disease primarily in immunocompromised patients. Infec-
tions in healthy individuals are not nearly as frequent as infections in immunocompromised
patients, although they occur with regular frequency. The most common types of immunosup-
pression which predispose patients to infection with C. neoformans include steroid treatment,
diabetes, lymphoma, leukemia, and AIDS, with AIDS being the greatest risk factor for infection.
At its peak, it was estimated that 5–10% of AIDS patients were infected with C. neoformans
[1] although this percentage is trending downward due to more effective antiretroviral therapy
and better antifungal strategies. Unfortunately, the decrease in new infections does not end the
seriousness of cryptococcosis for AIDS patients. For those AIDS patients who were infected,
cryptococcosis is viewed as incurable and these patients are typically treated with a lifelong
antifungal regimen [2]. Further compounding this problem is recent evidence that current AIDS
therapies cannot eradicate the virus from the body [3]. Patients are also failing antiretroviral
therapies at an increasing rate [4]. These data suggest that management of cryptococcosis is
highly dependent on the management of AIDS and since AIDS is still incurable, cryptococcosis
in these patients remains a potential life-threatening complication. These problems do not begin
to take into account cryptococcosis in underdeveloped countries, which have access to neither
anti-HIV nor antifungal drugs. In these places, cryptococcosis remains as devastating as it was
during the early stages of the AIDS epidemic in the United States.

II. ROLE OF BIOLOGY IN C. NEOFORMANS PATHOGENESIS

C. neoformans can infect a number of different body sites including the skin, bones, eyes, and
lungs [5]. The most frequent site of infection, however, is the brain in which the disease typically
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is manifested as meningoencephalitis. This predilection for the brain, referred to as neurotropism,
is one of a number of interesting and unanswered questions regarding C. neoformans pathogen-
esis.

Infection by C. neoformans almost always begins after inhalation where the primary focus
of infection initiates in the lung. Although it is believed that dissemination to the brain occurs
from the lungs [6], evidence from animal studies shows that it may be possible for the fungus
to gain access to the brain by transiting directly through the sinus cavity [7]. In fact, C. neo-
formans has been cultured from the nasal passages of a number of animals [8–10]. In addition
to the unknown mechanism mediating dissemination to the brain, the reasons for the neurotropic
nature of C. neoformans are poorly understood. It is unclear whether the organism travels to
the brain by design (a true ‘‘tropism’’), or by default resulting from clearance from all other
tissues and/or a reduced immunological response in the brain.

A second interesting characteristic concerning infection is the nature of the reservoir for
infectious particles. Pigeon, and other avian guano, are well known sources for C. neoformans.
In pigeon droppings, the fungus can reach massive numbers, exceeding 5 � 107 colony-forming
units/g material [11]. However, in spite of the potentially massive amount of organisms present
in pigeon droppings, there is little evidence that infection results from direct exposure to pigeon
droppings. There have been no outbreaks reported to be associated with exposure to contaminated
sites, and pigeon handlers do not show an increased incidence of cryptococcosis. These results
argue for the possibility that there may be another source of infectious particles. Alternatively,
host immune systems may be so effective that even massive exposure does not result in clinical
disease. The inability to link infection with point-source exposure to pigeon droppings, theoreti-
cally the best scenario for infection, would appear to suggest that other factors must be in effect
for infection to occur since dose does not appear to be the primary cause of infection. If dose
is not a major factor in infection, what factors are? Some possible explanations include the
genetics of the host which may influence susceptibility, the genetics of the fungus which could
be manifested as a hypervirulent strain, a more infectious reservoir, a more infectious form, or
some other factor which has yet to be investigated. Compounding these possibilities is a recent
study by Garcia-Hermoso which demonstrates the need to consider even more possibilities [12].
In their study patients were capable of harboring dormant organisms for as long as 13 years
before infection is activated. Their data raise additional questions such as where the organism
resides in the body, how it survives for so long, and the nature of the initial infectious form of
the fungus. In fact, the true nature of the infectious particle of C. neoformans is a third enigma
concerning Cryptococcus and cryptococcosis.

It is generally believed that C. neoformans must be inhaled before infection can occur
[13]. Since maximum penetration into the alveoli is required for the organism to establish
infection, there must be a minimum diameter above which viable particles cannot penetrate to
the depth in the lung required for colonization. Typically, particles must be �2.0 �M in size
to avoid being swept out of the respiratory system [14]. Yeast cells are generally �2.0 �M in
size [6], and if the capsule is included, the size can be 10–20 �M in diameter, which would be
far too large to penetrate to the depth required for infection. While it is possible that capsular
size could decrease under certain conditions such as dryness and starvation, these conditions
are deleterious to yeast cells, at least under laboratory conditions. Basidiospores on the other
hand are generally �2.0 �M in size, are resistant to drying, and require little or no nutrients
once formed. As will be discussed in later sections, however, it has proven difficult to establish
where or when in nature basidiospores could be formed. Therefore, it has proven difficult to
reconcile the form of the fungus which initiates infection since logic suggests that the spore is
the infectious particle while the data suggest that it is the yeast form.
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Table 1 Cryptococcus neoformans as a Model Fungal Pathogen

Advantages Comments
haploid standard mutagenesis protocols apply
sexual cycle exists genetic analysis is possible
excellent animal models mimic human disease
high frequency transformation electroporation, biolistic methods
genome project under way facilitates molecular analysis
safe to handle BSL2 organism, no lab fatalities
rapid growth rate colonies visible in 24 h
multiple molecular tools vectors, markers, reporters, mutants

Disadvantages Comments
stable diploids not formed essential genes difficult to study
low homologous integration knockouts are laborious
transformation systems expensive equipment

As researchers begin to address these questions, it is becoming increasingly clear that
unraveling the nature of cryptococcosis is going to require a multidisciplinary approach. Investi-
gating specific questions in the absence of the proper biologic context will have a minimum
effect on understanding the organism and will result in a missed opportunity to apply what is
learned to other human fungal pathogens. Because of a number of useful characteristics (Table
1), C. neoformans is evolving as one of the best models for studying human mycotic agents.
Therefore, consideration of the biology of C. neoformans in conjunction with each research
discipline will likely yield the greatest advances in our knowledge of this fungus.

III. DEFINING VIRULENCE IN CRYPTOCOCCUS NEOFORMANS

Asmore fungal pathogens become amenable to traditional molecular and genetic analysis, ‘‘viru-
lence’’ may be dissected into composite units defined as ‘‘factors.’’ Medical mycology, being
a relatively new field, typically follows the lead of those researchers studying bacterial pathogens.
This strategy has proven convenient since an increasing number of bacterial virulence factors
are being identified down to the DNA level. Studies of these virulence factors can now include
experiments to ascertain what additional genes a given factor can or must interact with in order
for an organism to be virulent. A major consideration in studying virulence in fungi and virulence
in bacteria is that many model bacterial species inhabit, as their primary ecological niche, either
the human body or some other animal host. These types of niches would be expected to be
precise and constant in selecting for genes which are involved in virulence since the immune
system would likely be a greater threat to survival than competition from other microbes. This
specificity can often be identified in the laboratory because the host, which is usually the primary
niche, can provide some of the clues as to what is important for pathogenesis. Furthermore,
bacterial pathogens which have a human host as their primary niche can be transmitted to other
hosts, resulting in the continual selection and refinement of genes required for virulence. The
affected genes, such as a toxin, often can be separable from genes required for normal cellular
homeostasis as they would typically be required for invasion or combating the host response,
but may have little effect on growth characteristics in vitro. Most medically important fungal
pathogens, on the other hand, have very few opportunities for host-driven natural selection
because with few exceptions, all are saprophytes. The exposure of these organisms to evolution-
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ary forces, which would select for specific virulence factors, is minimal since these fungi are
rarely transmitted from person to person and more often than not, infection requires a diminished
host response to begin with. Therefore, infections may be dependent on narrow windows of
opportunity and may only occur when a particular stage of the fungal life cycle overlaps with
a favorable but often transient host state. Not surprisingly, when one considers how often we
are exposed to potential fungal pathogens, as much as once every few minutes for ubiquitous
fungi like Aspergillus, it is clear that there is a very narrow time frame for infection. This narrow
time frame offers little opportunity for the host immune defenses to exert evolutionary pressure
above the strain level. As a result, few opportunities exist for fungal species to evolve specific
genes responsible for counteracting host immune systems. Therefore, disentangling fungal viru-
lence genes, which clearly play a role in pathogenesis, from their normal cellular function may
not be possible in most cases.

When fungal infections do occur, it is rare in medical mycology to identify a singular
fungal phenotype which drives pathogenesis and can be cleanly identified by Falkow’s molecular
version of Koch’s postulates [15]. Ironically, the best and perhaps only examples are found in
C. neoformans in the form of melanin and capsule-associated genes. Few fungal genes have
been identified which so clearly effect virulence without being necessary for normal cellular
growth and metabolism in vitro. More often, there are many factors, which interact to cause a
particular mycosis. A good illustration of this type of multilevel interaction is dimorphism,
which is exhibited by many of the major systemic fungal pathogens. This ability to exist in
either (or both) a hyphal or yeast morphology during infection certainly contributes to virulence,
but the phenotype itself may regulate or be associated with a multitude of other phenotypes
which enhance the pathogenic process. It therefore becomes difficult or impossible to identify
a ‘‘factor’’ required for virulence since each independent gene may be a smaller component of
the overall virulent phenotype. Compounding the problem is the fact that fungal virulence genes
in reality, almost certainly have some other function required for survival when the organism
is in its natural environment (i.e., decaying vegetation). When expressed in the host, the apparent
role in virulence is likely secondary and coincidental. Defining virulence factors in human fungal
pathogens, then, becomes an exercise in trying to determine which phenotype in nature, and the
associated genes, could be expressed in vivo and have a detrimental effect on the host. Unfortu-
nately, this problem serves to blur the line between essential genes, which would not be defined
as contributing to virulence yet are required for fungal viability, and nonessential genes which
can be eliminated from the organism without a detrimental effect on cell viability, at least as
can be best defined on laboratory media. In bacteria, it is often easy to recover known virulence
genes without a detrimental effect on growth rate in vitro. In fungi, little is known regarding
the effects that gene deletion has on in vitro growth rates or metabolism. Typically, only growth
rates in rich medium and biochemical profiles are tested. Medical mycologists may soon have
to decide if essential genes such as those encoding actin for example, should be classified as
true virulence factors.

IV. ROLE OF MORPHOLOGY IN PATHOGENICITY

A. Mating and Mating Type

Mating in C. neoformans was first reported in 1975 when the sexual or perfect state of C.
neoformans was discovered by crossing multiple strains in a variety of different combinations
on selected media [16]. Shortly after the description of the perfect state in C. neoformans var.
neoformans (Filobasidiella neoformans),C. neoformans var. gattiiwas also confirmed to possess
a perfect state which was described as Filobasidiella bacillospora [17]. The perfect state of C.
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Figure 1 C. neoformans life cycle. (1) Budding haploid yeast cells growing vegetatively contact each
other and fuse. (2) Fused cells very rapidly form dikaryotic hypha. (3) Dikaryotic hyphae with two indepen-
dent nuclei, one from each mating type. (4) Hypha forms a hallmark clamp connection. (5) Clamp connec-
tion facilitates accurate segregation of nuclei into newly formed hyphal compartments. (6) Basidium forms
at hyphal tip. (7) Nuclei fuse (karyogamy) in the basidium. (8) Nucleus undergoes meiosis and sporogenesis
resulting in the formation of four chains of basidiospores. (9) Basidiospores are liberated and germinate
to regenerate haploid yeast phase.

neoformans occurs when two cells of the opposite mating type contact each other and fuse under
appropriate conditions (Fig. 1). The conjugated cell then produces a hypha which possesses
typical basidiomycetous clamp connections. The hyphae are dikaryotic with each hyphal com-
partment containing a nucleus from each parent and are visible as a white fringe around a mixed
patch of compatible cells. The nuclei within the hyphae divide in synchrony during hyphal
growth until karyogamy occurs (fusion of the two nuclei) in the basidium formed at the hyphal
tip. Basidiospores are produced post-meiotically and appear on the basidial surface as four long
chains (Fig. 2). These spores can then be liberated from the chain, and if they land on an
appropriate substrate, will initiate the vegetative phase by quickly becoming encapsulated, and
then budding.

After the identification of the sexual state, a study was undertaken to determine what role,
if any, mating type plays in virulence [18]. Three hundred thirty-eight isolates of C. neoformans
were tested for mating type using four tester strains. Of these isolates, 105 were natural isolates
and 233 were clinical isolates. The data shown in Table 2 revealed that there was a severe bias
in both environmental isolates as well as clinical isolates for the �-mating type over the a-
mating type. The ratio of MAT��MATa for environmental isolates was �40�1 and for clinical
isolates, �30�1. A genetic explanation for this bias was not apparent since laboratory strains
yield the expected 1��1a ratio of offspring when crossed. The severe bias of MAT� to MATa
in clinical isolates at first glance appeared to suggest that MAT� cells are more infectious than
MATa cells. However, the MAT� to MATa bias is conserved in environmental isolates as well.
Therefore, it is possible that the predominance of the �-mating type in clinical isolates is due
to a difference in exposure frequencies rather than an innate difference in virulence. To test this
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Figure 2 Basidium and basidiospores. (Photo courtesy of R. Samson.)

possibility, Kwon-Chung and Hill tested a number of MAT� and MATa isolates in the mouse
model [19]. Based on the data reported in their paper, the authors could not conclude that one
mating type was more virulent than the other; however, under certain conditions, �-cells killed
more mice than a-cells. The most important factor which led to increased virulence of �-cells
was inoculum size (Table 3). Continued research on C. neoformans at the molecular and genetic
level has shown that this fungus is extremely heterogeneous. Therefore, it was quite possible
that the variation observed in the mouse study could have been due to differences in strain

Table 2 Mating Type Bias in Cryptococcus neoformans

Mating type

Source � a �aa NMb Totals Ratio ��a

Environmental 87 2 0 16 105 43.5�1
Clinical 199 7 2 25 233 28.4�1
Totals 286 9 2 41 338 31.8�1

a Self fertile.
b Nonmater with any tester strain.
Source: Ref. 18.
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Table 3 Comparison of MAT� vs. MATa Cells for Virulence in Micea

Inoculum (cells)

1 � 104 1 � 105 1 � 106 1 � 107

Parental isolates
NIH12 (�) 5a 8 9 10
NIH433 (a) 0 2 9 10

F1 isolates (12 � 433)
B-3501 (�) 4 4 10 10
B-3552 (�) 0 4 7 10
B-3502 (a) 0 3 4 10
B-3556 (a) 0 0 0 1

Total � deaths 9 16 35 40
Total a deaths 0 3 4 11

a All experiments used 10 mice per isolate per inoculum size.
Source: Ref. 19.

background, which operated independently of mating type. In order to eliminate this possibility,
a congenic pair of strains was constructed which differed only at the mating type locus [20].
These two strains, JEC21 (�) and JEC20 (a), were constructed using a series of backcrosses
such that the final pair represented the F10 generation and were derived from sibling spores of
different mating type. The two isolates were tested for biochemical characteristics and growth
rate in order to insure that they were identical. The strains were then crossed and the progeny
were scored for mating type. Five MAT� and five MATa isolates for a total of 10 strains were
recovered and tested for virulence in the mouse model. The data were analyzed statistically and
showed that MAT� cells killed more mice at a faster rate than MATa cells [20]. MATa cells
were, however, virulent although the virulence was clearly less than MAT� cells. These results
clearly demonstrated that �-cells are indeed more virulent than a-cells. The molecular basis of
this difference in virulence is being investigated in a number of laboratories. While mating type
is known to play a role in virulence in other fungi, the ability of one mating type to be more
virulent than the other is unexpected.

B. Monokaryotic Fruiting

Monokaryotic fruiting is defined as the ability of haploid or vegetative cells to be able to produce
fruiting-body-like structures with spores [21]. This phenomenon is quite common in the higher
basidiomycetes and is postulated to function as a survival mechanism for producing spores in
the absence of the opposite mating type [21]. In C. neoformans, hyphae production by haploid
cells has been known for many years. In most cases these strains were described as producing
pseudohyphae or being self-fertile [22–24]. True monokaryotic fruiting in C. neoformans (Fig.
3) was characterized in detail in 1996 and was found to be associated with mating type [25].
In this study, it was found that C. neoformans can, in the traditional definition of monokaryotic
fruiting, produce hyphae and basidiospores while growing as haploid yeasts. The major inducing
factor for this phenotype was found to be nitrogen starvation under dry conditions. The most
interesting aspect of monokaryotic fruiting in C. neoformans was that it was found to be linked
to MAT� cells. Cells which are MATa in mating type are not capable of monokaryotic fruiting
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Figure 3 Monokaryotic fruiting. Haploid MAT� vegetative yeast cells when placed on a starvation
medium produce hyphae which contain only a single nucleus (monokaryotic). After prolonged growth,
hyphae are visible as a fringe around the initial yeast inoculum.

and this linkage is conserved across all four serotypes. The linkage of monokaryotic fruiting,
mating type, and virulence is curious and highly unusual in fungal pathogens.

It is unclear why monokaryotic fruiting is �-specific. However, it may be a contributing
factor in the bias ofMAT� overMATa cells in environmental isolates as well as clinical isolates.
The reason why this phenotype may be important in the mating type bias concerns the infectious
particle of cryptococcosis. The restriction imposed by the size requirement for an infectious
propagule, combined with the apparent rarity of the MATa mating type in the environment
(implying that sexually produced spores are unlikely or do not survive), made an obvious expla-
nation for the infectious form of C. neoformans difficult. It was therefore hypothesized that
yeast cells were the infectious agents since in the absence of MATa cells, spores would not be
produced [26,27]. To fit the yeast cell into the infectious particle theory, it was hypothesized
that yeast cells become desiccated in the environment and shrink [27]. In this form, the cells
can be easily aerosolized and are also small enough to penetrate to the alveoli. However, desic-
cated yeast cells, at least in the laboratory, display very poor viability [25,28]. More importantly,
since C. neoformans can be present in pigeon droppings in massive quantities, it seems likely
that there would be numerous reports of pigeon-associated outbreaks of cryptococcosis, which
has not been the case. If, however, one considers monokaryotic fruiting as the source of the
infectious particles, the possibility that this is the actual cause of the mating type bias seems
more realistic. First, for many fungi, the spore is the infectious particle. The size, position on
aerial hyphae, and resistance to environmental extremes make the spore the logical choice as the
infectious agent of cryptococcosis since each of these characteristics occurs during monokaryotic
fruiting. Second, monokaryotic fruiting is an extremely rare phenomenon. It is quite difficult
to induce under laboratory conditions and, more importantly, does not result in an abundant
production of spores. Therefore, the rare production of truly infectious particles in a large back-
ground of relatively noninfectious particles could account for the observed epidemiological data
in which outbreaks due to exposure to large reservoirs have not been reported. Third, monokaryo-
tic fruiting is linked to the �-mating type. While this mating type is more virulent than MATa
cells, MATa cells are still virulent yet rarely are found in clinical isolates. Furthermore, we have
not observed any difference in spores produced by monokaryotic fruiting or sexual reproduction,
nor in the yeast cells which germinate from each spore type. The few MATa clinical isolates
that are observed could be the result of basidiospore inhalation, however, in this case the source
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Figure 4 Amended life cycle showing both sexual reproduction and monokaryotic fruiting.

could be a traditional MAT��MATa mating. Fourth, monokaryotic fruiting results in a massive
amount of blastospores produced off the sides of each hypha which could contribute to the
disproportional representation of MAT� cells in a local population. This bias may skew the
frequency of ��a cells more so than would be expected based on differences in virulence. Fifth,
infectious basidiospores have been demonstrated under controlled laboratory conditions. Zimmer
has shown that basidiospores are capable of causing infection in mice [29] and recently, Sukroon-
greung has shown that preparations of basidiospores are infectious for mice when inhaled [30].
Whether the infectious particles are the result of sexual reproduction, monokaryotic fruiting, or
even yeast cells, it is clear that this issue is by no means decided and will require additional
studies before a clear source of infection is identified. The existence of monokaryotic fruiting,
its mating type specificity, and its potential source of infectious particles adds another layer of
complexity to the life cycle of C. neoformans (Fig. 4).

C. Switching

Switching was first described in Candida albicans in 1985 [31] and was initially detected and
defined through changes in colonial morphology which was reversible at high frequency. The
high frequency of the event ruled out mutation and the reversibility argued against a transposition-
mediated phenomenon. The precise mechanism(s) which regulate and control switching, how-
ever, still remain elusive. Recently, C. neoformans has been shown to be capable of undergoing
switching [32] (Fig. 5). The C. neoformans system bears a number of similarities to switching
in C. albicans. It occurs at high frequency (1 � 10�3 to 1 � 10�4) and involves changes in
colony morphology which carry additional phenotypic consequences. In the C. neoformans
system, the observed morphologies are smooth, wrinkled, and serrated and have been observed
in serotypes A and D [32]. Wrinkled colonies clump more than smooth or serrated colonies in
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Figure 5 Switching in C. neoformans. A culture of wrinkled colonies (W) in which a revertant wild-
type smooth colony appeared (S). Inset shows a sectored colony in which a smooth sector is produced
from a wrinkled colony. (From Ref. 32.)

culture while serrated and wrinkled colonies were found to be more resistant to temperature
extremes of hot and cold than the wild-type smooth colonies. Serrated colonies also appeared
to be less virulent than either wrinkled or smooth colonies in the mouse model. A closer examina-
tion of switching in one of the serotype D strains revealed that it is possible that switching has
a role in virulence since variations in glucuronoxylomanan structure were observed in addition
to variations in actual capsule size [33]. An additional morphology described as pseudophyphal
has also been identified in switching isolates [33]. While it is not exactly clear what effect a
pseudophyphal morphology could have on virulence, this morphology has been observed in
clinical isolates in the past [22,24]. The observation of switching in C. neoformans is highly
significant since C. neoformans is more easily manipulated in the laboratory than Candida
albicans. It will be interesting to see if there are any similarities at the molecular and or genetic
level to switching in C. albicans. Given the large phylogenetic distance between C. neoformans
and C. albicans, conserved switching-associated genes may have broad applications for many
human fungal pathogens.

V. GENETIC VARIATION

The increasing number of molecular tools with which C. neoformans can be studied has demon-
strated that this fungus is extremely heterogeneous. Initial groupings divided the fungus into
two varieties which, in turn, could be subdivided into four serotypes [34]. The two varieties are
C. neoformans var. neoformans, which comprises serotypes A and D, and C. neoformans var.
gattii, which comprises serotypes B and C. The gattii variety is found in tropical and subtropical
regions while the neoformans variety is found worldwide. Confirmed ecological niches of var.
gattii are selected species of eucalyptus trees [35]. The primary niche of the neoformans variety
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has not been confirmed although it is occasionally isolated from wood sources. The neoformans
variety, however, can be consistently found in pigeon and other avian guano. SinceC. neoformans
is not transmitted from person to person, infections result from exposure to environmental
sources. The precise reservoir, route, and mechanism (see morphology section) of infection are
uncertain; therefore, the biology of this fungus must be taken into consideration when studying
the epidemiology, and implicit in any epidemiological analysis is the need to consider potential
genetic variation.

Numerous methods for documenting variation have been employed over the years includ-
ing DNA fingerprinting [36], RAPD analysis [37,38], isozyme analysis [39], and CHEF electro-
phoresis [38,40]. At present, there has not been a correlation of a specific strain with virulence.
However, there are an increasing number of reports that show that clinical isolates can be, by
whatever molecular test employed, similar to environmental isolates, suggesting that the isolates
from the two sources could have been derived from a common ancestor [41,42]. While these
reports do not prove that a person was infected from a given environmental source, they allow
for this possibility.

The most useful comparisons have been performed on serial isolates from patients. These
studies have been employed to document the evolution of drug-resistant isolates or for determin-
ing the cause of relapses during the course of long-term antifungal therapy [43,44]. Evidence
for original strain maintenance arises from testing multiple serial isolates over a specific period
of time. Techniques such as pulsed field electrophoresis or RAPD (random amplification of
polymorphic DNA) analysis have shown that original banding patterns can remain relatively
stable during the course of infection. These techniques are also supported by hybridization
probes based on repetitive DNA. The general conclusion reached by these studies is that relapse
during antifungal treatment is most often due to the original infecting strain [36,42,43,45].

Central to most mechanisms of genetic variation is the ability to undergo recombination
which occurs, with the exception of mitotic recombination, during meiosis. In the laboratory,
recombination in C. neoformans is easily demonstrated by analyzing the phenotypes of basidio-
spores recovered after a standard cross. Surprisingly, these results have been difficult to document
in nature. The severe mating type bias observed in environmental isolates may argue that mating
and meiosis occur rarely in nature. Since pigeons are not the primary niche, it is possible that
the droppings are a secondary niche which, for some reason, favors survival of one mating type
over the other. While nonpigeon environmental isolates fail to yield large numbers of MATa
cells, this result could be due to not sampling from a defined, consistently populated, environmen-
tal source. Extended searches for the primary niche of C. neoformans may uncover a population
which is in equilibrium and freely mating. In this case, recombination would be expected to
contribute significantly to genetic variation. The possibility that this type of dynamic population
exists has recently been suggested for the gattii variety of C. neoformans [46]. Mating type
surveys of isolates recovered from single trees have revealed a bias similar to what is observed
for the neoformans variety. However, samples containingMATa andMAT� cells in ratios which
approach 1�1 also occur. These isolates have yet to be analyzed in detail to confirm that they
are mating; however, the data suggest that at least for the gattii variety, genetic recombination
in a natural environment can occur.While the data would seem tomake the likelihood of naturally
recombining variety neoformans populations more plausible, there are few data supporting this
possibility.

There have been a number of studies in which multiple isolates of C. neoformans var.
neoformans have been tested using molecular methods and the data suggest that these isolates
are clonal and not sexually reproducing [41,42,47]. These results allow for the hypothesis that
C. neoformans may reproduce primarily by asexual means. Contributing to this hypothesis is
the inability to find the MATa mating type from serotype A isolates, suggesting that mating
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opportunities may not exist, or be needed, for this serotype. Additionally, the majority of studies
of environmental isolates seem to suggest that sexual reproduction in C. neoformans is rare;
however, it is premature to draw firm conclusions without the identification of the primary niche
of C. neoformans var. neoformans. It has been shown that the genetic machinery involved in
the completion of mating is intact in some serotype A, MAT� strains such as H99 (see Sec.
VI.C). While some mating type-specific genes likely serve multiple functions and are therefore
retained, other genes such as the pheromones should be disposable and lost from an asexual
organism. Although functionality has not been tested, the MAT� pheromone sequence has been
found to be highly conserved in many serotype A,MAT� strains [48]. While a serotype AMATa
strain is unavailable at this writing, it is too soon to rule out the possibility that this mating type
does not exist. Therefore, though sexual reproduction may not play a major role in generating
variation in C. neoformans var. neoformans, it is premature to conclude that serotype A has
long since evolved into an asexual organism.

VI. VIRULENCE FACTORS

As discussed previously, virulence factors can be divided into two groups—those factors which
are dispensable to the organism, and those which are necessary for survival. These terms are,
of course, somewhat arbitrary but are loosely based on S. cerevisiae precedent. Dispensable or
nonessential genes can be defined as having no visible phenotypic effect on the growth or
survival of the organism when cultured on standard laboratory media. Essential genes are genes
that when deleted result in an inviable cell, an example of which would be actin. Their inclusion
as genes which are virulence factors is debatable since, logically, a cell must be viable to be
virulent. Their potential role in virulence, however, cannot be discounted since by definition,
essential genes can be potential antifungal targets due to their necessity to the cell. On the
other hand, C. neoformans is one of the few fungal pathogens which possesses clearly proven,
nonessential virulence factors, two of which are capsule and melanin production.

A. Capsule

The polysaccharide capsule produced by C. neoformans is the hallmark of cryptococcosis and
probably the major virulence factor of this fungus. It is easily visualized in an India ink stain,
which is diagnostic, and is expressed in tissue (Fig. 6). Chemically, the capsule of C. neoformans
composed of glucuronic acid, mannan, xylose, and O-acetyl [49], referred to collectively as
GXM. In addition to the polysaccharide are two carbohydrate antigens, galactoxylomannan and
mannoprotein [50]. These two antigens comprise approximately 12% of capsular mass while
GXM comprises the remaining 88% [51]. The chemical composition of the capsule can be
variable with the extent of O-acetylation and xylosyl substitution being responsible for serotype.

There is evidence that capsular composition in an individual strain may be variable [52,53].
Cherniak et al. [54] investigated relapse isolates from five patients for capsular variation. Three
out of the five patients showed differences in polysaccharide structure in spite of the fact that
these isolates were confirmed to be derived from the same initial strain. It is unknown what the
mechanism leading to these changes is; however, it is quite possible that selection for different
antigenic groups by the immune system could provide the evolutionary force which drives
capsular variation. Recognition of any cellular component by the host theoretically could make
any cell expressing this component less fit while cells expressing a different structure that is
not as aggressively recognized would be more fit and therefore predominate in the population.
What remains to be seen is if capsular variation in the absence of direct selection against capsule,
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Figure 6 C. neoformans in tissue showing yeast cells surrounded by a large capsule.

such as in environmental isolates, occurs at a similar frequency. If not, the capsular phenotype
may be variable if put under selective pressure by the immune system. Such flexibility could
account for the chronic nature of cryptococcosis in AIDS patients if indeed the fungus possesses
the capability to evade the immune system by varying one of its main antigens.

Progress toward understanding the genetics and molecular biology of capsule production
has come as better molecular techniques have been developed for studying C. neoformans.
The ability to perform standard genetic analysis in C. neoformans has contributed greatly to
understanding how capsule affects virulence. Acapsular mutants can be readily made by UV or
chemical mutagenesis and can be divided into different complementation groups by performing
genetic crosses. Complementation of each mutant by transformation with a genomic library has
made it possible to identify four capsule-associated genes: CAP59, CAP64, CAP60, and CAP10
[55–58]. Each gene has been shown to be required for virulence since disruption of the gene
eliminates virulence while complementation of the mutant phenotype restores virulence. Data-
base searches with each of the translated proteins, however, have not yielded much information
about the potential function of the protein in capsule biosynthesis since there is no significant
homology to any other known protein. Additionally, outside of virulence and capsule size,
disruption of the CAP genes has no other identifiable physiologic consequences. Information
obtained from studying capsule biosynthesis will likely provide novel insights into cell wall
architecture in general, and capsule production in particular. It is not known how many genes
comprise the capsule pathway in C. neoformans or what genetic factors control variation in
capsule composition. Regardless of the number of capsule-associated genes contained within
this pathway, the ability to dissect this pathway using the available genetic and molecular tech-
niques is a prime example of the utility of C. neoformans as a model fungal pathogen.

B. Melanin

Melanin is the second well-characterized, clearly demonstrated virulence factor. Although cap-
sule is the more important component for virulence, melanin is probably the more studied of
the two. This interest is due, in part, to the existence of many melanogenic human fungal
pathogens. Additionally, melanin production is a common virulence factor in fungal plant patho-
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gens. Finally, melanin is found throughout the animal kingdom, and the chemistry of melanin,
while poorly understood, probably contributes to the versatility of the compound.

Early genetic studies of melanin production in C. neoformans showed that mutants incapa-
ble of producing melanin in vitro were less virulent in mice while revertants of these same
mutants recovered their virulence [59,60]. As the molecular tools with which to study C. neo-
formans improved, a gene involved in melanin production was eventually identified. Williamson
purified melanin from C. neoformans and used the purified protein sequence to clone CNLAC1,
which was shown to be involved in the melanin biosynthetic pathway [61]. CNLAC1 encodes
a laccase which requires copper for optimum activity and is capable of oxidizing dopa or dopa-
mine to dopaminequinone [62]. Disruption of CNLAC1 was found to result in a melanin negative
phenotype on appropriate media and a significant reduction in virulence for mice, confirming,
by genetic and molecular methods, the importance of melanin in virulence [63]. Biochemical
studies of melanin production in C. neoformans have shown that production is generally induced
by starvation, lower temperatures (25–30�C), and stationary growth phase while dextrose, nitro-
gen, and high temperatures suppress melanin production [61].

Since the early identification of melanin production in C. neoformans, numerous laborato-
ries have studied the role of this compound in pathogenesis and as a result, a number of general
functions of melanin in C. neoformans biology have been proposed (Table 4). In C. neoformans,
substrates for melanin production include polyphenolic compounds and catecholamines such as
dopa and dopamine. These latter two compounds are found in the brain, supporting the hypothesis
that the neurotropism of C. neoformans could be due to the brain providing the best environment
for melanin production. In fungal plant pathogens, melanin plays a structural role by providing
rigidity to invasive structures. In C. neoformans, melanin appears to play a different role which
centers on protection from oxidative killing. While the exact protective mechanism is still under
investigation, the probability that it occurs has recently been demonstrated by Casadevall who
has developed a way to purify melanin from C. neoformans [64]. Cells are spheroplasted, treated
with 4 M guanidinium isothiocyanate, and then boiled in 6 M HCl for 30 min. All cellular
material except melanin is completely oxidized leaving a melanin ‘‘ghost’’ in the shape of a
yeast cell. The resistance of melanin to this highly oxidative treatment is a clear indication of
its antioxidative and protective role in vivo. More importantly, this technique has been used to
show thatC. neoformans produces melanin in vivo, and the residual saclike shape of the ‘‘ghost’’
suggests a close association with, or deposition within, the cell wall [65]. However, the produc-

Table 4 Function of Melanin in C. neoformans

Effect Reference

Physical properties
Protection from UV light 113
Protection from temperature extremes 114
Structural support 64

Immunological properties
Antiphagocytic 115
Antioxidative 116
Anti-inflammatory 117

Biochemical properties
Antifungal resistance 118
Electron buffering 119
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tion of melanin in vivo is still somewhat unsettled as Liu et al. have not been able to find
melanin in infected tissues. Instead, they argue for an alternative role for laccase in virulence
such as providing iron oxidase activity, which may be responsible for the protective effect of
the melanin pathway during pathogenesis [66].

C. Signal Transduction Homologs

Homologs of highly conserved signal transduction pathway genes identified in other fungi, in
particular S. cerevisiae, are increasingly being recovered from C. neoformans. The S. cerevisiae
pheromone response and pseudohyphal response pathways (reviewed in [67]) appear to be highly
conserved in C. neoformans with some degree of functionality conserved as well. Two things
have proven unique about the C. neoformans homologs: (1) some of the homologs appear to
be mating type-specific, and (2) some of the homologs are required for virulence.

The best-studied and best-conserved signal transduction pathway in fungi is the mating
or pheromone response pathway. This pathway has been dissected in detail from S. cerevisiae
and generally serves as the starting point for the analysis of homologous or parallel pathways
in other fungi. C. neoformans homologs of the S. cerevisiae mating cascade are shown in Figure
7. Three of the homologs display organization differences from their S. cerevisiae counterparts in
that they are mating-type specific. These include homologs of STE12 (a transcriptional activator),
STE11 (a MAP kinase kinase kinase), and STE20 (a serine threonine kinase). These three genes
have two homologs in C. neoformans, one for the MAT� mating type and one for the MATa
mating type.

STE12� was isolated during a screen for genes involved in monokaryotic fruiting [68].
This gene has been disrupted, and the disrupted strain (ste12�� ) tested for virulence in mice.

Figure 7 C. neoformans homologs of the S. cerevisiae pheromone response pathway. In S. cerevisiae,
STE20, STE11, STE7, and STE12 are also required for the production of pseudohyphae. Unfilled figures
represent uncloned genes. In C. neoformans, STE20, STE11, and STE12 have both MAT�- and MATa-
specific homologs.
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The results of this study showed that indeed, STE12� is required for virulence since only 10%
of the mice infected with this strain were killed after 80 days, in contrast to the wild-type strain
(STE12�) which killed 100% of the mice during the same time period [69]. In this same study
a potential explanation for these results was produced. STE12� was shown to be able to affect
expression of two known virulence associated phenotypes, capsule and melanin. In the ste12��
mutant, expression of both capsule and melanin (CNLAC1) genes was reduced. Histopathological
analysis of tissue from infected mice showed that the immune response was stronger in the
brains of mice infected with the ste12�� strain than in mice infected with the wild-type strain.
Disruptants of STE12� also showed other phenotypic effects; ste12� mutants were deficient in
monokaryotic fruiting and showed a reduced mating efficiency. These phenotypes were observed
in serotype A strains; however, no effect on virulence was observed for ste12� mutants [70].
These results are quite interesting and may delineate a cellular difference between serotype A
and serotype D cells. In fact, a recent report by Cruz et al. [71] has identified another physiologi-
cal difference between serotype A and serotype D strains by showing that only serotype A
calcineurin disruptions were cation stress sensitive when compared to calcineurin disruptants
in serotype D. Although these differences will need to be confirmed in other serotype A strains,
it seems possible that serotype A and serotype D strains have a number of differences which
may someday provide clues as to why serotype A strains predominate in clinical isolates.

The second mating-type-specific gene to be identified is STE11� [72], the first of three
sequentially acting MAP kinases in the S. cerevisiae pheromone response pathway. STE11�
appears to be both structurally and functionally conserved. Similar to other MAP kinase kinase
kinase genes, the predicted Ste11�p has a highly conserved catalytic domain in the carboxy
terminus typical of the serine threonine family of protein kinases. ste11� disruptants only have
a modest effect on virulence in contrast to ste12� mutants; however, these mutants are sterile
and incapable of undergoing monokaryotic fruiting. The sterile and fruiting negative phenotypes
are consistent with the S. cerevisiae sterile and pseudohyphal negative response of ste11mutants.

The C. neoformans homolog of the S. cerevisiae STE20 has only recently been isolated
(J. Heitman, personal communication). Although phenotypic effects of a disruptant are not
known, it too is mating-type specific. If its function is conserved, mutants should be sterile and
unable to form hyphae making STE20 yet another gene showing similar phenotypes to its S.
cerevisiae counterpart. The �-specificity of these three genes leaves two possibilities for MATa
strains when it comes to mating: (1) they do not have a conserved MAP kinase cascade, or (2)
they have aMATa-specific cascade which is organized similar toMAT� cells. The latter scenario
appears to be the case as MATa homologs of MAT� genes have been identified for STE12 (Yun
Chang, personal communication), STE20 (Joe Heitman, personal communication), and STE11
(unpublished data). In addition to these genes, both of the MAT� and MATa pheromones have
been isolated and characterized. The MAT� pheromone was isolated in 1992 [73] and was the
first mating-type-specific gene isolated from C. neoformans. When expressed in MATa cells,
the MAT� pheromone is capable of inducing a hyphal phenotype [74]. While it is unlikely that
the pheromone is required for virulence, expression can be detected in rabbit CSF [75], although
expression is likely due to starvation since nitrogen and carbohydrate starvation induce phero-
mone expression in vitro. TheMATa pheromone has recently been isolated and shows character-
istics similar to the MAT� pheromone including the ability to induce hyphae when expressed
in the opposite cell type (unpublished data).

Additional mating pathway genes which are common to both mating types have been
isolated and characterized. GPA1 was isolated by Tolkacheva [76] and shown to be highly
similar to the S. cerevisiae �-subunit of the pheromone receptor-coupled heterotrimeric G-
protein. Disruption of this gene revealed a number of phenotypic defects [77]. Mutants of this
gene are sterile as is seen in other fungi, and are less virulent in the rabbit model. Causes for
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the reduction in virulence appear to parallel the results observed for STE12�. GPA1 has been
shown to affect expression of capsule and melanin since gpa1 mutants are reduced for these
two phenotypes. The effect of gpa1 can be reversed by exogenous cAMP showing that GPA1
has a conserved function. A second component of the receptor-associated heterotrimeric G-
protein, GPB1 (S. cerevisiae STE4 homolog), has recently been isolated and has been shown
to affect monokaryotic fruiting and mating, but not virulence [78]. These data suggest that C.
neoformans possesses a conserved pathway which functions in both mating and the production
of hyphae by haploid cells. These two pathways appear to be functionally analogous to the S.
cerevisiae pathways, but may have a novel organization due to the existence of mating-type-
specific homologs.

Calcineurin is another gene which functions in signal transduction although it is not re-
quired for mating. It is a serine/threonine phosphatase that is regulated by calmodulin [79] and
is required for adaptation to pheromone in S. cerevisiae [80]. Calcineurin activity can be inhibited
in cells treated with cyclosporin A, FK506, and rapamycin because these three compounds bind
to cyclophilin A (cyclosporin) and FKBP12 (FK506, rapamycin) to form complexes which
interact with calcineurin to block its function [81]. In C. neoformans, the gene encoding the
calcineurin A catalytic subunit (CNA1) has been cloned and disrupted [82]. The disrupted strain
was tested for growth under a variety of conditions potentially encountered during in vivo
growth. It was found that under conditions of increased CO2,, elevated temperature (37�C), or
alkaline pH, cna1 mutants were unable to grow. Using an animal model of cryptococcosis, the
cna1 strain was found to be avirulent. CNA1 falls into an interesting category because it is
dispensable to the cell, but only under certain conditions. In particular, at elevated temperature,
CNA1 is required for viability and may function in multiple pathways [82].

D. Phospholipase

C. neoformans has recently been found to produce phospholipase activity [83]. Three phospholi-
pase activities have been identified, phospholipase B, lysophospholipase, and lysophospholipase
transacylase [84]. To determine if C. neoformans phospholipase plays a role in virulence, a
collection of isolates was examined for the ability to produce phospholipase on a medium
containing egg yolk. Ninety-eight percent of the isolates tested produced phospholipase activity.
These isolates were then subdivided into high, intermediate, and low phospholipase producers.
Representative isolates were selected and then tested for virulence in the mouse model by doing
colony counts from brain and lung tissue. The data showed that virulence, as determined by
colony counts, could be correlated with phospholipase activity, with the most virulent isolates
producing the most phospholipase activity. Very little is known about the genes controlling
phospholipase activity inC. neoformans since no studies have been published. However, prelimi-
nary data suggest that disruptions of this gene reduce virulence in mice (Gary Cox, personal
communication).

E. Mannitol

In 1990, Wong et al. showed that C. neoformans, as a species, produces large amounts of D-
mannitol in vitro [85]. They then tested whether mannitol was produced in vivo during active
infection. Using the rabbit model of virulence, it was observed that, indeed, C. neoformans
produces mannitol when present in high concentration in rabbit CSF. These early observations
lead the authors to hypothesize two roles for mannitol in pathogenesis. The first is that mannitol
increases the osmolality of the surrounding fluid which has a net effect of causing or contributing
to cerebral edema, a major factor in the neurological damage caused by cryptococcal meningitis.
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This hypothesis, however, has not been completely supported by other researchers. Megson et
al. [86] found mannitol in patient CSF, but could not find a correlation among concentration,
cryptococcal antigen titer, and CSF pressure. The second hypothetical role of mannitol in patho-
genesis proposed by Wong et al. is a protective effect in which mannitol scavenges free radicals
produced by the immune system for oxidative killing. This hypothesis has been supported in part
by the observation that the addition of exogenous mannitol to a mixture of polymorphonuclear
neutrophils andC. neoformans yeast cells prevented killing ofC. neoformans [87]. The protective
effect of mannitol could also be observed in a cell free system using FeSO4, H2O2, or iodide
as oxidative killing agents. It is perhaps noteworthy that the hypothesis for the role of mannitol
in virulence overlaps the roles of the two other major virulence factors, melanin and capsule
production. As described previously, melanin is hypothesized to protect against oxidative killing,
and capsular polysaccharide has also been hypothesized to contribute to brain edema since it
can be shed in large amounts into the surrounding CSF.

To date, the genetic basis for the role of mannitol in virulence is unclear. Only a single
mannitol-negative mutant has been used to study virulence and this mutant was not created
using molecular techniques. The mutation was created by UV mutagenesis [88]. In addition to
the mannitol negative phenotype, the mutant displayed increased susceptible to heat and high salt,
and showed a reduced growth rate at 37�C. It is unknownwhether these secondary phenotypes are
linked to the mannitol-negative phenotype or are a product of a second mutation. The mannitol-
negative mutant was created in H99, aMAT� serotype A strain which cannot be crossed, thereby
making it difficult to prove that the mannitol-negative phenotype and the associated effects on
virulence were due to a single gene phenomenon. Given the hypothesized role for mannitol in
virulence, it would be interesting to see how combinations of double mutants containing the
mannitol and cnlac1 mutation, or mannitol mutation and any of the capsule mutations would
affect virulence. These strains can be constructed if the mannitol mutation can be created in
serotype D strains.

VII. ROLE OF THE HOST IMMUNE SYSTEM IN VIRULENCE

A. Race

Demographic features of patients infected with C. neoformans had not been fully characterized
prior to the AIDS epidemic. This deficiency was because surveillance of cryptococcal infections
was lacking and there had been no reports of cryptococcosis outbreaks that could be investigated
to clarify epidemiological factors of the disease. Before the advent of the AIDS epidemic, reports
showed that cryptococcosis occurred more commonly among Caucasians [89,90]. These reports,
however, were the result of literature surveys rather than studies of racial comparisons for the
prevalence of cryptococcosis [91]. In Australia, a high incidence of cryptococcosis was noted
among Aborigines in the northern territory [92]. It is unclear, however, whether the high inci-
dence is related to race or associated with social factors prevalent among Aborigines.

Ever since cryptococcosis was designated as an AIDS-defining opportunistic infection
starting from the early 1980s, considerable progress has been made in our understanding of
cryptococcal epidemiology. Population-based surveillance from four sites during 1992–1994
showed that the incidence of cryptococcosis in 1993 was significantly higher among African-
Americans than among Caucasians [91,93]. This finding is similar to studies reported before
1992 [94,95]. A case control study from two of four surveillance sites, however, found no
association between race and cryptococcosis. Although this study also showed the rate of crypto-
coccosis in 1993 was slightly higher for African-Americans among non-HIV-infected persons,
the case study indicated that such differences were not statistically significant [93]. The higher
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incidence of cryptococcosis among African-Americans, therefore, does not appear to be based
on a genetic association and could be due to other unidentified conditions or exposures. There-
fore, the potential association of cryptococcosis and race remains largely unproven.

B. Gender

Prior to 1980, there had been several studies of a series of cases in which cryptococcosis was
shown to be two to three times more common in men than in women [89,96,97]. This difference
was viewed to be the result of different degrees of exposure to the ecological niche of the fungus
[6]. Since the advent of the AIDS epidemic, higher incidences of cryptococcosis among males
became even more pronounced which reflected gender differences among the AIDS cases. A
recent epidemiological study among persons with AIDS from Atlanta and San Francisco, how-
ever, showed no significant difference in the rates of cryptococcosis between the two genders.
The rates of cryptococcosis among non-HIV-infected persons from the same geographic area
showed slightly higher rates among men, but the difference was not statistically significant [93].
A genetic predisposition to cryptococcosis in humans with respect to gender, therefore, has not
been established.

C. Host Immune Status

Although it is known that cryptococcosis occurs in immunocompetent hosts, the disease is
primarily an infection of immunocompromised individuals, especially those with defects in T-
cell-mediated host defense mechanisms. As a consequence, AIDS is the greatest risk factor for
cryptococcosis. A recent report by Hajjeh et al. [93] showed that 86% of cryptococcosis patients
surveyed between 1992 to 1994 were HIV� and a majority of these patients had CD4� T-
lymphocyte counts �100 mm3. Cryptococcosis also occurs in patients with CD4� T-lymphope-
nia or other cellular immune defects without HIV infection [98–100]. Before the advent of
AIDS, patients with hematologic malignancies, especially Hodgkin’s and non-Hodgkin’s lym-
phomas and leukemia, belonged to the highest risk group for cryptococcosis [101]. Thirty percent
to 50% of cryptococcal patients were found to have hematologic malignancies [90,101]. High-
dose corticosteroid therapy [6,102] and sarcoidosis [103] are also known as predisposing factors
for cryptococcosis. Organ transplantation is another frequent risk factor for cryptococcosis due
mainly to the use of high-dose corticosteroids and other forms of immunosuppressive therapy
[104–106]. Diabetes mellitus [96] and smoking [93,107] have been cited as predisposing factors
for cryptococcosis; however, the association of diabetes with cryptococcosis is not so clear [108]
compared to the more frequent risk factors listed above while the association of smoking with
cryptococcosis has been reported only in AIDS patients [93,107]. These studies would appear
to indicate that specific T-cell immunological defects, although caused by a variety of factors,
are the major factors responsible for predisposing patients to infection with C. neoformans.

D. Animal Models of Virulence

Mice, rats, and rabbits have been extensively used to study cryptococcal infection. Rats and
mice are most commonly used for cryptococcosis initiated by the respiratory as well as the
intravenous route [109] while rabbits have been used as a meningitis model through the intrathe-
cal route [110]. The mouse model offers an advantage over rat or rabbit models due to lower
cost, ease of infecting and handling, and availability of many genetically characterized mouse
strains. Mice with defined genetic differences are valuable tools for studying the role of genetic
factors in resistance to cryptococcosis [111]. The rabbit model of chronic meningitis, however,
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offers an advantage of monitoring growth or clearance rates of C. neoformans from the CSF
over finite periods of time. In the mouse model, either outbred or inbred strains can be infected
at between 8 and 12 weeks of age (body weight �19 g), with an awareness that susceptibility
to C. neoformans differs among inbred strains [109] (Huffnagle, personal communication).
Pulmonary routes of infection are more commonly used when host-parasite interactions are being
studied since the respiratory route of infection more closely mimics the route of cryptococcosis in
humans. Intravenous models (via tail vein) have been more commonly used when the survival
rates of mice are compared to assess the potency of virulence between congenic strains of the
fungus. In addition, inoculation with an identical number of cells among mice can be more
reliably achieved. For the comparison of survival rates of mice infected with strains of C.
neoformans with known defective genes, Balb/c mice, which are moderately resistant to cryp-
tococcal infection, have been widely used for intravenous routes of infection [20,58,63,70]. As
far as the pulmonary route of infection is concerned, CBA, C.B-17, and Balb/c x DBA/2 F1
progeny can be classified as very resistant to cryptococcosis [112]. Balb/c, CB6F1, C3H (HeN
and HeJ), and 129B6F2 mice, on the other hand, can be categorized as resistant while C57BL/
6 can be categorized as susceptible. As in human cases, immunocompromised mice such as
severe combined immunodeficient C.B-17 scid/scid (SCID) mice congenic with C.B-17 athymic
nude mice in a complement deficient Balb/c background are extremely susceptible to cryptococ-
cosis [109].

Different strains of C. neoformans display differences in animal susceptibility. Although
a limited number of strains have been studied, H99 (serotype A strain) appears to be consistently
more virulent in all mouse strains than the isogenic set of serotype D strains which are widely
used for genetic studies [20]. It should be noted, however, that virulence among serotype A
strains as a group varies just as greatly as serotype D strains. This variation presents difficulties
in trying to select a model laboratory strain to be used for virulence studies, making it likely
that investigators will continue to use strain-host combinations which are best suited for their
particular research interests.

VIII. FUTURE RESEARCH

C. neoformans has clearly arrived as the model human fungal pathogen. In spite of the decline
in infections, due mainly to the decline in AIDS, virtually all of the major manipulations required
to study a model organism are possible with C. neoformans. Furthermore, the available animal
models are excellent for replicating disease conditions from inhalation-induced infections, to
determining which components of the immune system are the most important during the course
of infection. Additionally, in some tissues, such as the brain, C. neoformans reaches massive
levels, theoretically making it possible to harvest in vivo expressed fungal mRNA relatively
easily. This RNA could then be used to identify genes which are important for fungal growth
in tissue. The funding of the C. neoformans genome project will greatly expand what we know
about the organism and draw even more researchers into the field and the basidiomycete-phylo-
geny of C. neoformans will make genome information of broad interest to all microbiologists
who work on eukaryotic organisms. It is clear, therefore, that C. neoformans occupies an impor-
tant position in medical mycology both in the disease that it causes and in its utility as a model
organism.
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I. INTRODUCTION

Recent years have seen a dramatic rise in the incidence of fungal infections attributable to
the increasingly frequent use of anti-bacterial antibiotics, cytotoxic chemotherapeutic agents,
indwelling catheters, and other predisposing factors [1,2]. Fungal-mediated host cell damage is
an important component of fungal virulence and is assumed to help in invasion of host tissues
by disrupting host cell membranes, resulting in membrane dysfunction and eventual cell death
[3,4]. Phospholipids and proteins represent the major chemical constituents of the host cell
envelope. Therefore, enzymes such as phospholipases and proteinases capable of hydrolyzing
these proteins are likely to be involved in the host cell–membrane disruption processes. Many
fungal pathogens secrete such extracellular proteins which target the protein or lipid component
of the host membranes. Thus, secretory proteins have figured prominently among the list of
factors responsible for fungal virulence. These fungal secretory proteins have been categorized
into two main groups: phospholipases, which hydrolyze phospholipids [5], and proteinases,
which hydrolyze peptide bonds [6,7]. This chapter focuses on the contribution of these secretory
proteins to fungal virulence.

II. PHOSPHOLIPASES

The overall incidence of Candida bloodstream infections has increased significantly in the last
two decades [2,6]. This increase ranges from 75% to as high as 487% in small to large hospitals
[6,8]. A number of safe and efficacious antifungal agents have been introduced in the recent
years, which has led to improving our ability to treat fungal infections including candidiasis.
However, the mortality rate due to candidiasis is still unacceptably high (35–62%) [9–11],
necessitating the development of novel therapeutic approaches. Candidal virulence factors at-
tracted interest as a possible means for developing novel therapeutic interventions against candi-
diasis [12–16]. Such virulence factors include adherence [17–20], extracellular proteinases [7],
germination [21], phospholipases [4], and phenotypic switching [22,23].

A. Phospholipases of Candida Species

Phospholipases are enzymes that hydrolyze one or more ester linkages of glycerophospholipids.
Depending on the specific ester bond cleaved, these enzymes have been classified into phospho-
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Figure 1 Sites of action of various phospholipases. (a) A1 andA2—PLA1 and PLA2; B—PLB; C—PLC;
D—PLD. (b) Lyso-PL (lysophospholipid) and Lyso-PL transacylase.

lipases A, B, C, and D (Fig. 1a). Phospholipase B (PLB) can release the sn-1 and sn-2 fatty
acids, and has both hydrolase (fatty acid release) and lysophospholipase-transacylase (LPTA)
activities. The hydrolase activity cleaves fatty acids from phospholipids (PLB activity) and
lysophospholipids (lysophospholipase [Lyso-PL] activity), while the transacylase activity pro-
duces phospholipid by transferring a free fatty acid to a lysophospholipid (Fig. 1b). Accordingly,
PLB was also referred to as lysophospholipase or lysophospholipase-transacylase enzymes. By
cleaving phospholipids, phospholipases destabilize the membrane, leading to cell lysis. Evidence
implicating phospholipases in host cell penetration, injury, and lysis by micro-organisms has
been reported for Rickettsia rickettsii [24], Toxoplasma gondii [25,26], Entamoeba histolytica
[27], and C. albicans [5]. Among fungi, phospholipases have been identified as virulence factors
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for Candida albicans, Cryptococcus neoformans, Aspergillus fumigatus—the three most com-
mon fungal pathogens to infect the human system [5,28,29].

1. Phospholipases of Candida albicans

Costa et al. [30] and Werner [31] were the first to show secretion of extracellular phospholipases
from C. albicans by growing the fungus on solid media containing egg yolk or lecithin and
analyzing the lipid breakdown products. Subsequently, phospholipase activity was found in
many pathogenic C. albicans strains using media containing blood serum and sheep red cells
[30]. Pugh and Cawson [32] developed a cytochemical assay for this enzyme using lecithin as
its natural substrate and used this method in a chick chorioallantoic membrane model to evaluate
ultra structural details of candidal invasion and to determine the site of phospholipase production
[33,34]. Invasion was initiated by placing stationary phase blastospores of C. albicans on the
membrane, which stimulated cellular changes in the blastospores. Many of the blastospores
developed hyphae with phospholipase activity concentrated at the growing tip. The activity was
highest where the hyphae were in direct contact with the membrane [33].

The implication of phospholipase in tissue invasion by C. albicans led to the need for
simple and reliable assay methods to detect candidal phospholipases. Odds and Abbott [35]
described a biochemical assay to measure intracellular phospholipase activity in C. albicans
and identified lysophosphatidylcholine (lyso-PC) as an intracellular degradation product of phos-
phatidylcholine (PC) [35]. Although accurate, this method had the disadvantage of being time
consuming. Another method, using Sabouraud’s dextrose agar (SDA) plates supplemented with
phospholipid-rich egg yolk proved to be a faster method than the biochemical assay [36]. Phos-
pholipase-positive candidal isolates grown on egg yolk–SDA plates produce a distinct, well-
defined, dense white zone of precipitation around the colony. This precipitation zone is most
likely due to the calcium–fatty acid complexes formed with the released fatty acids. Phospholi-
pase activity (expressed as Pz value) was defined as the ratio of colony diameter to diameter of
the zone of precipitation around phospholipase positive colonies. This easy plate method became
the traditional screen for phospholipase activity forCandida species [37–39] and other fungi such
as C. neoformans [28]. Samaranayake et al. [40] used this plate method to screen phospholipase-
producing abilities of 41 Candida isolates and showed that 79% of the C. albicans strains
tested produced extracellular phospholipases. In contrast, the C. tropicalis, C. glabrata, and C.
parapsilosis isolates studied did not show any phospholipase activity [40]. In another study, it
was shown that C. albicans isolated from blood generally produced much higher levels than
isolates from wounds or urine, thus correlating levels of phospholipase activity to the site of
infection [36]. Lane and Garcia [38] showed that the ‘‘star’’ and ‘‘ring’’ C. albicans switching
variants produce similar amounts of phospholipase as the wild type, while the ‘‘stipple’’ variant
produced between 27% to 34% more phospholipase.

These and other studies were limited by two major disadvantages of the egg yolk–based
method—lack of specificity, as the egg yolk plates contain substrates for both phospholipases
(phospholipids) and lipases (triglycerides), and low sensitivity, as the assay is not suitable for
screening poor phospholipase-producing fungal isolates. Although sensitivity of the egg
yolk–based method could be increased to some extent using culture filtrates, the issue of specific-
ity was still a matter of concern. Therefore, this method could be used for initial screens only.

To circumvent these problems, a modification of the plate method was used in which
wells were made in SDA plates supplemented with substrates specific for phospholipases A, B,
or C, and the specific phospholipase activity determined by the diameter of the zone of precipita-
tion formed around the well [41]. This method, called the radial diffusion assay, was more
specific than the egg-yolk based method since it could differentiate between PLA, PLB, and
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PLC activities. A more sensitive and specific colorimetric acyl-CoA-oxidase-based assay was
later developed in which a concentrated culture filtrate was incubated with a PLB-specific
substrate (PC or Lyso PC) and the free fatty acid released into the reaction mixture determined
spectrophotometrically [42].

Although a previous study had shown the absence of extracellular phospholipase activity
in Candida species other than C. albicans [40] (see above), it was recently shown that non-
albicans Candida species also produce extracellular phospholipases as determined by both egg
yolk–based and colorimetric assays [43]. However, relative to C. albicans, the non-albicans
species secrete significantly lower amounts of phospholipase (e.g., C. krusei has �10 times less
phospholipase activity than C. albicans (Mukherjee and Ghannoum, unpublished data). The
discrepancy observed by different workers in the phospholipase activity for the non-albicans
species may be attributed to strain-to-strain variation or different sensitivities of the assays
employed to detect phospholipase activities.

The number and specific types of phospholipase enzymes secreted by C. albicans have
been a point of debate in the mycology community. Costa et al. [30] reported the secretion of
both PLA and PLC by this clinically important yeast. Their results were based on the isolation
of palmitic acid and phosphorylcholine from the proximity of candidal colonies cultured on
SDA supplemented with serum and sheep erythrocytes. Since this medium is not chemically
defined, the sources of the hydrolysis products are uncertain. In a different study, crude fractiona-
tion of the proteins in culture filtrates of C. albicans indicated the secretion of three types of
phospholipases: Lyso-PL, LPTA, and PLB [44]. Further analyses led to the purification of two
forms of candidal LPTA (types I and II) having different molecular mass (81 kDa for LPTA-I
and 41 kDa for LPTA-II), amino acid composition, and enzymatic properties. Also, antibody
raised against purified LPTA-II reacted strongly with LPTA-II, but not with LPTA-I. However,
the substrate specificities of the enzymes were not determined [45]. To determine the type and
substrate specificity of phospholipase(s) secreted by C. albicans, a high phospholipase-producing
strain was grown to late log phase, and the supernatant was concentrated and assayed for phos-
pholipase activity using the radial diffusion assay and a colorimetric assay. Only PLB activity
was observed using the diffusion-based assay (Mukherjee and Ghannoum, unpublished data).
In the colorimetric assay, both PLB and Lyso-PL activities were detected in the supernatant.

a. Cloning and Disruption of C. albicans Phospholipase B (caPLBI). In collaboration
with Yoshinori Nozawa (Gifu University, Gifu, Japan), we purified to homogeneity the protein
responsible for candidal extracellular phospholipase activity. This enzyme is a glycoprotein with
a molecular weight of 84 kDa, with specific activities of 117 �mol/min/mg protein for fatty
acid release (hydrolase), and 459 �mol/min/mg protein for phosphatidylcholine formation
(LPTA activity) [46]. Studies with specific substrates showed that the purified enzyme has both
hydrolase (PLB and Lyso-PL) and LPTA activities [46]. Phospholipases having two hydrolase
activities have also been reported for S. cerevisiae [47–50] and Penicillium notatum [51].

The amino acid sequence of the purified C. albicans PLB protein was used to clone the
gene encoding this protein. A PCR-based approach, based on degenerate oligonucleotide primers
designed according to the amino acid sequences of two peptide fragments obtained from PLB,
was followed to clone the caPLB1 gene [52]. Sequence analysis of a 6.7-kb EcoRI-ClaI genomic
clone revealed a single open reading frame of 1818 bp that predicts a preprotein of 605 residues.
The genomic DNA sequence encodes 17 amino acid residues that are absent from the NH2-
terminus of the mature protein. This stretch of residues represents a possible signal sequence.
The predicted protein contains seven Asn-X-Ser/Thr motifs (residues 199, 261, 399, 451, 465,
492, and 573) that could potentially be N-glycosylated. One possible tyrosine phosphorylation
site, Lys-Ser-Asn-Ile-Asp-Val-Ser-Ala-Tyr (residues 369–377), was also identified. Hydropathy
analysis of the predicted protein sequence revealed the presence of a single stretch of hydrophobic
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amino acids present at the amino terminus (residues 1–18). This segment of amino acids most
likely functions as a signal peptide which targets the protein to the endoplasmic reticulum for
subsequent processing and ultimately secretion. Comparison of the putative candidal phospholi-
pase with those of other proteins revealed significant homology to known fungal PLBs from S.
cerevisiae (45%), P. notatum (42%), Torulaspora delbrueckii (48%), and Schizosaccharomyces
pombe (38%). This gene, designated caPLB1, was mapped to chromosome 6 [52]. Hoover et
al. [53] cloned a homolog independently in a separate study, using degenerate oligonucleotides
derived from conserved regions of PLB1 genes from S. cerevisiae and other fungi. Sequence
analysis of the PLB1p sequences from S. cerevisiae, S. pombe, P. notatum, and T. delbrueckii
revealed the presence of a hydrophobic COOH-terminus which contained putative glycosylphos-
phatidylinositol (GPI) anchoring regions. In contrast, neither a hydrophobic COOH-terminus
nor a GPI anchoring site was identified in the candidal PLB1p. GPI-anchored proteins may be
tethered to the plasma membrane or crosslinked to the cell wall glucan, and may thus serve to
regulate the release of this enzyme to the surroundings [54]. The absence of GPI anchoring in
candidal PLB1p possibly leads it to be secreted directly, a characteristic which may enhance
the virulence of C. albicans. Disruption mutants of caPLB1 were constructed by targeted gene
disruption using the ura-blaster technique [52]. PLB1p was detected in culture filtrates from the
wild-type and the heterozygous (caPLB1/caplb1) strain but not in the culture filtrate from the
null-mutant strain (caplb1/caplb1). Furthermore, assay of supernatants collected from the parent
and the PLB-deficient mutants for PLB and Lyso-PL activities, using specific substrates, revealed
that both activities were reduced in the PLB-deficient mutant by �99% and 80%, respectively,
relative to the wild type [52].

b. Cloning of C. albicans Phospholipase B (CaPLB2). The caPLB1 disrupted mutants
still exhibited �1% phospholipase and 10% lysophospholipase activities [52]. It was predicted
that a second PLB gene could be the source of this activity. This hypothesis was strengthened
by the identification of more than one PLB protein in S. cerevisiae [50,55], and S. pombe genome
sequences (D89183 and D89204). To clone caPLB2, Sugiyama et al. [56] used a PCR-based
approach similar to the one used to clone caPLB1.A number of similarities are observed between
caPLB1 and caPLB2 in size, availability of N-glycosylation sites, the presence of a single stretch
of hydrophobic amino acids at the amino terminus, and the absence of a GPI anchoring site.
The nucleotide sequence of caPLB2 contained a single open reading frame encoding a putative
608 amino acid protein with an estimated molecular mass of �67 kDa. The predicted amino
acid sequence contains six potential N-glycosylation sites (Asn-X-Ser/Thr motifs) at residues
259, 365, 450, 464, 491, and 572. The deduced amino acid sequence of caPLB2 was homologous
to that of caPLB1 (65% identity). CaPLB2 was also found to be similar to PLBs from S.
cerevisiae, T. delbrueckii, and P. notatum (42%, 46%, and 42% identity, respectively). Hydropa-
thy analysis of the predicted protein revealed the presence of a cluster of hydrophobic amino
acids at the N-terminus. Similar to S. cerevisiae and T. delbrueckii PLBs [50,57], caPLB2
possesses a potential signal sequence at the N-terminal region of caPLB2, where two polar
amino acids (GIn-Ser) are followed by a cluster of six hydrophobic amino acids (Ile-Leu-Leu-
Phe-Val-Val). Such sequence may guide proteins to the secretory pathway. Like caPLB1, caPLB2
lacks GPI attachment site (a cluster of hydrophobic amino acids at the carboxy terminal) found
in the PLBs from the non-pathogenic fungi such as S. cerevisiae, P. notatum, and T. delbrueckii
PLBs. Since fungal PLBs and mammalian phospholipase A2 have lysophospholipase activities,
it is likely that these enzymes also share conserved amino acid regions. Three amino acid residues
essential for the catalytic function have been identified in mammalian PLA2 (200Arg, 228Ser,
and 549Asp) [58]. Interestingly, three regions surrounding these amino acids are also conserved
in PLBs from fungi. The deduced amino acid sequence of caPLB2 contains the motifs
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SGGGX97RA(M/L), GL133SG(G/S) and 381D(S/G)G(E/L)XXXN, which may have a catalytic
function [56].

To determine the phylogenetic relationship among various fungal PLBs, Sugiyama et al.
[56] constructed a phylogenetic tree of PLBs, and showed that caPLB1 and caPLB2 are closely
related to each other and caPLBs are more closely related to PLB from S. pombe and P. notatum
than PLBs from S. cerevisiae and T. delbrueckii.

c. Cloning of C. albicans Phospholipase C (CaPLC). Recently, Bennett et al. [59]
cloned the C. albicans phospholipase C (CAPLC1) gene using a PCR-based approach, and
sequenced it. The nucleotide sequence of the CAPLC1 gene (2997 bp) encoded a polypeptide
of 1099 amino acids with a predicted molecular mass of 124.6 kDa. The deduced amino acid
sequence of this polypeptide (CAPLC1) exhibited an overall amino acid homology of �27%
with PLCs previously characterized from S. cerevisiae and S. pombe and suggested that the
CAPLC1 protein is a delta-form of phosphoinositide-specific PLC (PI-PLC). Although PLC
was activity was detected in cell-free extracts of both yeast and hyphal forms of C. albicans,
the protein has not been purified, and a CAPLC1-disrupted mutant has not been constructed.
Thus, the role of CAPLC1 in fungal virulence could not be conclusively proven. Sequences
homologous to CAPLC1 were detected in all C. albicans and C. dubliniensis, and in some C.
tropicalis, C. glabrata, and C. parapsilosis isolates examined. In contrast, CAPLC1 was not
detected in the isolates of C. krusei, C. kefyr, C. guillermondii, or C. lusitaniae examined [59].

d. Cloning ofC. albicans Phospholipase D (CaPLD). Phospholipase D (PLD) catalyzes
the hydrolysis of phosphatidylcholine to produce phosphatidic acid (PA) and choline (see Fig.
1a). Both mammalian and fungal (S. cerevisiae) genes encoding PLD have been cloned and
characterized [60–62]. Mammalian PLD has emerged as one of the key enzymes in intracellular
signaling [63], while PLD from S. cerevisiae (encoded by SPO14) has been shown to be essential
for meiosis [61,64]. The absence of meiosis in C. albicans, which unlike S. cerevisiae exists as
a diploid, indicates that PLD in this clinically important yeast may play other roles than meiosis.
McLain and Dolan [65] have recently shown that PLD may be an important regulator of the
dimorphic transition. Since yeast-hyphal transformation is thought to be an important virulence
determinant in C. albicans [4,12], cloning and disruption of candidal PLD may contribute to
our understanding of the biological role of this phospholipase.

For cloning candidal PLD, Kanoh et al. [66] designed two oligonucleotide primers based
on the conserved amino acid sequences in human PLD1a and SPO14. These primers were
employed in a PCR-based approach to clone the full-length gene. The cloned PLD sequence
had a potential open reading frame encoding a protein of 1710 amino acids with a calculated
molecular mass of 196.4 kDa. The deduced amino acid sequence contained four conserved
regions (I, II, III, and IV) defined by the primary structures of plant, yeast, and human PLDs.
Furthermore, the HKD motif (HxKxxxxD) in regions I and IV and a serine residue in the
GSRS motif in region IV, which are critical for PLD biochemical activity, were also completely
conserved [66].

The number of amino acids and the calculated molecular mass ofCaPLD closely resembled
SPO14-coded protein (1683 amino acids, 195 kDa). Comparison of the primary structure with
those of other PLDs showed the highest homology to SPO14. The overall homology between
amino acid sequences of CaPLD and SPO14 was 42%. At the four conserved regions, the
homology between CaPLD and SPO14 ranged from 65% to 71%, while that between CaPLD
and rat PLDs was 42–55%. In addition to the four conserved regions found in both fungal and
mammalian PLDs, candidal PLD had seven regions (A–G) of 10-91 amino acids in length that
were highly homologous to SPO14 protein. Of the seven regions only two, F and G, were
conserved in mammalian PLDs. Therefore, it was speculated that these five regions (A–E)
represent functional domains specific for fungi [66]. Phylogenetic analysis of PLDs from various
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species showed three major clusters: the first cluster composed of mammalian PLD1 and plant,
nematode, and Streptomyces PLDs; the second cluster composed of mammalian PLD2; and the
third cluster composed of fungal PLDs, including CaPLD and SPO14 [66]. Because fungal
PLDs are in a separate grouping from mammalian and other PLDs, it is tempting to speculate that
this enzyme may perform fungal-specific functions. Unfortunately, elucidation of the biological
function of candidal PLD awaits the disruption of the gene encoding it.

2. Phospholipases of Candida glabrata

C. glabrata is recognized increasingly as an important nosocomial pathogen [67–70]. Although
it ranks third among Candida species in most reported cases of candidemia [68–69], one study
reported C. glabrata to be the most common non-albicans species isolated, surpassing C. tropi-
calis [71]. In this study, C. albicans accounted for 58% of the isolates, C. glabrata for 32%,
C. tropicalis for 6%, and C. parapsilosis for 4% [71]. C. glabrata has gained clinical significance
not only because of an increase in its frequency but also because of the associated high number
of complications and high mortality rates [1,69,72–75]. In one study, a mortality rate of 83%
exceeded the observed rates from any other Candida species [67]. Therefore, identification of
factors that contribute to the virulence of this organism may provide new attractive therapeutic
targets. Recently, Clancy et al. [43] reported the detection of extracellular phospholipase activity
in C. glabrata and provided data implicating it as a virulence factor in patients with candidemia
caused by this yeast. In their study, phospholipase activity (as determined by opacity around
colonies growing on egg yolk–containing media) was investigated in 51 non-albicans Candida
species (22 C. glabrata, 12 C. parapsilosis, 10 C. tropicalis, 5 C. lusitaniae, and 2 C. krusei
isolates) recovered from patients in a multicenter study of candidemia. Phospholipase activity
was detected in 53% of isolates.

An assay employing agar-containing specific phospholipid substrates was used to identify
the type of phospholipase activity secreted by C. glabrata [41]. As in the case of C. albicans,
PLB and Lyso-PL accounted for 100% of phospholipase activity. No PLA or PLC activities
were detected in supernatants collected from various C. glabrata isolates tested. To determine
whether a correlation exists between phospholipase activity and clinical virulence, the authors
classified the C. glabrata isolates into two groups: persisting isolates (PI) were strains that
remained in the blood despite therapy with antifungal agents effective in vitro and despite
removal of all IV catheters; nonpersistent (non-PI) strains were isolates that were cleared. Among
non-albicans Candida species tested, the association between phospholipase activity and persis-
tent candidemia was strongest for C. glabrata (P � .004). Moreover, the median PLB and
Lyso-PL activities were higher for PI isolates (9.5 and 24 pmol/mg, respectively) than non-PI
isolates (0 and 5.8 pmol/mg) (P � .0001, P � .02).

To establish the role of PLB in the pathogenesis of C. glabrata, an isogenic strain pair
of this yeast was created which differed only in PLB activity [43]. Conserved sequences of
ScPLB1, the gene responsible for PLB activity in S. cerevisiae, were used to design guessmer
primers for PCR reactions with DNA from a clinical C. glabrata isolate. A 1030-bp PCR product
which encoded part of a putative protein with 78% homology to ScPLB1 protein was generated.
To create an isogenic mutant with disruption of the PLB gene, Clancy et al. [43] first constructed
a ura3� auxotroph of the parent C. glabrata strain. S. cerevisiae URA3, which is �80% identical
to C. glabrata URA3, was amplified by PCR and BamHI restriction sites added to either end,
and the resulting product inserted in the unique BamHI site of the 1030-bp PCR fragment. The
disrupted product was liberated from the plasmid by EcoRI and was then used to transform C.
glabrata ura3� auxotrophs. The resulting mutants were selected by growth on ura� media.
Targeted disruption was confirmed by Southern blot analysis. Colorimetric assay of phospholi-
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pase activity revealed �90% elimination of both PLB and Lyso-PL activities in the mutant
isolate (URA3+plb�) compared to the parent C. glabrata (URA3+PLB+), confirming that the
cloned gene was responsible for the vast majority of PLB and Lyso-PL activities [43]. Compara-
tive in vivo pathogenicity studies are currently being performed to determine the role of the
cloned gene in C. glabrata virulence.

B. Phospholipases of Cryptococcus Species

C. neoformans is the cause of the most common life-threatening fungal infection in patients
with AIDS. Depending on the study, estimates of the frequency of cryptococcosis among AIDS
patients range from 5% to 10% [76–78]. Although the occurrence has decreased in the last
couple of years in the developed world, this incidence is still high in developing countries
[79,80]. Given the high rate of relapse after initial antifungal therapy, the current management
of C. neoformans infections includes lifelong suppressive therapy with antifungals.

1. Cloning of the C. neoformans Phospholipase B Gene

A PCR-based approach similar to the one used to clone other fungal phospholipases was used
by John Perfect’s group (Duke University Medical Center) in collaboration with our group to
clone cryptococcal PLB [81]. Multiple degenerate PCR primers that hybridized to conserved
regions from known fungal PLB genes were designed. From one of the primer combinations,
a 1.2-kb amplicon was obtained and cloned into SK plasmid. This fragment was sequenced to
confirm its identity and used to screen an EMBL3 C. neoformans genomic library in order to
isolate the entire gene. Their data showed that the cryptococcal PLB gene exists in a single
copy of �2.4 kb in size and the putative protein is composed of 617 amino acids. Comparison
of the cloned C. neoformans to other fungal PLB genes revealed amino acid homology of 37%,
36%, and 36% with S. cerevisiae, P. notatum, and C. albicans, respectively. The importance
of PLB production for virulence properties in C. neoformans is still unknown and awaits the
construction of an isogenic strain pair with specific deletion of PLB. Construction of this pair
has already been accomplished, and animal testing is under way.

C. Phospholipases of Aspergillus Species

A. fumigatus is the most pathogenic member of its genus, responsible for 90% of infections
caused by the aspergilli. Only two studies attempted to determine whether Aspergillus strains
secrete phospholipase. Birch et al. [29] investigated the ability of A. fumigatus to produce
extracellular phospholipases. Fast atom bombardment (which compares lipid-containing media,
before and at intervals during A. fumigatus growth, for the presence of anions corresponding to
major classes of phospholipids and fatty acids) enabled detection of several anions corresponding
to phospholipid breakdown products. Based on specific degradation products Birch et al. [29]
suggested that A. fumigatus secretes multiple extracellular phospholipases, including PLA, PLB,
PLC, and PLD. Further characterization of PLC revealed that this activity was initially observed
after 30 hr of growth and accumulated in broth cultures up to 50 hr. Maximal PLC activity
coincided with fungal cultures entering the stationary phase, with greater activity occurring at
37�C than at lower temperatures [29].

Koul et al. [82] studied eight strains of A. fumigatus and A. flavus (A. fumigatus, n � 5;
A. flavus, n � 3) for their ability to produce phospholipase. Following growth, for 3 days at
30�C or 37�C in Sabouraud dextrose broth supplemented with 4% glucose, supernatants were
concentrated and assayed for phospholipase activity using a specific substrate radial diffusion
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assay capable of differentiating among PLA, PLB, and PLC. Phospholipase activity was detected
in all strains regardless of temperature. For both species, PLB was the predominant enzyme.
Two of three A. flavus strains also secreted PLA and PLC. For A. fumigatus grown at 30�C vs.
37�C, quantitative PLB activity ranged from 76 to 98 U/100 mL (mean � SD � 84 � 9) vs.
67–90 U/100 mL (mean � SD � 79 � 11). Similarly, for A. flavus, activities ranged between
50 and 81 U/100 mL (62 � 17) vs. 33–68 U/100 mL (45 � 20). Unlike Birch et al. [29],
enzymatic activity indicative of PLD was not detected by Koul et al. [82]. Furthermore, only
PLB activity was detected in A. fumigatus by the latter workers. This discrepancy could be due
to strain-to-strain variation. Alternatively, discrepancy in the detected activities could be due to
the fact that Birch et al. [29] deduced the type of phospholipase secreted by A. fumigatus based
on phospholipids degradation products and not assays incorporating specific substrates as utilized
by Koul et al. [82].

Although the role of phospholipase in the virulence of Aspergillus must await cloning and
disruption of the gene/genes encoding these enzymes, Koul et al. [82] showed that reagent-
grade PLB produced extensive cytolysis of cultured pneumocytes, offering the possibility that
this enzyme enhances the virulence of Aspergillus by causing damage to host cells.

D. Role of Phospholipases in Fungal Virulence

The first evidence correlating phospholipase activity and candidal pathogenicity came from work
published by Barrett-Bee et al. [17]. In this study, the C. albicans isolates that adhered most
strongly to buccal epithelial cells and were most pathogenic in mice had the highest phospholi-
pase activities. Less pathogenic isolates of C. albicans, C. parapsilosis, and S. cerevisiae were
less adherent to epithelial cells, were less lethal to mice, and had lower phospholipase activities
[17]. In another study, phospholipase activities of C. albicans blood isolates obtained from
patients with disseminated candidiasis were compared with that of commensal isolates obtained
from oral cavities of healthy volunteers. Significantly higher levels of phospholipase production
were found in the blood isolates compared to the commensals (P � .0081). In addition, the
blood isolates had significantly higher rates of germination (P � .03), and their germ tubes
were longer than those formed by the commensal strains (P � .016). These findings suggest
that blood isolates, unlike commensals, may have enhanced expression of several virulence
factors, including both germination and phospholipase production, which enables them to invade
host tissues [5].

In the same study, the pathogenicity of clinical isolates with varying phospholipase activi-
ties was compared in a murine model of disseminated candidiasis [5]. Nine blood isolates
were prospectively examined for expression of virulence factors, including phospholipase and
proteinase production, adherence, germination, growth rate, and ability to damage endothelial
cells [5]. Additionally, the mortality of mice infected with each of these isolates was determined
and the predictive value of each virulence factor for mortality was determined by Cox propor-
tional hazards analysis. Of the virulence factors studied, only extracellular phospholipase activity
was predictive of mortality [5]. In an infant mouse model of candidiasis, the high-phospholipase-
producing strain CA30 was able to cross the bowel wall and disseminated hematogenously,
while the low-phospholipase-producing strain CA87 failed to cross the bowel wall of the infant
mouse after oral-intragastric challenge and did not cause disseminated infection [83]. Since
the two strains were distinguished by their ability to invade the bowel wall with subsequent
hematogenous dissemination and tissue invasion, these data further suggest that phospholipase
is involved in the invasion process of C. albicans.

These studies provided correlative evidence implicating phospholipases in the pathogenesis
of C. albicans. Since the candidal isolates used were not genetically related, the possibility that



60 Mukherjee and Ghannoum

Table 1 Phospholipases of Pathogenic Fungi

Substrate specificity/
Organism Enzyme Protein other features Gene ORF Refs.

Candida PLB1 605 aa, 84-kDa molecular PC, Lyso-PC caPLB1 1818 bp 52,53
albicans mass, 7 N-

glycosylation sites, no
GPI-anchoring site

Candida PLB2 608 aa, 67-kDa molecular caPLB2 56
albicans mass, 6 N-

glycosylation sites,
lacks GPI-anchoring
sites

Candida CAPLC 1099 aa, 124.6-kDa X and Y catalytic CAPLC 2997 bp 59
albicans molecular mass domains

Candida PLD 1710 aa, 196.4-kDa caPLD 66
albicans molecular mass, 42%

homology to SPO14
Candida PLB Not purified PC, Lyso-PC PLB 1030 bp 43

glabrata (PCR
product)

Cryptococcus PLB 617 aa, molecular mass All phospholipids PLB 2400 bp 28,81,
neoformans of 70–90 kDa by SDS/ except approx. 92,93

PAGE and 160–180 phosphatidic acid,
kDa by gel filtration; but dipalmitoyl
acidic glycoprotein- phosphatidylcholine
containing N-linked and dioleoyl
carbohydrate moieties phosphatidylcholine

are the preferred
substrates

Aspergillus PLB Not purified PC Not cloned 29,82
fumigatus

Aspergillus PLC Not purified Not cloned 29,82
fumigatus

Aspergillus PLD Not purified Not cloned 29,82
fumigatus

Aspergillus PLB Not purified PC, Lyso-PC Not cloned 29,82
flavus

differences observed in the virulence of these strains could be attributed to factors other than
phospholipases could not be ruled out. This caveat was overcome by cloning the caPLB1 gene
and constructing its PLB-disruptant isogenic strain. This isogenic strain pair facilitated detailed
analyses of the role of PLB in candidal virulence (see Sec. II.A.1 and below).

1. Animal Models of Candidiasis

A reliable and standard method to establish the role of PLB (or other proteins) in candidal
virulence is by using animal models of candidiasis as part of in vivo studies. Two different
models of candidiasis, representing different clinical settings, were used to determine the role
of caPLB1 in virulence of C. albicans: (1) a hematogenously disseminated murine model in
which BALB/c mice were challenged with the parent or the PLB-deficient C. albicans strains
cells and both survival as well as tissue fungal burden were used to assess the pathogenicity of
the infecting strains [52,84]; and (2) an oral-intragastric infant mouse model in which inbred
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infant mice (crl�CFW (SW) BR), were inoculated intragastrically with blastospores of either
the wild-type or PLB1-deficient strains. The latter model simulates candidal migration across
the gastrointestinal tract, one of the major routes for contracting disseminated candidiasis [83].

a. Dissemination to Kidneys and Liver. Using the hematogenously disseminatedmodel,
it was shown that all mice infected with the parental strain succumbed to candidal infection
within 9 days, while 60% of mice challenged with the PLB-deficient strain were alive at day
15 [52]. Gross inspection of the kidneys showed that numerous visible candidal foci covered
the renal cortex of mice infected with parental strain. In contrast, no candidal foci were detectable
on renal surfaces of mice infected with the PLB-deficient strain. Tissue fungal burden experi-
ments carried out to assess the severity of infection caused by wild-type and mutant strain
showed that PLB1-deficient candidal strain was cleared significantly faster than the wild-type
strain from the kidneys and brain [52]. This study also showed that deletion of caPLB1 did
not render C. albicans strains completely avirulent, thus underscoring the notion that candidal
pathogenicity is multifactorial and is regulated by more than one determinant [12].

b. Transmigration of C. albicans Across Gastric Mucosa. The oral-intragastric infant
mouse model was used to monitor transmigration of candidal cells acrossthe gastrointestinal
tract using light and transmission electron microscopy. These studies revealed the presence of
yeast and hyphal elements in the gastric mucosa 14 days postchallenge with both the parental
and PLB-deficient strains. However, mucosal invasion in mice challenged with the PLB-deficient
strain was confined to the stomach lumen and inner layers of the gastric mucosa, and a minimal
neutrophil-dependent inflammatory response was elicited. Furthermore, several areas of the
stomach revealed no demonstrable infection. In contrast, the parental strain invaded the submuco-
sal tissue of the stomach, elicited a neutrophil-dependent inflammatory response, and produced
systemic candidiasis to a far greater extent. That the parental strain was more efficient at crossing
the GI tract and invading internal organs than its PLB-deficient counterpart suggests a role for
PLB in candidal transmigration across the gastrointestinal tract and subsequent dissemination
to target organs. Additionally, the parental strain was able to traverse the vasculature since
numerous hyphal elements were observed within blood vessel lumens. Among the mice chal-
lenged with the parental strain, 90% showed liver colonization while 70% showed kidney coloni-
zation; only 45% and 27% of mice infected with the PLB-deficient mutant exhibited liver and
kidney involvement, respectively [85].

c. Secretion of Phospholipase B1 During Host Tissue Invasion. One of the criteria to
prove that a particular gene or its product plays an important role in the disease process is to show
that it is expressed during the infectious process [86]. Both the hematogenously disseminated
intravenous [52] and the oral-intragastric mouse [85] models for candidiasis were used to deter-
mine whether PLB is secreted in vivo.

In the hematogenously disseminated model, mice were challenged with either the parental
or caPLB1-deleted mutant. Kidneys were harvested and sections were processed for immunoelec-
tron microscopy by incubating them with either PLB antiserum or goat serum, which served as
a negative control [52]. Immunogold complexes were observed under the electron microscope
for tissue sections infected with parental strain thus showing the secretion of PLB during infec-
tious process. Similar complexes were not seen for PLB-deficient mutant-infected mice tissues
[52]. In other experiments, C. albicans cells were recovered from the kidneys of mice infected
with either the parental or PLB-deficient strains. Cells were prepared for immunogold electron
microscopy. Sections examination showed that immunogold labeling was observed only with
cells recovered from mice infected with the wild-type strain and not in association with cells
recovered from animals infected with the PLB-deficient mutant (unpublished data). These data
demonstrate that C. albicans secretes PLB during the invasion of target organs.
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Using indirect immunofluorescence microscopy, Seshan et al. [85] investigated the expres-
sion of PLB during the course of candidal transmigration across the gastrointestinal tract of
infant mice. Following challenge with either the parent or the PLB-deficient strains, mice were
sacrificed and their gastric mucosal tissues removed and prepared for indirect immunofluores-
cence microscopy. Their data showed that PLB is secreted by the vast majority of candidal cells.
Both hyphal and yeast forms of C. albicans secreted the enzyme. Although the periphery of
most cells exhibited low-level fluorescence suggestive of PLB secretion, intense fluorescence
was observed at the growing tips of mature and developing hyphae, suggesting that PLB secretion
is concentrated at the invading hyphal tip [85].

The exact mechanism of action of phospholipases in fungal virulence is unknown. How-
ever, intuitive reasoning as well as experimental evidence indicates that these enzymes are
involved in the early stages of infection—adherence, penetration, and damage.

2. C. albicans Phospholipase B and Adherence of C. albicans Host Cells

Barrett-Bee et al. [17] found a correlation between the ability of yeasts, including C. albicans,
to adhere to buccal epithelial cells and phospholipase activity. In contrast, another study com-
pared two C. albicans isolates that differed in their ability to produce phospholipase and showed
that the low phospholipase producer adhered more avidly to the gastrointestinal tract of infant
mice relative to the high phospholipase producer [83]. These contradictory findings could be
due to the fact that the above studies utilized genetically unrelated strains. Alternatively, phospho-
lipases may facilitate adherence in some organisms and not in others, or in certain specific
settings. To determine whether caPLB1 influences candidal adherence, the abilities of PLB-
deficient mutant and parental strain were compared using a standard in vitro assay [52]. Our
data showed that the percent adherence for the PLB-deficient mutant and parent strain to epithe-
lial cells (HT-29) was 36 � 3.9% and 35 � 2.2%, respectively. Similarly, no significant
difference in the adherence ability of the isogenic strain pairs to human umbilical vein endothelial
cells was noted [52]. This suggests that PLB does not appear to directly affect the ability of C.
albicans to adhere to host cells.

3. C. albicans Phospholipase B and Host Cell Injury and Penetration

Since phospholipase targets membrane phospholipids and has been shown to digest these compo-
nents leading to cell lyse [87], direct host cell damage and lysis has been proposed as a main
mechanism contributing to microbial virulence. Such host cell injury would be expected to
facilitate the penetration of the infecting agent. In this context, Klotz et al. [88], using an in
vitro model depicting the earliest events of metastatic Candida infection, showed that Candida
strains first adhere to, and then penetrate, the endothelium. During transmigration, endothelial
cell continuity was disrupted by the yeasts. As destruction of the endothelium progressed, the
fungus penetrated deeper into the substance of the vascular tissue. These authors attributed the
dissolution of a portion of the endothelial cells to phospholipase activity [88]. Similar suggestive
evidence for enzymatic activity by C. albicans in the penetration of skin has been described
[89].

More recently, evidence implicating phospholipase in host cell penetration and injury has
been derived from in vitro and in vivo studies. The in vitro studies compared the ability of the
parent and PLB-deficient strains to penetrate epithelial and endothelial cell monolayers [90].
Also, the ability of supernatants from cultures of these strains to cause damage to epithelial
cells was compared [90]. Leidich et al. [52], using scanning electron microscopy, compared
the ability of the parent and caPLB1-deficient mutant to penetrate both human umbilical vein
endothelial (HUVEC) and HT-29 epithelial cells. Their data showed that both the parent and
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caPLB1-deficient mutant formed germ tubes which penetrated HUVEC and HT-29 cells. How-
ever, the capacity of the caPLB1-deficient strain to penetrate HUVEC and HT-29 host cells was
significantly reduced relative to the parent. The percentage of penetrating parental hyphae was
66.7 � 1.7 for the endothelial cell line and 57.8 � 2.5 for the epithelial cell line. In contrast,
the percentages of penetrating PLB-deficient hyphae were 37.3 � 1.3 and 29.0 � 2.9 for the
HUVEC and HT-29 cell lines, respectively (P � .0002 for HUVEC; P � .0003 for HT-29)
[52].

The ability of supernatants from cultures of the parental or PLB-deficient strains to cause
damage to epithelial cells was compared using a Thiazolium Blue (MTT)-based assay [90].
Supernatant from the parental culture was about twofold more efficient in causing cell damage,
compared to that from the caPLB1-deficient culture (supernatant from parental strain caused
62.33 � 1.15% damage, while supernatant from caPLB1-deficient strain caused 34.67 � 0.58%
damage (P � .0001). In the same experiments, damage caused by supernatants obtained from
C. albicans and the nonpathogenic yeast S. cerevisiaewas compared. In contrast to the significant
damage caused by C. albicans, only minor injury was caused by S. cerevisiae (3.95 � 0.48,
mean � S.D). The above data suggest that PLB may enhance candidal virulence by directly
damaging host cell membranes.

Seshan et al. [85] provided in vivo data demonstrating that candidal PLB facilitates can-
didal penetration of host tissues. Using an oral intragastric infant mouse model of candidiasis,
these authors showed that the phospholipase-producing parental strain penetrated deep into the
gastric mucosal and submucosal tissues following intragastric challenge. In contrast, the caPLB1-
deficient mutant was not as invasive and was generally sequestered to the stomach lumen. The
invasiveness of the parental strain is likely to have increased its access to the gastric vasculature,
thus allowing the organism to hematogenously disseminate more efficiently than the PLB-defi-
cient mutant. Consistent with this notion, more hyphal elements were observed in blood vessel
lumina following challenge with the parental strain. These differences in penetration and dissemi-
nation were reflected by the number of candidal colony-forming units (CFU) recovered from
the liver and kidneys of mice infected with either the parental or caPLB1-deficient strains.
Organs (kidneys and liver) from mice infected with the parental strain had significantly higher
candidal CFU compared to organs harvested from mice infected with the PLB-deficient mutant
[85].

Therefore, a decrease in the capability of PLB1-deficient strains to cross the gastrointestinal
tract and cause systemic infection, combined with their decreased capability to penetrate host
cell monolayers, and the ability of an enzymatic preparation to lyse host cells indicate that PLB
may play a role in candidal virulence by causing direct damage to host cell membranes. Such
injury would allow fungal hyphal elements to more effectively traverse the vascular endothelium,
ultimately increasing the rapidity of dissemination to and invasion of target organs.

4. C. neoformans Phospholipase and Virulence

The ability of C. neoformans to secrete phospholipase was reported by Vidotto et al. [91]. Their
data showed that 22 out of 23 cryptococcal isolates tested produced phospholipase. As in the
case of Candida, a wide variation was observed in the ability of various strains to secrete
phospholipase (Pz values ranged between 0.271 and 0.49). Although these authors found a
correlation between phospholipase production and the size of the capsule in the strains isolated
from AIDS patients, the number of isolates analyzed for these factors was small. Thus, more
isolates should be examined to confirm this notion. In another study published in the same year,
Sorell and coworkers [28] examined 50 C. neoformans isolates for extracellular phospholipase
activity, using egg yolk–based agar assay. Forty-nine of these isolates produced a pericolonial
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precipitate indicative of phospholipase activity. No difference in phospholipase production was
observed between environmental and clinical isolates of C. neoformans var. gattii. Quantitation
of cryptococci in the lungs and brains of BALB/c mice inoculated intravenously with four strains
expressing high, intermediate, or low phospholipase activity revealed a correlation between
phospholipase activity and virulence [28]. Based on this finding, the authors proposed that
phospholipases secreted by C. neoformans may be associated with cryptococcal virulence.

In a second study, Chen et al. [92], using 1H and 31P nuclear magnetic resonance (NMR)
spectroscopy combined with thin-layer chromatography (TLC) analyses, extended their work
to define the nature of the phospholipase activity produced by C. neoformans.NMR spectroscopy
revealed that the sole phospholipid degradation product of the reaction between the substrate
phosphatidylcholine and cryptococcal culture supernatants was glycerophosphocholine, indicat-
ing the presence of PLB. No products indicative of PLA, PLC, PLD, or other lipase activity
were detected [92]. TLC analysis confirmed that PLB and Lyso-PL activities were detected in
C. neoformans supernatants. Additionally, LPTA activity was identified in supernatants by the
formation of radioactive phosphatidylcholine from lysophosphatidylcholine. The Lyso-PL activ-
ity was 10- to 20-fold greater than PLB activity in these supernatants, with mean (�standard
deviation) specific activities of 34.9 � 7.9 and 3.18 � 0.2 �mol of substrate hydrolyzed per
min per mg of protein, respectively. Enzyme activities were stable at acid pH 3.8, with pH
optima of 3.5 to 4.5. Activities were unchanged in the presence of exogenous serine protease
inhibitors, divalent cations, and EDTA. Thus, C. neoformans secretes phospholipase with similar
activity (PLB, Lyso-PL, and LPTA) to that observed in C. albicans. TheC. neoformans phospho-
lipase activities were recently purified to homogeneity [93].

E. Role of Fungal Extracellular Phospholipases in Other Virulence
Facilitating Functions

As discussed above, the evidence accumulated so far suggests that fungal phospholipases enhance
virulence by damaging host cell membranes. However, based on findings derived from studies
of phospholipases from bacteria, it is likely that these hydrolytic enzymes may have other
functions that facilitate virulence, in addition to direct tissue damage [94]. Availability of purified
fungal phospholipases, as well as isogenic strains from different pathogenic fungi, will provide
clues to the functions/mechanisms employed by phospholipase during fungal pathogen interac-
tion. While C. albicans strains differing in phospholipase production became available only
recently and were tested in vivo for their virulence [52], isogenic sets from other pathogenic
fungi are still being constructed, and in some cases (e.g., A. fumigatus) the genes encoding
phospholipases await cloning.

A number of potential investigational areas relevant to phospholipase mechanism(s) could
be proposed, including signal transduction, stimulation of host cells to release cytokines, and the
host inflammatory response. Many lipids and lipid-derived products generated by phospholipases
acting on phospholipids present in host cell membranes are implicated as mediators and second
messengers in signal transduction [64,95]. The enzyme’s substrate specificity and lipid degrada-
tion products indicate that candidal PLB could also be involved in signal transduction pathway
potentiated at the lysophospholipid level. Stimulation of host cells to produce cytokines in
response to soluble factors of microbial origin is well documented [96,97]. Stimulation of cyto-
kine production in response to lytic enzymes of microbial origin has also been demonstrated in
vivo [98]. Since phospholipase production is closely associated with candidal host cell injury
[52], it is conceivable that this enzyme may directly or indirectly stimulate host cells to produce
specific cytokines.
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Microbial phospholipases have been demonstrated to be potent inflammatory agents induc-
ing the accumulation of inflammatory cells and plasma proteins, and the release of various
inflammatory mediators in vivo [99]. Additionally, microbial phospholipases are able to mobilize
arachidonic acid and subsequent prostaglandin synthesis [100]. Availability of purified fungal
phospholipases and isogenic strain pairs that differ only in phospholipase production makes it
feasible to investigate these exciting areas of investigation.

III. SECRETORY ASPARTIC PROTEINASES

Proteolytic activities attributable to secretory aspartic proteinases (SAPs) have been found in at
least three Candida spp. (C. albicans, C. tropicalis, and C. parapsilosis), as well as in certain
Aspergillus species. This area has been extensively reviewed in the past [3,7,101], and therefore
only a brief summary of the literature is presented here.

A. Proteinases of Candida Species

Staib [102] was the first to show a proteolytic activity associated with C. albicans. Subsequent
studies have led to detailed characterization of its biochemical and biophysical properties and
the elucidation of SAP crystal structure. This enzyme has been given a variety of names including
Candida aspartyl proteinase (CAP) (103) and keratinolytic proteinase (Kpase) (104,105). The
99% nucleotide similarity with a pepsinogen gene resulted in the first cloned Candida proteinase
gene to be called PEP1 (106). The second cloned gene was referred to as PRA2; subsequently
PEP1 was renamed PRA1 because of its similarity to the S. cerevisiae PRA genes. However,
the absence of similarity between Candida proteinase and pepsinogen or Pra proteins led to the
general acceptance of secretory aspartic proteinase (SAP) as the name for Candida proteinase
[107,108]. In vitro activity of SAPs is assayed with bovine serum albumin (BSA) as the substrate
in the medium, although other substrates have also been identified [103].

The following observations provided clues as to the possible role of SAPs in candidal
pathogenicity:

1. The proteolytic activity at acidic pH was the highest in C. albicans, followed by C.
tropicalis and C. parapsilosis. The order of proteolytic activity correlated with the order of
virulence among these species: C. albicans is the most virulent, followed by C. tropicalis and
C. parapsilosis [109]. Since the proteolytic activity of these species correlates with their pathoge-
nicities, it was suggested that SAPs might be important virulence determinants of Candida
species.

2. Studies performed in a mouse model of experimental candidiasis showed that more
lethal C. albicans strains, which were also avid colonizers, had higher proteolytic activity than
less pathogenic strains [110].

3. Clinical studies showed that C. albicans isolated from patients with vaginitis had 1.7-
fold higher SAP production than isolates from healthy, nonvaginitis patients [111].

4. Nonproteolytic mutant strains were found to be less pathogenic in mice [112,113].
Also, a spontaneous revertant which regained half of the proteolytic activity was almost as
virulent as the wild type [112]. Similarly, a proteinase-deficient strain was found to be 1000-
fold less virulent as compared to the proteolytic wild-type strain [114].

5. Treatment of infected mice with pepstatin, an inhibitor of SAPs, caused a distinct
protective effect against candidal infection [105,115,116].

These findings stimulated interest in secretory proteinases and led to the purification of
one SAP, cloning of genes encoding various SAPs, and construction of disruption mutants.
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1. Proteinases of Candida albicans

Attempts at purifying the Candida proteinase were performed early on and led to the partial
purification of a 40-kDa protein with a pH optimum of 3.2 and broad substrate specificity [117].
The extracellular acid proteinase of C. albicans was purified from culture filtrates and shown
to be a mannoprotein with carboxyl proteinase activity [118]. This protein was detected in kidney
lesions of animals with experimental candidiasis using indirect immunoflourescence [118]. An
extracellular proteinase of C. albicans was purified and characterized using pepstatin A–affinity
chromatography [115]. The purified proteinase was a monomeric protein with a molecular weight
of 45 kDa and isoelectric point of pH 4.4, and underwent rapid denaturation at pH �8.4 [115].
The protein had broad substrate specificity for albumin, casein, collagen, hemoglobin, and keratin
[103]. Further studies based on the interactions of the enzyme with antimannan antibodies and
sensitive carbohydrate detection tests ruled out glysosylation of the enzyme [119,120]. Ruchel
et al. [120] also showed that while the secretory proteinase isolated from C. albicans and C.
tropicalis lack glycosylation and have molecular weights in the range of 40–50 kDa, secretory
proteinase from C. parapsilosis is a mannoprotein of 33 kDa.

a. Cloning of SAP Genes. Different approaches were followed to clone the family of
differentially regulated SAP genes (SAP1–SAP9) from C. albicans.A conserved oligonucleotide
sequence in the N-terminal of purified aspartyl proteinases was identified from the amino acid
sequence and was used as probe to identify a SAP-specific PCR-fragment [121]. This fragment
was used to screen a C. albicans genomic library and to isolate the SAP1 (PRA10) gene. Analysis
of the 1173-bp open reading frame (ORF) indicated that the SAP1 gene is highly expressed and
has homology to other aspartic proteinases. Similar strategies were used to clone the SAP2 gene
(PRA11) [122]. The nucleotide sequence of SAP2 was 77% identical to that of SAP1, while the
deduced amino acid sequences of SAP2 and SAP1 were 73% identical. Analyses of the mRNA
levels of the two genes showed that SAP2 expression was much higher than SAP1 in the presence
of albumin [122]. The SAP1 gene was later mapped to chromosome 6 while SAP2 was mapped
to chromosome R [107]. Cloning of increasing number of SAP genes led researchers to identify
the presence of a gene family for which the term ‘‘SAP family’’ was coined [7,107].

Screening of a genomic library under low-stringency hybridization conditions with a PCR
fragment from SAP1 led to the identification of SAP3, a third secreted proteinase gene. SAP3
was 77% homologous to both SAP1 and SAP2. The predicted amino acid sequence of SAP3
had 398 amino acids and a high pI of pH 5.7 [108]. Restriction fragment length polymorphisms
(RFLP) using the same C. albicans strain WO-1, SAP1 alleles in laboratory and clinical strains
were characterized leading to the identification of SAP4 (1254 bp) positioned upstream, in
tandem to SAP1 [123]. Screening a genomic library with a SAP1 probe using low-stringency
hybridization conditions led to the identification of three new genes: SAP5 (1254 bp), SAP6
(1254 bp), and SAP7 (1764 bp) [124]. The SAP5 and SAP6 genes were found to be closely
related and similar to the other SAP genes. SAP7p is the most divergent protein among the SAP
protein family with only 20% similarity with SAP1p and a much longer putative prosequence.
The SAP1–7 genes have been grouped into two clusters based on nucleotide and predicted amino
acid sequence similarities: SAP1–3 and SAP4–7 [124]. The possibility of the existence of two
additional SAP genes not isolated after screening of the C. albicans gene library was also
indicated in these studies. Other Candida species such as C. tropicalis, C. parapsilosis, and C.
guillermondii were also found to possess SAP gene families [124].

The screening of a C. albicans genomic library for the presence of other SAP genes led
to the isolation of two new genes, SAP8 and SAP9. The N-terminal amino acid sequence deduced
from SAP8 was found to be identical to the N-terminal amino acid sequence of the 41-kDa
SAP1p. SAP8 mRNA was expressed at 25�C in the presence of BSA. SAP9 encodes an aspartic
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Table 2 Secretory Aspartic Proteinases of C. albicans

Phylogenetic
Gene ORF Enzyme features Regulation cluster Refs.

SAP1 1173 bp 341 aa, 2 KR (lys-arg) Expressed in ‘‘opaque’’ SAP1-3 7,124,162
sites, no form, at 25�C
glycosylation site

SAP2 1194 bp 342 aa, 2 KR sites, 2 Most abundant, SAP1-3 7,122,124
glycosylation sites expressed in both

white and opaque
forms, and also in
yeast at 25�C but not
at 37�C in hyphal
forms

SAP3 1194 bp 340 aa, 1 KR site, 1 Expressed in ‘‘opaque’’ SAP1-3 7,108,124
glycosylation site form, at 25�C.

SAP4 1254 bp 342 aa, 4 KR sites, 1 Expressed in hyphae at SAP4-6 7,123,124
glycosylation site 37�C

SAP5 1254 bp 342 aa, 4 KR sites, no Expressed in hyphae at SAP4-6 7,124
glycosylation site 37�C

SAP6 1254 bp 342 aa, 4 KR sites, 1 Expressed in hyphae at SAP4-6 7,124
glycosylation site 37�C

SAP7 1764 bp 377 aa, 1 KK (lys-lys) Silent or very weak Most 7,124
site, 4 glycosylation expression divergent
sites

SAP8 1209 bp 330 aa, 2 KR sites, no Expressed in opaque and ? 7,124,125
glycosylation sites yeast forms, at 25�C

SAP9 Encodes aspartic ? 7,124,125
proteinase with a
Kex2p-like cleavage
site and contains a
putative
glycophosphatidylinositol-
anchor signal at the
C-terminus

proteinase with a Kex2p (killer expression endopeptidse)-like cleavage site and contains a puta-
tive glycophosphatidylinositol anchor signal at the C-terminus. Although the SAP9 gene product
has not yet been isolated from cultures of C. albicans, transcripts of SAP9 were observed
preferentially in later growth phases when SAP8 expression had decreased [125]. Studies so far
indicate that [1] all SAP genes code for a 50–60 aa propeptide, [2] SAPs have a 14–21 amino
acids N-terminal secretion signal linked to a propeptide containing one to four putative KR
(Lys-Arg) or KK (Lys-Lys) processing sites for a Kex2-analogous regulatory proteinase
(Table 2).

b. Protein-Level Regulation of SAPGenes. Most studies conducted so far have concen-
trated on the regulation of SAP protein expression and the in vitro induction of SAP activity.
SAP activity was induced in the presence of a variety of proteins, including BSA, hemoglobin,
keratin, casein, or collagen, and at acidic pH [103,114,115,126,127]. In addition, peptides of
more than 8 amino acids could also induce SAP activity [127,128], while ammonium ions
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and amino acids inhibited protease activity [114,127]. Pulse chase experiments suggested that
synthesis and proteinase secretion were coupled and that the protein was not accumulated intra-
cellularly [127,129]. Also, late-exponential-phase grown cells showed the highest levels of intra-
cellular protease [129]. Thus, both cell cycle and environmental conditions influence SAP activ-
ity. Among SAP1-3, all three proteinases are expressed in the same strain, but their pattern of
expression varied with the opaque-white switch phenotype of the cell. SAP1 and SAP3 were
expressed in opaque cells while SAP2 was expressed in white cells of C. albicans strain WO-
1 [108]. SAP2p was found to be the most abundant proteinase among Candida species; thus,
all characteristics described for SAP proteins refer to the SAP2p [7].

c. Transcriptional Regulation of SAP Genes. Morrow et al. [106] used a differential
hybridization screen to isolate an opaque-specific cDNA,OP1A,which was found to have�99%
base homology at the nucleotide level with an acid protease (PEP1) gene of C. albicans. This
cDNA is identical to SAP1 and thus suggests that SAP1 is most likely regulated by the switching
phenotype, a finding later confirmed by Northern blot analysis [106]. mRNA studies of seven
members of the SAP gene family (SAP1-7) showed that SAP1 and SAP3 expression varied with
phenotypic switching between the white and opaque forms of C. albicans. The SAP1 mRNA
was expressed even in the absence of peptides. SAP1 mRNA was downregulated in stationary
phase and in presence of exogenous amino acids. SAP2 mRNA, which was the dominant tran-
script in the yeast form, was found to be autoinduced by peptide products of SAP2 activity and
to be repressed by amino acids. The expression of the closely related SAP4–SAP6 genes was
observed only at neutral pH during serum-induced yeast to hyphal transition. No SAP7 mRNA
was detected under any of the conditions or in any of the strains tested [130]. In a subsequent
study using both an in vitro model of oral candidiasis and clinical samples from oral candidiasis
patients, SAP1-8 genes were found to be expressed in the order SAP1 and SAP3 � SAP6 �
SAP2 and SAP8. Thus, although SAP2 is the abundant SAP protein in candidiasis, SAP2 RNA
is observed only late in infection. These studies proved that SAP expression is under temporal
regulation [131]. Although the SAP9 gene product has not yet been isolated from cultures of
C. albicans, transcripts of SAP9 were observed preferentially in later growth phases, when SAP8
expression had decreased [125].

B. Proteinases of Aspergillus Species

Invasive aspergillosis due to A. fumigatus is thought to involve hydrolysis of structural proteins
in the lung by secreted proteinases [132]. An aspartic proteinase (PEP) was purified from the
culture supernatant of a clinical isolate of A. fumigatus. Nine of the 11 N-terminal region amino
acids were identical with the corresponding sequence of the aspartic proteinase aspergillopepsin
A from A. niger var. awamori (previously called A. awamori). The presence of the PEP antigen
was demonstrated in sera of two patients with aspergillosis using dot-blot assay and in a lung
infection by immunofluorescence. PEP had an estimated molecular mass of 38 kDa and a pI of
pH 4.2. PEP is therefore likely to be closely related to an acid proteinase of A. fumigatus
[133]. Lee and Kolattukudy [132] reported that A. fumigatus also secretes an aspartic proteinase
(aspergillopepsin F) that can catalyze hydrolysis of the major structural proteins of the basement
membrane. The pH optimum for the enzymatic activity was 5.0 with elastin–Congo Red as the
substrate, and the activity was not significantly inhibited by pepstatin A, diazoacetyl norleucine
methylester, and 1,2-epoxy-3-(p-nitrophenoxy) propane. The gene encoding this aspartic protein-
ase were cloned and sequenced. The open reading frame, interrupted by three introns, putatively
encodes a protein of 393 amino acids composed of a 21-amino-acid signal peptide and a 49-
amino-acid propeptide preceding the 323-amino-acid mature protein. The amino acid sequence
of the A. fumigatus aspartic proteinase has 70, 66, and 67% homology to those from A. oryzae,
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A. awamori, and A. saitoi, respectively [132]. Immunogold electron microscopy showed that
the aspartic proteinase was secreted by A. fumigatus during lung invasion in a neutropenic mouse.
Secretion was directed toward the germ tubes of penetrating hyphae [132]. Immunofluorescence
studies were performed with sporulating colonies of A. fumigatus, A. flavus, and A. niger using
specific polyclonal antibodies against the aspergillopepsin PEP (EC 3.4.23.18). The proteinase
antigen was found mainly in developing conidiophores of aspergilli, in submerged mycelia, and
on the tips of growing aerial mycelia, but not in mature aerial hyphae and spores, while sporulat-
ing conidiophores of A. fumigatus and A. flavus revealed only weak immunofluorescence [134].
In another study, sequences of the PEP gene of A. fumigatus were used as PCR primers to
identify this species and differentiate it from other, coidentified, clinically important Aspergillus
spp. [135]. Their distinct pattern of expression suggested a role for aspartic proteinase antigens
in the infection process. However, studies with mutants of A. fumigatus deficient in PEP showed
that the wild-type strain and the PEP-deficient mutants invaded tissues to a similar extent and
produced comparable mortality in guinea pigs. Thus, secreted proteinases probably do not con-
tribute decisively to tissue invasion in the pathogenesis of systemic aspergillosis [136].

C. Role of Secretory Aspartic Proteinases in Fungal Virulence

Virulent C. albicans strains invariably produce high amounts of SAP proteins, while SAP-
deficient strains have lower virulence [110,111,113,118,137,138]. This observation led to the
belief that SAPs are involved in candidal pathogenesis and are important virulence factors.
Although exhaustive studies have been performed on candidal SAPs, the mechanism by which
they affect virulence has not yet been determined. SAPs can affect virulence by a number of
possible mechanisms: (1) digest host surface proteins, thus damaging the host tissue and aiding
in adhesion; (2) overcome the host immune system by degrading host proteins; (3) replenish
cellular nitrogen sources with peptide breakdown products; (4) damage endothelial cells; or (5)
activate proteolytic cascades in the host [7,139]. SAP proteins have been associated with adher-
ence [110,140,141], phenotypic switching [22,106], and hypha formation [130,142,143]. In a
separate study, C. albicans isolates from the oral cavities of subjects at different stages of human
immunodeficiency virus (HIV) infection were compared for their SAP activities [144]. Fungal
isolates from symptomatic patients secreted up to eightfold more proteinase than the isolates
from uninfected or HIV-infected but asymptomatic patients. Also, high-proteinase isolates were
more pathogenic for mice than the low-proteinase isolates [144]. Using a rat vaginitis model of
candidiasis, it was shown recently that SAP2 is an important virulence factor for Candida
vaginitis [145]. However, as expected, SAPs cannot be regarded as the sole critical virulence
factor in candidiasis, as overexpression of SAP2p (the most abundant SAP) in C. albicans and
its expression in S. cerevisiae did not augment virulence of these strains in a mouse model of
candidiasis [146]. Antibodies in sera from patients with systemic candidiasis were shown to
react with purified acid proteinase [118]. Indirect immunofluorescence was used to show the
presence of proteinase antigens in tissue sections isolated from clinical cases of mucosal and
deep-seated candidiasis [147]. Recently, a monoclonal antibody (MAb; MAb CAP1) reactive
with candidal aspartic proteinase was produced. The MAb showed strong sensitivity and reactiv-
ity to candidal aspartic proteinase but not to the aspartic proteinases of C. parapsilosis, C.
tropicalis, and A. fumigatus or to human cathepsin D or porcine pepsin. This antibody could
serve as an important tool in characterizing candidal aspartic proteinase and may be a valuable
probe for the detection of the proteinase antigen in the sera of patients with invasive candidiasis
[148].

Recently, Schaller et al. [149] showed the involvement of SAPs during host tissue invasion
in an in vitro model of cutaneous candidiasis. In this study, a progressive increase in SAP
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expression in the order SAP1 and SAP2 � SAP8 � SAP6 � SAP3 was observed [149]. Using
specific polyclonal antibodies directed against the gene products of SAP1-3 and SAP4-6, predom-
inant expression of Sap1-3 was shown [149]. Pepstatin A had a protective effect during infection
of the epidermis, and SAP-deficient mutants exhibited an attenuated virulence phenotype, indicat-
ing possible correlation between the SAP expression and tissue damage in the skin [149].

IV. FUNGAL SECRETORY PROTEINS AS THERAPEUTIC AND
DIAGNOSTIC TOOLS

The fact that PLB and SAPs are important virulence factors in fungal pathogenicity generates
the possibility that these proteins can be used as therapeutic and/or diagnostic targets.

A. Phospholipases

PLB was shown to be a virulence factor in C. albicans using animal models of hematogenously
disseminated [52] and gastrointestinal candidiasis [85]. This hydrolytic enzyme was detected in
other pathogenic fungi including C. neoformans, A. fumigatus, and A. flavus. The finding that
different clinically important fungi secrete phospholipases suggests that those enzymes may
represent a common theme utilized by pathogenic fungi as a universal virulence factor [87].
Phospholipase secretion across various fungal genera increases their potential of being an effec-
tive therapeutic target, possibly leading to a number of drug development strategies and discovery
of novel antifungals. These approaches may include development of vaccines and identification
of phospholipase inhibitors.

Development of vaccines based on microbial phospholipases has been investigated for
different Clostridium species [150–154]. In a different approach, the phospholipase D gene
(PLD) was deleted from Corynebacterium pseudotuberculosis to create a PLD-negative (Toxmi-
nus) strain. Vaccination of sheep with live Toxminus C. pseudotuberculosis elicited strong
humoral and cell-mediated immune responses and protected the animals from wild-type chal-
lenge [155].

Preliminary attempts to identify inhibitors to candidal phospholipases have been under-
taken by Hanel et al. [156], who screened for synthetic phospholipase inhibitory substances
using in vitro and in vivo models. Their efforts resulted in the identification of lead structures
capable of inhibiting phospholipase activity in vitro [156]. Additionally, prolongation of animal
survival was observed when these compounds were used in combination with fluconazole [156].
These studies provide some support to the concept of targeting fungal phospholipases for drug
discovery, and warrant a systemic approach for drug discovery based on these lytic enzymes.

Another potential use of fungal extracellular phospholipases, particularly candidal phos-
pholipase B, is as a diagnostic tool. Since it has been demonstrated that candidal phospholipase
B is released during the progression of candidal infection in murine models of candidiasis
[52], it is conceivable that this particular protein could be exploited as a diagnostic marker.
Phospholipase B possesses a number of advantages which make it attractive for development
as a diagnostic tool: (1) it is a naturally secreted protein; (2) it is a purified, well-defined antigen;
and (3) blood isolates generally secrete much higher levels of enzyme than isolates from the
oral cavity of healthy individuals [5] or isolates fromwounds or urine [36]. Secretion of phospho-
lipase B by a number of pathogenic fungi, including Candida, Cryptococcus, and Aspergillus,
may pose a challenge for developing a highly specific and sensitive diagnostic test. However,
this challenge could be circumvented as more information on genes encoding phospholipase B
from specific pathogens become available and purification of these proteins is achieved.
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B. Secretory Aspartic Proteinases

The availability of SAP inhibitor pepstatin A prompted studies to investigate its therapeutic
efficacy. A murine model of disseminated candidiasis involving intranasal challenge with C.
albicans was developed and used to explore the role of SAP in candidiasis and to assess their
therapeutic utility [157]. Neutropenic mice pretreated with pepstatin A afforded strong dose-
dependent protection against a subsequent lethal intranasal dose of a SAP-producing strain
of C. albicans. This effect was comparable to the dose-dependent protection obtained with
amphotericin B, which resulted in 100% survival. The reduction in mortality afforded by peps-
tatin A correlated with its dose-dependent blockade of C. albicans CFUs in the lungs, liver, and
kidneys [157].

The effects of therapeutically relevant concentrations of the HIV proteinase inhibitors
(PIs) saquinavir and indinavir on the in vitro proteinase activity of C. albicans were investigated
with isolates from HIV-infected and uninfected patients with oral candidiasis. After exposure to
the HIV proteinase inhibitors, proteinase activity was significantly reduced in a dose-dependent
manner. These inhibitory effects, which were similar to that of pepstatin A, and the reduced
virulence phenotype in experimental candidiasis after application of saquinavir indicate the
usefulness of these HIV proteinase inhibitors as potential anticandidal agents [158]. Cassone et
al. [159] studied the effect of indinavir and another PI—ritonavir—on the enzymatic activity
of a SAP of C. albicans and on growth and experimental pathogenicity of this fungus. Both
indinavir and ritonavir strongly (�90%) and dose-dependently (0.1–10 �M) inhibited SAP
activity and production. They also significantly reduced Candida growth in a nitrogen-limited,
SAP expression-dependent growth medium and exerted a therapeutic effect in an experimental
model of vaginal candidiasis, with an efficacy comparable to that of fluconazole. Thus, besides
the expected immunorestoration, patients receiving PI therapy may benefit from a direct antican-
didal activity of these drugs [159]. Extensive studies in this area are going on.

Attempts have also been made to develop a reliable SAP-based method for the diagnosis
of candidiasis. Flahaut et al. described a rapid detection method based on DNA amplification
of common regions from C. albicans–secreted SAP genes [160]. The sensitivity of this method
was 1 cell/mL from serially diluted Candida cultures and 1–4 cell/mL from seeded blood
specimens [160]. In another study, the presence of viable cells of C. albicans in broth or in a
reconstructed living skin equivalent was determined by the detection of amplicons of partial
mRNA sequences of the genes encoding fungal actin (ACT1) and secreted aspartyl proteinase
2 (SAP2) [161]. The mRNA of both genes were amplified by reverse transcription-3′ rapid
amplification of cDNA ends-nested polymerase chain reaction. Single bands of ACT1 (315 bp)
and SAP2 (162 bp) mRNA were amplified from total RNA extracts of C. albicans; only the
former was amplified from Sabouraud broth-grown organisms. Primer pairs targeted for ACT1
and SAP2 were Candida genus-specific and C. albicans–specific, respectively. The sensitivity
limits of the assay were 100 fg of total RNA or 10 cells of C. albicans, by ethidium bromide
staining. Reverse transcription-3′ rapid amplification of cDNA ends-nested polymerase chain
reaction of the mRNA encoding specific proteins of an organism has potential application in
determining the viability of the organism in tissue, thus monitoring the efficacy of an antimicro-
bial therapy, and in detecting mRNA expressed in very little amounts in tissue.

V. CONCLUSION

There have been many advances in the treatment and management of fungal infections, but still
the rate of mortality is noticeably high. Fungal secretory proteins are among the chief virulence
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factors in these infections. The increasing volume of information about these proteins will enable
us to develop novel and more effective strategies to treat fungal infections. These studies will
also aid the development of early-diagnosis methods to detect candidiasis, thus greatly enhancing
the chances of survival for a patient. Increasing advances in modern science will certainly enable
mycologists to develop successful and effective therapeutic and diagnostic strategies to combat
and conquer fungal infections.
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I. INTRODUCTION

Histoplasma capsulatum (Hc) is a dimorphic fungal pathogen of worldwide importance that
causes a broad spectrum of disease activity. In the United States, Hc is endemic to the Ohio
and Mississippi River valleys, and it has been estimated that 500,000 new infections occur in
the United States each year [1]. Although the course of infection is mild in immunocompetent
individuals, Hc may produce progressive disseminated infections in individuals immunocompro-
mised by hematologic malignancies [2–4], cytotoxic therapy [5–7], or in individuals infected
with human immunodeficiency virus (HIV) [8–10].

Hc lives in the saprophytic stage as a mycelial form consisting of hyphae which bear both
macro- and microconidia [11,12]. Infection with Hc occurs via inhalation of microconidia or
small mycelial fragments (5–8 �m) into the terminal bronchioles and alveoli of the lung. Inhaled
conidia then convert into the yeast form that is responsible for the pathogenesis of histoplasmosis.
Hc yeasts are phagocytized by alveolar macrophages (AM), within which they multiply [13–16].
Presumably, the dividing yeasts destroy the AM, and subsequently are ingested by other resident
AM and by inflammatory phagocytes recruited to the loci of infection. Repetition of this cycle
results in spread of infection to hilar lymph nodes and transient dispersal of yeasts to other
organs during the acute phase of primary histoplasmosis (1–2 weeks). Thereafter, the maturation
of specific cell-mediated immunity (CMI) against Hc activates M� to stop yeast proliferation
with gradual resolution of the disease process [17,18].

The interaction of M� with Hc is a key event in the pathogenesis of histoplasmosis. M�
first provide an environment for fungal replication and dissemination, and then subsequently
act as the final effector cells to remove the organism from the host. Thus, the main focus of
this chapter will be to review specifically what is known about the strategies of Hc yeasts to
survive within human and animal M�, and how activated M� counter that strategy. Possible
roles for polymorphonuclear neutrophils and dendritic cells in host defense against Hc yeasts
also will be discussed at the end of the chapter.

II. RECOGNITION AND PHAGOCYTOSIS OF H. CAPSULATUM

During the early phase of infection, M� recognize, bind, and ingest Hc, thereby providing them
access to a permissive intracellular environment for replication. This initial interaction between
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Hc and M� is crucial in the pathogenesis of histoplasmosis. Binding of Hc yeasts to human
cultured monocyte-derived M� is temperature-dependent being optimum at 37�C, and requires
the presence of the divalent cations Ca and Mg [19].

M� recognition of unopsonized Hc yeasts and microconidia is mediated via the CD18
family of adhesion promoting glycoproteins (LFA-1 [CD11a], CR3 [CD11b], p150,95 [CD11c])
[19,20]. Each receptor molecule of the CD18 family contains a unique �-chain subunit noncova-
lently linked to a common �-chain subunit [21], and experiments using �- and �-chain–specific
monoclonal antibodies (Mabs) suggest that the yeasts bind independently to each of the three
receptors. In addition, the receptors must be mobile within the M� membrane for efficient
attachment of yeasts, and this mobility requires intact microfilaments of the cellular cytoskeleton.
Thus, preincubation of M� with cytochalasin D completely inhibits the binding of Hc yeasts
to M�. Further studies using anti-CD11/CD18 Mabs demonstrate that CD18 receptors also
mediate the attachment of unopsonized Hc yeasts to human AM [20] and to human neutrophils
(PMN) [22]. Other M� receptors, such as Fc receptors, mannose-fucose receptors, or �-glucan
receptors, do not appear to be involved in recognition of Hc yeasts, nor does there appear to
be a role for M�-derived complement components [19]. Although similar studies have not been
performed with murine M�, these cells also possess CD18 receptors [21], and, most likely,
they are used in recognition of Hc.

Once bound, phagocytosis of unopsonized Hc yeasts by human cultured M� and freshly
adherent AM is rapid, and both cell populations ingest an equivalent number of yeasts. After
1–2 hr of incubation, 85–95% of M� contain ingested yeasts, indicating that yeasts are not
phagocytosed by a subpopulation of M�. In comparison to M�, monocytes ingest significantly
fewer yeasts. However, in all three cell populations, 75–80% of attached yeasts are ingested at
all time points [20]. Thus, the rate of phagocytosis of yeasts by monocyte/M� is determined
by the rate of attachment of the yeasts to the phagocyte membrane.

Human cultured M� and AM also phagocytize unopsonized microconidia to a similar
extent, and M� phagocytize microconidia almost as efficiently as yeasts [20]. Peritoneal M�
(PM) and AM from outbred swiss albino mice also phagocytose Hc microconidia and small
hyphal fragments at rates comparable to yeasts [23]. In both human and murine M� the microco-
nidia convert into yeasts very rapidly (2–6 hr) after phagocytosis, whereas conversion of conidia
into yeasts in tissue culture medium takes 2–3 days (S.L. Newman, unpublished observations)
[23]. Thus, the phagosome of the M� provides microconidia with a favorable environment in
which to transform into the pathogenic yeast phase.

III. STIMULATION OF THE RESPIRATORY BURST AND
PHAGOLYSOSOMAL (PL) FUSION

An immediate consequence of the phagocytosis of microorganisms by M� is the stimulation
of the cell’s microbicidal armamentarium, that consists of the respiratory burst and the fusion
of lysosomes with the phagocytic vacuole. Thus, a micro-organism which is confined in the
phagocytic vacuole is directly exposed to toxic oxygen metabolites and various lysosomal hy-
drolases and cationic peptides which destroy the organism. Intracellular parasites have evolved
several ways of evading these M� defense mechanisms including inhibition of PL fusion
[24–27], escaping from the phagocytic vacuole into the cytoplasm [28], and initiating phagocyto-
sis without stimulating the respiratory burst [29–31].

Although Hc yeasts can be killed in vitro by a combination of H2O2, Fe2+, and iodide
[32], or H2O2, horseradish peroxidase, and iodide [33,34], toxic oxygen radicals do not appear
to mediate antifungal activity against Hc yeasts in phagocytic cells of either human or murine
origin. First, Hc yeasts activate the respiratory burst of human monocyte/M� and neutrophils
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Table 1 Macrophage Interaction with Hc Yeasts

Response Source of macrophages

Human MPMa P388D1b RAWb

Recognition via CD18 � ? ? ?
Respiratory burst � — — ?
Phagolysosomal fusion � � � �
Intracellular replication � � � �
Intracellular pH 6.0–6.5 � ? � �
Activated by IFN� � � �c �
Activated by IL-3, GM-CSF, and M-CSF � ? ? ?
Activated by adherence to collagen matrix � ? ? ?

a Mouse peritoneal macrophages.
b Mouse macrophage cell lines.
c Presumably because these cells do not make NO.

upon phagocytosis [19,22,32], but are not killed [32,35,36]. Second, the intracellular growth of
Hc yeasts proceeds at a similar rate both in freshly isolated monocytes and in cultured M� [36]
that have lost their myeloperoxidase (MPO) and exhibit a decreased ability to produce toxic
oxygen metabolites [37–39]. Third, phagocytosis of serum-opsonized Hc yeasts by human neu-
trophils stimulates a strong respiratory burst, and superoxide anion (O�

2 ) becomes trapped within
the phagocytic vacuole [22]. Thus, yeasts should be exposed directly to toxic oxygen metabolites.
However, all of the fungistatic activity of human neutrophils is mediated by the contents of the
azurophil granules [40].

In contrast to human M�, phagocytosis of unopsonized Hc yeasts by resident [41,42] or
IFN� activated [43] mouse PM does not stimulate the respiratory burst (Table 1). Phagocytosis
of yeasts opsonized in fresh or heat-inactivated normal mouse serum or Hc immune serum does
stimulate the respiratory burst of mouse PM [42], but the intracellular growth of yeasts still is
not impaired [44].

The occurrence or nonoccurrence of PL-fusion upon phagocytosis of Hc yeasts by M�,
in contrast to stimulation of the respiratory burst, does not sort out according to species (Table
1). Thus, phagocytosis of unopsonized Hc yeasts by the mouse P388D1 M� cell line [45] and
resident PM [46] leads to normal PL fusion. In contrast, there is minimal PL fusion after ingestion
of Hc yeasts by human M� [47] or the RAW 264.7 mouse M� cell line [48]. As Hc yeasts
multiply readily within all of these M� populations, the yeasts apparently are able to evade the
normally destructive effects of M� lysosomal hydrolases. This observation is discussed in more
detail below.

IV. STRATEGY FOR INTRACELLULAR SURVIVAL IN MACROPHAGES

In vitro studies on the intracellular fate of Hc within M� demonstrate that yeasts multiply
readily within rabbit, mouse, and human AM [23,35,36,49], mouse, guinea pig, and human PM
[35,44,50–52], and human monocytes and cultured M� [35,36]. The intracellular generation
time of yeasts in mouse and guinea pig PM is 10–12 hr [44,52], whereas Hc yeasts multiply
within human monocyte/M� with intracellular generation times of 14–20 hr [36]. Furthermore,
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although serum clearly is not required for phagocytosis of Hc yeasts by M�, opsonization of
the yeasts with normal or Hc immune serum also does not effect the intracellular growth of Hc
yeasts in either mouse or guinea pig PM [44] or in human M� [36].

Interestingly, monocyte-derived M� from individuals with HIV infection are profoundly
deficient in their capacity to recognize and bind Hc yeasts, but ingestion of bound yeasts is
normal, and decreased binding is associated with low CD4� T-cell counts. Moreover, M�
from 38% of HIV� persons demonstrate increased permissiveness for intracellular growth
compared to M� from HIV-negative controls [53]. Defects in the recognition and intracellular
growth of Hc yeasts also is observed in normal M� either infected with HIV in vitro, or
cultured in HIV� serum. These defects in M� function are caused, in part, by the HIV envelope
glycoprotein gp120. Thus, culture of normal M� in the presence of recombinant gp120 inhibits
phagocytosis of Hc yeasts, but does not cause more rapid intracellular replication of Hc [54].
Furthermore, adsorption of gp120 from the serum of HIV� patients removes the capacity of
the serum to cause a M� defect in phagocytosis, but does not affect the capacity of the serum
to cause accelerated intracellular replication [54]. This latter defect most likely is caused by
another, as yet unknown, serum component(s) that is released into serum by HIV-infected cells.

The strategies used by Hc yeasts to adapt to the intracellular environment of human and
murine M� have begun to be elucidated over the past several years. As discussed above, Hc
yeasts survive and multiply within the phagocytic vacuoles of M� despite the stimulation of
the respiratory burst and/or phagolysosomal fusion. In human [55] and mouse M� [50] that
have ingested killed Hc yeasts, the organisms are digested completely, demonstrating that the
yeast’s thick cell wall is not sufficient by itself to enable this organism to survive within M�
phagosomes. Further, the addition of the protein synthesis inhibitor cycloheximide to human
M� infected with viable Hc yeasts leads to killing and digestion of the fungus [55]. As cyclohexi-
mide inhibits protein synthesis in both yeasts [56] andmammalian cells [57], the data demonstrate
that synthesis of new proteins by Hc is required for intracellular survival and growth, and,
conversely, that M� do not need to synthesize new proteins to kill and digest the yeasts. Thus,
Hc yeasts presumably are killed and degraded by the fusion of preformed lysosomal hydrolases
with phagocytic vacuoles.

Despite the fact that Hc yeasts must synthesize proteins to survive within M�, the yeasts
do not secrete a product(s) that mediates a global inhibition of M� fungicidal mechanisms.
Thus, in human M� that phagocytosed both viable yeasts and FITC-labeled heat-killed yeasts,
viable yeasts survived and multiplied intracellularly over a period of 24 hr, whereas all of the
heat-killed yeasts were digested [55]. Further, in P388D1 mouse M� that contained both Hc
yeasts and fluorescent-labeled zymosan particles, phagosomes containing zymosan acidified
normally, whereas phagosomes containing Hc maintained a relatively neutral pH of 6.5 [58].
Thus, the survival strategy of Hc yeasts focuses on modifying its phagosomal environment.

In mouse P388D1 M� [58] and human M� (S.L. Newman, unpublished observations),
Hc yeasts maintain an intra-phagosomal pH of 6.5. Thus, the yeasts may avoid killing by lyso-
somal acid hydrolases. In addition, the yeasts would still be able to acquire iron from transferrin,
because at pH 6.5 transferrin is half-saturated [59,60], leaving some free iron available for yeast
survival and growth. Evidence supporting this idea comes from experiments designed to upset
this strategy. Thus, chloroquine, which prevents release of iron from transferrin by raising
endocytic and lysosomal pH [61], induces human M� to kill Hc yeasts [62]. The effect of
chloroquine is reversed by iron nitrilo-acetate (FeNTA), an iron compound that is soluble at
neutral to alkaline pH [63], but not by holotransferrin, which releases iron only in an acidic
environment.

Most remarkably, chloroquine given intraperitoneally for 6 days to Hc-infected C57BL/
6 mice significantly reduces the growth of Hc in spleens and livers in a dose-dependent manner.
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Furthermore, treatment with chloroquine for 10 days following a lethal inoculum of Hc protected
six of nine mice, whereas all control mice were dead by day 11 [62]. Thus, iron is of critical
importance to the survival and multiplication of Hc yeasts in vitro in human M�, and in vivo
in a murine model of histoplasmosis.

The molecules that Hc yeasts use to acquire iron within M� are unknown. It is known
that Hc makes hydroxamic acid siderophores [64], but under iron starvation conditions in tissue
culture media, these siderophores are not detected until after four days of culture, at which time
the yeasts are in early stationary phase [65]. As Hc must respond to the hostile environment of
the M� phagosome immediately, it is unlikely that these siderophores are used by Hc to acquire
iron from transferrin. Further, in Hc-infected murine PM [66] and human M� (62), the iron
chelator deferoxamine suppresses the intracellular growth of yeasts, and this effect is reversed
by iron saturated transferrin (holotransferrin). Thus, whatever molecules are released by Hc
yeasts to scavenge iron, free iron must be readily available for the yeasts to survive and multiply.

Most recently, Hc yeasts were found to produce an enzymatic ferric reductase and a
nonproteinaceous ferric reductant, both of which are regulated by iron availability [67]. Whether
these particular ferric reductases play a role in the intracellular survival of Hc yeasts remains
to be determined. Indeed, in the environment of the M� phagosome, it is not yet even known
whether ferric iron must be reduced to ferrous iron to be taken up by Hc yeasts.

The vacuolar ATPase (V-ATPase) is the enzyme that M� use to generate and maintain
an acidic pH in phagosomal and endosomal pathways [68–70]. To maintain a pH of 6.5, Hc
might alkalinize the phagosome to counter acidification by the V-ATPase. This mechanismmight
operate in murine PM or in P388D1 M� in which PL fusion occurs normally. Alternatively, Hc
might inhibit the accumulation of functional V-ATPase into the phagosomal membrane either
by inactivating the V-ATPase present in the phagosomal membrane (by direct interactions or
by enhancing degradation of the enzyme), or by inhibiting fusion with vesicles containing the
V-ATPase. In this case, the yeasts would be required to slightly acidify their environment to
maintain a pH of 6.5.

Indeed, this latter mechanism appears to be operative in RAW 264.7 M� infected with
Hc yeasts. Thus, bafilomycin, an inhibitor of the V-ATPase, does not inhibit the intracellular
replication of Hc yeasts in RAW M�, nor does it affect the pH of Hc-containing phagosomes
that is around 6.0. Furthermore, Hc-containing phagosomes have decreased levels of the phagoso-
mal V-ATPase compared to phagosomes containing Saccacharomyces cerevisae (Sc) [48]. We
hypothesize that this mechanism also will be operative in human M�, as PL fusion does not
occur in these cells [47], nor in RAW M� infected with Hc yeasts [48]. Thus, Hc yeasts
within M� phagosomes avoid destruction by preventing the insertion of the V-ATPase into the
phagosomal membrane, andmaintaining an intraphagosomal pH of 6.0–6.5 by an as yet unknown
mechanism. This pH allows the fungus to obtain host iron, and, in those M� in which PL fusion
does take place, the lysosomal hydrolases presumably are neutralized.

Hc yeasts also require an intact pyrimidine synthetic pathway for intracellular growth
in M� and for virulence in mice. Inactivation of the URA5 gene that encodes orotidine-5′-
monophosphate pyrophosphorylase results in disruption of the pyrimidine biosynthetic pathway
and uracil auxotrophy. These URA5 ‘‘knockout’’ yeasts are avirulent in vitro both in murine
RAW M� and in the U937 human monocyte line, as well as in vivo in mice. In fulfillment of
Koch’s postulates on a molecular level, virulence is restored either by supplying a functional
URA5 gene, or by adding exogenous uracil to Hc-infected M� [71].

In addition to the necessity to acquire iron, the acquisition of intracellular calcium also
appears to be a prerequisite for the intracellular survival of Hc yeasts in M�. Hc yeasts, but
not mycelia, release large quantities of a calcium-binding protein (CBP1) into liquid culture
during exponential growth, and this CBP also allows yeasts to replicate in the presence of EGTA



86 Newman

[72]. In addition, CBP1 is expressed when Hc yeasts replicate within P388D1 M� and hamster
tracheal epithelial cells. Further, CPB1 apparently is secreted in vivo in a murine model of
histoplasmosis, as splenocytes from Hc-infected mice, but not uninfected mice demonstrate a
CBP1-specific proliferative response [73]. Most importantly, aCBP1 knockout strain is defective
in broth culture growth when calcium is limited, is unable to colonize the lungs of mice, and
fails to kill P388D1 M� in vitro. Restoration of the knockout to the wild-type phenotype com-
pletely restores virulence again fulfilling Koch’s molecular postulates [73a]. Thus, CBP1 may
serve as a virulence factor for Hc yeasts.

V. MACROPHAGE ACTIVATION AND COUNTERSTRATEGIES

The importance of cell-mediated immunity (CMI) in host defense against Hc was first demon-
strated by Salvin [74]. In his early experiments, resistance to a lethal inoculum of Hc yeasts
was induced in mice and guinea pigs by prior injection of dead yeasts, or by sublethal infection
with viable yeasts. Resistance to a subsequent lethal inoculum of yeasts did not correlate with
the titer of humoral factors (complement-fixing antibodies), and resistance could not be trans-
ferred by homologous immune serum [74]. These initial studies have been confirmed and ex-
tended by others [75–83], and it now is clear that murine host defense against Hc requires a
Th-1 type of response with the production of IL-12, IFN�, and TNF� [84–89]. The secretion
of IL-12 is required for the production of IFN� [86,88], which presumably activates M� to
destroy the yeasts. Although required in both naive and Hc-immune animals [84–87,89], the
role of TNF� still is a mystery, but it does not appear to act directly on M� [89,90]. The
production of granulocyte-M� colony-stimulating factor (GM-CSF) also is necessary for sur-
vival in naive, but not Hc-immune mice, and appears to act via suppression of the Th2 cytokines
IL-4 and IL-10 [91].

In vitro IFN� activates resident mouse PM to inhibit the intracellular growth of yeasts
[80], but splenic M� are activated by IFN� only in the presence of LPS [90]. The mechanism(s)
by which activated M� inhibit the intracellular growth of Hc yeasts appears to be twofold.
Thus, activation of resident PM by IFN� [66] or of splenic M� by IFN� and LPS [90] can be
reversed by the addition of holotransferrin or ferrous sulfate, indicating that IFN� activation
leads to restriction of intracellular iron. Further, only M� that produce nitric oxide (NO) have
antihistoplasma activity. Thus, incubation of the RAW 264.7 mouse M� cell line with IFN�
leads to inhibition of the intracellular growth of Hc yeasts and the production of NO, whereas
IFN�-treated P388D1 mouse M� are not activated to an antihistoplasma state and do not secrete
NO [92]. In addition, activation of murine splenic M� with IFN� and LPS is completely blocked
by N-monomethyl-L-arginine, a competitive inhibitor of nitric oxide synthase [93]. These data
suggest that the mechanism of action of IFN� is through the production of NO and the nitrosyla-
tion of iron transferrin. In vivo studies in mice confirm that the production of NO is required
for successful clearance of Hc yeasts in the primary immune response. Remarkably, however,
NO does not appear to be essential for clearance of fungi in the secondary immune response
to Hc [94].

A major puzzle is the fact that although in vitro activation of PM by IFN� or splenic M�
by IFN� and LPS leads to virtually complete inhibition of the intracellular replication of Hc
yeasts, the yeasts are not killed. However, in in vivo models of murine histoplasmosis, 2 weeks
after a sublethal inoculum the fungus has been cleared completely, suggesting that there is
sterilizing immunity. Thus, other as yet unknown cytokines must be playing a role in the in
vivo activation of M�.
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In contrast to studies in murine systems, the cytokines required to activate human M�
fungistatic or fungicidal activity against Hc remain obscure. Unlike mouse peritoneal M�,
human M� are not activated to an antihistoplasma state by IFN� or TNF� [35,95]. Human M�
are activated by IFN� to kill and/or inhibit the intracellular growth of Trypanosoma cruzi [96],
Leishmania donovani [37], Toxoplasma gondii [97], and Chlamydia psittaci [98]. Further, the
mechanism(s) of killing/growth inhibition is mediated, at least in part, through the production
of toxic oxygen metabolites. The fact that Hc yeasts appear to be impervious to respiratory burst
products (see discussion above), may explain, in part, why IFN�-activated human M� are
incapable of restricting the intracellular growth of Hc yeasts. However, this simple explanation
does not explain the fact that incubation of human M� with IFN� also downregulates transferrin
receptors [99], which should result in decreased uptake of iron by M�. The logical explanation
for this apparent contradiction is that after 5–10 days of culture in serum-containing medium,
human M� have more than sufficient iron stores to support the intracellular replication of Hc
yeasts, and, therefore, downregulation of transferrin receptors by IFN� becomes irrelevant.

Although IFN� is without effect, culture of monocytes in the presence of IL-3, GM-CSF,
or M-CSF does activate M� fungistatic (but not fungicidal) activity against Hc yeasts. Optimal
activation of M� by CSFs requires 5 days of coculture, and the cultures must be initiated with
freshly isolated peripheral blood monocytes. Addition of IFN� or TNF� to CSF activated M�
during the last 24 hr prior to infection with Hc yeasts, does not further enhance M� fungistatic
activity [95].

IL-3, GM-CSF, and M-CSF also activate human monocyte/M� antimicrobial activity
against other intracellular pathogens including T. cruzi [100,101], L. donovani [102], L. amazo-
nensis [101,103], and Mycobacterium avium complex [104]. In contrast to Hc, however, IL-3
acts synergistically with GM-CSF and M-CSF in stimulating M� antileishmania activity [101].
Furthermore, the ability of IL-3 to stimulateM� antileishmania activity is inhibited by antibodies
to TNF�, and TNF� alone can activate M� to inhibit the intracellular growth of L. amazonensis
[101]. In addition, GM-CSF activation of human M� to inhibit the intracellular growth of M.
avium complex is augmented by TNF�, but suppressed by IFN� [104].

The mechanism(s) by which CSFs stimulate human M� fungistatic activity against Hc
yeasts is unknown. However, as discussed previously, it is unlikely that fungistasis is mediated
through an oxygen-dependent mechanism, in contrast to M� antimicrobial activity against L.
amazonensis, L. donovani, T. cruzi, and C. albicans [101,102,105].

Nitric oxide also probably does not play a role in the ability of activated human M� to
inhibit the intracellular growth of Hc yeasts. Regardless of which CSF is used to stimulate
human monocyte/M� anti-fungal activity, nitrite (quantified using the Greiss reagent) [106] is
not detected in the culture medium. Moreover, the NO synthase inhibitor L-NMMA does not
reverse the fungistatic activity of CSF-stimulated humanM� (S.L. Newman, unpublished obser-
vations). These results agree with the reports of others that nitric oxide does not appear to play
a role in the antimicrobial activity of human M� against T. gondii, C. psittaci, L. donovani
[107], or C. neoformans [108].

Despite our lack of knowledge of the cytokines that activate human M� antihistoplasma
activity, human monocytes and M� are activated to inhibit the replication of Hc yeasts upon
adherence to type 1 collagen matrices [47]. Other extracellular matrix proteins, including fibro-
nectin, laminin, and vitronectin, or nongelled collagen do not induce M� activation. M� antihis-
toplasma activity develops immediately upon adherence to the collagen matrices (1 hr), and
fungistatic activity is maintained for up to 4 days postinfection. Most important, collagen-adher-
ent M� are fungicidal, a property not even exhibited by IFN�-activated murine PM. Interest-
ingly, culture of collagen-adherent M� with IFN� or TNF�, or IL-3, GM-CSF, or M-CSF does
not augment M� fungicidal activity against Hc yeasts [47].
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The mechanism(s) of M�-mediated fungistasis is not through the production of toxic
oxygen radicals, NO, or the restriction of intracellular iron. However, compared to Hc-infected
plastic-adherent M� in which PL-fusion is minimal, Hc-infected collagen-adherent M� demon-
strate enhanced PL fusion at both 1 and 24 hr postinfection [47]. Thus, the yeasts apparently
are killed by preformed lysosomal hydrolases, directly counteracting the yeasts’ strategy of
inhibiting PL fusion. Although not yet demonstrated, the data also suggest that adherence of
M� to collagen matrices also compromises the ability of Hc to regulate intraphagosomal pH.

VI. DO NEUTROPHILS PLAY A ROLE?

The role of polymorphonuclear neutrophils (PMN) in the CMI response to Hc is unclear [13].
However, even the earliest studies in a murine model of histoplasmosis described PMN as
being the predominant inflammatory cell type in the lungs during the first 36 hr after intranasal
inoculation with Hc macroconidia. In these studies the PMN were not observed to phagocytose
the macroconidia, and the few yeasts that were present at 36 hr were found only within M�
[14]. Baughman et al. [15] observed an intense PMN response in the lung at 1 week of infection
after intranasal inoculation of C57BL/6 mice with yeasts of Hc strain G217B. By the second
week, PMNwere largely replaced bymononuclear cells characteristic of a granulomatous inflam-
matory response. These in vivo observations suggest that PMN may play a role in host defense
against Hc at early times postinfection.

In in vitro studies, at a high phagocyte-to-fungus ratio, human PMN apparently kill the
mycelial phase, but not the yeast phase of Hc, despite the fact that opsonized yeasts induce the
PMN respiratory burst [32]. Although initial reports on human [34] and murine [109] PMN
demonstrated modest fungistatic activity against Hc, later studies indicate that human PMN
possess very potent fungistatic activity against Hc yeasts [40]. Neutrophil-mediated fungistasis
is evident as early as 2 hr, is maximal at 24 hr, and persists at high levels for up to 5 days.
PMN-mediated fungistasis requires the presence of either fresh or heat-inactivated human serum,
but ingestion of the yeasts per se is not required. Cytokines and agents that stimulate the respira-
tory burst and enhance PMN-mediated cytotoxicity (IFN�, IL-8, IL-3, GM-CSF, G-CSF, and
PMA) do not induce PMN fungicidal activity or enhance PMN-mediated fungistasis [40].

The mechanism(s) of PMN fungistatic activity is not via the production of toxic oxygen
metabolites nor reactive nitrogen intermediates. Indeed, PMN from patients with chronic granu-
lomatous disease (CGD), who lack the capacity to produce toxic oxygen metabolites due to a
NADPH oxidase deficiency [110], inhibit the growth of Hc yeasts as well as PMN from normal
individuals. Remarkably, all of the fungistatic activity of human PMN is localized in the azurophil
granules, with no activity detected in the specific granules, membrane fraction, or the cytosol
[40].

Human neutrophil azurophil granules contain two families of antimicrobial proteins each
with four members: defensins and serprocidins; and two antimicrobial proteins with unique
primary structures, lysozyme and bactericidal permeability increasing protein (BPI) [111–113].
These azurophil granule proteins have been found to have a broad spectrum of antimicrobial
activity against gram-negative and gram-positive bacteria, protozoans, enveloped viruses, and
fungi, including Cryptococcus neoformans, Candida albicans, Aspergillus fumigatus, and Rhizo-
pus oryzae.

Human neutrophil defensins are basic peptides that are 29 to 30 amino acids in length
and contain three intramolecular disulfide bonds. HNP-1, HNP-2, and HNP-3 all mediate a
concentration-dependent fungistasis against Hc yeasts [113a]. The peptides have a cyclic struc-
ture with spatial segregation of charged and hydrophobic residues. This amphiphilic structure
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may equip defensins for insertion into the phospholipid membrane of their target organism
[113–115]. However, the mechanism by which defensins might inhibit the replication of Hc
yeasts is unclear, particularly because of its thick cell wall.

The second major family of azurophil granule antimicrobial proteins, the serprocidins
consists of azurocidin, cathepsin G, elastase, and proteinase 3. Serprocidins are cationic glycopro-
teins of 25–29 kDa that exhibit considerable homology with serine proteases. Serprocidins also
demonstrate a broad spectrum of antimicrobial activity against gram-positive and gram-negative
bacteria and fungi [111]. Of the four members, only cathepsin G inhibits the growth of Hc
yeasts, and cathepsin G activity is additive in its inhibitory activity when mixed with defensins
HNP-1, 2, and 3 [113a]. Cathepsin G is a neutral protease of MW 29–31 kDa [116] and has been
reported to kill Neisseria gonorrhea [117] and Listeria monocytogenes [118] by a nonenzymatic
mechanism, and to kill microbes that cause dental caries by both enzymatic and nonenzymatic
mechanisms [119]. Cathepsin G also can synergize with azurocidin in killing the oral microbe
Capnocytophaga sputigena [120].

Most surprising is the fact that BPI also is fungistatic for Hc yeasts. BPI has a molecular
weight of 50–60 kDa and contains a highly cationic, lysine-rich amino-terminal half and a very
hydrophobic, much less charged, carboxy-terminal half [121]. BPI has a strong affinity for
lipopolysaccharide (LPS), and its cytotoxic activity is therefore directed almost exclusively
to gram-negative bacteria. Indeed, the susceptibility of gram-negative bacteria appears to be
determined primarily by the structure of the envelope LPS, specifically the length of the polysac-
charide chains [122]. However, despite the fact that Hc yeasts do not contain LPS, BPI inhibits
the growth of yeasts in a concentration-dependent manner, and its activity is additive when
mixed with cathepsin G or any of the three defensins [113a]. It is unclear what BPI might
recognize on the surface of the yeasts to mediate these inhibitory effects.

In a murine model of histoplasmosis, depletion of neutrophils with the monoclonal anti-
body RB6-8C5 [123] impairs the resistance of both naive and immune mice to intranasal inocula-
tion with Hc yeasts (S.L. Newman, manuscript submitted). Zhou et al. [94] also report that
depletion of PMN is fatal in the primary immune response to Hc infection, but that PMN are
not essential in the host response to a secondary reinfection. Although the two studies utilized
different strains of Hc, the most likely explanation for the contrasting results is that Zhou et al.
[94] inoculated the mice intravenously, while our studies utilized mice inoculated via the intran-
asal route. Similarly, IFN� is not necessary for an effective secondary immune response when
Hc yeasts are injected intravenously [94], but IFN� is required for clearance in a pulmonary
model of reinfection histoplasmosis [124]. Likewise, TNF� is not required for survival of mice
in a systemic model of secondary infection [94], whereas TNF� is required for survival in the
pulmonary model [89].

We have further found that in vitro, murine PMN exhibit a more potent fungistatic activity
against Hc yeasts than do human neutrophils. In addition, unlike human PMN, mouse neutrophils
mediate equal fungistasis against both opsonized and unopsonized yeasts (S.L. Newman, manu-
script submitted). These results are particularly intriguing considering that mouse neutrophils
do not contain defensins [125].

As most individuals possess CMI to Hc in areas where the fungus is endemic, the specific
role of PMN in the immune response to Hc is unclear. Despite the fact the initial infection with
Hc may cause only mild symptoms, most individuals still develop CMI. There are, however,
many individuals living in areas where Hc is endemic who are skin test negative when tested
with histoplasmin, but who presumably have been exposed to Hc sometime during their lifetime.
Thus, it is reasonable to hypothesize that in some cases the initial inflammatory response, of
which PMN are a major part, may be sufficient to clear the organism from the host, or that the
initial inoculum was too small to induce long-lasting immunity.
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Alternatively, neutrophils may slow the course of the infection, and, under certain circum-
stances, they may prevent dissemination of the yeasts from the lung. It is also possible that
neutrophils may damage the yeasts in such amanner as to render them vulnerable to inflammatory
macrophages. Thus, inflammatory macrophages may phagocytose yeast-containing neutrophils
and subsequently kill the partially damaged yeasts. Lastly, PMN produce and secrete proinflam-
matory type cytokines including IL-12, GM-CSF, and TNF� [126]. Any or all of these postulated
mechanisms of defense involving neutrophils during the early phase of the inflammatory re-
sponse to Hc may explain, at least in part, the fact that a substantial percentage of pulmonary
infections by this organism are subclinical and self-limiting.

VII. INTERACTION WITH DENDRITIC CELLS

With regard to human immunology, a major conundrum is why IFN� doesn’t activate human
M� to an antihistoplasma state. In addition, with the exception of the CSFs, the cytokines
required to activate M� fungistatic/fungicidal activity against Hc yeasts remain unknown. In-
deed, in my own laboratory, we have not even been able to generate M�-activating supernates
by incubating heat-killed yeasts with macrophages and lymphocytes.

Most recently, we considered the possibility that dendritic cells (DC), rather than M�,
may be the primary antigen-presenting cells (APC) in inducing CMI to Hc. Compared to M�,
DC are infinitely superior at processing and presenting protein antigens to T-cells [127]. How-
ever, early characterization of DC suggested that they were nonphagocytic, making them unlikely
to play a role in host defense unless they could somehow pick up and process secreted microbial
antigens. More recently, it has been demonstrated that so-called immature DC can phagocytose
some microorganisms [128–132]. Upon phagocytosis, the immature DC are induced to become
mature DC that are now fully capable of antigen presentation [133].

Human DC contain CD18 adhesion molecules on their surface, and it is known that human
M� utilize CD18 to recognize and phagocytose Hc. Therefore, we hypothesized that human
DC use these same receptors to phagocytose Hc, and, once ingested, the DC would kill and
degrade the yeast, process fungal antigens, and stimulate the induction of CMI. Indeed, human
DC derived from monocytes cultured in the presence of GM-CSF and IL-4 ingest heat-killed
FITC-labeled Hc yeasts in a time-dependent manner, and phagocytosis of viable yeasts was
confirmed by electron microscopy [133a].

Most remarkably, degraded yeasts are observed as early as 1 hr postinfection, and by 24
hr the majority of internalized yeasts are in various stages of disintegration. The mechanism of
this inhibition appears to be through massive PL-fusion [133a]. Thus, although PL fusion does
not occur in human M� that have ingested Hc yeasts, it does occur in human DC. Therefore,
the strategies that Hc uses to survive in human M� are not operable in DC, and DC may be
considered to play a role in innate immunity as well as CMI.

DC incubated with either viable or heat-killed yeasts stimulate the proliferation of autolo-
gous lymphocytes, and DC are more efficient at stimulating lymphocyte proliferation upon
ingestion of viable yeasts than after ingestion of killed yeasts [133a]. These data correlate with
the finding in a murine model of histoplasmosis that the magnitude of protection induced by
viable Hc yeasts is considerably greater than the protection induced by killed yeasts [134].

In a murine model of histoplasmosis, Th1 type cytokines are observed in the lung as early
as 3 days after an intranasal inoculation of Hc yeasts [135]. As the yeasts replicate extremely
well in M�, we hypothesize that upon exposure to Hc, a small number of lung DC take up the
fungus, kill it, and process fungal antigens for presentation to T-cells in nearby lymph nodes.
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Stimulated T-cells then produce IFN� and other cytokines to activate M� and resolve the
infection.

This hypothesis is supported by the fact that ingestion of Hc yeasts by human monocytes
causes downregulation of IL-12 secretion stimulated by heat-killed Staphylococcus aureus and
IFN�. This anergy is induced via signal transduction through CR3 (CD11b/CD18) as antibodies
to CR3 also downregulate IL-12 production [136]. As IL-12 production is critical for the induc-
tion of IFN�, this strategy may prevent M� from becoming activated and thereby prolong the
survival of yeasts in the host. Whether downregulation of IL-12 occurs in murine M�-containing
Hc yeasts is unknown. However, if downregulation of IL-12 did occur in murine lung M�, it
is possible that IL-12 might be produced and secreted by lung DC that have ingested and killed
Hc yeasts. Thus, lung DC might be responsible for the early production of IL-12 in mice infected
intranasally with Hc yeasts. Indeed, DC that have ingested L. major promastigotes produce IL-
12, whereas IL-12 is not detected in murine M� that have phagocytosed promastigotes [137].

VIII. CONCLUSIONS

Over the past several years considerable progress has been made toward understanding the
interaction of Hc with human and murine M�. Clearly, Hc yeasts have cleverly adapted them-
selves to survive and multiply within the normally hostile confines ofM� phagosomes. Although
some of the mechanism(s) by which Hc yeasts accomplish this legerdemain are known, the
molecules produced by Hc to survive and multiply have yet to be identified. In particular it will
be important to determine how Hc acquires intracellular iron, as this is critical to the survival
of the fungus.

Other important questions concerning M�-Hc interaction that remain unanswered include:
What are the cytokines that activate human and murine M� to kill Hc yeasts? What is the
mechanism(s) by which activated M� kill Hc yeasts? These and other questions should provide
interested scientists with significant intellectual stimulation in their attempts to understand this
fascinating fungus. Furthermore, insight gained from continued research on M�-Hc interactions
may provide us with the rationale to design new drugs for the treatment of disseminated histoplas-
mosis in immunocompromised patients.
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I. INTRODUCTION

Fungal morphologies (cellular structures) are extremely diverse, and morphogenesis (the transi-
tion between different structural morphotypes) is a complex process. ‘‘Dimorphic’’ is a some-
what arbitrary designation for fungi that display two predominant morphotypes. This classifica-
tion is simplified, because frequently there may be more than one type of cell structure displayed
by a morphotype, e.g., the mold morphotype may include mycelia (also termed ‘‘hyphae’’) and
conidia (spores), and there may be intermediate morphologic structures, such as germ tubes and
pseudohyphae. Although morphogenesis is an example of developmental changes, it is distinct
from the life cycles displayed by other organisms such as some protozoan parasites. In general,
there is no evidence that cycling between different morphotypes is obligatory for fungi. Instead,
dimorphism is a mechanism some fungi have evolved to survive and proliferate in different
environments. It follows that these fungi are capable of sensing environmental signals and of
transducing these signals to activate regulatory cascades leading to morphogenesis, and moreover
that different morphotypes are adaptively suited to different environments. The rapidly bur-
geoning field of fungal signal transduction, which clearly interfaces with morphogenesis and
plays a role in controlling relevant gene expression, is covered in Chapter 6.

The relevance of dimorphism for fungal pathogenesis and infectious diseases is demon-
strated by several lines of evidence. First, many fungi pathogenic for humans display dimorphism
(some examples are shown in Table 1), generally with nonpathogenic and pathogenic morpho-
types, although the delineation may be complex and incompletely characterized both in terms
of underlying biological mechanisms and clinical disease. Second, a number of fungi pathogenic
for plants (such as the corn smut agentUstilago maydis) are also dimorphic, displaying nonpatho-
genic and pathogenic morphotypes, which emphasizes the adaptive utility of morphogenesis as
one means of parasitizing the host, whether a human, other animal, or plant. Third, the ability
of a dimorphic fungus to undergo the morphotypic transition is known or thought to be essential
for pathogenesis and the establishment of successful infection by fungi in which it has been
examined (discussed more below). Finally, there are fungal genera composed mainly of mono-
morphic species (e.g., Penicillium) but with an occasional dimorphic member (Penicillium
marneffei). For this case, P. marneffei is the only Penicillium species that causes systemic disease
in humans as well as the only dimorphic species in this genus. Thus, by a variety of criteria,
fungal dimorphism and morphogenesis have been shown to be clearly essential or strongly
correlated with the ability to cause human disease. This chapter is intended to provide an eclectic
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Table 1 Selected Dimorphic Fungi Pathogenic for Humans

Nonpathogenic
Nonpathogenic environmental Route of Pathogenic

Fungus morphotype niche infection morphotype Disease

Blastomyces mold soil inhalation budding yeast pulmonary or disseminated
dermatitidis blastomycosis

Candida yeast gut and surface hyphae mucocutaneous or disseminated
albicans vaginal invasion candidiasis

mucosa,
skin

Coccidioides mold soil inhalation endosporulating pulmonary or disseminated
immitis spherule coccidioidomycosis

Histoplasma mold soil inhalation budding yeast pulmonary or disseminated
capsulatum histoplasmosis

Malassezia yeast sebaceous skin surface hyphae seborrheic dermatitis, dandruff,
furfur invasion dissemination

Paracoccidioides mold soil inhalation budding yeast pulmonary or disseminated
brasiliensis paracoccidioidomycosis

Penicillium mold soil inhalation fission yeast pulmonary or disseminated
marneffei penicillosis

Sporothrix mold soil direct budding yeast lymphatic, mucocutaneous, or
schenckii inoculation, disseminated sporotrichosis

inhalation

overview of fungal dimorphism, survey the diversity of pathogenic fungi that display dimor-
phism, and examine a subset of dimorphic fungal pathogens in more detail. Since the primary
literature and also review articles on these topics would fill volumes, the material included in
this chapter is necessarily limited in scope.

II. WHAT IS DIMORPHISM? TERMINOLOGY AND STRUCTURES

Figure 1 provides a schematic for the morphologies commonly observed with dimorphic fungi.
The morphotypes considered here are vegetative, asexually reproducing forms. Most but not all
dimorphic fungi can exist as yeast or mold. A yeast is generally a uninucleate, spherical or oval
cell that may divide by budding or by fission in different fungi. (Blastomyces dermatitidis
provides an exception, with multinucleate yeasts.) In contrast, the mold morphotype frequently
displays mycelial (hyphal) and conidial (spore) elements. Mycelia or hyphae are filamentous
structures that grow by apical extension and/or by lateral branching. The unidirectional growth of
a hyphal tip may be considered the only example of fungal ‘‘motility’’ and can exert considerable
physical pressure on a cellular scale. Walls between cells in a filament may be absent or incom-
plete, essentially leading to a multinucleate intertwined mass termed a mycelium. Condia are
asexual spores that probably constitute the major infectious elements for many dimorphic fungi
found in the environment due to their capacity for aerosolization and airborne dissemination,
leading to inhalation or implantation on exposed host surfaces.

The terminology may seem more confusing with the addition of intermediate forms: germ
tubes and pseudohyphae. Germ tubes are progressively elongating filamentous extensions from
a yeast cell that represent a transition to the hyphal morphotype. At the beginning of germ tube
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Figure 1 Dimorphic fungal morphologies.

formation, the extension may resemble the bud arising from yeast replication, but the germ tube
grows until its length is many times the diameter of the parent yeast. Pseudohyphae are essentially
unidirectional chains of elongated yeast cells that remain attached at the mother-daughter junc-
tion, rather than the separation of spherical mother and daughter yeasts. A pseudohyphal filament
may be virtually indistinguishable from a hypha except for the presence of small indendations
at the cellular junctions, in contrast to parallel hyphal walls. In clinical specimens, germ tubes
and pseudohyphae may be observed most frequently for Candida albicans, which consequently
has sometimes been termed a ‘‘polymorphic’’ fungus [1]. Although these structures emanate
from yeast cells (germ tubes) or represent essentially a variant of yeast cells (pseudohyphae),
they may appear very similar to true hyphae, and moreover, at least in the case of Candida
albicans, these elements can be grouped more appropriately with hyphae in terms of pathogenesis
and clinical diagnosis, as will be discussed more extensively below.

In addition to switching between different morphotypes, the generation of the different
elements within the mold morphotype may itself be subject to environmental regulation. Genera-
tion of conidia from mycelia is termed conidiation or sporulation. Generation of mycelia from
conidia is termed germination. Unlike yeasts and mycelia, conidia are generally thought not to
replicate or reproduce cells of the same type. Instead, they may germinate to give rise to the
other mold element, mycelia, or they may give rise to the alternate yeast morphotype, generally
due to a change in environmental conditions. Additionally, mycelia can directly give rise to yeast
cells when appropriate environmental changes occur. Considerable effort has been expended in
characterizing different morphotypes of a variety of dimorphic fungi and in identifying environ-
mental stimuli associated with morphotypic transitions. However, the specific biological mecha-
nisms involved are incompletely understood, even in the most extensively studied organisms.
For many dimorphic fungi, morphogenesis may be considered to occur in growing and dividing
cells, with cells of one morphotype giving rise to cells of the other morphotype, rather than a
quiescent single cell of one morphotype converting to the other morphotype.
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Fungi that have been demonstrated to mate (‘‘perfect’’ fungi) may display other morpho-
logies during sexual reproduction under particular environmental conditions. Such conditions
may include nutrient starvation and/or the presence of cells of different mating types in hetero-
thallic fungi, which frequently is a reflection of intercellular signaling via pheromones and
pheromone receptors. (Homothallic fungi display mating by cells of a single mating type.) For
dimorphic perfect fungi, mating is generally practiced by only one of the predominant morpho-
types. Although a linkage of particular mating types with pathogenic potential for several fungi
has been demonstrated by epidemiologic studies or virulence testing in infection models, fungal
mating during infection has generally not been demonstrated, and morphogenic changes associ-
ated with fungal sex have not been shown to contribute to fungal pathogenesis. Therefore,
mating-associated morphologies will not be discussed further in this chapter.

III. ENVIRONMENTAL AND HOST-ADAPTED PATHOGENIC
MORPHOLOGIES

A crucial concept is that human infection and disease cannot universally be associated with a
particular morphotype, for fungi in general or for dimorphic fungi in particular. Aspergillus
fumigatus and other pathogenic aspergilli are ‘‘monomorphic’’ molds that exist in the environ-
ment as mycelia and conidia. The conidia may be inhaled or may implant on exposed surfaces and
germinate to give rise to invasive mycelia that can cause severe tissue destruction; aspergillosis is
an opportunistic infection that is a significant clinical problem for particular immunocompro-
mised individuals [2]. On the other hand, Cryptococcus neoformans is a monomorphic yeast
(although sexual filaments involved in mating can arise under particular environmental condi-
tions) which can be found in the environment and in the host, and is a prominent cause of
fungal meningitis [3]. Likewise, while each dimorphic fungus generally shows a nonpathogenic
environmental or commensal morphotype and a pathogenic host-adapted morphotype, the partic-
ular morphotype associated with human disease varies among different dimorphic fungi. For
instance, dimorphic fungi acquired (demonstrably or presumptively) from the nonhuman envi-
ronment display a nonpathogenic but infectious mold morphotype while living saprobically in
the environment (usually the soil), and generally a pathogenic yeast morphotype while parasitiz-
ing the host. These fungi include Histoplasma capsulatum [4], Blastomyces dermatitidis [5],
Paracoccidioides brasiliensis [6], Sporothrix schenkii [7], and Penicillium marneffeii [8]; all of
these fungi replicate by budding in the yeast morphotype except for P. marneffei, which divides
by fission as a yeast. Coccidioides immitis [9], the etiologic agent of ‘‘valley fever,’’ also may
be classified in this group since it displays a mold morphotype in the environment and also a
host-adapted morphotype, but the latter is not yeast but rather an endosporulating spherule form.
In contrast, dimorphic pathogenic fungi that inhabit human skin or mucosa as part of the normal
flora, which include Candida albicans [10] and Malassezia furfur [11], display a yeast morpho-
type when existing as nonpathogenic commensal organisms, while disease due to these fungi
is associated with the presence of an invasive hyphal morphotype or related elements. It is
perhaps to be expected that different morphotypes may be observed in the same clinical specimen
for these organisms, given their potential for either commensalism or pathogenesis in a human
host, and also due to the complexity of environmental regulation of dimorphism, which will be
discussed more later.

IV. WHY DO SOME FUNGI PRACTICE DIMORPHISM?

As mentioned above, fungal morphogenesis is an environmentally regulated process. The micro-
environment of an infected host experiencing mycotic disease is simply one particular environ-
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ment a fungus may encounter, albeit an important one to consider in this chapter. While the
perspective is somewhat anthropomorphic, it’s useful to consider how morphogenesis may be
adaptive for the fungus in infecting and causing disease in the human host. For this discussion,
the dimorphic fungi will be divided into two groups.

A. Histoplasma capsulatum

Environmental fungi principally found in the soil, as exemplified by Histoplasma capsulatum,
generally display thermally regulated dimorphism, although other conditions can influence mor-
phogenesis (Fig. 2, panel A). The nonpathogenic but infectious morphotype is mold, usually
including mycelia and conidia. Mold is adapted to this low-temperature environment and can
successfully compete and coexist with the plethora of other prokaryotic and eukaryotic soil
microbes, including a variety of nonpathogenic and plant-pathogenic filamentous fungi. Conidia
that are generated are readily aerosolized and may be inhaled by the mammalian host, penetrating
to small airways. H. capsulatum displays both microconidia and tuberculate macroconidia, with
the former considered the major infectious element due to their small size. Once in the lungs
at 37�C, the organism converts to the yeast morphotype (or endosporulating spherule in the case
of Coccidioides immitis), which displays a variety of features enabling successful infection
leading to pulmonary or disseminated, systemic disease.H. capsulatum is a facultative intracellu-
lar yeast that can survive and replicate within macrophages, in spite of the professionally antimi-
crobial activities of this host cell. Morphogenesis is essential for virulence, in that H. capsulatum
that is locked in the mycelial morphotype by a chemical treatment (discussed more below) is
avirulent in an animal infection model [12,13]. Temperature variation is a sufficient stimulus
for morphogenesis, since H. capsulatum can be grown in vitro in the same medium as either
mycelia or yeast, by incubating at temperatures of 25�C or 37�C, respectively. However, other
environmental conditions are clearly essential or can influence morphogenesis, only some of
which have been characterized. For example, H. capsulatum has repressed sulfite reductase
activity and is a functional cysteine auxotroph at 37�C, so omitting cysteine from the medium
will not allow yeast growth at this temperature (this compound may play multiple roles and be
involved in multiple processes in H. capsulatum morphogenesis) [14,15]. Additionally, for H.
capsulatum and some other fungi in this group, as yet undefined host factors are clearly important,
since there is in vivo and in vitro evidence that the morphotypic transition from mold to yeast
at 37�C occurs more rapidly in the host or in the presence of host cells than it does in medium
alone [16]. Therefore, a temperature of 37�C and perhaps some other host-derived environmental
signal(s) are sensed by the fungus, which responds by a morphotypic transition to a form capable
of exploiting the host.

B. Candida albicans

Candida albicans presents contrasts to the systemic dimorphic fungal pathogens in its nonpatho-
genic and pathogenic ‘‘lifestyles’’ and in the environmental signals that stimulate morphogenesis
(Fig. 2, panel B). The ‘‘reservoir’’ for C. albicans is not the soil or external environment but
is instead surfaces of the human body, where it lives commensally as part of the normal flora
on moist skin or mucosal surfaces of the GI tract and vagina. Thus, C. albicans is ‘‘host adapted’’
even when not causing disease. In its nonpathogenic niche, it exists as a budding yeast which
can be cultured or microscopically visualized from the oropharynx, rectum, or vagina of a
substantial proportion of individuals. When variation occurs in the delicate host-microbe inter-
play, C. albicans undergoes a morphogenic transition to hyphae, with pseudohyphae and germ
tubes also displayed. These forms are considered invasive, with the potential for directly penetrat-
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Figure 2 Two examples of fungal dimorphism and pathogenesis. (A) Histoplasma capsulatum morphogenesis. (B) Candida albicans morpho-
genesis.
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ing host mucosal cells and surfaces to reach deeper tissues and even the bloodstream, leading
to dissemination in rare instances. Such outcomes are typically associated with compromise of
host defense mechanisms, on a local level (e.g., skin disruption, change in the vaginal flora
following antibacterial antibiotic treatment or over the menstrual cycle) or global level (e.g.,
HIV infection/AIDS, therapeutic immunosuppression in transplant patients). In its invasive,
hyphal morphotype, C. albicans can be a very successful pathogen and cause quite severe and
debilitating mucosal disease, but most frequently remains confined at this site. As with H.
capsulatum, morphogenesis is critical for C. albicans pathogenesis, since a number of mutants
that are unable to undertake the dimorphic transition (discussed more below) are generally
substantially reduced in virulence in animal infection models. Although temperature also influ-
ences the morphotype of C. albicans, other environmental signals clearly contribute, including
pH and the presence or absence of mammalian serum (a complex and undefined mixture of
constituents).

Regulation of morphogenesis in this organism is incompletely understood, but in vitro
conditions that mimic the mucosal (e.g., vaginal) environment (temperature �37�C, acid pH,
absence of serum) promote yeast growth, while conditions that mimic the bloodstream (37�C
temperature, neutral pH, presence of serum) promote invasive hyphal growth. Several different
media are used for C. albicans in in vitro studies, and in some cases certain environmental cues
can overcome the effects of others. It should also be noted that the situation is more complex
and that this neat paradigm of commensal yeast and invasive hyphae forC. albicans is incomplete
or not entirely adequate for all aspects of pathogenesis of this fungus. In cases of disseminated
infection or invasion far beyond the initial mucosal barriers, such as in necrotic foci of infection
in deep organs, yeast cells may be found in addition to or instead of hyphae. Individual yeasts
may be more mobile (not motile) and capable of dissemination in blood and tissue fluids, and
therefore this morphotype may be more adapted to this stage of disease (similar to the case for H.
capsulatum). However, themechanisms, regulation, and environmental signals for this process of
morphogenesis from locally invasive hyphae to disseminating yeasts are not understood.

Thus, for both H. capsulatum and C. albicans, in vitro conditions that mimic the nonpatho-
genic environment of the organism promote existence in the nonpathogenic morphotype, and
infection conditions promote the pathogenic morphotype. Some environmental cues contributing
to morphogenesis, e.g., temperature, are shared between these fungi, while some may be distinct
or have a different level of contribution. It is important to note that the particular morphotype
associated with pathogenesis and invasive disease is different for these two fungi (yeast for H.
capsulatum, hyphae for C. albicans). However, the locations of the nonpathogenic morphotypes
and the mechanisms of infection and conversion to the pathogenic morphotypes also vary. In
each case, the particular pathogenic morphotype is well suited for causing disease associated
with the fungus (respiratory and systemic for H. capsulatum, mucosal invasion for C. albicans),
so morphogenesis is an adaptive mechanism essential for the pathogenic potential of each fungus.

It is an intriguing evolutionary question as to how dimorphic fungi have evolved to be so
ideally suited for parasitizing the human host. As mentioned earlier, existence as a pathogen
does not appear to be obligatory or part of an invariant life cycle for fungi. In fact, it is likely
that the majority of the planetary biomass of soil fungi such as Histoplasma capsulatum remains
in the mold morphotype, does not interact with mammals, and does not undergo a morphogenic
transition to yeast. Similarly, most Candida albicans organisms exist as commensal inhabitants
of the human GI tract, moist skin, or mucosa, only occasionally causing invasive disease. This
chapter seeks to describe various aspects of fungal dimorphism, but not actually account or
provide an evolutionary rationale for the existence of the host-adapted morphotypes associated
with disease.
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V. IMPORTANCE OF MORPHOGENESIS FOR VIRULENCE

A. Histoplasma capsulatum

At present, no targeted H. capsulatum mutants defective in the expression of specific genes
have been constructed that lock the fungus in a particular morphotype. Therefore, evidence for
the necessity of the yeast morphotype for disease is somewhat indirect. Hallmark studies used
the sulfhydryl blocking agent p-chloromercuriphenylsulfonate (PCMS) to lock several strains
of the fungus in the mycelial morphotype, in a heritable manner [12,13]. The mechanism by
which this interesting phenomenon occurs is entirely unknown. Treated mycelia remained mo-
photype-locked even after removal of the PCMS and a switch to 37�C (the usual signal for
morphogenic transition to yeast). Yeasts that were treated with PCMS followed by removal
of the chemical were able to convert to mycelia after lowering the temperature, but then subse-
quently did not convert back to yeast when the temperature was raised to 37�C. The irreversible
and heritable nature of this phenomenon is consistent with some sort of genetic change being
induced by PCMS treatment, but the genes involved or any other specific mechanisms have not
been identified. At least some of the fungal strains locked in a mycelial morphotype by treatment
with PCMS could still grow at 37�C, providing an exception to the usual association of a 37�C
temperature and the yeast morphotype for H. capsulatum. These observations provided the
opportunity for directly testing the role of the yeast morphotype in virulence. Morphotype-
locked H. capsulatum mycelia were unable to cause productive infection in a mouse model,
although they were able to stimulate host immune responses against the fungus. This work,
although incompletely understood at a mechanistic level, provides the best evidence for the
essential nature of the yeast morphotype in pathogenesis of H. capsulatum, or any systemic
dimorphic fungus.

B. Candida albicans

In constrast to the situation for H. capsulatum, a plethora of different specific genes have been
identified that influence C. albicans morphogenesis, and consequently a number of targeted
mutants have been constructed that are defective in morphogenesis and locked in either the
yeast or hyphal morphotype. Many of these genes are clearly or potentially involved in signal
transduction, which is the subject of another chapter (see Chapter 6) and will not be discussed
in detail here. An important point is that in virtually all cases, when Koch’s molecular postulates
[17] have been fulfilled for the role of a gene in morphogenesis, they have also been fulfilled
for a role of the gene in virulence. For example, the CPP1, CPH1, EFG1, and SSK1 genes are
important for the transition of C. albicans from yeast to hyphae, and cpp1, cph1, efg1, and ssk1
null mutants are locked in the yeast morphotype under at least some hyphae-inducing conditions,
and show diminished virulence in mouse infection models, with a cph1 efg1 double null mutant
being avirulent [18–22]. Similarly, other genes have been identified that are important for the
transition of C. albicans from hyphae to yeast, including RBF1 and TUP1, and rbf1 and tup1
null mutants are locked in the hyphal morphotype [23,24].

Assessment of a role in virulence is influenced by the particular choice of animal infection
model and the pathogenic stage(s) that is being tested. But accumulating evidence clearly indi-
cates that when the ability of C. albicans to undergo morphotypic transitions is disturbed, the
fungus is compromised in its ability to cause disease. The relevant genes have been identified
by a variety of methods, but more candidates (particularly those involved in signal transduction)
are being identified by ongoing (and nearly complete) sequencing of this organism’s genome
[25], and it is likely that support for the essential role of morphogenesis in virulence will continue
to be generated.
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VI. REGULATION OF MORPHOGENESIS

Since dimorphic fungi typically display a particular pathogenic morphotype associated with
disease and there is evidence that morphogenesis is essential for virulence, a great deal of
attention has been devoted to studying this process, with the rationale and motivation that
blocking the morphotypic switch may prevent disease. Identification of key genes and encoded
proteins may provide useful new targets for preventive (vaccine) or therapeutic (antibiotic)
treatment. This idea is intellectually sound and well supported based upon available evidence.
It might be noted, however, that exposure to dimorphic fungi is exceedingly common, from
inhalation of soil fungi or carriage of commensal fungi on the body, and most of these interactions
do not result in disease or result in disease that is contained by host responses in immunosufficient
individuals. When infection has progressed to the stage of being noticed by the person and
brought to the attention of a physician, generally the dimorphic transition is a past event and
ongoing replication of the pathogenic morphotype is occurring. Regardless, much effort has
been focused on identifying regulatory mechanisms for morphogenesis.

A. Histoplasma capsulatum

As implied above by the current lack of defined targeted mutants defective in morphogenesis,
genes directly regulating morphotypic transitions in H. capsulatum have not yet been identified.
Additionally, genome sequencing has not proceeded as far for this fungus as for C. albicans,
and so identification of candidate homologs for regulatory or signal transduction genes in other
organisms is not a readily available approach. It is likely that both some similar and some
disparate mechanisms will be applicable for H. capsulatum as compared to C. albicans, a predic-
tion based on the similar crucial nature of dimorphism for the biology and pathogenesis of these
fungi, and on the distinctions in their environmental niches and disease progression, as described
above. Although signal transductions pathways have not been extensively elucidated inH. capsu-
latum, it is known, for example, that levels of the signaling molecule cAMP differ between the
mycelial and yeast morphotypes, being about fivefold higher in mycelia [26]. Moreover, exoge-
nous cAMP and agents that raise the intracellular concentration of cAMP induce the yeast-
mycelia transition, even when the temperature is maintained at 37�C [27].

These findings would be consistent with a different activity of pathways that generate or
degrade cAMP, and also different activation of cAMP-dependent pathways, in the two morpho-
types. However, Paracoccidioides brasiliensis, another systemic dimorphic fungus with much
genetic and phenotypic similarity to H. capsulatum, shows the opposite trend in relative cAMP
concentrations in the two morphotypes, with higher levels in yeast [28]. Better elucidation of
regulatory mechanisms and cause-and-effect phenomena awaits identification of relevant impor-
tant genes in these fungi.

B. Candida albicans

In constrast to the situation for H. capsulatum, numerous genes involved in the regulation of
morphogenesis have been identified in C. albicans, generally genes involved in signal transduc-
tion pathways, a topic mentioned earlier and considered in another chapter (see Chapter 6).
Investigators of this organism have been able to exploit the genomic sequence to search for
candidate gene homologs, and also have artfully made comparisons to a framework based on
the closely related model yeast Saccharomyces cerevisiae, which has been very extensively
studied, finding both similarities and differences. Much progress has been made in identifying
and characterizing components of both distinct and overlapping signal transduction pathways
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leading from sensation of particular environmental stimuli to different downstream effects in-
cluding morphotypic transitions.

This work is addressed in another chapter (see Chapter 6), but here it will be noted that
continued elegant and important studies typically, and unsurprisingly, raise further questions
and emphasize the biological complexity of C. albicans. For instance, as mentioned above, the
CPH1 and EFG1 genes contribute to the ability of C. albicans to exist and grow in the hyphal
morphotype. A cph1 efg1 double null mutant was originally shown to be extremely defective
in hyphal growth when examined in vitro, and to be avirulent in mouse infection models [22].
However, Kumamota et al. [29] used a gnotobiotic piglet infection model and showed some
level of virulence by this mutant in this model, and moreover observed hyphae in infected animal
tissue. Upon further in vitro examination, this mutant was demonstrated to form hyphae in
vitro when embedded in agar or growing on a rough agar surface, thus implicating physical or
microaerophilic environmental signals that had not been extensively considered. This work
demonstrates the complexity of C. albicans morphogenesis and the diversity of environmental
signals contributing to morphotypic transitions. It also emphasizes the importance of the particu-
lar infection model being used and our incomplete understanding of relevant in vivo signals.

VII. MORPHOTYPE-SPECIFIC GENE EXPRESSION

A related but distinct area of study has been identification of fungal genes specifically expressed
in yeast or mycelial/hyphal cells. By virtue of being expressed only in the pathogenic morpho-
type, i.e., yeast in the case of H. capsulatum or hyphae in the case of C. albicans, such genes
and the proteins they encode might also provide new vaccine or antibiotics targets. They may
or may not provide much information on the regulation of morphogenesis and the existence of
crucial signal transduction pathways or a hypothetical essential ‘‘master switch’’ controlling
the dimorphic transition. The recently burgeoning development of genomic approaches and
microarray technology have revealed, particularly in the case of Saccharomyces cerevisiae, that
a substantial fraction of the genes of an organism can be differentially expressed under different
environmental conditions, and each such gene may or may not influence the ability of the
organism to grow in the different settings [30]. Thus, determining the significance and role in
virulence of any one pathogenic morphotype-specific gene requires individual focused examina-
tion. Still, there is a reasonable rationale for pursuing morphotype-specific genes that continue
to be expressed while the fungi are practicing their pathogenic lifestyle. As mentioned earlier,
the dimorphic transition occurs early in disease progression and has generally been accomplished
by the time a patient seeks treatment, calling into question the utility of therapeutically blocking
morphogenesis in an infected human. In contrast, genes that are specifically expressed by the
pathogenic morphotype of a fungus, and thereby presumably adaptively advantageous in the host
environment, are still available candidates for targeting by antifungal therapies. Additionally,
examination of individual morphotype-specific genes, especially the identification of their regu-
latory signals and proteins, may provide more global clues to morphogenesis and control path-
ways that reach beyond the individual genes.

A. Histoplasma capsulatum Yeast-Specific Gene Expression

Keath and colleagues [31–34] used a differential hybridization approach to identify genes ex-
pressed by H. capsulatum yeasts and not by mycelia, and isolated a number of yps (yeast
phase–specific) genes, the most extensively studied of which is yps-3. This gene encodes a
small protein found to be released into culture medium as well as localized to the cell wall,
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although its surface exposure has not been demonstrated. Its function has not been determined.
Recently, we have shown that expression of this gene is further upregulated, albeit modestly,
during yeast infection of macrophages as compared to in vitro broth growth [35]. This finding
reveals an apparently distinct level of control, since both in vitro and in vivo (infecting) H.
capsulatum cells were of the yeast morphotype. The Keath laboratory has examined transcrip-
tional regulation of yps-3, and used Southwestern blotting to identify morphotype-specific nu-
clear proteins that bind the upstream, presumably promoter region of the yps-3 locus. In particu-
lar, a mycelia-specific protein designated p30M has been suggested as a candidate repressor of
yps-3 gene expression in this morphotype [34]. This approach should yield information specifi-
cally about yps-3 regulation and also has the potential for identifying more far-reaching control
pathways influencing gene expression.

Interestingly, we identified yps-3 transcripts displaying alternate polyadenylation during
our macrophage infection experiments, indicating the possibility of a different type of regulation
via 3′ untranslated region processing and differential transcript stability [35]. Additionally, we
have noted shared features of the predicted Yps-3p amino acid sequence with epidermal growth
factor (EGF) motifs from a variety of organisms, and specifically conservation of features with
the carboxyl-terminal domain of the WI-1 antigen, a demonstrated virulence determinant and
adhesin of the related systemic dimorphic fungus Blastomyces dermatitidis [35]. This finding
would be consistent with possible roles of the protein in attachment to host cells, tissues, or
extracellular matrix, or in signaling between host or fungal cells. Elucidation of the regulatory
mechanisms and function of yps-3 and evaluation of any role in virulence await further work.

Goldman and colleagues [36–38] identified another yeast-specific H. capsulatum gene by
an indirect method arising from other studies. They identified and purified a small calcium-
binding protein (CBP) and cloned the encoding gene (CPB1). Subsequently, they made the
interesting observation that expression of this gene is restricted to yeast and not displayed by
mycelia, and have used promoter truncations along with a lacZ reporter gene to identify upstream
regions implicated in differential transcriptional regulation. Moreover, they found that CBP1
plays an important role in the enhanced ability of yeast to grow in calcium-limited media relative
to mycelia, raising the possibility that the encoded protein plays a role in calcium acquisition
reminiscent of the role of siderophores in iron acquisition.

Significantly, preliminary work indicates that gene disruption to construct a cbp1 null
mutant reduces virulence in both cell culture and mouse models of infection [39]. Thus, this
fortuitious identification of another H. capsulatum yeast-specific gene is leading to important
findings relevant to regulation of gene expression and to pathogenesis.

A number of other H. capsulatum genes have been shown to be differentially expressed
in yeast and mycelia, or during the morphogenic transition between the two forms, after original
identification based on homology to genes from other organisms. This group includes genes
encoding actin (transient decrease in expression during mycelia-yeast transition) [40], �-tubulin
(expressed more highly in mycelia) [41], �-tubulin (expressed more highly in mycelia) [41],
calmodulin (expressed more highly in yeast) [42], and cdc2 (expressed more highly in yeast)
[43]. As mentioned previously, many genes may be differentially expressed by an organism
under different conditions, and the significance and implications of such a phenomenon are
not certain. It should also be stated that estimation of gene expression is always relative, and
identification of a ‘‘constitutive’’ control for normalization may be problematic. The regulatory
mechanisms and roles in morphogenesis and in virulence for these H. capsulatum genes have not
been characterized. Of course, the dimorphic transition clearly represents a huge morphological,
metabolic, and biochemical change for the cell, so the involvement and differential expression
of genes encoding structural components, signaling molecules, and cell cycle regulators are not
surprising.
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B. Candida albicans Hypha-Specific Gene Expression

Birse et al. [44] used a differential hybridization approach to identify genes expressed by C.
albicans hyphae and not by yeasts, and isolated ECE1, which is not only expressed in a hypha-
specific manner, but its expression correlates with the extent of cell elongation. However, disrup-
tion of this gene resulted in no detectable phenotypic effects. Several C. albicans genes have
been identified as expressed only by the hyphal morphotype that encode cell wall proteins,
including HWP1, ALS3, and HYR1. HWP1 (for hyphal wall protein) encodes a surface-exposed
protein that serves as a substrate for mammalian transglutaminases, thus enabling covalent
attachment between the fungus and host cells. An hwp1 null mutant was diminished in virulence
in mouse infection models, and also was defective for hyphal development both in vitro and in
vivo [45–48]. Thus, this gene and encoded protein are important for morphogenesis, host cell
attachment and invasion, and virulence. ALS3 encodes a member of a family of surface adhesion
molecules [49], while the function of HYR1 is unknown but apparently nonessential, since
disruption and misexpression of this gene resulted in no detectable phenotypic changes [50].
These examples emphasize that a gene’s identification as hypha specific may correlate with an
important role in pathogenesis and perhaps in the regulation of morphogenesis (HWP1) or,
conversely, may not have any function, role, or significance demonstrated so far (HYR1). A C.
albicans gene of known function, one of the chitin synthase genes, CHS2, is expressed in a
hypha-specific manner, but its disruption did not result in a defect in virulence in mice and
the gene was not essential for morphogenesis, although hyphal development was delayed and
characterized by a reduced chitin content [51]. Although the functions of such hypha-specific
genes in C. albicans are not all known, their expression has been studied in mutants defective
in various signal transduction genes such as CPH1, EFG1, and TUP1, in order to elucidate
regulatory pathways and possible ‘‘crosstalk’’ between signaling cascades [52].

C. Blastomyces dermatitidis Yeast-Specific Gene Expression

Blastomyces dermatitidis is a systemic pathogenic fungus that is closely related to H. capsulatum
genetically. It also displays biological and pathogenic similarities including thermal regulation
of morphogenesis from an environmental mold to a pathogenic yeast, although there are also
important distinctions fromH. capsulatum. Smith and coworkers used a differential hybridization
approach to identify genes expressed by B. dermatitidis yeasts and not by mycelia, and isolated
bys1, the regulatory mechanisms and function of which have not yet been determined [53]. The
yeast-specific expression of another gene of this fungus was identified fortuitously, similar to
the case of H. capsulatum CBP1. Klein and coworkers [54–56] originally identified the WI-1
antigen as a large, immunodominant cell wall protein that is surface exposed and released
into culture medium and that elicits both humoral and cell-mediated immune responses in the
mammalian host. They described a three-domain structure of the protein, including an amino-
terminal hydrophobic membrane-spanning region, a large central domain consisting of tandem
repeats of a peptide sequence with homology to Yersinia invasin, and a carboxyl-terminal EGF-
like region, the similarity of which to H. capsulatum Yps-3p was mentioned above.

WI-1 has been shown to mediate attachment to mammalian host cells, and moreover
Koch’s molecular postulates have been fulfilled for demonstrating an essential role of this protein
in virulence in a mouse infection model. Recent preliminary work [57] indicates that the gene
encoding the WI-1 antigen is expressed specifically by the yeast morphotype and that this
regulation occurs at a transcriptional level. Moreover, conservation of some upstream sequence
elements with the presumptive promoter region of the H. capsulatum yps-3 gene were noted.
It will be very interesting if studies of these two fungi can reveal common mechanisms operating
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for regulation of morphogenesis or at least morphotype-specific gene expression in systemic
dimorphic fungi.

VIII. SUMMARY

Dimorphic fungi are successful human pathogens associated with significant morbidity and
mortality. Their morphogenesis and capacity to exist in different morphotypes are critically
important for their virulence. Generally each dimorphic pathogenic fungus displays an environ-
mental or commensal morphotype and a host-adapted pathogenic morphotype. The environmen-
tal signals that trigger the transition from the former to the latter are associated with disease
establishment and progression, and the switch is adaptive for successful pathogenic habitation
of the fungus’ new niche in the host. Regulation of morphogenesis is incompletely understood
but is the subject of intense investigation, as is identification of genes expressed in a morphotype-
specific fashion. Given the essential nature of morphogenesis and dimorphism for disease, such
differentially expressed genes as well as the relevant regulatory mechanisms may yield useful
new targets for preventive (vaccine) or therapeutic (antibiotic) treatment of fungal infections.
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I. INTRODUCTION

While virulence factors of several pathogenic fungi have been proposed, little is known about
the regulation of their expression or the environmental factors (signals) in the host, be it animal
or human, that trigger their expression. In Candida albicans, for example, extracellular enzymes
(secretory aspartyl proteinases [SAPS] and phospholipase B), morphogenesis (yeast to hyphae
transition), host recognition by cell surface molecules (adhesins), and phenotypic switching have
been considered among the virulence attributes of this organism [1]. However, of all of these
phenotypic properties, only signal pathways that regulate morphogenesis have been partially
defined [2]. Recent literature indicates that deletions in genes of the morphogenesis signal
transduction pathways in Candida albicans result in altered morphogenesis patterns and a reduc-
tion in the virulence of this organism [2–13]. At least two morphogenesis signal pathways
have been proposed, but it is likely that other pathways exist. Like C. albicans, Cryptococcus
neoformans has multiple virulence determinants, including capsule and melanin synthesis [14],
and there also is an association of mating type and virulence [15,16]. However, until recently,
little was known about the regulation of these virulence attributes, although an association of
a nutrient-deprivation induced signal pathway and virulence has been suggested [17,18]. These
and other examples of signal transduction as a means by which pathogenic fungi regulate their
virulence and growth will be the focus of this chapter.

Before beginning the discussion of signaling in pathogenic fungi, a few general comments
should be emphasized.

1. There are many similarities among the fungal and mammalian cell signal pathways.
The mitogen-activated protein kinase (MAPK) cascade is common to both cell systems. In fact,
there is a strong belief that in some ways, fungi, with their much simpler systems, can be used
as models for the study of mammalian signal pathways [19].

2. There is cross-talk among different pathways, although this subject has not been well
addressed in studies to date.

3. Sequence homology of signal proteins among different organisms does not imply a
similar function.
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Figure 1 A signal transduction pathway composed of a membrane-bound protein which perceives signal,
the transduction of that signal by phosphotransfer through a MAP kinase pathway, and activation of gene
transcription leading to an adaptive response. Host signals which trigger this pathway might include pH,
temperature, or host proteins (as, for example, proteins of phagocytic cells). Receptors of signal such as
G-proteins or histidine kinases become phosphorylated and initiate the phosphorylation of MAP kinases
and, in the case of the C. albicans morphogenesis pathway, CPH1 or EFG1 transcription factors.

4. Membrane receptors used in fungal signal pathways are not of the tyrosine kinase
family [20]. Instead, it would appear that fungi use either G-protein coupled or histidine sensor
kinases, which modulate the transfer of signals to the cell nucleus through a phosphorylation
cascade.

There are no functional equivalents of the latter group of membrane receptors in mamma-
lian cells, suggesting that they might offer unique targets for the development of anti-fungals.
The components of a prototypical signal pathway involving either a histidine kinase membrane
receptor or a G-protein receptor and their relationship to the MAPK and target gene activation
are depicted in Figure 1. For an extensive discussion of signaling pathways in yeast, the reader
is directed to reviews by Banuett [20], Gustin et al. [21], and Bolker [22].

II. SIGNALING AND MORPHOGENESIS IN C. ALBICANS

C. albicans is a common pathogen of the immunocompromised patient, causing infections of
mucosal surfaces as well as invasive disease. The type of candidiasis that occurs appears to
depend upon the underlying host defect. For example, mucosal infections are common in the
AIDS patient (vaginitis, oral, esophageal) but systemic disease is rare. On the other hand, invasive
disease more often occurs in the neutropenic patient. There does not appear to be any association
between strains of the organism and specific types of infection. As a pathogen of diverse body
sites, the organism should have adapted mechanisms which it can utilize to survive under a
variety of stress conditions in the host—i.e., pH, nutrient deprivation, microbial competition,
or protective proteins of the host (blood, salivary, or those of phagocytic cells).

While most often a pathogen in the immunocompromised host, there is good evidence
that C. albicans requires a number of factors which promote its colonization and invasion [1].
One of these factors is morphogenesis, or the conversion of unicellular yeast forms (isotropic
growth) to a filamentous (polar) growth pattern, the latter referred to as hyphae or pseudohyphae.
Operationally, a model that might explain the importance of each growth form in pathogenesis
might include the following scenario. Yeast cells are believed to play a major role in the coloniza-
tion of host surfaces and establishing a commensal relationship with the human host. From its
mucosal location, such as the gastrointestinal tract, and as host defense mechanisms are subju-
gated by one of several factors, the organism converts to a filamentous form, invades the gut
mucosa, and enters the lymphatics and blood. Intuitively, it would seem that the conversion to
filamentous growth might better promote the invasive capabilities of the organism. While the
progression of disease and spread of the organism at this point can only be guessed, more than
likely, during invasion by filamentous growth, either hyphal fragments or perhaps newly formed
yeasts are carried by the blood to target organs, where extensive hyphal/pseudohyphal (polar)
growth ensues. Growth of the organism in tissues is followed by (or occurs simultaneously with)
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a cycle (or several cycles) of isotropic growth (budding) and subsequent dissemination to other
sites. Thus, the pattern of pathogenesis (at least as it relates to morphogenesis of C. albicans)
probably involves many rounds of yeast-hyphal/pseudohyphal-yeast interconversions resulting
in dissemination and invasion of the host. Of relevance to the growth habits of C. albicans in
the host, the rather low sensitivity of blood cultures [23] in the systemically invaded host might
be explained by the discontinuous release of the smaller fungal elements (yeasts, hyphal frag-
ments) into the bloodstream. Alternatively, the low sensitivity of blood cultures might be ex-
plained by the continuous release of a few organisms from infected tissues into the blood, but
in numbers that escape detection.

It is very likely that not only are host signals different for triggering induction of yeast
or filamentous growth but also host signals will vary according to the specific site of invasion.
In any case, host signals which induce these interconversions are unknown. On the other hand,
much is known about in vitro signals (see below). However, there is very little information
about mechanisms that might enable the organism to sense its environment and regulate its
genetic machinery to adapt to stress conditions in the host. It is certain that the morphologic
transition from yeast to hyphae appears to be one of the most important factors that enables C.
albicans to survive and grow in host tissues. Signal transduction pathways involved in morpho-
genesis of C. albicans have recently been partially identified [2–13]. However, most of the
signal studies that have been completed have not defined the proteins involved in the environmen-
tal sensing of signals and how these proteins regulate morphogenesis.

A. Signals That Trigger Morphogenesis In Vitro

For C. albicans, the conversion of yeast cells to filamentous growth can be induced by a number
of conditions in vitro [24]. Certainly, environmental factors (pH and temperature) are critical
and, in general, nutrient-poor media and specific nutrients which are poor substrates for the
organism (N-acetyl glucosamine and serum) also induce germination (polar growth). On the
other hand, nutrient-rich tissue culture media (RPMI, M-199) also induce germination. Tempera-
ture affects germination, which occurs to a greater extent above 30�C than at lower temperatures,
while the percent of germinating yeasts increases with increasing pH to an optimum at or around
neutrality. Thus, the input signals for germination are many, a situation which might imply
that a number of diverse signal pathways are utilized for transcription of genes required for
morphogenesis. Current data indicate that there are at least two independent signal pathways
which regulate morphogenesis (yeast-hyphal interconversion), although the components of both
pathways are not completely known [2]. Of great importance, there is mounting evidence that
each of these signal pathways is important in disease development, at least in a murine model
of hematogenously disseminated candidiasis.

B. Methods for Studying the Morphogenesis Signal Transduction
Pathways in C. albicans

The wealth of information on signaling and morphogenesis of C. albicans has been achieved
through the development of efficient gene cloning procedures. For example, many genes of C.
albicans (including putative signal genes) can either complement or suppress the corresponding
mutations of genes which function in the pseudohyphal pathways of Saccharomyces cerevisiae
[25,26]. Therefore, using this approach, it has been fairly straightforward to identify homologs
of the C. albicans MAP kinase filamentation-invasion pathway as well as downstream genes
which encode putative transcription factors. Thus, gene function can be ascertained based upon
complementation of S. cerevisiae mutants with C. albicans libraries or specific isolated gene
homologs. Further, PCR-based technology using primers designed according to sequences of
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known genes has resulted in the use of cloned PCR products as probes which can then be used
in screening libraries of C. albicans for complete genes. However, a critical caveat to the studies
just described is the need to establish function of a specific gene in C. albicans, especially in
situations where the C. albicans homolog does not complement a specific S. cerevisiae mutant
(sometimes for unknown reasons or when an S. cerevisiae homolog does not exist in C. albicans).
In this regard, a number of homologs of C. albicans have turned out to be functionally different
from the S. cerevisiae counterpart.

Thus, the analysis of gene function depended upon the validation of a method which
would generate single and double-copy deletion mutants. This important experimental method
is achieved through the ‘‘urablaster’’ gene disruption approach [27]. In this procedure, sequential
disruption of a specific gene is accomplished by transforming the C. albicans Ura3� CAI4 strain
with a disruption cassette composed of the C. albicans URA3 flanked by hisG sequences of
Salmonella and sequences of the specific C. albicans gene one is seeking to disrupt. As an
example, in Figure 2 (deletion) is shown the disruption cassette for a gene encoding a two-
component response regulator gene (SSK1) of C. albicans [28]. Ura3+ transformants are isolated
and homologous recombination in one of the two SSK1 alleles is verified by Southern hybridiza-
tion (Fig. 2, CSSK11, lower). Isolation of single gene-deleted strains which are Ura3� is accom-
plished by selection on 5-FOA plates (Fig. 2, ura� segregants); such strains (CSSK12) are again
transformed with the same deletion cassette, Ura3+ transformants are isolated, and deletion of
the second allele is again verified by Southern hybridization (Fig. 2, CSSK21, lower). Of impor-
tance is the construction of a reconstituted (revertant) strain to ensure that the phenotype of the
double deletant (homozygous null) is due to the specific deletion and not as a consequence of
the manipulations which occur during transformation. Such a revertant (CSSK23) is isolated by
transformation of the null strain (Ura3� CSSK22) with a copy of the wild-type allele in juxtaposi-
tion with the URA3 (Fig. 2, reintegration).

Using this procedure, a number of C. albicans genes (including genes encoding signal
proteins) have been functionally characterized. Further, the additional utilization of expression
vectors has enabled investigators to align genes in signal pathways. Epistasis experiments rely
on the rescue of the wild-type phenotype by the expression of downstream genes in specific
null strains. Using the latter approach as well as phenotypic clustering of individual mutants,
as stated above, at least two morphogenesis signal transduction pathways have been identified
which activate hyphal growth in C. albicans [2,3,28].

Equally important to the establishment of molecular methods to assess gene function is
the need for a standardized animal model which can be used to evaluate mutations for their
effect on virulence. Of the many animal models that are available, the intravenous-inoculated,
hematogenously disseminated, murine model of candidiasis remains the ‘‘gold standard’’
[28,29]. The set of parental, heterozygote, null, and revertant (reconstituted) strain constructs
is usually compared by single-dose inoculation (106 yeast cells), and mortality and tissue load
of organism are determined at specific time points. Some investigators use up to 107 yeasts per
animal but such an amount of cells is too high to discern clearly between the mortality caused
by the growth of cells or by the excess number of cells itself. Comparisons of growth, morphogen-
esis, and virulence are then possible with the otherwise isogenic set of parental, single-copy
allelic strains (heterozygote and revertant), and null strains.

In conclusion, these methods have contributed to our understanding of gene function in
this organism and have suggested an approach to the identification of virulence factors. The
two pathways that have been the most completely characterized (the Cph1p and Efg1p pathways)
andwhich, on the basis of epistasis studies, are thought to be parallel and independently regulated,
will be discussed initially. Also, the role of sensor histidine kinases and the Ssk1p response
regulator, which likely regulate morphogenesis in a Cph1p-Efg1p-independent pathway, as well
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Figure 2 Construction of a�ssk1 ofC. albicans using the ‘‘urablaster’’ technique [27,28]. The disruption
cassette, consisting of the hisG-URA3-hisG and flanking sequences of the SSK1, is shown in the upper
(Deletion) section of the figure. Ura3+ transformants are selected and ura3� segregants obtained by growth
on 5′-FOA. A second round of disruption is used to generate the ssk1 null strain. A strain reconstituted
with one copy of SSK1 is constructed using the cassette depicted in the figure (Reintegration). Southern
hybridizations are used to confirm the correct integration of cassettes following each transformation.
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as the cell integrity pathway of C. albicans are discussed. However, as is the case with many
of the signal pathways characterized in S. cerevisiae, crosstalking among pathways should be
an important regulatory mechanism, but is only vaguely described in C. albicans [2].

C. Cph1p and Efg1p Morphogenesis Signal Pathways in C. albicans

In S. cerevisiae, pseudohyphal growth and agar invasion by pseudohyphae are induced under
low nitrogen availability. The regulation of this growth appears to be associated with the mating
MAPK pathway since strains mutated in ste12 are partially defective in pseudohyphal growth
[10]. However, this partial defect suggests that other genes may be involved in regulation, and
therefore,PHD1was investigated since previous data indicated that its overexpression suppresses
the filamentation and agar invasion defect of ste12/ste12 mutants. Since it was thought that
PHD1 might be responsible for the residual regulatory activity because ste12 mutants still form
filaments, a ste12/ste12 phd1/phd1 double mutant was constructed [11]. Such mutants did not
form filaments and invade the agar medium. Transformation of the double mutant with either
STE12 or PHD1 partially restored the pseudohyphal growth and invasion of the agar medium.
Taken together, these data indicate that in S. cerevisiae there are two independently regulated
signal pathways (Ste12p and Phd1) which control morphogenesis when the organism is grown
under starvation conditions.

Likewise, studies by this same group of investigators have shown that mutations in the
C. albicans homolog of STE12 (CPH1) are only partially defective in their ability to switch
from yeast to filamentous forms [10,11]. Thus, cph1/cph1 strains have reduced hyphal formation
on hyphal-inducing agar but with time form pseudohyphae or hyphae and germ tubes in serum.
To examine the role of EFG1, the C. albicans homolog of PHD1, null strains (efg1/efg1) were
constructed and examined phenotypically for growth under filamentation-inducing conditions
[11]. On serum agar, the efg1/efg1 null formed higher proportions of pseudohyphae (long fila-
ments) which were morphologically different from those of parental cells which make hyphae
predominantly. In serum, the efg1/efg1 strain failed to form germ tubes and hyphae. However,
because the efg1/efg1 did form filaments under some of the conditions described above, as in
S. cerevisiae, double mutants (cph1/cph1 efg1/efg1) were constructed and investigated for in
vitro phenotype, interactions with macrophages, and virulence [11].

Such double mutants failed to form germ tubes under any conditions that were used. The
fate of parent, the CPH1/cph1 mutant and the double mutant were evaluated following their
ingestion by a murine macrophage cell line [11]. While all strains were equally phagocytized,
parental cells and the CPH1/cph1 mutant each germinated within and eventually killed the
macrophages. On the other hand, the double mutant remained as a yeast and did not kill the
macrophages even though the macrophages contained as many as 80 cells of the cph1/cph1
strain. Finally, each strain was evaluated for virulence and, while single deletant strains of CPH1
and EFG1 retained some degree of virulence, the double mutant was nearly avirulent (106 yeasts,
no deaths, vs. 107 yeasts where 50% of the animals survived). Thus, the C. albicans double
mutant behaves in vitro similarly to the S. cerevisiae double mutant, implying that there are
also two independently regulated signal pathways in C. albicans and these pathways are at least
partially required for virulence and morphogenesis.

The role of Efg1p in the morphogenesis of C. albicans has also been reported by Stoldt
et al. [12]. These investigators have shown that when yeast cells are incubated in media which
induce hyphae, transcription of EFG1 declined but remained unchanged in cells incubated in
YPD medium. In the YPD medium, cells remained as yeasts. These data indicate that Efg1p
may not be associated with the conversion of yeast cells to hyphae. While double deletion
mutants in EFG1 were not obtained, heterozygotes were constructed in which one copy of EFG1
was deleted and the promoter of the second allele was replaced with the promoter for the
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phosphoenolpyruvate carboxylase gene (PKC1), the latter of which is a glucose-repressible
promoter. When cells were grown in the presence of glucose, moderate levels of EFG1 transcript
were noted which increased in amount when cells were grown in media which allowed derepres-
sion of the PKC1 promoter. In both inducing and noninducing media, cells appeared elongated
and resembled pseudohyphae, and the addition of 5% horse serum did not induce the formation
of true hyphae. These observations indicate that reduced EFG1 expression induced pseudohyphal
formation and prohibited the formation of true hyphae. EFG1 was also overexpressed in yeast
cells; the morphology of these cells again indicated that EFG1 induces pseudohyphal formation.
However, when 5% horse serum was added to cells with a pseudohyphal phenotype, true hyphae
were formed, so that EFG1 does not inhibit the formation of true hyphae under the appropriate
conditions.

Both CPH1 and EFG1 encode putative transcription factors, which are downstream of
two independent signal pathways [2,3,10,12]. However, while the activation of EFG1 has not
been described, the transduction of signal and subsequent activation of CPH1 has been shown
to follow the MAP kinase pathway, the latter of which transfers signals from the cell surface
to the nucleus for a variety of responses in eukaryotic cells. This pathway has been described
in detail by Csank et al. [3,6] as well as by Brown and Gow [2]. Also, the genes encoding
proteins of both pathways, as well as the in vitro phenotypes and virulence of strains deleted
in each signal pathway gene, are indicated in Table 1. A brief description of both the Efg1p
and Cph1p pathways is described below.

C. albicans homologs of the S. cerevisiaeMAP kinase pathway include, in order of sequen-
tial phosphorylation, CST20 (MAPKKKK),HST7 (MAPKK), and CEK1 (MAPK) [2–4]. Ste11p
(MAPKKK) has been assigned as an intermediate kinase which is presumably phosphorylated
by Cst20p and in turn phosphorylates Hst7p [2]. However, while identified by DNA sequencing,
a Ste11p function in morphogenesis has not been determined as yet. That these genes lie in the

Table 1 Phenotypes of Null Strains with Deletions in Genes (�) Encoding Signal Transduction
Proteins and Transcription Factors

Morphogenesisa

Agar media
Liquid medium Pathwayb

Strain Lee Spiderc SLAD Serum serum Virulence Cph1 or Efg 1 Reference

wt H I I H H V Both 10,11
�ras 2 nd nd nd Y Y nd Efg1 33
�ras1 nd nd nd nd Y nd ? 37
�cst 20 Y Y I H H av Cph1 3
�hst7 Y Y I H H nd Cph1 3
�cek1 Y Y I H H att Cph1 3
�cpp1d H ni nd nd H nd Cph1 6
�cph1 Y ni nd ni H V Cph1 10
�efg1 nd nd nd PH Y att Efg1 11
�efg1/cph1 Y Y Y Y Y av (—) 11
�mkc1 H ni nd nd H att Neither 80,81

a H, hyphae; Y, yeasts; PH, pseudohyphae; V, virulent; att, attenuated; I, invasive; ni, noninvasive.
b Tentative assignment to either the Cph1p or Efg1p morphogenesis pathways.
c Spider without glucose.
d cpp1 null when grown at 23�C under hyphal-inducing conditions.
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same pathway has been postulated by two types of studies, as described previously in this
chapter. First, null mutations in each of these genes result in similar phenotypes, i.e., defects
in conversion to hyphae (usually on agar media). Second, epistasis studies have demonstrated
that overexpression of CPH1 when placed under control of the ADH promoter rescues the wild
type phenotype in cst20/cst20, hst7/hst7, and cek1/cek1 null strains, while overexpression of
HST7, again driven by the ADH promoter, only rescues the cst20 and the hst7 null strains. This
observation aligns HST7 as upstream of CST20 and CPH1. The targets of Cph1p activation are
unknown in C. albicans but are presumed to be similar to a STE12-like pathway target. Regula-
tory controls are predicted to exist such as a protein phosphatase (Cpp1), which is thought to
influence the phosphorylation of Cek1p [6]. Interestingly, null strains in cpp1 form filaments
in noninducing conditions only [6].

The Efg1p pathway is less well defined, but indications are that it is distinct from the
Cph1 pathway [2]. The components of the Efg1 pathway have been suggested based upon studies
with the CaCct8p chaperonin subunit protein of C. albicans [32]. Suppressors of morphogenesis
were identified by transforming a S. cerevisiae strain, which expressed the C. albicans EFG1,
with a C. albicans genomic library [32]. Transformants that did not produce pseudohyphae
were identified, the plasmid was recovered, and its genomic insert was sequenced. One such
transformant contained an insert whose sequence corresponded to the CaCCT8, which was
previously shown to encode a subunit of the cytostolic chaperonin complex. While the trans-
formed S. cerevisiae grew as yeasts at a rate identical to the recipient strain, pseudohyphal
formation was completely blocked [32]. The specificity of the suppression exhibited by CaCCT8
was examined. In addition to EFG1, CaCCT8 also suppressed the RAS2Val119 but not CPH1,
TEC1 (a transcription factor which acts together with STE12) or CDC42-induced pseudohyphal
formation. The key observation that RAS2Val119 or EFG1-induced pseudohyphal formation was
equally suppressed most likely points to Ras2p as a trigger of filamentation through the Efg1p
pathway [32]. While the above-mentioned observations indicate that the effect of CaCCT8 is
specifically on the Efg1pmorphogenesis pathway, suppression of other Ras2p activities unrelated
to morphogenesis by CaCct8p was noted. Thus, heat sensitivity, glycogen-trehalose accumula-
tion, and lack of sporulation in S. cerevisiae, phenotypes that are related to a Ras2p function,
were suppressed by coexpression of CaCCT8 and a deleted version of CaCCT8 (cacct8-�1).

Recent studies indicate that Ras signaling is required for the induction of germination of
C. albicans [33,34]. Deletion mutants (ras1-2/ras1-3) of C. albicans were viable but grew at
slower rates than parental cells with a doubling time threefold higher than parental cells at 23�C.
Strains lacking RAS1 failed to germinate in 10% serum at 37�C after 24 hr and formed round
colonies without extending hyphae on serum agar medium, while the parental and heterozygote
colonies were similar in appearance, forming myceliated colonies. Dominant-negative (RASV16)
and dominant-active (RASV13) alleles were generated and plasmids constructed in which each
of these alleles were expressed from the inducible maltose promoter, and used to transform
parental cells (RAS1/RAS1) [33]. Cells transformed with a dominant-active allele of RAS1 pro-
duced abundant hyphae in a sucrose (maltose promoter is induced) medium (pH 5.0) within 3
days at 30�C, while cells transformed with the dominant-negative allele failed to form hyphae
after 2 weeks of incubation. Both parental (on sucrose medium) and transformed strains (on the
glucose-repressible medium where the maltose promoter is repressed) failed to form hyphae. In
S. cerevisiae, Ras2p also triggers filamentation via a cAMP-signal pathway. Since cAMP is a
known inducer of hyphae formation in C. albicans, it is tempting to speculate that the Efg1p
pathway precedes via a Ras2p and cAMP transduction, as suggested by Brown and Gow [2].
Verification of these components in a filamentation pathway of C. albicans awaits further study.

Finally, it is suggested that filamentation via Efg1p proceeds through a G�-heterotrimeric
protein(s), a conclusion which has been established for S. cerevisiae, but which is only specula-
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tive for C. albicans. Thus far, the only G�-encoding gene isolated and mutated (CAG1) does
not appear to encode a protein which is essential for morphogenesis [35]. However, a GPA2
homolog of the G�-heterotrimeric protein of S. cerevisiae has been recently described from C.
albicans and may be functionally related to the S. cerevisiae Gpa2p which is essential for
pseudohyphal formation [2].

The model presented by Brown and Gow [2] also includes proteins that have been shown
to be required for morphogenesis. For instance, Int1p, Tup1p and Rbf1p (the latter two are
transcriptional repressors of filamentation) have been described but linkages to any specific site
in the Efg1p or Cph1p pathways are uncertain [30,31]. Also, while Ras2p is a plasma membrane
protein and may provide an initial signal perception function, as stated above, the identity of
an upstream, transmembrane protein(s) with a signal receptor function awaits further study.

D. Connections of the Morphogenesis Pathways with Effector Molecules

Transition of a yeast cell to a hyphal cell requires that cells change from a isotropic growth
pattern to a polar type of growth. It can be fairly certain that the signal pathways described
above are involved in this regulation. Equally important, there are a number of structural, hyphal-
specific proteins that have been described, including Ece1p (function unknown [36]), Hwp1p
(an adhesin [37–39]), Hyr1p (nonessential cell wall protein [40]), the ALS family of proteins
(adhesins [41–45]), and Int1p [46]. However, the regulation of these proteins and their associa-
tion with either of the two signal pathways described above has not been described.

E. Sensor Histidine Kinases and Response Regulators of
C. albicans

The two-component histidine kinases of bacteria and lower eukaryotes have been shown to be
critical to either the expression of virulence genes in the host, growth, or the adaptation of
organisms to environmental stresses [47–78]. The term ‘‘two-component’’ refers to the bacterial
signal system which includes both a sensor protein (histidine kinase) and a response regulator
protein, the latter of which is used by the organism as a transcriptional activator of genes involved
in pathogenesis or growth [47,53]. Since homologs of bacterial histidine kinases and response
regulators were discovered in S. cerevisiae, a search for their counterparts has been performed
in other yeasts, including the pathogen C. albicans.

The S. cerevisiae two-component branch of the HOG (hyperosmotic glycerol) pathway
of S. cerevisiae has been studied extensively [49,53,55,56,63,65,66]. In this system, phosphoryla-
tions of histidine and aspartate residues occur sequentially on the proteins Sln1p, Ypd1p, and
Ssk1p [56]. Sln1p is a transmembrane, hybrid histidine kinase that is anchored to the plasma
membrane of S. cerevisiae. It possesses both a key histidine residue (H-box), which is initially
autophosphorylated, and a key aspartate residue within its response regulator domain to which
the autophosphorylated His transfers its phosphate residue. Subsequent phosphorylations occur
on a histidine residue of Ypd1p and an aspartate residue of Ssk1p [56]. Under normal growth
conditions only, Sln1p becomes autophosphorylated and initiates a phosphorylation that ends
with the phosphorylation of the Ssk1p response regulator. Phosphorylated Ssk1p fails to bind
to a MAPKKK kinase protein (Ssk2p/Ssk22p), which prevents the activation of target genes.
However, when cells are grown under high-osmolarity conditions, the unphosphorylated Ssk1p
binds to Ssk2p, which then induces the autophosphorylation of Ssk2p and, in turn, activates the
Ssk2p/Ssk22p-Pbs2p-Hog1p MAP kinase pathway resulting in the induction of target genes
involved in glycerol production. The intracellular accumulation of glycerol allows cells to adapt
to the high osmotic conditions in which it is confronted. It should be pointed out that the homolog
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of the Ssk1p protein in Schizosaccharomyces pombe (Mcs4) has a broader function. Mcs4 allows
cells to grow under several restrictive conditions, such as oxidative, temperature, and protein
inhibitor stress [68–71].

Three sensory histidine kinase genes (CHK1, CaSLN1, and NIK1/COS1) and a single
response regulator gene (SSK1) have been identified in C. albicans [29,72–77]. The proteins
encoded by the sensor kinase genes are, in fact, hybrid histidine kinases, which means that they
possess both an H-box (containing a key histidine residue) and a regulator domain with a key
aspartyl residue, which putatively undergo sequential phosphorylation. CaSln1p is a 150-kDa
protein with a 37% overall identity to the S. cerevisiae Sln1p [72], while Nik1p/Cos1p is a 119-
kDa protein with an overall 70% similarity to the Neurospora crassa Cos1p [72–74]. The
function of both genes in C. albicans has been studied by constructing gene-deleted strains using
the ‘‘urablaster’’ procedure described earlier in the chapter. A �sln1 strain of C. albicans has
reduced growth on high-osmolarity media [72]. SLN1 was able to complement the sln1 strain
of S. cerevisiae, indicating that it may provide C. albicans cells with an adaptation function
during osmotic stress. The second of the three hybrid histidine kinases of C. albicans (NIK1/
COS1), as stated above, is a homolog of the Neurospora crassa Nik1, which in that organism
is essential for the development of hyphae. Strains of C. albicans deleted in nik1/cos1 do not
form hyphae on agar media which are known to induce hyphal formation, such as serum and
Spider agar, as readily as parental cells [74]. Thus, Nik1p/Cos1p may be part of a morphogenesis
signal pathway.

CHK1 is, likewise, a hybrid histidine kinase and has been the focus of study in our
laboratory [29,75,77]. The carboxy-terminus of Chk1p resembles other hybrid histidine kinases
in having the typical histidine and aspartyl residues that are involved in phosphotransfer. On
the other hand, the N-terminal half of Chk1p most closely resembles two putative sensor kinases
from S. pombe (Genbank accession nos. Z98978 and AL031543). Because the function of the
two histidine kinases from S. pombe has not been determined, similarities of Chk1p were sought
with other proteins using standard searches of databases. We found that the N-terminus of
Chk1p shows significant homology with the putative PknB Ser/Thr kinase fromMycobacterium
tuberculosis, but the homology is limited to the VIa-XI domains of PknB and to a lesser extent
with the calcium/calmodulin-dependent kinase type I from different species [77]. Thus, Chk1p
contains a partial Ser/Thr kinase, a characteristic which is different from all other histidine
kinases described for C. albicans.Domains VIa–XI of Ser/Thr kinases are thought to be involved
in peptide binding and initiating phosphotransfer. Additionally, a P-loop, which could potentially
be involved in ATP or GTP binding, was also identified in Chk1p. Thus, the features described
for Chk1p are unique among the C. albicans histidine kinases but are similar to those of S.
pombe [77].

Functional studies of CHK1 of C. albicans were done using the ‘‘urablaster’’ technique
to construct deletion mutants in CHK1 [29,77]. Strains deleted of CHK1 are flocculent in liquid
media which induce hyphal formation, indicating that a change in the cell surface of the deleted
strain has occurred such that cells now flocculate [77]. Thus, it would seem as if Chk1p is part
of a signal system which regulates the expression of a cell surface determinant of hyphal forms
of C. albicans. In comparison, yeast growth in the �chk1 is similar to wild-type cells. The
mutation, therefore, is specific for the hyphal form of the organism such that Chk1p is probably
an important component of a signal pathway which is required for normal morphogenetic events.
Colony morphology of �chk1 is also different from colonies formed by parental cells. On agar
media, which normally induce hyphal growth, wild-type colonies have a fuzzy appearance, while
�chk1 forms smooth colonies, composed of hyphae unable to extend beyond the periphery of
the colony itself. We have also observed that CHK1 is essential for the virulence of C. albicans
in a murine hematogenously disseminated candidiasis model [29]. However, interestingly,�chk1
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Table 2 In Vitro Phenotype of C. albicans chk1 and ssk1 Deletion Mutants Compared to CAF-2
(Parent)

Media CAF-2 �cssk1 �chk1

m-199 broth, pH 7.5, 37�C hyphae hyphaeb hyphaeb

m-199 broth, pH 3.5, 30�C yeast yeast yeast
Colonies on Spider agar fuzzy, myceliated smooth smooth
Colonies on m-199 agar fuzzy, myceliated smooth smooth
Colonies on SLAD agar invasivea hyperinvasive invasive

a Invasion or penetration of the agar media by filamentous growth.
b The hyphae flocculate extensively.
Source: Refs. 34, 35.

mutants are as virulent as parental strains in the rat vaginal candidiasis model [29]. As yet, we
have not determined the signal which induces the phosphorylation of Chk1p, but it would
appear that there are tissue-specific signals since CHK1 would seem to be essential for invasion
systemically but not in the vaginal canal.

The essential role of CHK1 in a murine systemic candidiasis model has also recently been
reported by others [76]. These authors also showed that SLN1 andCOS1/NIK1were each required
for virulence in the same animal model, but the CHK1 deletion caused a much more drastic
reduction in virulence than the other two histidine kinases.

In addition to CHK1, we have characterized the first response regulator gene of C. albicans
(CaSSK1), which is homologous to the Saccharomyces cerevisiae SSK1 as well as the Schizosac-
charomyces pombe mcs4+ gene [28,78]. As with CHK1, gene-deleted strains in CaSSK1 have
been constructed [28]. The �ssk1 mutants have altered morphogenesis patterns similar to that
described above for the �chk1 mutants. For example, the �ssk1 colonies on agar-inducing
media are smooth instead of fuzzy and hyphae formed in liquid culture (M-199) also flocculate
extensively [28]. Unlike �chk1, cells within colonies on agar-inducing media grow as yeasts.
Interestingly, on SLAD agar, a medium which is used to evaluate the ability of a strain to invade
agar, the �ssk1 strain forms extensive invasive hyphae, much more so than parental cells.
Nevertheless, for both mutants, yeast growth appears to be similar in appearance to parental
cells. As with the �chk1, �ssk1 is avirulent in a murine model of hematogenously disseminated
candidiasis [28], and both strains are rapidly cleared from both in the liver and kidney. A
comparison of the in vitro phenotypes of the CHK1 and SSK1 nulls of C. albicans is depicted
in Table 2.

F. Cell Integrity Pathway of C. albicans

As with the mating/pseudohyphal signal transduction pathway described above, the cell integrity
signal pathway (PKC1) of S. cerevisiae has also been partially identified in C. albicans [79–81].
The functions associated with this pathway are diverse and include the regulation of genes
associated with polarized cell growth and cell wall construction. For C. albicans, a homolog of
the S. cerevisiae PKC1-mediated SLT2 (MPK1) has been isolated [79]. This gene, designated
MKC1 (mitogen kinase of Candida), was cloned by complementation of the lytic phenotype of
a S. cerevisiae slt2 mutant. Deletion mutants have been evaluated to establish the role of MKC1
in C. albicans [80]. Phenotypically, null strains appeared elongated and remained attached com-
pared to parental cells. A more drastic alteration of cell phenotype was observed when cells
were grown at 42�C. By scanning electron microscopy, the cell surface of such cells had a
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ruffled appearance with changes occurring within 1 hr of incubation at the high temperature,
in comparison to the smooth cell surface of parental cells. Of a variety of inhibitors tested for
their effect on the null strain, only caffeine and inhibitors of glucan and chitin synthesis appeared
to be more inhibitory to the null strain than parental cells. The augmented inhibitory activity
depended upon the inhibitor tested, varying from twofold (cilofungin, echinocandin) to 20-fold
(nikkomycin Z).

The overall composition of the cell wall in the null strain was only slightly altered compared
to parental cells. However, O-glycosylation (as measured by antibody reactivity) was consistently

Figure 3 The yeast to hyphal transition inC. albicans is shown as a series of signal transduction pathways
(cAMP, MAPK, Ssk1p) which are induced by environmental signals. Specific receptors for the cAMP
and MAPK are unknown while Sln1p is tentatively assigned as the receptor for the histidine kinase-
response regulator pathway(s). Transcription factors (Rbf1p, Tup1p, Efg1p, Cph1p) are indicated. Rbf1p
or Tup1p induce yeast growth (upper). Deletion of either TUP1 or RBF1 leads to constitutive production
of hyphae. In contrast, Efg1p and Cph1p, and perhaps other transcription factors regulated by Ssk1p,
induce hyphal growth and their deletion leads to constitutive yeast growth.
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higher in the null strain, indicating that the cell wall of the mutant was altered such that O-
mannosylated residues were more readily exposed. Further, the null strain did not appear to be
more susceptible to oxidative stress or nutrient deprivation but appeared to be defective in
acquired thermotolerance. In regard to the effect of the deletion on morphogenesis, null strains
were unable to invade Spider medium indicating that MKC1 is required for morphogenesis
under certain nutritional conditions. Finally, MKC1 was able to complement the caffeine or
thermosensitive phenotype of a S. cerevisiae slt2 mutants and interact with the MAP kinase of
S. cerevisiae, thus establishing that MKC1 functions in that pathway. The importance of MKC1
in virulence was assessed in a murine model of candidiasis [81]. Null strains were found to be
less pathogenic as shown by longer survival times, percent mortality and reduced fungal load
in tissues.

In Figure 3, we have summarized the MAP kinase signaling pathways for nutrient depriva-
tion-induced filamentation in C. albicans. These pathways are remarkedly similar to that of S.
cerevisiae, at least for most of the genes described thus far. Not unexpectedly, some of the
homologs differ in gene function. Examples of the latter include TUP1, a suppressor of hyphal
formation in C. albicans, which is required for morphogenesis in S. cerevisiae [30]. Likewise,
the SSK1 homologs of these two organisms functionally are unrelated [80]. These observations
indicate that S. cerevisiae will continue to be a good model to use in understanding processes
in C. albicans, with the caveat that one can expect functional differences among gene homologs.
Finally, it would appear that the SSK1 pathway of C. albicans may be independent of the Cph1/
Efg1p signal pathways since epistasis transformation experiments with CPH1 under the ADH
promoter failed to rescue the wild-type phenotype in �ssk1 null strains [3].

III. SIGNALING: GROWTH, MATING, AND VIRULENCE IN
CRYPTOCOCCUS NEOFORMANS

Cryptococcus neoformans is a basidiomycetous yeast which is a common cause of meningoen-
cephalitis in the AIDS patient. While primarily an opportunistic organism, like C. albicans, C.
neoformans has several defined factors which contribute to its virulence, including capsule
formation, melanization, growth at 37�C, and mating-type behavior/filamentation [14–18]. Un-
like C. albicans, C. neoformans has a sexual system with defined mating types which permit
genetic approaches to the study of gene function [82]. Transformation and gene disruption via
homologous recombination have been used as approaches to define the virulence factors de-
scribed above. A brief description of the putative virulence factors is given below.

C. neoformans produces an extracellular, glucuronoxylomannan polysaccharide capsule
which provides an apparent escape mechanism for the organism from uptake by human (and
animal) phagocytic cells and may also prevent cells from death by desiccation. Several genes
which are essential for capsule formation have been identified, including CAP59, CAP64, and
CAP60 [83–85], and acapsular, avirulent phenotypes occur as a result of each gene deletion.
While specific functions in capsule biosynthesis for each of these genes has not been defined,
sequence information indicates that a putative transmembrane domain located at the N-terminus
and a Gly324 residue in the center of the Cap59p are essential for functional activity. CAP59
and CAP64 are unlinked to each other but are linked to convergently transcribed genes [84,85].
Both genes were isolated by complementation of acapsular mutants, and their requirement for
capsule formation has been determined through gene deletions. More recently, CAP60 has been
isolated and its function determined using an approach similar to that used with CAP59 and
CAP64 [83]. Cap60p has a putative transmembrane domain and is similar in its sequence to
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CAP59 at the center of its gene, although CAP59 and CAP60 could not be substituted for each
other. Cap60p appears to be located on the nuclear membrane of cells [83].

Mutants of C. neoformans in melanin formation are attenuated in virulence in a murine
model of cryptococcosis [14]. More recently, using molecular approaches, strains lacking
CNLAC1,which encodes a phenoloxidase (laccase) protein and a rate-limiting enzyme inmelanin
formation, are also attenuated in virulence, while reintroduction of the CNLAC1 restores viru-
lence to a Me1� mutant of C. neoformans [86]. It is postulated that the production of melanin
protects cells from UV light (in nature) while perhaps acting as a oxidant scavenger to protect
cells against the toxic effects of host phagocytes.

Mating type of C. neoformans has been suggested as a factor which contributes to virulence
[15]. Such an observation is based upon the fact that most clinical and environmental isolates
are of the �-mating type rather than the a-mating type. Additionally, the observation has been
made that in congenic strains (which differ only in their mating type locus), the MAT� strain
of C. neoformans serotype D was more virulent than the MATa strain [15]. Interestingly, the
MAT� strain makes more melanin than MATa and has a 45-kb region which includes genes
for pheromone production as well as a homolog of the STE12 gene of S. cerevisiae, which, as
stated above, is essential for starvation-induced filamentation in S. cerevisiae and C. albicans
(CPH1).

Curiously, only MAT� cells form filaments when starved for nitrogen and produce haploid
MAT� spores, a phenomenon referred to as haploid fruiting. The change from a yeast to a
filament growth probably does not occur in the host, but its production in the environment may
be responsible for the higher occurrence of MAT� strains in disease since the spores which are
formed are smaller than yeast cells (1–4 �m) and perhaps their small size makes them more
accessible to penetration to the alveoli following their inhalation. It is very clear that C. neo-
formans utilizes several factors to adapt to the host environment, not the least of which is its
ability to grow at 37�C. For each of these virulence factors, environmental signals which induce
their expression have been suggested [18]. The signal which seems to be common to melanin
and capsule synthesis, haploid filamentation, and mating is nutrient deprivation. Thus, capsule
synthesis is regulated by iron deprivation [18] but also requires high CO2/HCO3

� ratios for
optimum production, while melanin synthesis is induced by carbohydrate deprivation and
haploid/filamentation and mating are induced by nitrogen deprivation [18].

A. Signaling Pathways in the Expression of Virulence Factors in
C. neoformans

1. The Calcineurin (CNA1) Signal

C. neoformans must be able to grow at 37�C to survive in the host, a hypothesis which has been
proven by an observation that a ts mutant in an unidentified gene which was unable to grow at
37�C was avirulent in murine cryptococcosis model [15]. Beyond this initial observation, the
question to be asked is whether this organism uses a signal mechanism to sense temperature.
In fact, it appears that the signal protein calcineurin is used to regulate growth ofC. neoformans at
37�C [87]. Calcineurin is a highly conserved serine-threonine Ca2+-calmodulin-activated protein
phosphatase which is found in a variety of animal cells, including mammals [88]. The current
model of calcineurin function in mammalian cells indicates that the protein forms a complex with
and then dephosphorylates a phosphoprotein, the transcription factor NFAT1, upon activation of
T-cells [88]. The hypophosphorylated NFAT1 is then translocated to the nucleus and forms a
complex with other proteins (fos and jun) which then bind to target DNA. These interactions
require at least two signal cascades (Ca2+ and PKC pathways). The association of calcinuerin
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signaling activity with temperature regulation of growth in C. neoformans was suggested by
the observation that inhibitors of calcineurin activity in mammalian cells (cyclosporin A and
FK506) vary in their effect upon growth of C. neoformans and that the effect is temperature
dependent [87]. For example, the MIC for growth inhibition by cyclosporin A at 22�C was
�100 �g/mL but was only 1–5 �g/mL at 37�C with C. neoformans strain H99; hence, an
association of temperature regulation with calcineurin [87]. To gain insight into its function in
C. neoformans, the calcineurin gene (CNA1) was isolated and disrupted. The resulting cna1
mutant was viable at 24�C but not at 39�C and, not unexpectedly, was avirulent in a rabbit
cryptococcosis model as measured by the number of viable organisms present in the CSF of
infected animals from 0 to 12 days postinfection [87]. However, the strain reconstituted with
wild-type CNA1 was not as virulent as the parental strain, indicating that complete restoration
of the wild-type phenotype did not occur after reintroduction of the gene. In addition to an
inability to grow at elevated temperatures, the cna1 mutant was growth inhibited in 5% CO2

and at an alkaline pH of 7.3 compared to wild-type cells, suggesting that the growth of the
mutant is compromised under conditions that the organism is likely to encounter in the host. A
model similar to that presented above for mammalian cells has been proposed, which suggests
that increases in the intracellular levels of calcium and calmodulin occur in response to an
unknown signal(s) and result in an activation of calcinuerin and the subsequent dephosphoryla-
tion of an unknown protein(s). Thus, CNA1 is required for survival under the growth conditions
described above (elevated temperature, CO2, and alkaline pH). The substrate protein for cal-
cineurin is unknown but could conceivably include ion pump proteins or transcription factor(s)
[87].

2. The GPA1/cAMP-and GPB1-Regulated Pathways in C. neoformans

In contrast to the paucity of information on the role of heterotrimeric, G-proteins in the morpho-
genesis pathway of C. albicans, the genes encoding two G-protein subunits (GPA1[G� subunit]
and GPB1 [G� subunit]) have been identified and their functions determined in C. neoformans
[89,90]. In brief, the GPA1 (G�) subunit along with the participation of cAMP are critical to
mating as well as the expression of melanin and capsule expression, i.e., virulence [89] (Fig.
4). It is very likely that the signal which triggers the GPA1 response is nutrient deprivation
(starvation). On the other hand, the GPB1 (G�) subunit is essential for mating and filamentation
(haploid fruiting) but not virulence [90]. The extracellular signal which triggers the GPB1 path-
way is probably the mating pheromone signal (MF�1). The cell/virulence functions of both
GPA1 and GPB1 are shown in Figure 4. GPB1 was isolated by PCR using primers designed
to conserved sequences (two conserved peptides) of other G� genes [90]. The PCR product was
sequenced to confirm identity and was then used to screen a gDNA library to obtain the entire
GPB1 locus. The C. neoformans GPB1 protein shared identity with human (68%), S. pombe
(40%), and S. cerevisiae (38%) G-protein � subunits. To determine function, a gpb1 mutant
was constructed by gene deletion via homologous recombination with an ADE2 disruption cas-
sette. The gpb1 mutant was sterile while a strain containing the reintroduced GPB1 regained
its mating behavior, indicating the essential role that GPB1 plays in mating.

As stated above, GPA1 also is required for mating, but differences exist between GPA1
and GPB1 in regard to their requirements for cAMP in mating and the mating phenotype of
each gene-deleted strain [90]. First, the gpb1 mutant has an absolute mating defect whereas the
gpa1 mutant eventually will mate after prolonged incubation. Second, the addition of 2 mM
cAMP suppresses the mating defect of gpa1 but not gpb1 mutants. There does not appear to
be any interactions between these two proteins when the two-hybrid system was used for analy-
ses. While essential for mating, GPB1 is not required for virulence since the gpb1 mutant made
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Figure 4 A C. neoformans yeast cell (upper) is depicted as responding to environmental signals via
specific receptors (Ras1p, Gpb1p, or Gpa1p). Nutrients that induce melanin and/or capsule formation do
so through the Gpa1 signal pathway (I), while under conditions of nitrogen starvation and desication,
haploid filaments are formed via the Ras1 pathway (II). MAT� cells of C. neoformans produce pheromone
(MF�1), which induces mating when cells of the opposite compatibility type (MATa) are present (III).
The mating process is thought to occur through the Gpb1 signal pathway. Capsule is indicated by the
interlacing structure depicted in (I).
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wild-type levels of melanin and capsule and was as virulent as parent cells in the rabbit model
of meningoencephalitis. Epistasis studies were done to align GPB1 with a MAP kinase pathway.
Two constructs were made in which expression of CPK1 or STE12 was placed under the control
of the C. neoformans GAL7 promoter (GAL7-CPK1 and GAL7-STE12). CPK1 and STE12 were
chosen for study since both are MAP kinase cascade proteins which have been identified in C.
neoformans. Transformation of the gpb1 mutant with GAL7-CPK1 but not GAL7-STE12 sup-
pressed the mating defect, indicating that CPK1 functions downstream of GPB1. On the other
hand, the wild-type phenotype was not restored in the gpa1 mutant by transformation with
GAL7-CPK1, indicating that each subunit (GPA1 and GPB1) is very likely a component of
parallel but independent pathways. The relationships between signal pathways and expression
of virulence factors in C. neoformans are shown in Figure 4.

B. STE12 Functions in C. neoformans and C. albicans

A key component in signaling events which is common to both C. albicans and C. neoformans
is Ste12p. For C. albicans, as described above, Cph1p (Ste12p) is part of the starvation-induced
filamentation signal pathway and is associated with a virulence function; mutants lacking both
CPH1 and EFG1 are avirulent, while single mutations in either gene attenuate virulence [10–12].
Recent observations on the function of the Ste12p in C. neoformans have been reported [91,92].
Overexpression of the C. neoformans STE12� stimulated production of the monokaryotic fruit-
ing, mating factor �, and melanin [91]. Interestingly, STE12 was identified only in �-mating
types of C. neoformans. It is proposed that the Ste12p pathway is essential for these functions.
As another approach to understanding the role of Ste12p in C. neoformans cell functions, deletion
mutants were constructed and evaluated [92]. STE12 was isolated from serotype A cells using
the serotype D STE12 as a probe of a gDNA library prepared from serotype A cells. Sequence
analysis of hybridizing clones revealed the typical conserved domains of this family of proteins,
including an N-terminal homeobox DNA binding domain and a C-terminal domain similar to
other zinc finger proteins [92]. Homologous recombination was used to delete the wild-type
STE12 using the ADE2 as a selectable marker, and reintroduction of the STE12 into null strains
allowed for evaluations of function in a gene-restored strain. The �ste12 and wild-type strains
were mated with a MAT� and compared for filament (a result of cell fusion between mating
types) and basidiospore formation typical of the sexual reproductive phase of the organism. The
effect of the mutation on mating appeared to be quantitative, in that fewer filaments and basidia
were formed at early times compared to wild-type cells, but within a few days the overall amount
of mating was similar to wild-type cells. The mating response in ste12 was dependent upon the
medium used in mating such that the results described above occurred on V8 agar but not on
SLAD or filament agar. On SLAD or filament agar, the ste12mutant displayed a more prominent
mating defect, although with prolonged incubation time the mutant produced extensive mating
structures.

The ste12 mutant was also evaluated for its ability to undergo haploid fruiting [91]. For
these experiments strain MAT� serotype A H99 was used since this strain is unable to form
haploid fruiting structures on several starvation media. Interestingly, the gene encoding the small
G-protein Ras1 (RAS1-Q67L) stimulated haploid fruiting when expressed in strain H99 and,
similarly, restored this process in the reconstituted strain but not the ste12 mutant (personal
communication). Thus, STE12 functions in haploid fruiting and is apparently downstream of
RAS2. Likewise, the transformation of a gpb1 mutant with the GAL7-STE12 fusion gene in cells
expressing the Ras1-Q67L protein resulted in haploid fruiting in the gpb1 mutant but did not
restore the mating phenotype. Thus, Ste12p, while a component of the Ras2 signal pathway,
does interact with the GPB1 mating/haploid fruiting pathway but only for the induction of



132 Calera and Calderone

haploid fruiting (Fig. 4). Finally, the ste12 mutant was evaluated for the production of melanin
and capsule formation. While the levels of melanin were equivalent among wild-type, mutant,
and reintroduced STE12 strains, the level of capsule was estimated to be reduced by 50% (cell
size estimated by photomicroscopy) in the mutant strain. In spite of this reduction in capsule
production, differences in virulence among the strains tested were not observed in both rabbit
and murine models of the infection [92].

IV. PROSPECTUS

Host environmental signals may be quite critical to the expression of genes that are essential
for invasion by human pathogenic fungi. However, little is known about the cell receptors that
perceive these signals and initiate an adaptive response for the organism. With C. albicans, for
example, much is known of at least twoMAP kinase signal pathways which regulate morphogen-
esis, but receptor and effector proteins (i.e., the beginning and the end of these pathways) have
not been linked to any specific signal pathway. It is fairly certain that host signals may vary
from tissue to tissue, since as stated above, CHK1 of C. albicans is essential for intravascular
disease but is not needed in the vaginal canal. There are other examples of environmentally
regulated (tissue-specific) genes that encode virulence factors, as, for example, the pH-regulated
genes PHR1 and PHR2 of C. albicans [93–95]. The relevance of these two genes to the virulence
of this organism is tissue specific—i.e., systemic disease (PHR1) and vaginal infection (PHR2).

Much of the data discussed in this chapter have focused upon the fungal proteins that
putatively detect environmental signals as well as the phosphotransfer proteins that are key to
the regulation of an adaptive response to an environmental insult. These studies have resulted
in the identification of signal proteins which appear to be functionally unique to fungi, bacteria,
and higher plants, as for example the histidine kinase and response regulator proteins of C.
albicans. This observation suggests that sufficient specificity may exist such that antifungal
drugs may be developed which inhibit the activity of these proteins while being relatively
nontoxic to mammalian cells [96–100]. In fact, there are reports on the identification of two-
component histidine kinase inhibitors [101,102]. Along with their specificity, the histidine ki-
nases and response regulator proteins are required for disease development, at least in murine
models of systemic candidiasis. The importance of continued research on signal transduction
pathways in the human pathogenic fungi is apparent from a recent observation which indicates
that cph1/efg1 mutants can still form hyphae and are virulent in a piglet model of candidiasis
[103]. These data mean that additional signal pathways exist which thus far have not been
identified using in vitro growth conditions. The picture becomes more complex, but hopefully,
we are closer to finding the ‘‘magic bullet’’ which can be used to treat infections such as
candidiasis and cryptococcosis.
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I. ADAPTATION AND PATHOGENICITY

Adaptation refers to capabilities or structures of an organism that improve its chances for survival
in a specific environment. Many bacteria, especially archaebacteria, have attracted attention
because of their ability to withstand extreme conditions in their ecological niches, be it high
temperatures in boiling geysers, enormous salt concentrations, or the sea bed. In the case of
human pathogens, adaptation means adjustment to the various sorts of defenses that have been
developed to avoid colonization and infection. These span from very unspecific to highly sophis-
ticated and precisely regulated mechanisms. An extraordinary number of strategies to escape
the human body’s defenses have been developed by the great variety of organisms that can
cause infection. Infectious micro-organisms owe their success to their ability to adapt to and
therefore escape the hostile environment of the human body. Despite this, mechanisms responsi-
ble for adaptation to host niches are poorly understood in human pathogenic fungi.

II. METARHIZIUM ANISOPLIAE AND THE PROBLEM OF DIGESTING AN
INSECT

Degradation of several insects integument is an important part in the life of the entomopathogenic
fungus Metarhizium anisopliae. This hyphomycete is responsible for the green muscardine dis-
ease of �200 insect species and is of great importance as an agent used for biological control
of different pests and mosquito larvae [1,2]. To invade its hosts, M. anisopliae is equipped with
an armament of different secretory proteolytic and chitinolytic enzymes working together in
digesting the host’s cuticle (Fig. 1) [3]. Expression of these enzymes has been shown to be
carefully regulated during the course of an infection to ensure precise dissection of the hosts
outer layers. During these studies, ambient pH turned out to be a central environmental stimulus
responsible for up- and downregulation within the enzyme battalion. Thus, M. anisopliae can
react to a changing environmental condition by differentially expressing several extracellular
enzymes, each under its optimal working condition [3].

The control of virulence determinants by environmental signals is a feature well known
for bacterial pathogens. The evolutionary advantage gained by coordinate expression of such
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Figure 1 A cockroach (Periplaneta americana) is shown which is infected by the entomopathogenic
fungus Metarhizium anisopliae. The host’s cuticule is digested by different pH-regulated proteolytic and
chitinolytic enzymes of M. anisopliae. (Courtesy of R. J. St. Leger.)

genes has led to the development of highly sophisticated signal transduction cascades in the
prokaryotic kingdom [4]. Besides temperature, iron concentration, availability of carbon or
nitrogen sources, and numerous other environmental signals, pH has long been considered a
central determinant for controlled expression of virulence-associated genes in different bacteria
[5–7]. It seems logical that adaptation of potentially pathogenic fungi, which are in most cases
opportunistic pathogens and display low levels of pathogenic potential, should be equally impor-
tant to their survival as pathogens. Only recently significant efforts have been undertaken in
elucidating the regulatory cascades involved in fungal adaptation. For many of these studies of
fungal pathogens, pH has turned out to be an important mediator of fungal virulence and adapta-
tion to the host niche.

III. FROM INSECT TO MAN: pH IN THE HUMAN HOST

pH in the human body is one of the most variable and at the same time one of the most tightly
controlled conditions. In different body compartments, pH values range from 1 to alkaline. The
reason for this extraordinary variability is the fact that regulation of the pH serves more than
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one purpose. Blood pH is strictly regulated within its physiological boundaries of 7.35–7.45.
Several buffer systems contribute to this homeostasis, which is maintained via a metabolic and
a respiratory pathway in kidneys and lung. In contrast to blood, pH conditions in the stomach
vary between neutral and highly acidic. If acid production by stomach epithelial cells is blocked
either by iatrogenic intervention or as a result of an autoimmune process, the normally sterile
environment of the stomach becomes a portal for infection and colonization.

Only a few pathogens have acquired mechanisms to resist the normal gastric acid. For
example, Mycobacterium tuberculosis can survive in this hostile environment because of the
unusual properties of its cell wall, whereas Helicobacter pylori profits from its motility and
excessive urease production [8]. Thus, maintenance of an acidic environment serves as a natural
protection against colonization and infection. This principle is also employed on the human skin
and in the vagina. In both cases the normal microflora contributes to the development and
maintenance of an acidic environment which in turn protects against the growth of nonphysiologi-
cal and potentially pathogenic micro-organisms. pH of the skin is maintained at �5.5, especially
through production of fatty acids by the anaerobic microflora [8].

Among other mechanisms, natural protection against vaginal infection is provided by the
metabolic products of lactobacilli. These bacteria constitute part of the normal vaginal flora
during reproductive life. In degrading glycogen, provided by the vaginal epithelium, to lactic
acid, the normal vaginal pH is regulated to 4.5 by the lactobacilli. All external conditions that
result in alterations of the normal vaginal flora and consequently in an elevation of the pH
predispose to colonization and infection [8]. Regulation of pH in the human body serves different
purposes, one of which is the protection against infection. Thus, micro-organisms of the human
host will in most cases be confronted with variable or even hostile pH conditions—a challenge
for adaptation.

IV. FUNGI AND pH

Fungi in general are more resistant to alterations in the ambient pH than bacteria, and most
fungi can stand considerably acid environments. This is especially true for saprophytic fungi.
Aspergillus nidulans, for example, has been shown to be capable of sustained growth in a pH
range between 2.5 and 9. This ability leads to a need for an efficient system which ensures
intracellular pH-homeostasis and increases the evolutionary sense of pH-regulated expression
of proteins.

In the 1980s, studies on pH-regulated gene expression in a number of fungi were reported,
including Penicillium charlessii and Neurospora crassa [9,10]. Aspergillus nidulans, however,
was the first fungal species (and actually the first organism) for which regulatory genes involved
in pH-dependent expression of effector genes were described [11]. The knowledge about the A.
nidulans cascade that links extracellular pH to differential gene expression has led to important
progress in the understanding of how gene regulation works in other fungi.

V. A CASCADE REGULATING pH-DEPENDENT GENE EXPRESSION IN
ASPERGILLUS

A. Effects of Ambient pH on Aspergillus nidulans

Observing the effects of the growth medium pH on gene expression in A. nidulans, several
genes and phenotypic features were shown to be regulated in a pH-dependent manner. Utilization
of �-amino-n-butyrate (GABA) is optimal at pH 5 and not observed at pH 8 due to differential
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regulation of GABA-permease [11]. Kanamycin and neomycin exhibit increased toxicity at pH
8 compared to pH 5 [11]. In contrast to this, molybdate is less toxic at pH 8, and its toxic effect
increases with acidification up to pH 6.5 [11].

Expression of the phosphate repressible alkaline phosphatase is increased with a rise in
external pH [11]. An inverse pattern is found for phosphate-repressible acid phosphatase [11,12].
An alkaline protease coding gene (prtA) has been shown to be induced under alkaline conditions
[12]. Acid phosphodiesterases are repressed under alkaline growth conditions [12]. Two genes
encoding xylanases (xlnA and xlnB) display inverted patterns of pH-dependent regulation. In
the presence of D-xylose, xlnA is expressed under alkaline, whereas xlnB is expressed under
acidic conditions [13].

Finally, ipnA is predominantly expressed at alkaline pH [14]. This gene encodes isopenicil-
lin-N-synthetase, an enzyme catalyzing the second step in penicillin biosynthesis. Therefore,
numerous pathways in A. nidulans which mediate diverse functions, including penicillin biosyn-
thesis and metabolism, are influenced by the ambient pH.

B. From Extracellular pH to Regulation of Gene Expression

Based on the knowledge of differential gene expression in A. nidulans in response to the ambient
pH, Caddick and colleagues were able to analyze mutations altering the regulation of extracellular
enzymes by pH [11]. Two groups of mutations were isolated, the first mimicking alkaline growth
conditions and the second mimicking growth in an acidic environment. Only one gene was
affected by the alkali-mimicking mutations whereas the acidity-mimicking mutations were dis-
persed over several independent genes.

C. PacC as the Central Regulator

Whereas different acidity-mimicking mutations affected several independent genes, only one
gene was responsible for the alkali-mimicking mutations. This was named pacC. Notably, muta-
tions in pacC were able to suppress all acidity-mimicking mutations for all aspects of their
phenotypes, suggesting a central role of pacC within the cascade [11]. Later, it was shown that
mutations in pacC actually give rise to two opposite phenotypes. Mutations removing only the
carboxy-terminal residues from the transcript product mimic growth at alkaline pH (pacCc

mutations) as described by Caddick et al. In contrast to this, mutations affecting more N-terminal
residues result in the opposite phenotype, mimicking growth at acidic pH (pacC�/� mutations)
(Fig. 2). pacCc mutations are always dominant to pacC�/� mutations if introduced into the
same strains [12].

Based on these observations, it was suggested that PacC is the heart of the A. nidulans
signal transduction cascade responsible for pH-dependent expression of effector genes. pacC
encodes a protein of 678 amino acid residues containing three zinc-finger domains and is inter-
rupted by two introns of 85 and 53 nucleotides, respectively. The zinc-finger domains are located
near the N-terminus of the protein and belong to the Cys2His2 class. pacC itself is an alkaline-
induced gene and mutations in pacC either induce or repress its own expression depending on
the locus of truncation [12]. Footprinting analyses with PacC and the promoter of the alkaline-
expressed gene ipnA revealed the core consensus sequence GCCARG responsible for binding
of PacC to DNA [12,15]. Three of these sites are necessary and sufficient for pH-dependent
regulation of the ipnA-promoter [16]. Two forms of PacC are detectable in A. nidulans cell
extracts. One matches the expected full-length transcription product and predominates at acidic
growth conditions or in acidity-mimicking mutants. The other is, though still containing all zinc-
finger domains, truncated at the C-terminus and consists of �40% of the full-length protein



Adaptation to Ambient pH Alterations 143

Figure 2 A scheme of PacC protein showing selected features. The portions of the protein remaining
in certain mutants are indicated by solid bars, with open bar extensions denoting approximate lengths of
abnormal sequence due to frameshift mutations. (From Ref. 12.)

[17]. The full-length form is inactive as a transcriptional activator or repressor, whereas the
truncated form represses the expression of acidity-induced genes and enhances the expression
of alkaline-induced genes. The processing of the inactive form to the active truncated form
occurs at alkaline pH, which apparently induces a conformation in full-length PacC accessible
to carboxy-terminal proteolysis [18].

D. Acidity-Mimicking Mutations and the pal Genes

The acidity-mimicking mutations have been assigned to genes whose products are essential for
assuring processing of PacC. Though all genes affected by acidity-mimicking mutations known
so far, have been cloned and sequenced, their interaction and functions within the cascade are
yet unclear.

Two introns interrupt the open reading frame of palB that encodes a protein of 842 amino
acids [19]. The transcription product contains a site highly homologous to the catalytic sites of
members of the calpain family of calcium-activated cysteine proteases. In contrast to the calpains,
PalB lacks the typical calcium-binding domains. Thus it has been suggested that PalB, despite
having a similar substrate specificity as the calpains, is not calcium regulated. PalB is required
for growth at alkaline but not acidic pH. Its mRNA levels, however, are not dependent on the
external pH. PalB is not responsible for processing of PacC [19].

The palH open reading frame is interrupted by a single intron and encodes a putative 760
amino acid protein [20,21]. Interestingly, this protein is predicted to contain seven transmem-
brane domains and thus might well reside in the cytoplasmic membrane. palH disruption mutants
totally prevent PacC processing, even at neutral pH, thus resembling mutations in palA, -B,
-C, and -F [21]. The putative seven transmembrane domains could suggest an interaction with
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a heterotrimeric GTP-binding protein as in the case of the G-protein-coupled superfamily of
receptors which all have seven transmembrane domains [22]. However, the involvement of a
G-protein in pH-dependent gene expression in A. nidulans has not been shown as yet. Mutational
evidence suggests that the function of PalH is mainly exerted within the N-terminal moiety
containing the seven transmembrane helices [21]. PalH homologs have been described in S.
cerevisiae and in Yarrowia lipolytica [21,23]. Although palI deletion mutants are phenotypically
very similar and resemble the typical features of the other mutants, considerable growth can be
detected at pH 8. The complete lack of growth at this pH, resulting from mutations in palA,
-B, -C, -F, and -H, is epistatic to the maintained growth ability of palI mutations [24]. The level
of palI transcription is not affected by PacC. The putative 601 amino acid protein with a molecular
weight of 65 kDa contains four hydrophobic regions that could resemble membrane-spanning
domains and displays high homology to Rim9 of S. cerevisiae, which is a membrane-associated
sensor (24–26).

Only little is known about the functions of the other pal genes, pal-A, -C, and -F. palA
encodes a protein of 798 amino acids with a predicted molecular mass of 89 kDa [27]. Homologs
of palA are found in Caenorhabditis elegans, Schizosaccharomyces pombe, S. cerevisiae, and
C. albicans (27–29). palA mRNA levels are not altered in mutations mimicking either an acid
or an alkaline environment. There is, however, some evidence that expression of palA is reduced
at pH 4. No alterations in palA expression were observed between pH 6.5 and pH 8, and palA
expression is unlikely to be controlled by PacC [27].

The palC open reading frame is interrupted by a single intron and encodes a putative 507
residue protein with a predicted molecular mass of 55 kDa [21]. Of the six pal genes involved
in A. nidulans pH signaling, palC is the only one lacking a homolog in S. cerevisiae based on
gene bank comparisons. The only known homolog of palC so far has been detected in expressed
sequence tags in the Neurospora crassa sequencing project. It has been suggested based on
mutational analyses that at least one of the 142 C-terminal residues is essential for PalC function
[21].

The sequence of palF gives no immediate clue of its function. Its uninterrupted open
reading frame encodes a 775 amino acid protein with a predicted molecular mass of 84 kDa.
The putative PalF protein shares homologies with two open reading frames in the S. cerevisiae
genome (YGLO45w and YGLO46w) [30].

VI. IMPACT OF THE ASPERGILLUS NIDULANS CASCADE WITH
RESPECT TO OTHER FUNGAL SPECIES

When the full-length sequence of pacC was revealed, only one homologous gene could be
detected in the databases, apart from the zinc-finger domains. This gene (RIM1, regulator of
IME2 of S. cerevisiae) had been described as a positive acting regulator of meiosis [12,25,26,31].
Due to the existence of another gene in S. cerevisiae, that had previously been also named RIM1
(replication in mitochondria), the homolog of pacC might more appropriately be referred to as
RIM101 [32]. RIM101 was found during the analysis of S. cerevisiae mutants defective in
coordinate IME2 expression. Expression of this early sporulation-specific gene is normally regu-
lated by IME1, a central regulator of meiosis and spore formation in S. cerevisiae. Thus RIM101
deletion mutants are impaired in sporulation and meiotic gene expression [31]. Furthermore,
these mutants display reduced growth at low temperatures (17�C) and an altered colony morphol-
ogy [31]. Finally, RIM101 has also been described as a positive regulator of invasive growth
of haploid S. cerevisiae cells [26].
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As described for PacC, Rim101 is activated by carboxyterminal cleavage. Proteolysis of
Rim101 is regulated by the external pH and induced under alkaline conditions [26]. Interestingly,
processing of the Aspergillus PacC can occur in S. cerevisiae, indicating conserved regulatory
pathways between these two species [18]. In contrast to pacC, RIM101 expression is not regulated
by the ambient pH. It has recently been shown that RIM101 is, in addition to its numerous
other functions, involved in the S. cerevisiae response to ambient pH. This observation was
accompanied by the detection of a palB homolog in S. cerevisiae, designated CPL1 (for calpain-
like protease) [33]. Deletion of CPL1 results in an impaired growth at alkaline pH without
observable effects under acidic growth conditions. Noticeably, this phenotype could be sup-
pressed by constitutive expression of RIM101. Furthermore, deletion of CPL1 affected sporula-
tion and promoted degradation of RIM101 [33].

Aspergillus niger is a close relative of A. nidulans, and several of its extracellular enzymes
have been shown to be regulated in response to the ambient pH. The A. niger pacC homologue
is capable of complementing a pacC deletion in A. nidulans, and both proteins are predicted to
be very similar with the greatest differences located at the C-terminus [34] (Table 1)

Based on the knowledge that penicillin biosynthesis inA. nidulans is strongly pH dependent
and isopenicillin-N-synthase (ipnA) is the prototype of an alkaline expressed gene, the conserva-
tion of this regulational pattern in other penicillin-producing fungi was examined. Penicillium
chrysogenum is utilized for industrial penicillin production due to its excessive biosynthesis of
the antibiotic. As in A. nidulans, the genes encoding the enzymes catalyzing the first two steps
in penicillin biosynthesis are regulated by a bidirectional promoter, and the ipnA homolog pcbC
is strongly induced under alkaline conditions. The pacC homolog in P. chrysogenum responsible
for this regulation pattern is capable of complementing an A. nidulans pacC deletion mutant
and has been shown to recognize the same core consensus sequence (GCCARG) [35]. However,
modes of regulation of penicillin biosynthesis in these two species are not identical. In P.
chrysogenum much more than in A. nidulans, the availability of carbon sources influences
penicillin production. Interestingly, the region between the two genes involved in penicillin
biosynthesis in P. chrysogenum contains even more PacC-binding sites than in A. nidulans.
Seven of these sites have been deduced from its sequence, at least six of which have been shown
to efficiently bind to PacC [35].

The yeast Yarrowia lipolytica secretes an acidic (AXP) and an alkaline (XPR2) protease
depending on the pH of the growth medium [36]. YIRIM101, the homolog of S. cerevisiae
RIM101 and A. nidulans pacC in Y. lipolytica, is essential for mating and sporulation as well

Table 1 Features of A. nidulans PacC and Its Homologs in Other Fungi

C-terminal
Gene Zinc- Amino negative
homologs Species fingers ORF acids Expression Regulation acting domain

PacC A. nidulans 3 2034 bp 678 neutral, palA, B, C, �60%
alkaline pH F, H, I

Rim101 S. cerevisiae 3 1884 bp 628 alkaline pH RIM8, 9, 13 �11%
Y1Rim101 Y. lipolytica 3 1755 bp 585 neutral pH PAL1, 2, 3, 4 �40%
PacC A. niger 3 2031 bp 677 alkaline pH not known �21%
PacC P. chrysogenum 3 1923 bp 641 alkaline pH not known not known
Rim101 C. albicans 3 1986 bp 661 alkaline pH PRR1/RIM8, �12%

RIM20
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as for induction of alkaline protease [37]. The promoter of XPR2 contains the pacC site consensus
sequence within a decameric repeat involved in pH- and carbon/nitrogen source-dependent induc-
tion [38]. Although the 5′ noncoding region of AXP also contains YIRim101 consensus se-
quences, the effects of this regulator on the expression of AXP are yet unclear [37].

VII. CANDIDA ALBICANS

Candida albicans is the most frequently isolated fungal pathogen in the clinical mycology
laboratory [39]. The source of this pleomorphic yeast is in most cases endogenous, and infection
occurs after the fungus has spread from sites of colonization. Accordingly, C. albicans is very
well adapted to the human host, as it is capable of colonization as well as a cause of disseminated
and often lethal infections. The variable patterns of this adaptation are best symbolized by the
high morphogenetic flexibility of C. albicans. Switching between yeast and hyphal forms, as
well as the formation of elongated projections termed germ tubes, has long been considered one
of several factors contributing to the virulence ofC. albicans [40–42]. A variety of environmental
conditions have been implicated in C. albicans morphogenesis, each characterized as favoring
either the yeast or the hyphal growth form [41]. Chemical as well as physical signals have been
shown to influence morphogenesis. Recent results have suggested that most of these extracellular
signals converge on two central regulators of gene transcription in C. albicans (Fig. 3, and see
Chapter 6). These two transcription factors, encoded by CPH1 and EFG1, are responsible for
filamentation under a broad range of conditions [43–45]. On the contrary, mutants which have
been constituted by deleting both CPH1 and EFG1 are unable to form filaments under most

Figure 3 Main signal transduction pathways controlling dimorphism of C. albicans. (Modified from
Ref. 45.)



Adaptation to Ambient pH Alterations 147

environmental and nutritional conditions. Strikingly, these mutants have been shown to be aviru-
lent in an animal model. Thus filamentation of C. albicans is likely to be directly linked to
virulence [42].

A. pH-Regulated Dimorphism in Candida albicans

pH and temperature are among the external signals that trigger morphogenesis in C. albicans.
The effects caused by alterations of these important host-niche determinants, environmentally
regulated genes have been extensively studied since 1970 [40]. The landmarks of pH-regulated
dimorphism were thoroughly characterized by Buffo and colleagues in 1984. Accordingly, a
shift of temperature above 35.5�C and of pH �6.0 are necessary for induction of pH-regulated
dimorphism (Fig. 4) [46]. Two factors account for the interest in this morphogenic feature. pH
and temperature conditions inducing filamentation are found in the human body and alterations
in both conditions are likely to occur to a pathogen during infection.

B. pH-Regulated Genes and Their Functions in Candida albicans

pH-regulated genes of C. albicans that have been described so far belong to two classes of
proteins. The first of these are secreted enzymes, especially SAP2 encoding a secreted aspartyl
proteinase [47]. Most of the pH-regulated genes described in C. albicans, however, encode for
cell wall-associated proteins. One of the obvious functions of the fungal cell wall is maintaining
cell shape. This claims maximal rigidity and resistance to environmental stimuli as well as highly
dynamic and interactive responses to environmental stimuli. Therefore, it seems reasonable that
genes responsible for cell-wall organization are controlled by external conditions [47,48].

Figure 4 Temperature and pH regulate dimorphism in C. albicans. A temperature �35.5�C together
with a pH �6.0 induces filamentation.
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1. Secreted Aspartyl Proteinases (Saps)

pH-dependent expression of secreted enzymes is a very common feature and has been described
for M. anisopliae and A. nidulans above. For the SAP2 gene, which encodes a secreted aspartyl
proteinase in C. albicans, expression, monitored by the steady-state mRNA level, was observed
only at pH conditions �4.0 but not �pH 2.5 or �pH 5.5. This has been shown to correlate
with the detection of Sap2p in Western blots. However, in another study, these pH conditions
were not sufficient for expression, such that the induction and repression of SAP2 is also depen-
dent on the growth phase and an external inducer [49,50].

A current hypothesis is that induction of SAP2 by self-generated cleavage products is
optimal in the pH range 3.0–5.0 as this is the pH optimum of Sap2p. Thus, the amount of
inducing peptides that is generated is likely to be at a maximum. Notably, induction of SAP2
by these peptides is poor at pH 2.5 or 6.0 even if they are artificially added to the growth
medium. It has been speculated that this may be explained by a pH-dependent mechanism of
monitoring these peptides on the cell surface or translocating the peptides into the cell. Accord-
ingly, pH is directly involved in regulation of SAP2 expression but is not the dominating signal
in a number of stimulating and repressing conditions [49]. In media with protein as the sole
source of nitrogen, SAP2 is generally found to be the most abundantly expressed gene among
a family of at least 10 secreted aspartyl proteinases of C. albicans [49].

These extracellular proteinases contribute significantly to virulence of this yeast during
mucosal and disseminated infections. Deletion mutants of SAP2 were almost completely aviru-
lent in a vaginal infection model [51]. Furthermore Sap2 has been shown to contribute to viru-
lence in an animal model of systemic infection possibly by mediating endothelial cell damage
[52]. In a recent report Sap2 has been shown to contribute significantly to tissue damage in an
in vitro model of human oral candidosis [53].

2. The pH-regulated antigen PRA1

PRA1 (for pH-regulated antigen1) was identified by testing cDNA clones of C. albicans against
mycelium-specific antiserum. Its expression is maximal at pH 7 and does not occur �pH 6 [54].
In addition, expression of PRA1 is media dependent and can be delayed or totally absent depend-
ing on the composition of the medium. Homologs of PRA1 have been described in Aspergillus
fumigatus, A. nidulans, and S. cerevisiae; their functions, however, are unknown. Furthermore,
PRA1 displays some homology with the deuterolysin family of zinc metalloproteinases, which
might suggest a proteolytic function. Deletion of PRA1 results in a loss of germ tube formation
and an aberrant chitin distribution at elevated temperatures [54].

3. PHR1 and PHR2

PHR1 and PHR2 are two functionally homologous genes that are characterized by their inverse
pattern of pH dependent expression [55]. PHR1 is only expressed at neutral to alkaline pH and
is not detectable under acidic conditions �pH 5.0, whereas PHR2 is induced by acidic ambient
pH and not expressed under alkaline conditions [56,57] (Fig. 5a). Both encode for putative
glycosylphosphatidylinositol-anchored proteins. Deletion of either gene results in defects of
virulence and morphogenesis under the pH conditions promoting the expression of the respective
gene [56,57] (Fig. 5b). The impaired cellular integrity of the deletion mutants is paralleled by
an alteration in the cell wall structure [58,59]. The glucan fraction is reduced mainly as a result
of a lack in �-1,6-glucan. �-1,3-Glucan is released into the medium, and the glucan fraction
displays an elevated alkali solubility. It is hypothesized that the cells compensate for these
changes by increasing the chitin content of the cell wall. Further, in mutant cells, 40% in contrast
to only 4% of the �-1,6-glucosylated mannoproteins become connected to chitin [58,59].
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Figure 5 (a) Northern analysis of the C. albicans pH-regulated genes PHR1 and PHR2. (b) The phr2
deletion mutant (CFM-2) displays defects in growth and morphology only at acid pH. phr1 mutants show
a similar phenotype with an opposite pH-dependent pattern.

Taking advantage of the pH-regulated expression of PHR1 and PHR2, it has been shown
that the corresponding enzymes are likely to be involved in the proper crosslinking of the cell
wall glucan [58]. Phr1p and Phr2p very likely contribute to the correct organization of the cell
wall glucan fraction by crosslinking �-1,3- and �-1,6-glucans [58]. Together with chitin, the
cell wall glucan forms the structural backbone of the fungal cell wall, ensuring cellular integrity
and mediating morphogenic plasticity during dimorphic switching [47,48]. This may well explain
the reduced virulence of PHR deletion mutants in host niches with the restrictive pH. Thus, pH-
dependent regulation of PHR1 and PHR2 is not only an effect observed in vitro. The PHR1
and the PHR2 deletion mutants have been shown to exhibit severe pH-conditional defects in
virulence. A �phr1 mutant is unable to cause systemic infection in a mouse model, whereas it
is not impaired in a model of vaginal candidiasis. In contrast, the �phr2 mutant does not cause
sustained vaginal candidiasis but is not impaired in the systemic infection [60]. These in vivo
conditions reflect the restrictive in vitro pH. The pH of blood is �7.4 whereas the pH in the
vagina is 4.0.

PHR homologous genes have been described in a number of fungal species including
Candida maltosa, Candida glabrata, S. cerevisiae, and A. fumigatus [61–64]. However, all of
the characterized homologs differ from PHR1 and PHR2 in that they do not possess the pH-
dependent expression profile.

C. The pH Transduction Cascade in Candida albicans

Though PHR1 and PHR2 have been described and studied as a unique model of pH-regulated
switching between functional homologous genes, the molecular mechanisms responsible for
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their tight regulation are unknown. The first steps toward the description of a signal transduction
cascade responsible for pH-dependent gene expression were taken by the discovery of sequences
in theC. albicans genome that were homologous to parts of the Aspergillus pH-regulated cascade
[28,29,65,66].

1. pH-Response Regulator 1 (PRR1)

The pH response regulator 1 (PRR1) was identified by Porta and colleagues based on homology
screening of the C. albicans genome with A. nidulans palF [65]. The 621 amino acid protein
Prr1p is 24% identical to PalF. Expression of PRR1 is regulated by the ambient pH in that it
is maximal at pH 4 and reduced about threefold under alkaline conditions. Deletion of both
PRR1 alleles results in an acidity-mimicking phenotype as shown for �palF in A. nidulans. In
contrast to the mutations described in palF, however, which result in a growth deficit at alkaline
pH, PRR1 disruption mutants were capable of sustained growth over the whole pH range
(4.0–7.0). In the homozygous null mutant, PHR1 is repressed independent of the ambient pH
whereas expression of PHR2 occurs at high levels under acidic as well as under alkaline growth
conditions. Both effects are lost upon reintroduction of a single wild-type allele of PRR1 into
the mutants and cannot be observed in a heterozygous deletion mutant. Deletion of PRR1,
however, not only has effects on pH-regulated gene expression but also affects morphogenesis
of the mutants. These effects are most clearly observed on agar-solidified media. Deletion of
PRR1 not only prevents filamentation on medium 199 at pH 7.5 and, thus, pH-regulated dimor-
phism, but also filamentation in a number of other environmental conditions including the
response to serum [65].

2. pH Response Regulator 2 (PRR2�RIM101)

Parallel to the detection of PRR1, Ramon and colleagues reported the existence of a pacC
homolog in the C. albicans genome which was designated RIM101 or PRR2 (for pH response
regulator 2), hereafter referred to as RIM101 [66]. Like pacC and its other known homologs,
RIM101 contains three zinc-finger domains of the Cys2His2 class with all the conserved critical
residues as well as several putative nuclear localization signals. Expression of RIM101 is itself
pH dependent and maximal under alkaline growth conditions. Deletion of RIM101 results in a
loss of alkaline-induced RIM101 expression and constant low mRNA levels [66].

Deletion of RIM101 results in a phenotype resembling that of the PRR1 deletion mutants
with respect to alterations in pH-regulated gene expression. In �prr2 mutants, we find constitu-
tive, pH-independent expression of PHR2 and no detectable expression of PHR1 regardless of
the environmental pH conditions. Interestingly, deletion of RIM101 also prevents repression of
PRR1 at alkaline pH. Thus PRR1 expression is controlled by RIM101 in a putative feedback
mechanism [66].

As seen with PRR1, deletion of RIM101 also results in filamentation defects under a
variety of conditions. On medium 199 (pH 7.5) no filamentation of the homozygous deletion
mutants could be observed, indicating severe defects in pH-regulated dimorphism as described
for the PRR1 disruption. Filamentation and invasive growth is also affected under a number of
other conditions in these mutants including the response to serum [29,66].

3. Unlocking pH-Regulated Dimorphism

The description of PRR1 and RIM101 suggested a high degree of conservation between the
cascade in A. nidulans and a putative regulatory pathway in C. albicans. This was further
supported by the finding ofENX3, aC. albicans homolog of theA. nidulans gene palA.Character-
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ization of ENX3 deletion mutants has shown that they are defective in filamentation on Spider
medium [28]. The common mechanisms of fungal adaptation to changes in the environmental
pH presented so far are accompanied by an understanding of function of this regulative cascade
that is very specific for each fungal species. That is, in the example of the human pathogen C.
albicans, we can see an entirely new aspect of this cascade, which is that pH is directly linked
to morphogenic plasticity and thus to an important determinant of C. albicans virulence.

Based on the knowledge of the Aspergillus pH response cascade, it seemed likely that
RIM101 would play an important part in the regulation of pH-dependent gene expression. This
could be confirmed by phenotypic analysis of RIM101 deletion mutants of C. albicans. Deletion
mutants for RIM101 and its upstream inducer PRR1, however, suggested that both genes also
were directly linked to dimorphism.

The key experiment for the elucidation of the central position of RIM101 within this
regulatory network was the isolation of phenotypically reverted PHR2 deletion mutants [67].
These revertants had regained the ability to grow at acidic pH in spite of the fact that both
alleles of PHR2, which is normally required for growth in an acidic environment, were deleted
(Fig. 6a). It could be shown that expression of PHR1, normally restricted to alkaline and neutral
conditions, occurs over the whole pH spectrum in these revertants (Fig. 6b). This could well
explain their viability at acidic pH as PHR1 and PHR2 are functionally homologous. Further-

a
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Figure 6 (a) Growth on YNB agar at pH 4: SC5314 (C. albicanswild-type strain), CFM-2 (phr2 deletion
mutant), and CEM-2 (CFM-2 revertant strain). (b) Northern analysis of CEM-2 and SC5314. CEM-2
shows aberrant expression of PHR1 at pH 4. (c) Morphology of CEM-2 and SC5314 cells, grown in liquid
media at pH 4 and 37�C. In contrast to the wild-type strain, CEM-2 displays filamentation at acidic pH.
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more, the aberrant cellular morphology normally observed for PHR2 deletion mutants exposed
to acidic pH was absent in the revertants again very likely due to PHR1 misexpression [67].

Notably, these revertants displayed an additional phenotype at pH 4.0 that could not be
explained by aberrant expression of PHR1. Filamentous growth was equally observed in a
number of different media in liquid culture as well as on agar-solidified plates (Fig. 6c). From
a broader perspective, the revertants displayed typical alkaline features of C. albicans (pH-
induced filamentation, PHR1 expression) at an acidic environmental pH. Taken together, these
results suggested that a mutation occurring within the regulative cascade responsible for differen-
tial expression of PHR1 is responsible for the revertant’s phenotype [67].

4. Deletion of a Single RIM101 Allele in the Revertants Causes Two Phenotypes

Introduction of a knockout cassette into RIM101 should theoretically affect both alleles with a
similar probability, and in normal wild-type strains this should result in heterozygous genotypes
that cannot be phenotypically differentiated from each other. However, when a RIM101 knockout
cassette was introduced into revertant strains this resulted in two grossly different phenotypes.
One type of transformant (CEM-5) did not differ from the original revertant (that is the parental)
phenotype (Fig. 7a).

In contrast, the other type of transformant (CEM-6) was unable to grow under acidic
conditions and no longer revealed a disturbed pH-regulated dimorphism. The latter resembled
the phenotype of the original PHR2 deletion mutant, and aberrant expression of PHR1 could

a
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Figure 7 (a) Growth of CEM-5 (RIM101m/rim101) and CEM-6 (rim101m/RIM101) on YNB agar at
pH 4 and pH 7. (b) Northern analysis of CEM-5 and CEM-6. CEM-5 (RIM101m/rim101) shows in contrast
to CEM-6 (rim101m/RIM101) a pH-independent expression of PHR1.
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no longer be detected (Fig. 7b). These results suggest that the revertant phenotype could be due
to a dominant event in a single RIM101 allele, which was not affected by the knockout cassette
in the first group of transformants but was deleted in the second group [67].

5. Point Mutations Result in Dominant Active Gain of Function RIM101
Derivatives

Sequencing of the remaining undisrupted RIM101 allele in the transformants with sustained
growth at pH 4.0 revealed point mutations resulting in the introduction of premature stop-codons,

Figure 8 DNA sequence chromatogramm showing a point mutation leading to an early stop codon in
one RIM101 allele at position 1426 of the open reading frame in the revertant strain CEM-2.
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resulting in the expression of putatively truncated Rim101p derivatives (Rim101pm). In contrast
to this, the remaining RIM101 allele in the transformants which failed to grow at pH 4.0 were
unaltered and 100% identical to the wild-type sequence [67] (Fig. 8). Davis and colleagues were
also able to show that truncated forms of Rim101 can constitutively suppress the phenotype of
a homozygous RIM101 deletion mutant [29].

Integration of RIM101m but not the wild-type allele into a PHR2 deletion mutant resulted
in a phenotype identical to that described for the revertants [67]. Interestingly, these strains were
able to filament at 37�C and pH 4, and the introduction of multiple copies of RIM101 substituted
for a 37�C temperature signal, allowing filamentation to occur at pH 4 and temperatures �30�C.
Thus, RIM101m can override temperature limits in pH dependent dimorphism as well as the
boundaries of pH. This indicates that pH might not be the only environmental signal exerting
its effects via the RIM101 cascade [67].

6. RIM101 in the Context of Other Transcriptional Regulators

We have described above that filamentation in C. albicans is mainly regulated by the two
transcriptional activators, Cph1 and Efg1. Whereas Cph1 acts in a mitogen-activated protein
kinase-dependent cascade, Efg1 is situated downstream of adenylcyclase in a cAMP-dependent
pathway [45]. To determine whether RIM101m-induced filamentation was dependent, on one of
these factors, RIM101m, was expressed in mutants lacking these central regulators [67]. In these
experiments RIM101m induced filamentation at pH 4 and 37�C in a �cph1 but not in a �efg1
mutant or a �cph1�efg1 mutant (Fig. 9a,b). Thus, RIM101m stimulates filamentation in an
EFG1-dependent manner. In contrast to this, the regulation of PHR1 and PHR2 by RIM101m
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Figure 9 (a) Morphology of cph1 mutants transformed with RIM101 (JKC18-31) and RIM101m (JKC18-
16) after growth in liquid medium with pH 4. Only the RIM101m induces filamentation. (b) Colony
morphology of cph1mutants transformed with RIM101 (JKC18-31) and RIM101m (JKC18-16) after growth
on solidified medium at pH 4.
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Figure 10 Model showing a putative pH-regulatory pathway in C. albicans. Alkaline pH induces activa-
tion of RIM101 via a signal cascade including PRR1 and RIM20. The active form of RIM101 (RIM101*)
regulates the induction/repression of pH-responsive genes and controls pH-regulated dimorphism in an
EFG1-dependent manner.

was not dependent on Efg1 [67]. In all of the RIM101m-containing strains, regardless of whether
or notCPH1 or EFG1 or both were deleted, RIM101m induced expression of PHR1 and prevented
expression of PHR2, independent of the ambient pH [66]. Therefore, we can differentiate at
least two entirely different functions of RIM101. Like most of the other pacC homologous
transcription factors, RIM101 controls pH-dependent gene expression, probably in a direct man-
ner. Remarkably, it also is involved in morphogenesis and possibly acting upstream of Efg1
[67] (Fig. 10).

VIII. JUST A LITTLE BIT DIFFERENT: CANDIDA DUBLINIENSIS

Candida dubliniensis is the Candida species most closely related to C. albicans [68–70]. C.
dubliniensis has been shown to be a common cause of oropharyngeal candidiasis in HIV-infected
patients [68–71]. Isolation of this species from other sites of infection is rare, and it has been
suggested that this is due to a reduced level of virulence in comparison to C. albicans. However,
C. dubliniensis is the only species in the genus Candida that closely resembles the pH-dependent
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dimorphism described above for C. albicans [72]. PHR-homologous genes have been described
in the C. dubliniensis genome, and CdPHR1 has been shown to be functionally equivalent to
the C. albicans homolog [72,73]. Remarkably, the extraordinary pattern of expressional regula-
tion found with the C. albicans homologs is conserved in C. dubliniensis [73]. The existence
of two pairs of very closely related genes from two species offered a unique ability to learn
more about regulation and interspecies variation. By heterologous expression of CdPHR1 in an
ectopic location in C. albicans it could be shown that a 1-kb 5′ noncoding sequence is actually
sufficient to maintain pH-regulated expression [72]. This suggests that, similar to the situation
described for Aspergillus, signal sequences in the promoter might be responsible for the interac-
tion with transcriptional regulators, supposedly a C. dubliniensis RIM101 homolog. These se-
quences may differ from the A. nidulans PacC consensus sequence. Interestingly, CdPHR1 is
strongly expressed under control of its native promoter in S. cerevisiae [72]. However, expression
of the gene is no longer regulated by the ambient pH. The same results were found for C.
albicans PHR2. This observation might indicate a divergent evolution of S. cerevisiae, a species
profiting from a functional mating pathway, and C. albicans/dubliniensis, which require perfect
adaptation to the human host.

IX. CONCLUDING REMARKS

Adaptation is an important feature in fungal pathogenesis. Fungi—mostly opportunistic patho-
gens—have to try and find their host niches and adapt to the conditions within. We have shown
how pH is an important determinant of different host niches, and, consequently, many fungal
pathogens have developed means of adapting to pH conditions they encounter during infection.
In the example of C. albicans, a very common parasite of humans, pH is linked not only to
differential expression of secreted factors but also to cell wall organization and morphogenesis.

pH is not the only important environmental condition defining a host niche. Numerous
other environmental conditions challenge adaptation. However, the pH response system of asco-
mycete fungi has been extensively studied compared to all the other host niche signals. Thus,
the knowledge about the pH response cascade in fungi is likely to serve as a model for a better
understanding of adaptation.
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AE Espeso, HN Arst Jr, MA Peñalva. Specificity determinants of proteolytic processing of Aspergillus
PacC transcription factor are remote from the processing site and processing occurs in yeast if pH
signalling is bypassed. Mol Cell Biol 19:1390–1400, 1999.

19. SH Denison, M Orejas, HN Arst Jr. Signaling of ambient pH in Aspergillus involves a cysteine
protease. J Biol Chem 270:28519–28522, 1995.

20. HN Arst Jr, E Bignell, J Tilburn. Two new genes involved in signaling ambient pH in Aspergillus
nidulans. Mol Gen Genet 245:787–790, 1994.

21. S Negrete-Urtasun, W Reiter, E Diez, SH Denison, J Tilburn, EA Espeso, MA Peñalva, HN Arst Jr.
Ambient pH signal transduction in Aspergillus: completion of gene characterization. Mol Microbiol
33:994–1003, 1999.

22. L Stryer. Biochemistry. 4th ed. New York: W.H. Freeman, 1995, pp 325–360.
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I. INTRODUCTION

Candida albicans is an obligate diploid, apparently unable to undergo mating or meiosis [1,2].
Therefore, the variability afforded a sexual organism through meiotic recombination is not part
of its arsenal for phenotypic variability which is apparently so essential for the success of
pathogenic as well as nonpathogenic organisms. Another way an organism can obtain phenotypic
variability is through developmental programs. C. albicans and related species are capable of
undergoing the bud-hypha transition, which provides them with at least two alternative growth
forms [3]. The capacity to form a hypha appears to be basic to some forms of infection, and
mutants that cannot form hyphae exhibit diminished virulence in a systemic model for pathogene-
sis [4–6]. However, two alternative growth forms do not seem to represent a great enough
repertoire of phenotypic diversity to account for the extraordinary success C. albicans has had
as both a pathogen and commensal [7,8]. It should therefore have been no surprise to discover
that most strains of C. albicans and related species undergo spontaneous high-frequency switch-
ing between a number of general phenotypes that can be distinguished by colony morphology
[9–15], and in some cases cell morphology [11,14].

II. GENERAL CHARACTERISTICS OF SWITCHING

Switching in C. albicans strain 3153A was discovered by plating cells on defined nutrient agar
limiting for zinc [9]. Cells of this strain expressing the basic white phenotype were demonstrated
to switch spontaneously between seven colony morphologies (Fig. 1) at frequencies ranging
between 10�3 and 10�4, and cells expressing variant phenotypes were demonstrated to switch
at frequencies between 10�2 and 10�3 [9,12]. It was subsequently discovered that although all
tested strains of C. albicans were capable of switching, the variant colony morphologies in the
switching repertoires of different strains could vary quite dramatically. For instance, C. albicans
strain WO-1 switched primarily between a white hemispherical colony morphology and a gray
flat colony morphology, which were originally designated ‘‘white’’ and ‘‘opaque,’’ respectively.
This phase transition has not been demonstrated in C. albicans strain 3153A. Although variant
colony phenotypes can differ between strains, several general characteristics emerged that were
common to switching in a variety of tested strains [12]. First, switching occurs spontaneously
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Figure 1 Original switching system of C. albicans strain 3153A revealed on zinc-limiting agar. (A)
Original smooth; (B) star; (C) ring; (D) irregular wrinkle; (E) stippled; (F) hat; (G) fuzzy; (H) revertant
smooth. (From Ref. 9.)
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[9–14]. Second, switching is reversible at high frequency [9–13]. Third, a low dose of UV
stimulates an increase in the frequency of switching of cells originally in a low-frequency mode
of switching [16]. The UV-stimulated increase is heritable; i.e., progeny of cells treated with
UV continue to switch at high frequency through many generations after UV treatment [16].
Other insults or extreme environmental perturbations, such as an increase or a decrease in
temperature, affect switching frequencies [11,17–19]. Fourth, infecting strains on average switch
at higher frequencies than commensals [15,20–22]. Fifth, variant phenotypes on average switch
at higher frequencies than the basic smooth white phenotype in most strains [9]. Finally, switch-
ing involves the differential expression of combinations of phase-specific genes [12,19,23–34].

III. SWITCHING REGULATES SEVERAL VIRULENCE TRAITS

When switching in C. albicans strain 3153A was first discovered, it was suggested that it
played a role in pathogenesis [9]. This suggestion was reinforced when it was demonstrated
that switching affects (1) susceptibility to antifungals [21,35,37], (2) adhesion and cohesion
[38,39], (3) release of aspartyl proteinase activity [24,27,28,40], (4) constraints on the bud-
hypha transition [41], (5) antigenicity [42], (6) sensitivity to white blood cells and oxidants [17],
and (7) virulence in animal models of pathogenesis [40,43] (Table 1). The capacity to switch
between a limited number of general phenotypes, each with a different combination of virulence
traits, would appear to represent a strategy for variability in which switching represents a higher-
order regulatory process [8,44]. Each population would contain cells in alternate switch pheno-
types positioned to enrich in response to a rapid alteration in the environment.

IV. ‘‘WHITE-OPAQUE TRANSITION’’: AN EXPERIMENTAL MODEL FOR
SWITCHING

To study the molecular basis of switching, the ‘‘white-opaque transition’’ in C. albicans strain
WO-1 was selected for a number of reasons. First, this reversible transition involves two major

Table 1 Differences Between White and Opaque Phase Cells in Phenotypic Characteristics and Gene
Expression

Phenotypic characteristics Reference Gene expression Reference

1. Cellular morphology 11,14 1. Expression of PEP1 (SAP1) 24,27,28
2. Accessibility of dyes 14, 2. Expression of OP4 25
3. Antigenicity 42 3. Expression of WH11 19
4. Adhesion and cohesion 38,39 4. Expression of CDR3 26
5. Constraints on the bud- 41 5. Expression of CaNIK1 29

hypha transition 6. Expression of EFG1 30,31
6. Sensitivity to white blood 17 7. Expression of PGM1 (unpublished

cells and oxidants observation)
7. Susceptibility to anifungals 36,98 8. Expression of PFK2 (unpublished
8. Sugar assimilation pattern 97 observation)
9. Virulence in a mouse tail 43 9. Expression of SAP3 27,28

injection model for
systemic infections

10. Virulence in a mouse skin 40
colonization model for
cutaneous infections
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Figure 2 ‘‘White-opaque transition’’ in C. albicans strain WO-1. (A) A switch from white (W) to
opaque (Op); (B) opaque sector in a white colony; (C) switch from opaque (Op) to white (W); (D) white
sector in an opaque colony; (E) multiple sectoring; (F) the minor wrinkled phenotype. (From Ref. 11.)

phases (Fig. 2). The colonies of the two major phases can be discriminated on all tested media.
By adding phloxine B to the agar medium, differences between the two phases are accentuated
[14]. On this agar, white phase colonies and sectors are white or very light pink, while opaque
phase colonies and sectors stain red. Although several minor phenotypes other than white and
opaque were identified (e.g., wrinkled in Fig. 2F) in large plating experiments [11], the frequen-
cies at which they appeared were low and, therefore, their infrequent appearance did not interfere
in quantitative analyses of transitions between white and opaque. Second, this reversible transi-
tion has a dramatic effect on cellular phenotype. In the white phase, cells are round and bud
like diploid Saccharomyces cerevisiae,while in the opaque phase, cells are twice as big, elongate,
or bean-shaped and bud in an aberrant fashion [11,14]. When examined by scanning electron
microscopy, the surfaces of white phase cells were demonstrated to be smooth like most budding
cells of C. albicans and S. cerevisiae, while opaque phase cells exhibited pimples, sometimes
with a single small bleb emanating from the pimple center [14]. When examined by transmission
electron microscopy, the wall of white phase cells was uniform, while that of opaque phase
cells again exhibited pimples containing central pores [14]. In addition, opaque phase cells
contain a large vacuole which in turn contains vesicles [14].

The use of the white-opaque transition in strain WO-1 as a model for studying switching
has been enhanced by the recent development of auxotrophic strains and transformation con-
structs for efficient two-step gene knockouts of any nonessential gene of interest [31]. In addition,
it has been demonstrated that phase-specific and inducible genes integrated at the ADE2 locus
are regulated at that ectopic location in the same manner as at their normal genomic location
[45]. For these and additional reasons that will emerge later in the review, the white-opaque
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transition represents the model of choice for studying the molecular basis of switching in C.
albicans.

V. SWITCHING TURNS PHASE-SPECIFIC GENES ON AND OFF

The pleiotrophic effects initially revealed in the biological characterization of the phase transition
in strain WO-1 (Table 1) suggested that switching involved the regulation of a variety of phase-
specific genes. In 1992, the first phase-specific gene was cloned by a differential hybridization
screen of an opaque phase-specific cDNA library with white and opaque phase cDNA [24]. The
opaque phase-specific gene proved to be a pepsinogin cloned a year earlier by Hube et al. [46].
This phase-specific gene was named PEP1 [24]. It was subsequently renamed SAP1, since it
proved to be a member of a family of secreted aspartyl proteinases [27,28]. In 1993, the second
phase-specific gene, OP4, was cloned by a similar differential hybridization screen [25]. The
deduced OP4 protein contained 402 amino acids, with an estimated molecular mass of 41.3
kDa. Neither the DNA nor the deduced amino acid sequence exhibited significant homology to
either DNA or protein sequences in respective databases. The deduced protein did, however,
possess a number of noteworthy characteristics [25]. First, 38% of protein mass is composed
of only three amino acids—alanine, leucine, and serine. Second, the amino terminal 26 amino
acids represent a hydrophobic region. Third, the carboxy-terminal 100 amino acids has a pH of
10.73. Fourth, the deduced sequence contains two serine clusters, each bordered by an alanine-
rich cluster, in regions with strong potentials for �-helices. Fifth, the protein contains seven
potential glycosylation sites.

A similar approach was used in an attempt to clone a white phase-specific gene, but it
proved unsuccessful. However, when white phase cDNA libraries were subtracted with opaque
phase cDNA, the differential hybridization screen worked, and the white phase-specific gene
WH11was cloned [19].WH11was expressed in the white budding phase, but it was not expressed
in either the opaque phase or in the white hyphal phase. Therefore, WH11 expression is specific
to the white budding phenotype. The deduced protein of WH11 contains 65 amino acids with
a molecular mass of 7.8 kDa [19]. The deduced sequence is similar to that of the glucose/lipid-
regulated protein G1p1p of S. cerevisiae [50], a low-molecular-weight heat shock protein [48,49].
Antiserum raised against an rWh11 protein was used to demonstrate that in white phase cells,
Wh11p is distributed throughout the cytoplasm, but is excluded from the plasma membrane,
nucleus, vacuoles, and vesicles [50]. Recently, a WH11 homolog, referred to as AnWH11, was
cloned from Aspergillus nidulans [51].

Subsequent to the cloning and characterization of PEP1(SAP1), OP4, andWH11, a number
of additional genes were demonstrated to be phase specific in C. albicans. Balan et al. [26]
demonstrated that expression of the ABC transporter gene CDR3 is regulated by the white-
opaque transition. This gene is a member of the family of ABC transporters that function as
drug resistance genes in C. albicans. Srikantha et al. [29] have demonstrated that the two-
component regulator CaNIKI is also differentially expressed in the opaque phase. Two compo-
nent regulators are found in bacteria and lower eukaryotes, and play a role as environmental or
intracellular sensors [52,53]. Finally, it was recently reported that the trans-acting factor gene
EFG1 was differentially expressed in the white phase [30]. Subsequently, it was demonstrated
that the EFG1 gene was transcribed in the white and opaque phases, but from different transcrip-
tion start sights of the same gene, resulting in phase-specific mRNAs of different molecular
mass [31]. The smaller opaque phase transcript (2.2 kb) was 20 times less abundant than the
larger white phase transcript (3.2 kb) [31].
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In a recent screen using an opaque phase-specific cis-acting activation sequence function-
ally identified in an opaque phase gene promoter, the white phase-specific gene PGM1 was
cloned (S. Lockhart and D.R. Soll, unpublished observations). PGM1 encodes phosphoglycerate
mutase. This screen has also identified a number of additional white and opaque phase-specific
genes, now under analysis. Because there has been no systematic search for all opaque phase-
specific and white phase-specific genes, it seems likely that the final number of phase-specific
genes will be significantly higher than that reviewed here (Table 1). However, even with the
limited number so far identified, it is noteworthy that a significant number of them by their
nature could play roles in pathogenesis. It seems very unlikely that by chance the first cloned gene
wasPEP1 (SAP1) [24], a major aspartyl proteinase that may be involved in tissue penetration, and
that subsequent cloned phase-specific genes included an ABC transporter [26] that may be
involved in drug resistance, and a two-component histidine kinase regulator [29] that may be
involved in sensing intracellular or environmental changes. It therefore seems likely that when
the full repertoire of phase-specific genes is elucidated, we will find that it includes many
additional genes that are directly or indirectly involved in pathogenesis. Although the phenotypic
characterizations of variant phenotypes of the switching systems of Candida glabrata [54] and
Cryptococcus neoformans [58,59] are still in their infancy, the results so far acquired suggest
that the same will hold true for these systems as well, supporting the suggestion that high-
frequency phenotypic switching represents a higher-order virulence trait in the pathogenic fungi
[8,44].

VI. THE SWITCH EVENT, MASS CONVERSION, AND GENE EXPRESSION

In the transition back and forth between the white and the opaque phases, phase-specific genes
are turned on and off. Because an increase in temperature induces mass conversion from the
opaque to white phase [11,18,19,25], one can pinpoint in time in a semisynchronously switching
population the flip between opaque and white phase gene expression, and correlate it with the
point of phenotypic commitment to the white phase [19] (Fig. 3). By shifting opaque phase
cells from 25�C to �37�C (e.g., 42�C), one initiates the process of mass conversion, and then
by returning cells to 25�C at 1-hr intervals, one can pinpoint the time at which cells commit to
generating white phase cells at the higher temperature. Prior to phenotypic commitment, cells
returned to 25�C continue to generate opaque phase daughter cells, and after phenotypic commit-

Figure 3 Temperature-induced semisynchronous mass conversion from the opaque to white phase.
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ment, cells returned to 25�C form white phase daughter cells. The point of phenotypic commit-
ment was demonstrated to occur between 3 and 4 hr for the majority of cells, which coincided
with the second semisynchromous round of cell division [19] (Fig. 3). Opaque phase cells shifted
from 25�C to 42�C did not express WH11 prior to the point of phenotypic commitment [19].
Cells shifted after the point of phenotypic commitment expressed WH11 (Fig. 3). Activation of
WH11, therefore, occurs at the time of phenotypic commitment. Opaque phase cells shifted
from 25�C to 42�C immediately turned off OP4 and PEP1 (SAP1) transcription [25]. Within
30 min at 42�C, the levels of both transcripts were negligible. However, if these cells are returned
to 25�C prior to the point of commitment, the levels of both transcripts returned to the original
opaque phase levels within 30 min. Expression could therefore be rapidly reactivated prior to
the commitment event. However, if cells were returned to 25�C after the point of commitment,
transcription of neither gene is turned back on [25]. Therefore, neither PEP1 (SAP1) or OP4
could be reactivated after the point of phenotypic commitment (Fig. 3). These results together
demonstrate that at the point of phenotypic commitment, white phase genes are developmentally
activated and opaque phase genes are developmentally deactivated. That this occurs coinciden-
tally with the second cell doubling in a diploid cell is reminiscent of imprinting [57], a phenome-
non in which a recessive change in one allele cannot be expressed until the second cell doubling,
and then in only one of the two daughter cells. In the semisynchronous kinetics of phenotypic
commitment in C. albicans [19], there is a hint that the latter characteristic also holds true (D.R.
Soll, in preparation).

VII. REGULATION OF PHASE-SPECIFIC GENE EXPRESSION

In the white-opaque transition, a clear ‘‘yin-yang’’ process of gene regulation is observed. When
white phase-specific genes are turned on in the transition from the opaque to white phase, opaque
phase-specific genes are turned off, and when opaque phase-specific genes are turned on in the
transition from the white to opaque phase, white phase-specific genes are turned off. The simplest
hypothesis for yin-yang regulation is that all white phase-specific genes are activated by a single
white phase-specific trans-acting factor, and all opaque phase-specific genes are activated by a
single opaque phase-specific trans-acting factor. In its simple form, this hypothesis predicts that
all white phase cells would share the same cis-acting activation sequence in their promoter and
all opaque phase cells would share the same cis-acting activation sequence in their promoter.
The reality may be a bit more complex than this.

Although the upstream 5′ regions preceding the open reading frames (ORFs) of the first
phase-specific genes had been sequenced and putative regulatory regions identified through
homology with known cis-acting sequences in the promoters of genes of other organisms
[19,24,25], the identification of true regulatory sequences requires a functional analysis of dele-
tion derivatives of the promoter fused to a sensitive reporter gene. For C. albicans, this strategy
was hampered by the absence of an effective reporter gene, due in large part to the alteration
in codon usage [58,59]. In C. albicans, serine residues rather than leucine residues are encoded
by CUG. Therefore, heterologous genes encoding proteins with leucines at functional sites will
not be synthesized in a functional form in C. albicans [59]. The first functional analysis of a
phase-specific gene promoter was performed on WH11 [60]. In this analysis, phase-specific
regulation was assessed by Northern blot hybridization, and integration of the deletion derivative
constructs was targeted to the ADE2 locus. This locus had been proven to be relatively neutral
in that a variety of promoters integrated at this sight exhibited normal regulation and strength
[45]. A deletion analysis of the WH11 promoter revealed two major activation sequences that
function synergistically [60].
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To increase the sensitivity of this analysis, a reporter system was developed that employed
the luciferase of the sea pansy Renilla reniformis [45]. The Renilla luciferase contains no leucines
and, therefore, is expressed in a functional form in C. albicans. Using this reporter, the two
major activation sequences were confirmed, the distal activation sequence DAS and the proximal
activation sequence PAS [61]. In addition, a minor activation domain was identified proximal
to PAS [61]. The major cis-acting activation sequences in theWH11 promoter have no homology
with identified promoter sequences in other organisms, including S. cerevisiae and were therefore
deemed unique [60,61]. Gel retardation experiments were performed with white phase and
opaque phase cell extracts and the distal transcription activation sequences DAS and PAS [60].
One white phase-specific complex was identified for DAS and two for PAS. There was no
suggestion in the deletion derivatives of theWH11 promoter that there existed negative regulation
of WH11 in the opaque phase [60,61]. These results suggest that switching is accompanied by
activation or synthesis of white phase-specific trans-acting factors that activate white phase-
specific gene transcription.

In order to obtain a fuller picture of phase-specific regulation, the promoter of the opaque
phase-specific gene OP4 was functionally characterized using the Renilla luciferase as a reporter
system [62]. A strong 17-bp transcription activation sequence was identified that contained a
MADS box consensus binding site that was most closely related to the Mcm1 binding site of
Saccharomyces cerevisiae [63,64]. Mcm1 in conjunction with other proteins functions as a
universal regulator in S. cerevisiae, both activating and repressing a variety of genes involved
in mating and the cell cycle [65]. Point mutations in the Mcm1 binding site of an Mcm1/�2-
activated promoter of S. cerevisiae that led to loss of function were engineered in the activation
site of the OP4 promoter [62]. In each case, there was a similar loss of function.

Using the MADS box consensus sequence binding site, a number of additional phase-
regulated genes have been cloned from C. albicans including the phosphofructokinase gene
PFK2 (S. Lockhart and D.R. Soll, in preparation), suggesting that a phase-specific trans-acting
factor coordinately regulates a number of opaque phase-specific genes through this binding site.
In addition, the secreted aspartyl proteinase 3 gene (SAP3) [27,28] and the Candida drug resis-
tance 3 gene (CDR3) [26], both expressed exclusively in the opaque phase, contain a complete
MADS box consensus sequence binding site in their promoters. From these results, one might
conclude that all opaque phase-specific genes are coordinately regulated through the same cis-
acting MADS box consensus sequence binding site, but that is not the case. The functionally
identified cis-acting sequences for the opaque phase-specific gene of PEP1(SAP1) do not contain
a recognizable MADS box consensus sequence binding site (S. Lockhart, H. Fang, and D.R.

Figure 4 A model for gene regulation during the white-opaque transition in which the single switch
event in each direction is amplified through the formation of multiple phase-specific trans-acting factors.
A switch also involves the deactivation of trans-acting factors of the previous phenotype.
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Soll, in preparation), suggesting that the regulation of opaque phase-specific genes involves
more than one opaque phase-specific trans-acting factor.

The results so far in hand suggest that the switch event in the white-to-opaque direction
results in the synthesis or activation of two or more opaque phase-specific trans-acting factors
that activate opaque phase-specific genes, and that the switch in the opaque-to-white direction
may also result in the synthesis or activation of one or more white phase-specific trans-acting
factors that activate white phase-specific genes (Fig. 4). The cessation of synthesis, rapid turn-
over, and/or deactivation of trans-acting factors of the original phenotype must accompany each
switch. These results suggest that the switch in each direction may be a singular event, but is
amplified in complexity to regulate multiple genes in a single phase through different cis-acting
sequences (Fig. 4).

VIII. GENES INVOLVED DOWNSTREAM IN THE EXPRESSION OF A
SWITCH PHENOTYPE CAN BE MISINTERPRETED AS INVOLVED IN
THE SWITCH EVENT

It should be evident in the model in Figure 4 that both mutations affecting the switch event and
mutations affecting downstream gene regulation can block expression of the white or opaque
phase phenotype. Therefore, genes involved in downstream gene regulation can bemisinterpreted
as affecting the switch event. For instance, if a mutant cell undergoes the switch event but can’t
express the terminal switch phenotype, the mutated gene can mistakenly be interpreted as playing
a direct role in the switch event. A case in point is the EFG1 gene, which encodes a putative
transcription factor homologous to PHD1 in S. cerevisiae [66] and STUA in Aspergillus nidulans
[67], both of which are involved in cellular morphogenesis. Initially, it was demonstrated that
overexpression of EFG1 in strain WO-1 stimulated the opaque-to-white transition, and under-
expression in strain CAI8 caused a cell morphology similar to that of opaque phase cells in
strain WO-1, but without pimples [30]. These results led to the logical suggestion that EFG1
was involved in the switch event in the white-opaque transition. The phenotype of EFG1 null
mutants in strain WO-1 superficially supported this view [31]. Mutants formed what appeared
to be opaque colonies at 25�C with a majority of pimpled, elongate cells. However, when mutant
opaque phase cells were subjected to the temperature shift that initiates mass conversion, they
flipped from a pattern of opaque phase gene expression to a pattern of white phase gene expres-
sion after the point of commitment, and on close observation were found to form a cellular
morphology that straddled the white and opaque phase phenotypes [31].

Like normal opaque phase cells, mutant cells formed daughter cells after the point of
commitment that were smooth (pimpleless), but unlike normal daughter cells, mutant daughter
cells were elongate, or bean-shaped, like opaque phase cells. Together, these results revealed
that EFG1 null mutant cells switch from the opaque phase to the white phase after a shift from
25�C to 42�C, but they cannot express the complete white budding phase phenotype. Therefore,
EFG1 functions downstream of the switch event, and is necessary for the round phenotypic
characteristic of white phase cells, but not for the regulation of phase-specific gene expression
or the removal of opaque phase pimples. These results were consistent with the observation that
reduced expression of EFG1 in strain CAI8 resulted in a pimpleless elongate phenotype [30].

The above set of observations demonstrate that without a method for distinguishing be-
tween the effects on the switch event and effects on the terminal phenotype, mutations affecting
the latter can be misinterpreted as mutations affecting the former. The capacity to monitor the
commitment event both through daughter cell phenotype and gene regulation provides a method
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for discriminating between the involvement of a gene in the switch event or in the downstream
expression of phenotype.

IX. REGULATION OF THE SWITCH EVENT

In bacterial phase transitions elucidated at the molecular level, the basic switch event usually
occurs at a single locus and, therefore, involves a single event [68]. A priori, one would expect
the white-opaque transition to also represent a single event. The question is, what is the event?
In bacterial phase transitions, a change occurs in DNA sequence in the form of either an inversion
or recombination that alters gene expression [68]. Although the bacterial mechanism of reversible
DNA reorganization remains a viable model for switching in the pathogenic fungi, an equally
viable model involves alterations in chromatin state that are heritable, but metastable. With these
two models in mind, let us first consider mutations that affect the switching process for hints
of mechanism.

The first gene that was demonstrated to affect the frequency of switching in C. albicans
was the white phase-specific gene WH11 [43]. WH11 was ligated downstream of the opaque
phase-specific OP4 promoter, in the plasmid pCWOP16. This plasmid was linearized at the
ADE2 gene in order to target integration at the ADE2 locus. Integration resulted in misexpression
of the white phase-specific geneWH11 in the opaque phase phenotype. A result of misexpression
was a dramatic increase in the frequency of white phase cells in opaque phase colonies [43].
In other words, misexpression of WH11 resulted in an apparent instability of the opaque phase,
leading to a dramatic increase in the frequency of the opaque-to-white transition. The deduced
WH11 protein is homologous to a low-molecular-weight heat shock protein of S. cerevisiae
[48]. Some low-molecular-weight heat shock proteins function as chaperon proteins [49]. Wh11p
is localized in the cytoplasm and is excluded from the nucleus [50]. Because Wh11p is excluded
from the nucleus, it is highly unlikely that it is directly involved in the switch event per se.
However, it may indirectly affect switching frequency by regulating the availability of a factor
directly involved in the switch event.

The second gene demonstrated to affect the frequency of switching is SIR2. Perez-Martin
et al. [69] cloned a gene from C. albicans that was a homolog of the S. cerevisiae SIR2 gene.
They deletedCaSir2 in strain CAI4, which undergoes switching between a number of phenotypes
comparable to those in strain 3153A [29], but which does not undergo the white-opaque transi-
tion. The SIR2 deletion mutant exhibited a dramatic increase in the frequency of switching, as
high as 10�1 [69]. In contrast toWH11, Sir2p is a nuclear protein with demonstrated involvement
in gene silencing and suppression of recombination [70,71]. Therefore, one could hypothesize
a direct role for Sir2p in switching through the modulation of chromatin structure.

Finally, deletion of the two-component hybrid kinase regulator CaNIKI in strain CAI4
resulted in a small reduction in the frequency of variant phenotype formations in both untreated
and UV-treated cell cultures [29]. Again, it is not obvious how a two-component hybrid kinase
would function in switching except through a regulatory phosphorylation cascade. It therefore
seems highly unlikely that the three disparate gene products—Wh11p, Sir2p, and CaNik1p—all
function directly in the actual switch event, or affect switching indirectly in a similar fashion.

It has also been demonstrated that temperature can cause mass conversion in the opaque-
to-white direction [11,18,19], that ultraviolet irradiation can affect the frequency of switching
in both directions [16], and that gas exchange can affect the frequency of switching at the edge
of a colony [12]. It has also been demonstrated in temperature-induced mass conversion that
the commitment event coincides with the second cell doubling and a yin-yang change in the
expression of phase-specific genes. These observations as well as the general characteristics of
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switching must contain clues to the puzzle. One might consider whether the misexpression of
WH11, the deletion of CaNIKI and the effects of temperature, irradiation, and gas exchange
would more likely affect the frequency of a specific reorganization of DNA or the frequency
of a specific change in chromatin state. There is little doubt that the deletion of SIR2 would
more likely affect the latter.

Let us next consider the precision of a switch. In the white-opaque transition, one can
follow switching in a lineage. After 15 reversible switches back and forth between white and
opaque, cells from the first and last white phenotypes are phenotypically indistinguishable, and
cells from the first and last opaque phenotypes are phenotypically indistinguishable (D.R. Soll,
unpublished observations). They have the same phase-specific cellular morphologies, switch to
the alternate phenotypes at the same frequencies and express the same genes. This result suggests
that switching represents a single, reversible, and precise event. We then consider whether the
two major models for switching are compatible with this characteristic.

First, let us consider mechanisms involving DNA reorganization. DNA inversion is used
to regulate fimbriae variation in E. coli [72], flagellar phase variation in S. typhimurium [73],
pilia variation in Moraxella bovis [74], and phage host variation [75]. In all of these cases, the
sequential rearrangement of DNA is precise and reversible. Although the model can be applied
to the white-opaque transition, alone it cannot accommodate the more complex switching sys-
tems, like those in strain 3153A [9] (Fig. 1) and CAI8 [29], which involve multiple variant
phenotypes. The substitution of DNA at the expressed mating type locus in S. cerevisiae is also
precise and reversible [71]. Two silent cassettes, ‘‘a’’ and ‘‘�,’’ are precisely substituted at an
expression locus so that cells are either ‘‘a’’ or ‘‘�.’’ This model can accommodate a simple
phase transition like the white-opaque transition in strain WO-1, as well as a complex switching
system like that in strain 3153A or CAI8. In the latter case, one can simply increase the number
of silent cassettes. The elucidation of the DNA rearrangement models in both bacteria and yeast
were initially facilitated by mutational analyses of haploid organisms. Unfortunately, because
C. albicans is diploid, a mutational analysis of switching has not been feasible. However, the
recent discovery of high-frequency phenotypic switching in the haploid yeast C. glabrata [54]
(see Sec. XI) provides us for the first time with an experimental system for a mutational approach
to the switching mechanism.

The secondmodel involves heritable, reversible, and precise changes in chromatin structure
leading to the activation or deactivation of an associated locus. Pilus and Rine [76] demonstrated
that a mutant of the silent information regulator 1 gene (sirl-1) was leaky, resulting in a genetically
homogeneous but phenotypically heterogeneous population for the expression of HML�, the
silent locus for mating type � in wild-type cells. They demonstrated that this locus switched
back and forth at a frequency of 4 � 10�3. Subsequently, Gottshling and coworkers [77]
demonstrated that when the ADE2, URA3, HIS3, or TRP1 gene was positioned close to a telo-
meric region of a chromosome, each gene switched between an expressed and repressed state
at similar frequencies. The positional effects depended on functional SIR2, SIR3, and SIR4 genes
[77]. It is easy to see how switching could be regulated by this type of positional effect. A
master regulatory gene would be positioned next to a telomeric region. The position would lead
to spontaneous flips between an expressed and unexpressed state. The two states would correlate
with switch phenotypes. Several observations on switching are compatible with a model involv-
ing metastable changes in chromatin. First, Ramsey et al. [78] demonstrated that when cells of
C. albicans strain 3153A jumped from a low frequency of phenotypic switching in the original
smooth phase to a high frequency of phenotypic switching in a variant phase, they also underwent
frequent reorganization of ribosomal cistrons. This observation paralleled that of Gottlieb and
Esposito [70], who found that a mutation in SIR2 led to an increase in recombination in ribosomal
DNA in S. cerevisiae. Second, the observation by Johnson and colleagues [69] that deletion of
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SIR2 results in an increase in the switching frequency of C. albicans strain CAI8 again implicates
silencing, and presumably heterochromatinization in switching. Third, the observation that phe-
notypic commitment during mass conversion coincides with the second cell doubling suggests
that a metastable recessive change in a single allele may become homozygous at the second
cell doubling, a mechanism suggested for ‘‘gene imprinting,’’ which shares these cell division-
associated characteristics and has been explained in terms of heritable changes in chromatin
state [57]. Unfortunately, both DNA reorganization and heritable changes in chromatin state
can be precise, and it is conceivable that all of the environmental perturbations and mutations
that affect switching frequency can directly or indirectly affect either type of mechanism. There-
fore, we may actually not yet have any strong clues that distinguish between the two models.

X. INVESTIGATING THE ROLES OF PHASE-SPECIFIC GENES IN
PATHOGENESIS

The white-opaque transition provides a unique system for assessing the role of phase-specific
genes in virulence. In most pathogenic systems, the expression of a phase-specific gene either
facilitates pathogenesis in one pathogenic situation (e.g., the formation of type 1 fimbriae in E.
coli [72]), or leads to repeated replacement of the same antigen, in response to a sequence of
host immune responses (e.g., antigen variability in Borrelia hermsii [78], Neisseria genorrhoeae
[86], and Trypanosoma brucei [81]). Both the switching process and performance in animal
models suggest that switching plays a far more complex role in C. albicans and related species
than it does in the aforementioned pathogens. Because switching in C. albicans regulates diverse
genes in a combinatorial fashion in switching systems with multiple switch phenotype [82], each
switch phenotype may be more highly adapted for a different anatomical niche, host physiology,
immune response, drug therapy, or disease state [8].

The comparative virulence of white and opaque phase cells in two alternative animal
models supports this suggestion. In a mouse tail injection model that assesses virulence through
death and/or organ colonization caused by an induced systemic infection, white phase cells are
far more virulent than opaque phase cells [40,43] (Fig. 5). Injection of 106 white phase cells

Figure 5 Differences in the virulence of white and opaque phase cells of C. albicans in infection. (From
Refs. 40, 43.)
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Figure 6 Protocol for the only mouse skin model for cutaneous infection.

killed 50% of mice after �6 days, while injection of 106 opaque phase cells killed 50% of mice
after 18 days [40]. An analysis of colonization in the kidney showed 2 � 106 versus 8 � 104

cfu per gram of tissue after 12 days for mice injected with white phase and opaque phase cells,
respectively [43]. In addition, the cells ultimately and belatedly colonizing the kidneys of mice
injected with opaque phase cells were predominately white, suggesting that the delay in kidney
colonization and death in the latter animals was due to the time necessary for the opaque phase
cell population to switch to the white phase, and that opaque phase cells per se may not be
virulent in a systemic model when expressing that phenotype.

In contrast, opaque phase cells are more virulent than white phase cells in a mouse model
of cutaneous infection [40] (Fig. 6). In this model, a cotton patch is saturated with cells, then
fixed to the skin on the back of a newborn mouse for 24 hr. The patch is then removed and the
cells adhering to and/or imbedded in the skin are counted in electron micrographic sections.
While 17% of sections through skin treated with white phase cells contained �25 adhering
yeast cells, 72% of sections through skin treated with opaque phase cells contained �25 adhering
yeast cells [40]. The dramatic difference in colonization between white and opaque phase cells
is illustrated in the representative sections in Figure 7A and B, respectively. In addition, while
white phase cells adhered to the skin surface without affecting skin cell morphology, opaque
phase cells sunk into the skin cells, causing cavities [40]. These results demonstrate that in
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Figure 7 Difference in colonization of white (A) and opaque (B) phase cells of C. albicans in the baby
mouse skin model for cutaneous infection. Arrows point to yeast cells.

contrast to systemic infections, opaque phase cells are far more virulent than white phase cells
in a mouse model of cutaneous infection [40].

Several strategies can be used to test the role of select genes in pathogenesis. These include
overexpression, deletion, and misexpression. Because a knockout strategy was not available for
strain WO-1 until recently [31], the first strategy that was employed was misexpression. In this
strategy, the open reading frame of a phase-specific gene is ligated downstream of a promoter
of the opposite phase in a C. albicans transforming plasmid containing the C. albicans ADE2
gene. This plasmid is linearized at the ADE2 gene, which targets transformation to the ADE2
locus of the yeast [83]. The adenine auxotroph C. albicans Red 3/6 was used. The plasmid
provides the ADE2 gene for transformant selection. Previous analyses of promoter function
using constructs in which a variety of regulated promoters were fused upstream of the Renilla
luciferase reporter gene demonstrated that all tested promoters were regulated in a normal fashion
and that relative promoter strengths were consistent with expression levels at normal genomic
locations [45].

The first misexpression experiment was performed on the white phase-specific geneWH11
[43]. The WH11 ORF was placed downstream of the promoter region of the opaque phase gene
OP4 in the transforming vector pCWOP16, generating a mutant WH11 (mWH11) transcript 20
nucleotides longer than the transcript of the endogenous gene, thus allowing discrimination of
the two transcripts by Northern analysis. Transformants expressed both the mWH11 transcript
and the mWH11 protein in the opaque phase [43]. The mWH11 protein exhibited the same
cytoplasmic distribution in opaque phase cells previously demonstrated for the WH11 protein
in white phase cells [50]. Misexpression of WH11 had no effect on the unique opaque phase
phenotype [43]. Opaque phase cells misexpressing mWH11 were elongate and asymmetric and
formed pimples in the cell wall. These results clearly demonstrate that WH11, which has been
implicated in generating a round cell phenotype [19,50], is not sufficient to suppress the opaque
phase phenotype.

Cells that misexpress WH11 in the opaque phase switch between the white and opaque
phase phenotypes, and form white and opaque phase cells with apparently normal morphology.
However, misexpression of WH11 as previously noted in this review exerts a dramatic effect
on the stability of the opaque phase phenotype and, hence, on the frequency of the opaque-to-
white transition. The effect is demonstrated in the frequencies of white phase cells in clonally
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derived opaque phase cell populations and opaque phase cells in clonally derived white phase
cell populations. In control cells, the frequencies were measured as 6.0 � 10�4 and 1.3 �
10�3, respectively [43]. In misexpression mutants, the frequencies were 2.0 � 10�1 and 1.7
� 10�3. Hence, the frequency of opaque phase cells in a white phase population, which reflects
the frequency of the switch from the white to the opaque phase, was the same in mutant and
control cells. However, the frequency of white phase cells in an opaque phase population,
which reflects the frequency of the switch from opaque to white, was 333 times higher in
the misexpression mutant. The impact of WH11 misexpression on switching in turn affected
pathogenesis in the mouse tail injection model for systemic infections. Opaque phase cells of
the misexpression mutant exhibited increased virulence paralleling that of white phase cells
[43]. An analysis of cells infecting the kidney of test animals demonstrated that cells of the
misexpression mutant rapidly switched back to the white phenotype which in turn led to an
acceleration of kidney colonization.

The second misexpression experiment took full advantage of the alternative models of
virulence. The PEP1 (SAP1) open reading frame was placed downstream of theWH11 promoter
in the transforming vector pCPW7 [40]. Since the WH11 promoter is weak compared to the
endogenous PEP1 (SAP1) promoter [45], a transformant containing approximately 10 tandem
repeats of the plasmid was used to assess the effect of PEP1 (SAP1)misexpression on phenotype
and virulence [40]. The level of PEP1 (SAP1) transcript and extracellular protease activity was
comparable in opaque phase cells of either the control or mutant and white phase cells of the
mutant. Misexpression of PEP1 (SAP1) had no effect on either the white phase phenotype or
switching frequencies. Misexpression also had no effect on the already high level of virulence
of white phase cells in the mouse tail injection model of systemic infection [40]. However,
misexpression had a dramatic impact on the virulence of white phase cells in the mouse model
of cutaneous infection. White phase cells of the control strains exhibited a low level of coloniza-
tion and did not form cavities in the surface skin cells. White phase cells of the misexpression
mutant, however, colonized skin at levels even higher than opaque phase cells and caused
cavitation in the superficial skin layers, like opaque phase cells [40]. The addition of pepstatin,
an inhibitor of pepsinogens like Sap1, blocked cavitation but not increased colonization [40].
Since pepsinogen functions extracellularly, this result suggests that Sap1 plays two virulence
roles in the skin model, one that is cellular (not sensitive to pepstatin) and involved in increased
adhesion, and one that is extracellular (sensitive to pepstatin) and involved in cavitation [40].

XI. SWITCHING IN CANDIDA GLABRATA: A POTENTIALLY MORE
AMENABLE SYSTEM FOR ELUCIDATING THE SWITCHING
MECHANISM

Switching has been demonstrated in C. albicans [9–11], C. tropicalis [13,84], C. dubliniensis
(S. Joly, C. Pujol, and D.R. Soll, submitted), C. parapsilosis (L. Enger, S. Joly, and D.R. Soll,
in preparation), C. lusitanea (S. Lockhart, A. Hill, and D.R. Soll, in preparation), C. glabrata
[54], andCryptococcus neoformans [55,56]. Themajority of what we know concerning switching
in general and the regulation of phase-specific genes in particular, has been obtained in C.
albicans. However, C. albicans may not be the best system for elucidating the molecular basis
of the switch event. C. albicans is diploid and because of that a mutational analysis of switching
has been stymied. Because of this, there has been no direct method for identifying genes in C.
albicans that are directly involved in switching.

C. glabrata, on the other hand, is haploid and for that reason may prove to be a superior
system for elucidating the molecular mechanisms that regulate phenotypic switching. C. glabrata
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Figure 8 Switching in C. glabrata. Cells were incubated on agar containing 1 mM CuSO4. (A) Cells
from a light brown (LB) culture plated at low density on CuSO4 agar. Note switches to dark brown (DB)
and white (Wh). (B, C, D) A white, light brown, and dark brown colony, respectively, with sectors. (E)
Frequencies of alternative phenotypes in clonally derived populations of the various phenotypes in the
switching repertoire.
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Figure 9 Phenotypes of C. glabrata switching show gradation for a number of parameters.

has recently been demonstrated to switch among three major phenotypes—white, light brown,
and dark brown [54] (Fig. 8). Two minor phenotypes have also been identified, very white
(vWh) and very dark brown (vDB) (Fig. 8). Coloration of the phenotypes is obtained by growing
cells on agar containing 1 mM CuSO4. Switching occurs at high frequency, is reversible, and
is spontaneous [54]. It is assumed that the differences in color result from differences in the
capacity of the three pehnotypes to reduce CuSO4 to Cu2S. Since it has already been shown
that C. glabrata grown on CuSO4 amplifies the metallothionein gene MT-II in order to achieve
resistance to copper [85], the three major phenotypes (Wh, LB, DB) were tested for amplification
by Southern blot analysis. They were found to possess the same level of MT-II amplification
(nine copies each) [54], thus excluding amplification as the basis of switching [54]. Northern
analysis demonstrated that transcription of a second metallothionein gene MT-I [86], the tran-
scription factor gene AMT1 involved in the regulation of metallothionein genes [87], the ABC
transporter gene PDHI [88], the gene TRPI involved in tryptophan metabolism [89], the gene
HIS3 involved in histidine metabolism [89], and the gene EPA1 that encodes an adhesin [90],
are not regulated by switching.

In contrast, transcription levels of MT-II and a newly discovered hemolysin gene HLP
are highly regulated by switching [54]. While the levels of the unregulated genes approximate
a 1�1�1 ratio in white, light brown, and dark brown cells, respectively, the levels of MT-II are
1�27�81, respectively, and the levels of HLP 1�20�35, respectively [54]. Therefore, just as in
the case of C. albicans, switching in C. glabrata involves the selective regulation of phase-
specific genes. However, the switching mechanisms appear to differ in the two species. While
switching in C. albicans is usually between two or more quite different phenotypes, switching
in C. glabrata is graded. The graded phenotype is apparent in coloration, general switching
frequency, expression of MT-II, and expression of HLP [54] (Fig. 9). Because C. glabrata is
haploid, mutations affecting switching are immediately expressed, and because the three switch
phenotypes are expressed at the colony level, mutants can be easily screened. The switching
mechanism can therefore now be analyzed in C. glabrata using a random insertional mutagenesis
strategy such as Restriction Enzyme Mediated Integration (REMI) [91,92].

XII. CONCLUSIONS

Organisms that are successful in a variety of environments must have machinery that facilitates
rapid adaptation. There are two basic sources of such variability. First, there is evolutionary
change that involves mutational changes in the genetic material. These changes lead to allelic
differences that are combinatorially shuffled during sexual mating and through recombination.
Second, there is developmental change, which is programmed into the life cycle of an organism.
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Differentiation can lead to alternative phenotypes that are more highly suited for different envi-
ronmental challenges. Switching in bacterial pathogens provides cells with a rapid method of
adaptation, and involves DNA reorganization. However, these reorganizations are specific to
gene loci that encode specific cell surface antigens. In effect, the regulation of switching genes
in pathogenic bacteria represents a form of differentiation that provides each infecting population
with alternative variant phenotypes. Switching in C. albicans and related species also can be
categorized as a developmental solution to variability. It too provides a number of alternative
phenotypes that may be more highly adapted to handle rapid environmental challenges.

However, switching in C. albicans and related species differs from bacterial switching
systems in the level of complexity inherent in the expression of alternative phenotypes. As we
delve deeper into the regulation of switch phenotypes in Candida spp., we discover that the
switch event is amplified through regulatory circuitry to turn on and off a variety of genes with
disparate functions, leading to the genesis of variant phenotypes that differ in far more than a
single surface antigen. Before the identification of phase-regulated genes, it was demonstrated
that switch phenotypes could differ in a variety of putative pathogenic traits including adhesion
[38,39], antigenicity [42], sensitivity to white blood cells and white blood cell metabolites
[17], constraints on the bud-hypha transition [41], sensitivity to antifungals [35–37], and sugar
metabolism [93]. When phase-specific genes were identified, a surprising majority proved to
encode proteins that either represented putative virulence factors, such as secreted aspartyl
proteinases [24,27,28], an ABC transporter [26], and a hemolysin [54], or regulatory proteins
such as the two-component hybrid kinase regulator [29] or a trans-acting factor [30,31]. Switch-
ing in C. albicans and related species therefore represents a mechanism for combinatorially
regulating a variety of genes implicated in pathogenesis. It represents a complex and highly
evolved system which cannot be trivialized. We therefore can reasonably conclude that a system
this sophisticated that has evolved in a number of loosely related pathogens must be involved
in pathogenesis.

It should be clear in this review that there are two major aspects of switching that are
being investigated at the molecular level—the actual switch event, and the circuitry that regulates
phase-specific gene expression. Although the two are obviously connected, the two can be
confused, leading to misinterpretations of the role of genes in the switching process. It is clear
from the characteristics of the white-opaque transition that this switching system provides an
excellent experimental system for elucidating both molecular aspects of switching, and provides
a unique set of virulence models for assessing the roles of phase-specific genes in particular
and switching in general in virulence. The recent development of a knockout system for generat-
ing null mutants in strainWO-1 should facilitate all of the above objectives. Finally, the discovery
of switching in C. glabrata now provides us with a system amenable to a traditional mutational
analysis of the switching process.
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I. INTRODUCTION

Blastomycosis is a systemic fungal infection of humans and animals caused by the dimorphic
fungus Blastomyces dermatitidis. The disease and organism were first described by Gilchrist in
1894 in Baltimore. The infection, initially known as ‘‘Gilchrist’s disease,’’ was thought to
originate in the skin until pathologic descriptions by Schwarz and Baum [1] revealed the primary
pulmonary nature of the illness. In the early 1900s, the illness became known as ‘‘Chicago’s
disease’’ because of the number of cases noted from that area. Later, it became known as ‘‘North
American blastomycosis’’ because of its wide distribution in the United States and Canada.
Reports of sporadic cases worldwide have lead to use of the more appropriate term, ‘‘blastomy-
cosis.’’

The disease has a wide spectrum of manifestations that include asymptomatic self-limiting
pulmonary illness, focal pulmonary or cutaneous illness, and disseminated disease. There are
many unanswered questions regarding the pathogenesis of blastomycosis, and virulence factors
of B. dermatitidis. Recent advances in molecular biological techniques have helped in answering
some of these questions. This chapter provides an overview of what is currently known about
the fungal agent B. dermatitidis, its virulence attributes, and the pathogenesis of the resulting
disease blastomycosis.

II. AGENT

B. dermatitidis is a dimorphic fungus able to grow in two forms depending on environmental
conditions. It assumes a yeast form at 35–37�C, and a mold form at 25–30�C. The mold is the
infective form, whereas the yeast is the tissue or so-called parasitic form. Therefore, without
exception, B. dermatitidis appears in the yeast form in histopathological specimens of tissue or
in body fluid specimens. On the other hand, B. dermatitidis is most commonly isolated as a
mold from clinical specimens that are cultured at 25–30�C. Conversion of the mold to the yeast
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form is required to confirm the presence of a dimorphic fungus. Understanding the mechanism
of dimorphism has been the thrust of research into the ultrastructure and biochemistry of B.
dermatitidis.

A. Dimorphism

Under light microscopy, the yeasts are spherical, thick-walled organisms between 6 and 15 �m
in diameter. They are easily distinguishable from other pathogenic yeast by their size, shape,
and broad-based budding (Fig. 1). The mycelia are typically thin, septate hyphae, which produce
conidiophores that branch at right angles from the main hyphal segment (Fig. 1). The conidio-
phore produces single conidia 2–10 �m in diameter that are usually oval or pyriform, but
occasionally ‘‘dumbbell’’ in configuration. The conidia appear to have smooth walls under light
microscopy, but under electron microscopy they have a rough or echinulate surface. Conidia
from different B. dermatitidis isolates are not distinguishable. In addition, because the conidia
and mycelia of B. dermatitidis do not have a diagnostic appearance, definitive identification
requires conversion to the yeast form by culturing at 37�C or exoantigen testing of mycelia if
conversion is unsuccessful.

Dimorphism may hold clues to the organism’s virulence. Ultrastructural and biochemical
studies have been directed at comparing the yeast and mold forms to determine the mechanism
of dimorphism and possibly virulence. In these studies, media and incubation conditions have
been shown to influence the appearance of the cell wall and cytoplasm, the development of
intracytoplasmic membranes, and even glycogen and lipid content [2]. Ultrastructural studies
have not identified unique features of B. dermatitidis yeast and hyphae cytoplasm [2,3]. Both
yeast and hyphae are multinucleated. The yeast cell has about two to five nuclei per cell. Nuclear
division seems to occur independently from cell division [4]. The hyphal cells also have different
numbers of nuclei per cell. Further studies into the cellular anatomy of the yeast form indicate
that the outer membrane of the nuclei in each cell are interconnected. The nuclear membrane
is also contiguous with the plasma membrane and membranes of other intracellular organelles
[5]. The role of this extensive membrane system is not known, although it may facilitate change
from the yeast to the mycelial form.

Figure 1 Dimorphism of Blastomyces dermatitidis. (Left) Large yeast form cells from a KOH preparation
of a patient sputum, illustrating the distinctive features of a thick, refractile cell wall and unipolar budding
of daughter cells from parent cells at a broad base. (Right) Mold form growing at room temperature,
illustrating conidiophores that produces single conidia 2–10 �m in diameter that are usually oval or
pyriform. (From http://fungusweb.utmb.edu/mycology/fungi/koh-blastomyces-dermatitidis2.jpg and http://
fungusweb.utmb.edu/mycology/fungi/blader1.jpg.)
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During conversion from yeast to mold form, multiple intracytoplasmic infolding and layer-
ing up of plasma membranes can be seen on electron microscopy as early as 6 hr after switching
the temperature of yeast cultures to 24–26�C. After 12–18 hr, the cells appear to have an
intracellular septum with woronin bodies on both sides. The cell wall of the intermediate forms
is thinner than that of yeast cells. By 18–24 hr, hyphal forms are seen. These have increased
amounts of glycogen granules that tend to associate with the intracytoplasmic membrane systems
formed in the early yeast to mycelial transition [3]. Overall knowledge of the ultrastructure and
its functional role is incomplete.

What is known about the physiology of B. dermatitidis is derived from classical biochemi-
cal techniques. Such studies have provided some information on nutritional requirements and
chemical composition of yeast and mycelia. Studies on nutritional requirement have resulted in
conflicting results probably due to different experimental methods. In one study, biotin was
found to be an absolute requirement for growth of both mycelia and yeast of six isolates [6].
Other studies indicated no requirement for biotin or other vitamins [7]. Given the observation
that both yeast and mycelia can grow and undergo phase transition in tap water, either nutritional
requirements for maintenance of this fungus are low or mechanisms for storing necessary nu-
trients are available. Similarly, absolute requirement for an amino acid has not been demon-
strated. Yet, not unexpectedly, organic nitrogen sources can stimulate growth of B. dermatitidis
[8]. The question of whether specific nutritional substances can enhance or suppress growth and
how this may effect fungal virulence needs further investigation.

Comparative studies on the chemical composition of yeast and mycelia have been the
source of our present understanding of the biochemistry of B. dermatitidis. As with previous
ultrastructural studies, media and incubation conditions affect the content of individual chemical
moieties. Different growth media specifically affect the lipid and fatty acid content of both yeast
and mycelia, while not affecting protein and carbohydrate content [9]. Lipids make up �9% of
the dry weight of yeast cells [10]. About 75–80% of extractable lipids from yeast and mycelia
are oleic and linoleic acids. Oleic acid predominates in yeasts, while a higher percentage of
linoleic acid is recovered from mycelia [11]. Studies to localize lipids found that �2% of the
yeast cell wall was lipid, while negligible lipid was found in the mycelial cell wall. The lipid
content of yeasts is interesting as several studies have noted differences in lipid content between
virulent and avirulent isolates of B. dermatitidis. Lipid content directly correlated with virulence
of the isolate in mice in one study [12]. However, in another study, a spontaneous avirulent
mutant had a three- to fourfold increase in total lipid content, primarily composed of an increase
in fatty acids, when compared to the virulent strain [13].

Other differences in cell wall composition between yeast and mycelia have been studied
in an effort to understand dimorphism and virulence. The cell walls of both yeast and mycelia
contain chitin and glucan. The glucan in yeast cells is 95% �-glucan, while that of mycelia is 60%
�- and 40% �-glucan [14]. This shift in predominant type of glucan is similar to Paracoccidiodes
braziliensis and is thought to be secondary to activation of �-glucan synthase with increased
temperature [15]. The chitin isolated from B. dermatitidis mycelia is similar to chitin obtained
from H. capsulatum and P. brasiliensis [16]. Chitin is a stable cell wall component during
dimorphic change. Its role in dimorphism is suggested by electron microscopic studies showing
different chitin fibril arrangements in yeast and mycelial cell walls. In yeast, the chitin fibrils
are noted to be tightly interwoven in a random orientation, while in mycelia they are arranged
in more longitudinal manner in many areas of the cells wall [17]. Isolation of the enzyme chitin
synthetase from the yeast and mycelial phases indicates similar biochemical characteristics, but
the yeast phase enzyme is in latent form, requiring activation by protease, whereas the mycelial
phase enzyme is in active form [18].
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The dimorphism of B. dermatitidis is primarily temperature dependent. However, studies
into the mechanism of dimorphic transition indicate a more complex regulation other than by
temperature alone. Yeasts grown at 37�C can revert to mycelia in the presence of c-AMP phos-
phodiesterase inhibitors, theophylline or 3-isobutyl-1-methylxanthine. Using electron micros-
copy to study yeasts at 37�C, c-AMP phosphodiesterase is localized to nuclear and mitochondrial
membranes and to endoplasmic reticulum and vacuolar areas. In contrast, similar studies of the
yeast 24 hr after lowering the incubation temperature to 25�C, show decreased enzyme activity
of c-AMP phosphodiesterase in vacuolar areas. This suggests that increased levels of intracellular
c-AMP may be required for dimorphic transition to the yeast phase [19]. Other physiologic
changes that occur with mycelial to yeast transition upon change of temperature are related to
mitochondrial respiration. Three stages in the transition are described: (1) immediately after an
increase in temperature, partial or complete uncoupling of oxidative phosphorylation, leading
to decreases in ATP levels, respiration rate and electron transport components; (2) a dormant
period of 4–6 days with absent to low rates of respiration; and (3) a recovery phase marked by
increase in respiration, increased ATP and electron transport components and the appearance
of yeast cell morphology. During stage 2, the presence of cysteine is required for the operation
of the sulfhydryl-induced shunt pathway. These stages of phase transition are shared by H.
capsulatum and P. brasiliensis [20]. Nutritionally dependent dimorphism is also indicated by
reported conversion of mycelial to yeast form at 26�C on partially defined media.

B. Serotypes

B. dermatitidis strains from different geographic areas have been studied by exoantigen analysis.
Two serotypes of B. dermatitidis were identified. Serotype 1 included all the 88 North American
strains, one of 12 African strains, and one of each strain from India and Israel. These strains
displayed A-antigen and K-antigen. Serotype 2 included the rest of the African strains. They
were deficient in A-antigen but had K-antigen [21]. African serotype 2 strains also were noted
to have different colonial morphology and microscopic features. When the African isolates were
mated with positive and negative tester strains of A. dermatitidis, they were found to be sexually
incompatible [21,22]. The geographic distribution of positive and negative isolates of A. dermatit-
idis in North America is evenly distributed and these isolates mate with each other, but not with
African isolates.

C. Ecological Niche

Despite knowing the general area of endemicity of blastomycosis, the ecological niche of B.
dermatitidis is incompletely understood [23]. This is largely due to the inherent difficulty of
culturing the organism from the environment. Many attempts at isolating the fungus from its
natural habitat have resulted in only seven successful studies. The first reported isolation was
from one of 600 samples taken from the floor of a tobacco curing barn in Kentucky [24]. Two
additional isolations were made from an abandoned kitchen, chicken houses, and other animal
pens or stalls in Georgia [25,26]. None of these isolations were at sites of human or animal
infections. B. dermatitidis was successfully isolated from a bag of pigeon manure that served
as the source of infection of a horticulturist in Minnesota [27]. The organism was also isolated
from the earthen floor of a shed of an oil field worker who developed blastomycosis in Ontario,
Canada [28].

B. dermatitidis was first isolated from the soil at a site of human infection following the
Eagle River, Wisconsin, outbreak in 1984. Samples yielding the fungus were taken from an
abandoned beaver lodge and from the beaver dam at a pond visited by children who acquired
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blastomycosis [29]. Subsequently, B. dermatitidis was isolated from soil along the Tomorrow
River in Wisconsin, where another outbreak occurred in May 1985 [30]. These and other studies
suggest that the fungus grows in microfoci of moist, rich soil with acid pH, containing decaying
and rotting vegetation or animal manure [29]. Such foci appear to be located at the banks of
waterways in endemic zones. Studies in the laboratory have shown that moisture releases conidia
from their conidiophore. Thus, rain or mist may promote infectivity of B. dermatitidis via
aerosolization of conidia from a microfocus. Difficulty in isolating B. dermatitidis from its
natural habitat may relate to its lysis in soil by Streptomyces sp. and Bacillus sp. [31].

III. HOST-FUNGUS DYNAMICS

A. Host Genetic Factors

Certain host factors appear to determine susceptibility to infection. For example, clinically appar-
ent blastomycosis has been diagnosed more frequently in males than females. Male preponder-
ance of disease could, in part, reflect hormone-related factors. This is consistent with laboratory
studies in hamsters that demonstrated females were more resistant to the lethal effects of B.
dermatitidis infection (52% survival vs. 7%), and that ovariectomy increased the resistance of
females (80% survival) and castration increased the resistance of males (40% survival) [32].
Additionally, the improved survival that ovariectomy conferred on females was nullified by
treatment with testosterone (47% survival).

Racial distribution of blastomycosis has inconsistently suggested a higher occurrence
among blacks. Studies purporting this association were of an early series of cases, possibly
reflecting the demographic features of populations seen in charity hospitals in rural and agricul-
tural southern states or the predominant occupation of manual laborer among blacks in those
states. This has not been confirmed in other large case series, particularly those in the midwestern
United States.

Inbred strains of mice show marked differences in susceptibility to experimental B. derma-
titidis infection after pulmonary challenge with yeast-form organisms. Of eight strains with
various H-2 backgrounds evaluated in one study [33], the C3H/HeJ strain had the highest mortal-
ity (88%) and the DBA/1J strain had the lowest (37%). The resistance of the C3H/HeN strain,
which differs from the C3H/HeJ in that it exhibits sensitivity to lipopolysaccharide and lacks a
defect in macrophage cytotoxicity, suggests that the susceptibility of C3H/HeJ mice is not related
to the C3H background or H-2 locus.

B. Pathogenesis

An understanding of the evolution of the inflammatory response to B. dermatitidis in humans
is incomplete because the preponderance of histopathological information has been obtained
from autopsy series or descriptions of isolated rather than serial biopsy specimens. Recent work
in inbred C57BL/6 mice has helped characterize the sequence of events that take place in the
inflammatory response after an intravenous injection of 106 B. dermatitidis yeasts [34]. The
tissue response progressed from acute neutrophilic invasion during the first 7 days of infection
to pyogranuloma formation by the fifth week of infection. The lungs, brains, superficial fascia,
livers, and spleens of the mice were involved. By the fifth week, the greatest burden of infection
and inflammation was found in the lungs and brains, other visceral organs were less involved,
and only small granulomas containing few yeasts were seen in the liver parenchyma. The lymph
nodes and spleens were relatively spared.
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A histological picture including suppuration and granuloma formation has also been re-
ported in the tissues of congenitally athymic nude mice inoculated intravenously with B. derma-
titidis yeasts [35]. By day 12 of infection, a pyogranulomatous reaction was evident in the
brain, with lesions consisting of three zones—central necrosis, an intermediate region of intense
suppuration, and an accumulation of mononuclear cells around the periphery of the lesion.
Although much larger numbers of yeast cells were seen in the lesions of nude mice than in their
immunologically intact littermates, this study supports the hypothesis that granuloma formation
is not entirely under the control of mature T-cells (which nude mice lack because they have no
thymus).

At least two products of B. dermatitidis have been associated with the influx of inflamma-
tory cells found in lesions of blastomycosis. The first is a serum-independent chemotactic factor,
detectable in the culture filtrate of growing yeasts, which stimulates the migration of both human
neutrophils and monocytes [36]. The factor resists heat treatment at 100�C for 60 min and
alkaline conditions, but is inactivated below pH 7. The molecular size of the chemotactic factor
is unknown; however, it is retained after dialysis using a size cutoff of 3500 daltons. The second
product of the organism is cell wall material found in an alkali-soluble, water-soluble extract
of virulent B. dermatitidis [37]. Intraperitoneal inoculation of this extract elicits formation of
granulomas that are histologically indistinguishable from the lesions seen following inoculation
of experimental animals with live yeasts. An identically prepared extract from the cell wall of
an avirulent strain of B. dermatitidis elicited suppuration but no granuloma formation, leading
investigators to postulate that since the most striking chemical difference between extracts of
the two strains was the amount of covalently bound phospholipid [38], lipid in the cell wall
might be responsible for the granulomatous reaction.

C. Virulence

Work on virulence factors has been limited, but selected cell wall constituents, and particularly
the WI-1 adhesin/antigen, have been implicated.

1. Cell Wall Fractions

The study of virulence factors in B. dermatitidis began with the early work of DiSalvo and
Denton [12] examining total extractable lipid and phospholipid fractions of whole yeast cells.
They correlated increased lipid content directly with increased virulence in four strains. No
correlation of virulence was seen with phospholipid content. Later, Cox and Best [38] examined
a different fraction, trypsin-treated cell walls, from two strains. They associated decreased viru-
lence (strain GA-1) with increased �-1,3-glucan content, and they associated increased virulence
(strain KL-1) with increased chitin content and with glucan-containing covalently attached phos-
pholipid. Subsequent studies continue to implicate high phospholipid content of cell walls as a
characteristic of highly virulent strains [13].

Evidence for the role of phospholipid in virulence came from intraperitoneal inoculation
of mice with cell wall preparations. Cell walls from virulent (KL-1) and avirulent (GA-1) strains
elicit different histological reactions, which are hypothesized to be due to different phospholipid
contents of the alkali-soluble fraction of trypsin-treated cell walls [37]. Trypsin-treated cell walls
produce tissue necrosis and death in this assay, but only cell walls from the virulent isolate elicit
a characteristic granulomatous response. Fractionation of the cell wall into alkali-soluble and
-insoluble fractions separates tissue necrosis and mortality from granulomatous responses. Injec-
tion of alkali-soluble fractions (10–30 mg) produces a granulomatous response but is not lethal
and does not produce necrosis. Only alkali-soluble fractions from the virulent strains produce
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a granulomatous response at the 10-mg dose. A 30-mg dose is required to see any polymorphonu-
clear cell (PMN) infiltration when alkali-soluble material from the avirulent strain is injected. The
greater ability to produce a granulomatous response correlates with the increased phospholipid
component of the alkali-soluble fraction in the virulent strain. Injection of 25 mg of alkali-
insoluble cell walls from either strain intraperitoneally is lethal and produces tissue necrosis with
only occasional PMN infiltration. This finding suggests that alkali-insoluble fractions contain an
endotoxinlike activity.

One difficulty in interpreting previous studies of virulence has been the diverse origin of
many standard laboratory strains. Work with a set of related strains was described by Stevens
and coworkers which confirms and extends observations made with older isolates. They de-
scribed two strains spontaneously derived from a highly virulent strain, ATCC 26199, with
altered lethality in murine models of infection [13]. Attenuated ATCC 60915 arose after in vitro
culture, is 10,000-fold less virulent by intranasal challenge, and is cleared from the lung very
early after infection. Avirulent ATCC 60916 is nonlethal in the same model and is also cleared
from the lung within 4 days of infection [39]. The wild-type and mutant yeasts differ in their
cell wall composition, especially in the expression of �-1,3-glucan and WI-1.

2. �-1,3-Glucan

Previous studies of Paracoccidioides brasiliensis and Histoplasma capsulatum have shown an
association between loss of the �-1,3-glucan carbohydrate polymer and attenuated virulence of
those fungi [40–42]. These observations prompted study of the genetically related strains of B.
dermatitidis for expression of the polymer. The avirulent mutant (ATCC 60916) has lost all
detectable �-1,3-glucan, and the attenuated strain (ATCC 60915) has greatly reduced amounts
of �-1,3-glucan on the cell surface compared with wild-type ATCC 26199 [43] (Fig. 2). Although
the precise role of the polymer in virulence is unknown for B. dermatitidis and other dimorphic
fungi, it has been hypothesized that �-1,3-glucan may mask other cell wall components such
as the WI-1 adhesin/antigen on the surface of the yeast, at least in B. dermatitidis (see below).

Figure 2 Surface expression of �-1,3-glucan on three genetically related strains of B. dermatitidis yeasts.
Binding of mAb MOPC 104e was used to assess the amount of �-1,3-glucan on wild-type strain 26199
(Panel A), and mutant strains 60915 (Panel B), and 60916 (Panel C). (From Ref. 43.)
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3. WI-1 Adhesin/Antigen

WI-1 is a 120-kDa cell wall adhesin that has been isolated from the surface of all North American
B. dermatitidis strains examined thus far [44]. The molecule contains 34 copies of a 25 amino
acid tandem repeat, which are highly homologous to invasin, an adhesin of Yersinia spp. [45,46].
The tandem repeats mediate attachment to human monocyte-derived macrophages, mainly
through binding complement type 3 (CR3) receptors [46,47]. WI-1 is also a key antigenic target
of humoral [44,45,48] and cellular [49] responses during human infection; the tandem repeat is
the chief site of antibody recognition.

Examination of the related strains ATCC 26199, ATCC 60915, and ATCC 60916 showed
that WI-1 expression is significantly altered on the surface of mutant yeasts, along with other
changes in protein expression [50]. These mutant strains have increased amounts of expressed
or exposed WI-1 on the cell wall (Fig. 3), and they shed less WI-1 into culture supernatants
during in vitro growth [50]. The mutants bind more avidly to human macrophages in a manner
corresponding to the expression of WI-1 (Fig. 4). Anti-WI-1 Fab fragments block the attachment
of yeast to the cells (Table 1), and coating of latex beads with WI-1 (Fig. 5) promotes their
attachment to macrophages (Table 2). These data establish the role of WI-1 in mediating adher-
ence to macrophages. Other work has shown that the mutants also stimulate a respiratory burst
that is 20-fold greater than that seen with the wild-type yeasts upon contact with murine neutro-
phils [39]. It is speculated that the copious shedding of WI-1 by wild-type yeasts may influence
the ability of the virulent strain to escape from recognition and inhibition of replication by

Figure 3 Surface expression of WI-1 on three genetically related strains of B. dermatitidis yeasts. Binding
of mAb AD3-BD6 was used to quantify the amount of WI-1 on wild-type and mutant strains. Profile
designated control represents staining of strain 26199 with an irrelevant isotype control antibody Leu 5b.
Mutant strains 60915 and 60916 stained with this antibody yielded a nearly identical profile. (From Ref.
50.)
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Figure 4 Binding of three genetically related strains of B. dermatitidis yeast to human macrophages.
Attachment index (number of yeasts bound per 100 macrophages) was determined serially over 60 min
during incubation at 37�C. Data are the mean � SEM of four experiments with wild-type strain 26199,
and mean of two experiments each with mutants 60915 and 60916. (From Ref. 50.)

phagocytes, as has been described during 72-hr cocultures of these yeasts with murine macro-
phages (see below) [51].

An intriguing feature of the attachment of B. dermatitidis yeasts to macrophages is the
difference in receptors that bind wild-type and mutant yeasts (Table 3). Mutant yeasts (and
purified WI-1 on latex microspheres) bind CR3 (CD11b/CD18) and CD14 receptors on the
macrophages, whereas wild-type yeasts bind CR3 alone. CD14 is a receptor for binding lipopoly-
saccharide alone or complexed to lipopolysaccharide-binding protein [52]. Binding CD14 on
phagocytes markedly increases the affinity of CR3 receptors for its ligand [53]. Thus, the binding
of CD14 by WI-1 on mutant yeasts and the cooperative interaction of CD14 and CR3 on the
macrophage might help explain the greatly enhanced binding of mutants to the macrophages.

Table 1 Inhibition of the Binding of B. dermatitidis Yeasts to Human Macrophages by Fab Anti-WI-1

Control percent of Anti-WI-1 percent of
Percent of

Strain Binding AI Binding AI inhibition of AI

ATCC 26199 77 � 6a 297 � 37 31 � 4 91 � 12 69b

ATCC 60915 90 � 2 795 � 38 37 � 7 172 � 34 78b

ATCC 60916 91 � 4 777 � 49 48 � 1 187 � 19 76b

Yeasts were incubated with Fab anti-WI-1 for 30 min at 37�C. The yeasts then were incubated with Mø adhered in
Terasaki tissue culture plates for 60 min (26199) or 10 min (60915 and 60916) at 37�C. The % binding and attachment
index (AI) was quantified via phase-contrast microscopy.
a Mean � SEM, n � 2, 26199; n � 4, 60915; n � 2, 60916.
b P � .01 compared to the control (Student’s t-test).
Source: Ref. 47.



192 Klein and Chang

Figure 5 Flow cytometry analysis of WI-1 on B. dermatitidis yeasts and WI-1 coated microspheres.
Binding of WI-1 specific monoclonal antibody AD3-BD6 was used to quantify the amount of bound native
WI-1 (nWI-1) or recombinant WI-1 (rWI-1) adhered to latex microspheres. Staining of B. dermatitidis
strain 26199 (positive control) and human serum albumin (HSA)-coated beads (negative control) with
monoclonal AD3-BD6 is shown for comparison. Staining of yeast and beads with the IgG2a isotype control
mAb Leu 5b is shown. Coated beads were analyzed for binding to macrophages, as depicted in Table 2.
(From Ref. 46.)
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Table 2 Binding of WI-1 Coated Beads to Human Macrophages

Binding to macrophagesa

Latex beadsb Percentage of binding Attachment index

HSA coated 25 � 4c 75 � 5
nWI-1 coated 73 � 3 597 � 81
rWI-1 coated 80 � 4 629 � 76

a Percentages of binding and attachment index were determined as in Ref. 47.
b HSA � human serum albumin; nWI-1 � native WI-1; rWI-1 � recombinant WI-1.
c Results are mean � SEM (n � 5).
Source: Ref. 46.

There are two possible explanations for why WI-1 on mutants but not wild-type yeasts
mediates attachment of CD14. First, �-1,3-glucan may mask the CD14-binding site of WI-1 on
wild-type yeasts whereas a WI-1 binding site for CD14 may be exposed on mutant yeasts devoid
of the �-1,3-glucan polymer. An alternative explanation is that the high density and possible
clustering of WI-1 on the surface of the mutants increase its affinity for CD14 receptors just as
these properties enhance the affinity of other ligands for macrophage receptors [54]. In contrast,
the lower density of WI-1 on wild-type yeasts may have insufficient affinity to bind CD14. The
binding of wild-type and mutant yeasts to different receptors on human macrophages, especially
the binding of mutant yeasts to CD14 receptors on phagocytes, could influence the inflammatory
response to the fungus and may be important for understanding the pathogenesis of blastomy-
cosis.

Table 3 Inhibition of the Binding of B. dermatitidis Yeast Strains 26199 and 60915 to Human
Macrophages by Monoclonal Antibodies

Strain 26199 Strain 60915

Percent of Percent of
Antibody Specificity AI inhibition AI inhibition

Buffer — 330 � 86a — 629 � 48b —
Ts1/22 CD11a (LFA-1) 316 � 80 4 617 � 16 2
MN-41 CD11b (CR3-iC3b) 250 � 75 24 474 � 47 25
904 CD11b (CR3-LPS) 114 � 50 65 56 � 9 91
Leu-M5 CD11c (p150,95) 196 � 50 41 265 � 55 58
IB4 CD18 45 � 16 86 40 � 7 94
3G8 CD16 (FcRIII) 249 � 65 24 464 � 69 26
3C10 CD14 328 � 85 0 241 � 21 62

Mø adhered in Terasaki tissue culture plates were incubated with 5 �L of mAb (50 �g/mL) for 30 min at 4�C, and
then were incubated with 1�105 yeasts of strain 26199 for 1 hr at 37�C and with strain 60915 for 10 min at 37�C.
The attachment index (AI) was quantified via phase-contrast microscopy.
a Mean � SEM, n � 4.
b Mean � SEM, n � 3.
Source: Ref. 47.
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It is not clear from the foregoing studies how WI-1 serves as a virulence factor on wild-
type yeast, but is greatly increased in surface expression and promotes enhanced phagocyte
recognition in the hypovirulent mutants. It has been hypothesized that WI-1 must be regulated
in its expression on the cell surface versus its secretion into the environment in order to achieve
its optimal function as a virulence factor. Beachey [55] described good versus bad adherence
for the role of Escherichia coli and Proteus mirabillis pili in the pathogenesis of these gram-
negative infections. On mucosal surfaces, the bacteria must posses surface adhesins to adhere.
After invading deeper tissues, they must shed their adhesin or produce masking capsules to
avoid phagocyte recognition [55]. Thus, pathogens must regulate adhesion expression to survive
and produce disease in the host.

4. African Blastomycosis

WI-1 is immunologically similar to the previously described A antigen in that both antigens
display the 25 amino acid repeat as an immunodominant B-cell epitope [48,56]. African strains of
B. dermatitidis have many antigens in common with North American strains, but a distinguishing
feature is that most African strains lack the A antigen present on North American strains [21].
African strains also tend to cause a distinctive pattern of blastomycosis, which is thought to be
less severe and in which chronic cutaneous lesions dominant the clinical picture [57]. This
pattern contrasts with the primarily pulmonary and systemic symptoms typically seen with North
American strains. Analysis of the most widely prevalent serotype of African B. dermatitidis
(serotype 2) demonstrated that it lacks WI-1 protein expression (Fig. 6) because the WI-1 coding
sequence is not present in the genome (Fig. 7) [58]. Thus, the loss of expression of WI-1

Figure 6 Flow cytometry analysis of WI-1 on African strains of B. dermatitidis. Binding of mAb AD3-
BD6 was used to quantify WI-1 on the surface of yeasts. Staining with an IgG2A isotype control mAb
also is shown. African strains B3003, B1562, and B1566 are serotype 1 isolates. African strains 56213,
56214, 56215, 56216, and 56220 are serotype 2. The upper panel shows WI-1 positive North American
and African serotype 1 isolates. The lower panel shows WI-1 negative serotype 2 African isolates. (From
Ref. 58.)
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Figure 7 Southern analysis of WI-1 DNA sequences in African strains of B. dermatitidis. The identity
of strains tested is described in the legend of Figure 6. For Southern analyses, 10 �g of restricted, genomic
DNA was loaded per gel lane. Ethidium bromide was used to visually inspect gels and confirm that a
comparable amount of DNA was present for each strain (left panel). Genomic DNA from the gel in the
left panel was transferred and probed as described with full-length genomic WI-1 from ATCC 26199
(middle panel). Genomic DNA from a separate gel was probed with actin from Histoplasma capsulatum
(right panel). The hybridizing band for 26199 actin migrates at a position with chromosomal DNA because
that DNA sample was incompletely digested. Molecular size markers (kb) are depicted in the left- and
right-hand margins of the panels. (From Ref. 58.)

could be linked with the lower-virulence phenotype and distinct disease pattern of African
blastomycosis.

5. Genetic Manipulation of B. dermatitidis

A transformation system has recently been developed for B. dermatitidis [59]. Yeast cells are
electrotransformed with linear plasmid DNA expressing dominant selectable markers such as
Escherichia coli hygromycin phospotransferase. This system yields low transformation frequen-
cies in the range of 10–100 transformants/�g transforming DNA. Transforming DNA typically
integrates ectopically in multiple linked or unlinked copies. Despite the high frequency of illegiti-
mate recombination in this and related dimorphic fungi, the transformation system for B. derma-
titidis provides the opportunity to genetically alter expression of determinants in the fungus and
test their role in pathogenicity and virulence. Such efforts rest on the feasibility of accomplishing
homologous recombination and gene disruption, an achievement that has been difficult to accom-
plish in the systemic dimorphic fungi.

6. Homologous Gene Targeting of WI-1 in B. dermatitidis

In a recent study [60], the WI-1 locus in B. dermatitidis was mutated by allelic replacement,
and expression reconstituted by means of gene transfer. This was accomplished in two indepen-
dent strains of the fungus, ATCC 26199 and ATCC 60915. Gene targeting occurred at a fre-
quency of 1–2%, and appeared to be facillitated by the use of a promoter trapping strategy [61]
(Fig. 8A, B). Thus, a short stretch of the WI-1 upstream sequence, placed in front of the selectable
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Figure 8 (A) Strategy for targeting and replacing the WI-1 locus in B. dermatitidis. Anticipated homolo-
gous crossover leading to a gene replacement event at the WI-1 locus. Linearized pQWhph can direct the
hph gene to the WI-1 locus through homologous crossover in two ways. X’s depict crossing over at 1 kB
of WI-1 5′ flanking sequence (all WI-1 coding, designated in black) and at 2.5 kB of WI-1 3′ flanking
sequence (881 bp of WI-1 coding in black and 1395 bp of noncoding in horizontal lines). Alternatively,
the broken line depicts crossing over at a short region of the 375 bp WI-1 minipromoter in front of the
hph gene. Either crossover event would replace most of the WI-1 coding region with the hph cassette. (B)
PCR analysis for targeted gene replacement of WI-1. Candidates for a WI-1 null phenotype were analyzed
for targeted recombination by PCR amplification of a novel junction fragment spanning the WI-1 5′ region
(not present on the targeting vector) and the hph gene. The forward primer is present only in the endogenous
locus, whereas the reverse primer is present in the hph gene on transforming DNA. The resulting 675-bp
fragment is amplified if WI-1 sequences have been interrupted by hph in the manner depicted by a dashed
line in (A), yielding an interrupted locus shown at the bottom of (A) and in (B). The product’s authenticity
is confirmed by the presence of EcoRV and Aat II restriction sites in the WI-1 upstream segment of the
product, as shown in an agarose gel, and in accord with published WI-1 genomic sequence [51]. (From
Ref. 60.)

marker E. coli hph, was used to facillitate a crossover at the 5′ flanking region and, in effect,
capture the full endogenous WI-1 promoter to enhance transcription of the selectable marker and
survival of transformants in the presence of hygromycin B. WI-1 expression was reconstituted by
co-transformation, using a second dominant selectable marker encoding resistance to chlorim-
uron ethyl.

7. Defective Binding and Entry of WI-1 Knockout Yeast
Because WI-1 has been shown to bind yeasts to macrophages [46,47,50], WI-1 knockout yeasts
were investigated for binding. Knockout yeasts (strain 55) bound and entered murine macro-
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phages poorly (Fig. 9A). The number of knockout yeasts bound to or inside of macrophages in
vitro was far lower than that for wild-type yeasts at all time points between 15 min and 6 hr
of incubation. At 6 hr, the association index for the knockout yeast was one-sixth the value for
the wild-type yeast, and the ingestion index was one-eighth as high. The defect in binding and
entering macrophages was restored fully in the knockout when 10% serum was added as a
source of complement (Fig. 9B) or after WI-1 was reexpressed in strain 4/55 (Fig. 9C). The
findings imply that WI-1 mediates binding and entry of yeast into macrophages in the opsonin-
poor environment of the lung early in the course of infection, before tissues are inflamed and
serum exudes into the alveolus.

To determine whether knockout yeasts bound poorly within the noninflamed lung itself,
the number of yeasts that adhered to thin sections of lung in an ex vivo binding assay was
quantified. The knockout bound poorly, whereas both the wild-type isolate and the WI-1 reconsti-
tuted isolate 4/55 bound avidly (Fig. 9D), emphasizing the key role of WI-1 in promoting
interactions directly with constituents of the lung alveolus.

Figure 9 WI-1 mediated binding of B. dermatitidis to macrophages and lung tissue. (A) Binding and
entry of macrophages by B. dermatitidis wild-type and knockout yeast. The upper portion of the panel
shows binding of yeasts to macrophage J774.16 cells. The lower portion shows entry of yeasts into the
macrophages. Binding and entry of unopsonized yeasts were quantified after incubation for varying intervals
as shown. The association index is defined as the number of attached and ingested yeasts per macrophage.
The ingestion index is defined as the number of yeasts internalized per macrophage. (B) Complement
reverses defects in binding and entry in the WI-1 knockout strain. Assays were done as in (A), except that
they included 10% fresh mouse serum (as a source of complement) or heat inactivated mouse serum (as
a control).
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Figure 9 (Continued) (C) Defective binding and entry of macrophages by WI-1 knockout yeasts is
reversed following reexpression of WI-1. Unopsonized yeasts were incubated with macrophages for 6 hr;
results are the mean � SEM of three separate experiments. (D) Binding of yeasts to lung tissue ex vivo.
Lungs of normal mice were removed and cryopreserved and 6-�m sections were applied to glass slides.
The number of unopsonized yeasts attached to lung tissue sections was quantified. The extent of binding
is defined as the number of yeasts attached per 0.01 mm2 of lung tissue, which was determined by inspecting
a high-power field at 600� magnification and counting 30 fields per strain in each experiment. (From
Ref. 60.)

8. Indispensable Role of WI-1 in Virulence

It was hypothesized that WI-1 knockout yeast unable to bind lung tissues and enter macrophages
during infection would be less virulent. This hypothesis was tested in a murine model of lethal
pulmonary blastomycosis [62]. All mice infected with the wild-type strain ATCC 26199 at a
dose of 102 yeasts died from an overwhelming pulmonary and disseminated infection several
weeks after inoculation, whereas all mice infected with the same dose of isogenic, WI-1 knockout
strain 55 lived and appeared healthy during observation over 72 days (Fig. 10A). Mice infected
with either 103 or 104 yeasts of knockout strain 55, which are respectively 10 and 100 times
the lethal dose of wild-type yeast, also survived and appeared healthy during the 72-day observa-
tion period. On postmortem examination, the lungs of mice infected with the knockout were
macroscopically normal, but contained a small number of well-formed granulomas with seques-
tered organisms (Fig. 10B). The lungs of mice infected with the wild-type strain were filled
with organisms and widespread inflammation. To confirm that the loss of WI-1 is directly
responsible for reduced virulence of strain 55 in vivo, it had to be shown that restored expression
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Figure 10 Targeted gene replacement of WI-1 reduces the pathogenicity of B. dermatitidis. (A) Survival
following infection with wild-type strain 26199 and WI-1 knockout strain 55. Male BALB/c mice (n �
15 mice/group) were infected intranasally with yeast cells of each strain, in varied doses. Survival was
monitored for 72 days after infection. The two groups differ significantly (P � .001) at each infectious
dose tested. The experiment shown is representative of three independent experiments. The phenotype of
knockout yeasts was stable; no revertants were identified among yeasts grown from mice infected with
strain 55. (C) Survival after infection with wild-type strain 26199, WI-1 knockout strain 55, and WI-1
reconstituted strain 4/55. Survival experiments were done as in (A), using a dose of 104 yeasts to establish
infection. The wild-type and WI-1 reconstituted strains were significantly different from the WI-1 knockout
strain (P � .001 for each comparison). (From Ref. 60.)
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Figure 10 (Continued) (B) Gross and microscopic pathology of mice infected with ATCC 26199 wild-
type yeasts or WI-1 knockout yeasts. Mice were analyzed 3 weeks postinfection. Lungs were stained with
hematoxylin and eosin (H&E) to assess inflammation, and with Gomori Methenamine Silver (GMS) to
visualize yeasts. The arrow denotes an isolated granuloma surrounded by normal lung tissue in a mouse
infected with the WI-1 knockout strain 55.
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of WI-1 conferred pathogenicity on the knockout strain. The WI-1 reconstituted strain 4/55
indeed killed 100% of infected mice, just as did the wild-type strain 26199 (Fig. 10C).

IV. CONCLUSIONS

To summarize, these studies demonstrated successful homologous gene targeting and allelic
replacement at the WI-1 locus in B. dermatitidis, and unambiguously established the pivotal
role of WI-1 in both adherence and virulence.

Formal proof of the importance of a virulence determinant requires fulfillment of a ‘‘molec-
ular’’ Koch’s postulate: loss of virulence upon gene disruption, and restoration of virulence
upon gene reconstitution [63]. Prior studies of B. dermatitidis and other systemic dimorphic
fungi have implicated candidate virulence factors through correlative and other means [64], but
none of the observations have been substantiated by genetic tests, leaving their validity open to
debate. Past studies that have implicated WI-1 in adherence, pathogenesis, and virulence are
one such example, using exclusively nongenetic methods. Genetic intractability of B. dermatitidis
has, until very recently, prevented definitive studies. Work described above illustrates a geneti-
cally proven virulence factor in B. dermatitidis, and also emphasizes the power of reverse
genetics for studies of pathogenesis in these complex microorganisms.
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I. INTRODUCTION

Many zoopathogenic fungi grow in more than one morphology, with a saprobic phase usually
consisting of hyphae, and a parasitic phase, frequently expressed as yeast. The phenotypic duality
of form has been termed dimorphism [1]. Dimorphism is a useful model to examine the basis
of morphogenesis and cellular differentiation in eukaryotes, leading to a better understanding
of the pathogenic behavior of a given species, and the virulence of strains within it; therefore
providing clues for the control of an important group of mycoses which afflict man and animals.
Temperature, or nutritional factors, or both are usually the agents which trigger a change in
fungal morphology [1]. Few fungi, among them Paracoccidioides brasiliensis, have been studied
systematically to search for the molecular and biochemical events leading to dimorphism and
eventual expression of pathogenicity.

First described by Lutz in 1908 [2],P. brasiliensis is the causative agent of paracoccidioido-
mycosis, a human systemic mycosis geographically confined to Latin America, where it consti-
tutes one of the most prevalent deep mycoses [3]. The frequency of mucocutaneous lesions
suggests the respiratory route by inhalation of airborne propagules as the portal of entry of the
fungus [4]. After penetrating the host, the fungus must convert to its Y form, a fundamental
step for the successful establishment of the infection [5]. In nature, the fungus has been isolated
from liver, spleen, and lungs of armadillos (Dasypus novemcinctus) [6]. The geographical distri-
bution of both the vertebrate and the fungus superimpose very closely, from southern Mexico
to Argentina, suggesting that the armadillo may well be the main natural reservoir for P. bra-
siliensis [6].

Most infected people develop only asymptomatic or subclinical paracoccidioidomycosis,
with progression to disease depending on host factors, fungal virulence, and environmental
conditions. Skin tests indicate an important variation in the frequency of reactive tests (2–60%),
the higher proportion of positive reactions occurring in individuals living in rural communities,
where they perform agricultural pursuits. Endemic areas are usually found at altitudes between
1300 and 1700 m, temperatures between 18 and 24�C, high annual rain falls (2000–3500 mm),
and humid or very humid premountainous forests [4]. High positive reactivity (60–75%) in the
adult population of endemic areas [4] points to the relevance of this mycosis in Latin American
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soil. The disease presents a variety of signs and symptoms which have been the basis for the
classification of its clinical forms into acute or subacute form (juvenile type) and chronic form
(adult type), with presentations as systemic mycosis with a rapid course, or as localized mycosis
with a chronic evolution [3]. As discussed later, the diversity of clinical forms may have to do
not only with the immunological conditions of the host, but also with the variability of fungal
strains.

Although the contact with P. brasiliensis is essentially the same for the two sexes, paracoc-
cidioidomycosis is 13–87 times more common in men than in women, the reason for which
being the possibility that the hormonal milieu of the host might directly influence P. brasiliensis,
affecting its pathogenicity [7]. The possible biochemical reasons for this will be discussed later
in this review.

II. THE ORGANISM

A. Morphology

The fungus is a pleomorphic organism that depends on the temperature of incubation as the
only requirement for the expression of its morphology [5]. In vitro at 37�C and in infected
tissues, P. brasiliensis grows in the form of spherical or oval cells that vary in size from a few
nanometers in diameter in young, recently separated buds, to 10–30 �m or more in a mature
yeast (Y) cell [8]. Yeast cells are multinucleate [9] and multiply by polar or multipolar budding.
Buds are connected to the mother cell by narrow necks, giving the whole structure the appearance
of a ship’s wheel (Fig. 1A), this being the most important taxonomic and diagnostic characteristic
of P. brasiliensis. The mycelial (M) form grows slowly at room temperature. Microscopic

Figure 1 Paracoccidioides brasiliensis. (A) Y phase; (B), M phase. Bar: 5 �m.
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observations show septate, slender, and freely branching hyphae, 1–3 �m in width [9], with
the appearance of interwoven threads (Fig. 1B). P. brasiliensis is classified as imperfect fungus
(deuteromycete) due to the lack of sexual structures which would allow a more precise classifica-
tion. However, as hyphae of P. brasiliensis are known to have simple septal pores and two-
layered cell walls [8], this fungus might be ascomycetous. The Y phase, multiplying by simul-
taneous multiple budding, has a mode of reproduction which is well known in zygomycetes but
not in asco- or basidiomycetes. But the occasional rod-shaped invaginations visualized in the
freeze-etching preparations of the Y plasma membrane of P. brasiliensis may suggest an asco-
or basidiomycetous origin [10]. More reliable evidence pointing to an ascomycetous classifica-
tion of P. brasiliensis comes from molecular studies of large subunit ribosomal RNA sequence
comparisons of dimorphic fungi [11] and comparison of the deduced amino acid sequences of
fungal ornithine decarboxylase (ODC) genes [12]. In both cases, the generated dendrograms
place P. brasiliensis in close neighborhood with Coccidioides immitis, an ascomycetous belong-
ing to the order Onygenales, suggesting a similar classification for the former.

B. Cell Wall as Virulence Factor

The cell wall has been considered the main structure affected by those morphogenetic changes
intimately linked to pathogenicity in dimorphic fungi. Perhaps one of the best-defined examples
of cell wall chemistry, morphogenesis, and virulence is precisely P. brasiliensis, in which its
cell wall vary in composition according to the morphological phase, particularly with regard to
the carbohydrate constituents, which account for �80% of its dry weight [13,14]. Of them,
chitin is common to both phases, although three times more abundant in the Y phase. Glucose
polymers, instead, are arranged mainly as �-1,3-glucan in the cell wall of the pathogenic Y
phase (95%) plus a small amount (5%) of �-1,3-glucan, whereas the latter is the only glucose
polymer found in the M cell wall. �-1,3-Glucan plays an important role in host-parasite relation-
ships in P. brasiliensis [13,15,16] as it is found in large proportions (� 40% of the Y cell wall)
in virulent strains and in proportionally lower amounts (down to 3%) as the strain virulence
decreases. Hence, it has been proposed [5,15,16] that the peripheral �-glucan of P. brasiliensis
may play a role as a protective layer against the host defense mechanisms, this being a kind of
biochemical control of pathogenicity, relying on the inability of phagocytic cells to digest �-
1,3-glucan. Later on, this mechanism of virulence was also proposed forHistoplasma capsulatum
[17] and Blastomyces dermatitidis [18].

C. Cell Wall Biosynthesis as Prospective Target for Specific Antifungal
Drugs

Besides a role as regulator of virulence and in the inflammatory process observed in paracoccidi-
oidomycosis (see Sec. III.C), P. brasiliensis cell wall has an additional interest as a likely
candidate for the site of action of highly specific antifungal drugs that would block the correct
synthesis of wall polysaccharides, namely, glucan and chitin, without interfering with any meta-
bolic process in the host. In pursue of this goal, studies on biochemical details of glucan synthesis,
and more recently, on the search and sequencing of genes codifying for glucan and chitin
synthetases, are being done, as a first step in the search for such antibiotics.

The synthesis in vitro of P. brasiliensis �-glucan requires UDP-glucose as the preferred
nucleotide precursor [19] and the particulate enzyme located in the plasma membrane [20]. In
line with some ascomycetes [21], the reaction is inhibited by GTP and other nucleotides [22],
in sharp contrast to the role assigned to these compounds as general stimulators of fungal cell
wall synthesis [23]. So far, only one gene (FKSPb1), homologous to the �-glucan synthetase
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genes FKS1 and FKS2 from Saccharomyces cerevisiae, and FKSa, from Aspergillus nidulans,
have been cloned and sequenced from P. brasiliensis [24]. To date, no gene for �-glucan synthe-
tase has been reported.

In all pathogenic fungi, chitin represents a major structural component of the cell wall
[25,26]. In P. brasiliensis, this polysaccharide represents 43% of the dry weight of the wall
of the pathogenic Y form and 13% of the M cell wall [5]. The absence of this polysaccharide
from human cells makes its biosynthesis a logical target for the development of antifungal
antibiotics, and this is why chitin synthetases are being extensively studied. Based on
differences in regions of high sequence conservation, chitin synthetases have been organized
into five classes [27,28] whose functional implications are not yet clear. In P. brasiliensis,
five genes (PbrCHS1 in class I, PbrCHS2 in class II, PbrCHS3 in class IV, and PbrCHS4
and PbrCHS5 in class V) have been reported [29,30]. The complexity of chitin synthesis
has only recently become apparent, as some fungi have large multigene families encoding
chitin synthetase isoenzymes [31]. This raises the possibility that more chitin synthetase
genes might be present in P. brasiliensis.

Expression ofP. brasiliensis chitin synthetase genes was explored through the temperature-
induced dimorphic transitions from Y to M and reverse, by means of Northern analysis [30].
Transcripts of PbrCHS3 were not detectable perhaps due to the presence of a putative intron
within the sequence of the probe, which may have reduced the sensitivity of detection for its
transcript. All other transcripts were detected in both Y and M cultures where they exhibited a
similar pattern of expression during the M to Y transition, with a decrease in the level of
expression during the first 8 hr, and an increase in expression after 24 hr to a lower level than
that in the M form. The exception to this pattern was PbrCHS5 whose level of expression in
the Y cells returned to that of M used as the inoculum, suggesting that during this transition,
the remodeling of the cell wall does not require activity of these gene product. The preferential
expression of these chitin synthetase genes in the M form of the fungus is surprising, since the
Y form of the organism has a higher chitin content than the M form [5].

Although higher levels of expression of PbrCHS1, PbrCHS2, PbrCHS4, and PbrCHS5
correlated with RNA isolations from M cultures, it is possible that transcription of the genes
responds to changes in temperature or other environmental changes such as the production of
metabolites by the fungus, and also to posttranscriptional modifications [32,33]. The temporal
pattern of transcriptional changes correlated with the developmental timing in the generation of
Y or M forms. Still, the absence of expression of some PbrCHS genes at 4 and 8 hr coincides
with the stage 1 heat shock responses; hence, short-term changes in gene expression may be
related to heat shock rather than morphogenesis per se. Also, heat shock elements within the
promoters of PbrCHS genes may play a direct role in linking their expression to changes in
temperature associated with colonization of the human body [30].

The development of systems for reverse genetics in dimorphic fungi such as P. brasiliensis
will further clarify the role of the complex multi-CHS gene families—by targeted mutagene-
sis—in the regulation of cell wall assembly and cellular morphogenesis, as is currently being
explored for filamentous fungi [28,34,35]. This approach could lead to the design of specific
antifungal antibiotics.

D. Antibiotics in Use

Azoles are another group of compounds whose use as antifungal drugs has been promoted by
their effectiveness against many pathogens [36]. Their interference with the correct synthesis
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of ergosterol in the fungal membrane leads to structural deformations and eventual cell death.
P. brasiliensis is extremely sensitive in vitro to azoles [37]. Minimal inhibitory concentration
(MIC) values for the Y phase of P. brasiliensis ranged from 10�10 to 10�8 M, in the following
sequence: saperconazole � itraconazole � ketoconazole.

Currently, azoles, mainly ketoconazole and itraconazole, are extensively used in the treat-
ment of paracoccidioidomycosis. The former is effective in severe cases and relapses, although
side gastrointestinal or endocrinal effects may appear. Itraconazole is 10 times more active
against P. brasiliensis than ketoconazole and does not interfere with endocrine metabolism. A
daily dosage of 100–200 mg for 6 months reduced the proportion of relapses to 3–5%. It has
become the drug of choice for the treatment of paracoccidioidomycosis [38].

Amphotericin B desoxycholate is also indicated for the treatment of severe cases of dissem-
inated disease, although follow-up therapy with sulphonamide is indicated to prevent relapses
[38]. Lipid-based preparations of amphotericin B usually have a therapeutic-toxic advantage,
but this does not seems to be the case in paracoccidioidomycosis, as preliminary reports on
the use of amphotericin B colloidal dispersions suggest a failure in curing the infection [39].
Supplementation of therapy with yeast �-glucan as an inespecific immunostimulant of the reticu-
loendotelial system has also been used with encouraging results (Fig. 2) [40].

Ajoene [(E,Z)-4,5,9-trithiadodeca-1,6,11-triene-9-oxide] is another compound currently
being explored as a potential antifungal drug. Clinical studies indicate its effectiveness in the
treatment of tinea pedis, cruris, and corporis [41], comparable to that of terbinafine. Ajoene is
a synthetic compound derived from allicin [42], a natural product of garlic (Allium sativum).
Growth in vitro of P. brasiliensis is inhibited by ajoene, more effectively in the Y phase (90%)
than in the M phase (60%) at concentrations of 50 �M ajoene [43]. M-to-Y transition, but not

Figure 2 Canonical correlation showing the difference in the values of five variables (tumor necrosis
factor, erythrocyte sedimentation rate, double immunodiffusion, phytohemagglutination skin test, and para-
coccidioidin skin test) before and after treatment with glucan. 1–10, G1 group (juvenile, acute, or subacute,
form of paracoccidioidomycosis); 11–18, G2 group (disseminated adult form of the disease). The centroid
is the point that represents the average values for the canonical variables of the patients in each group.
(From Ref. 40.)
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the reverse, is blocked indefinitely in the presence of ajoene [44]. The proof that ajoene interfered
with a correct synthesis of membranous compounds, therefore leading to the disturbance of its
architecture and functionality, came from lipid studies. Ajoene induced alterations in phospho-
lipid and fatty acid proportions so that phosphatidyl choline (PC) was reduced to � 18% in
either phase, and phosphatidyl ethanolamine (PE) increased to 38% (Y phase) or 44% (M phase).
This suggests inhibition of PC synthesis [45], and determines a novel mechanism of antifungal
action.

E. Hormones in Dimorphism and Pathogenicity

In a variety of pathogenic and nonpathogenic fungi, mammalian hormones can be regulators of
fungal growth and morphogenic transition, probably through interactions in which the molecular
similarity between the mammalian hormone and a putative fungal ligand may be playing a role
[7]. P. brasiliensis was one of such cases in which sex steroid binding proteins and a specific
binding of 17-�-[3H]estradiol (E2) to cytosolic proteins led to inhibition of M or conidia transi-
tion to the Y phase [7]. This result may help to explain why paracoccidioidomycosis is more
prevalent among the male population, inasmuch as circulating estradiol in females could block
M-to-Y transition of the infecting P. brasiliensis, the initial step in the development of the
disease. However, contradictory results come from experimental animal models. While female
mice seem more resistant to paracoccidioidomycosis than male animals [46], either the reverse
[47] or no difference according to sex [48,49] has also been reported. Further studies [50]
suggested that female mice at estrus and metestrus I and II stages were more susceptible than
male mice but as susceptible at proestrus or diestrus stages. These results, as a whole, put a
note of caution on extrapolations from experiments on animal models into the natural host.

F. Strain Variability

A problem which arises once and again when recapitulating studies on P. brasiliensis or for
that matter, on any fungal pathogen, is the diversity of behaviors of strains. This is observed in
the changing degree of virulence [5,51], discrepancies in nutritional requirements [52,53], and
cell wall composition and its possible consequence in morphology and virulence [5,15,16],
among other factors. In searching for answers to this problem, several groups have started genetic
studies on an extensive number of P. brasiliensis strains.

Marked geographical distinction among strains of P. brasiliensis has been revealed by
RAPD [54] and RFLP analyses [54a]. With few exceptions, genetic patterns generated by RAPD
analyses of 33 P. brasiliensis isolates led to their grouping into five well-defined clusters,
according to their geographical origin (Fig. 3) but not to virulence of strains or pathology of
disease. These results were later confirmed by RFLP analyses [54a]. Other researchers [55]
succeeded in clustering 15 isolates into two well-differentiated groups, according to virulence,
also by means of RAPD analysis. Group I (slightly virulent), subdivided into three subgroups
(A, B, and C) to comprise 12 isolates, while group II (highly virulent) encompassed three isolates.
In this work, no correlation with geographical origin was taken into account.

Comparison of partial gp43-kDa gene nucleotide sequence (539 bp) among 10 clinical
isolates and nine armadilloes isolates produced seven different sequences, suggesting that the
fungus may be a heterogeneous species [56], results that are matched by those of Morais et al.
[57] who compared gp43 sequences of six strains and concluded that the promoter and the 3′
regions were generally conserved among different strains, while differences were found in the
region between nucleotides 550 and 1150.
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Figure 3 Dendrogram of genetic relationships among 33 P. brasiliensis strains. (From Ref. 54.)

III. THE HOST

Paracoccidioidomycosis produces major pathological tissue alterations characteristic of a chronic
granulomatous disease. The host immune response is associated with hypergammaglobulinemia,
elevated levels of immune complexes, activation of the complement system, and impaired cellu-
lar immunity. In the disseminated form, granulomas are not formed and T-cell hyporeactivity
is a hallmark, while in the localized form, patients mount a granulomatous response and possess
functional T lymphocytes. To establish the true prevalence of paracoccidioidomycosis (the dis-
ease as well as the infection), clinical diagnosis and serological tests help greatly in establishing
an unequivocal diagnosis. The former requires the demonstration of characteristic multiple bud-
ding yeast cells in biological fluids or tissue sections; the latter requires the existence of specific
antigens for reliable results. Immunological methods rely on the identification of the host’s
humoral responses, which are usually impaired or absent in patients with severe juvenile forms
of the disease and in immunocompromised patients. Determining disease activity or assesing
treatment responses by measuring antibody levels is difficult, since antibody titers may remain
elevated or persist at stationary levels, even in the presence of clinical improvement.

A. Serodiagnosis

According to their origin, P. brasiliensis antigens have been clasified as (1) exocellular (metabol-
lic) antigens, (2) intracellular (somatic or cytoplasmic) antigens, and (3) cell wall antigens [58].
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By far, the most important and extensively studied are the exocellular antigens, followed at the
distance by cytoplasmic antigens.

The only reliable serological tests of high specificity that can currently be used alone for
the diagnosis of paracoccidioidomycosis is the immunodiffusion test [59] with the use of a
specific exocellular glycoprotein antigen called gp43, obtained from concentrated dialyzed super-
natant fluids of yeast cultures [60]. Gp43 is an immunodominant antigen for antibody-dependent
and immune cellular responses in patients with paracoccidioidomycosis. Its partial chemical
structure is shown in Figure 4 [61,62]. This structure was deduced from experiments in which
treatment with some lectins suggested the presence of O-linked oligosaccharides, whose nonre-
ducing end units are �-galactopyranosyl residues, while gp43 treatment with endo-�-N-acetyl-
glucosaminidase H gave rise to a nonglycosylated protein of MW 38 kDa [60]. The mature
protein has a single N-linked oligosaccharide chain [61] which in itself is poorly immunogenic,
though it is responsible for the cross-reactivity of the gp43 with sera from patients with histoplas-
mosis, when the ELISA test is used [63]. This oligosaccharide chain is conformed by a neutral
high-mannose core with a N-acetyl-glucosamine dimer (Man7GlcNAc2) to which a (1→6)-
linked �-D-mannopyranose (Manp) chain of variable length, substituted at the 2-O positions
by single �-D-Manp residue, is attached. A terminal unit of �-D-galactofuranose (Galƒ) is
(1→6)-linked to one of the (1→2)-linked mannosyl residues, either in the A or in the C arm of
the oligossacharide (Fig. 4). The heterogeneity of the oligosaccharide is determined by the

Figure 4 Structure of P. brasiliensis–specific antigen gp43. Asparagine (Asp), serine (Ser), and threonine
(Threo) are amino acids belonging to the peptide chain of the molecule. Sugar symbols as described in
the figure; p and f: sugars in the pyranose and furanose forms, respectively. Abbreviations: GluNAc, N-
acetyl glucosamine; Man, mannose; Gal, galactose; � and �, linkage configurations; Su, undetermined
sugar; x,�5 sugar residues; n, 25–30 sugar residues. The possible sites of insertion of one �-galactofurano-
syl unit per oligosaccharide molecule are indicated (dashed lines). Characteristics of the protein chain and
T-cell epitope (P10) in it which induces a Th-1 response protective against P. brasiliensis infection are
also signaled (underlined amino acids: essential domain of the epitope). (From Refs. 61–64, 122.)
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different sizes of the A arm and the sites of insertion of the �-D-Galƒ unit. The average size
of the most frequent subtype is Hex13.6GlcNAc2 [61]. The deduced amino acid sequence showed
similarities of 56–58% with exo-1,3-�-D-glucanases from Saccharomyces cerevisiae and Can-
dida albicans.However, the gp43 is devoid of hydrolase activity and does not crossreact immuno-
logically with the fungal glucanases [64]. In order to identify the peptide epitopes involved in
the immunological reactivities of the gp43 and to obtain highly specific recombinant molecules
for diagnosis of the infection, Cisalpino et al. [64] sequenced genomic and cDNA clones repre-
senting the entire coding region of the antigen. The gp43 open reading frame was found in a
1329-bp fragment with 2 exons interrupted by an intron of 78 nucleotides, and a leader sequence
of 105 bp. The gene encodes a polypeptide of 416 amino acids (Mr 45,947) with a leader peptide
of 35 residues [64]. In it, a peptide (P10) was found that behaves as a T-cell epitope (see Sec.
III.C). Aiming to design more sensitive methods of diagnosis, PCR amplification of gp43, using
primers localizing in low homology regions of the sequence, was carried out. With it, the presence
of P. brasiliensis DNA in 11 suspected patients, with a sensitivity level of 10 cells/mL sputum
was achieved [65].

Gp43 is stored inside large dense core vesicles, which flow into the plasma membrane
and extrude from cell membrane into the cell wall, whereby the antigen is exported to the
extracellular space at scattered sites interspersed along the cell surface [66]. Besides its function
as a major antigen, gp43 performs duties as specific binder to the extracellular matrix protein
laminin, therefore increasing adhesion of the fungus to epithelial cells and enhancement of
fungal virulence [67,68].

Although gp43 is currently the most reliable antigen for paracoccidioidomycosis, a note
of caution must be given as a few false negatives are reported [69]. Crossreactivities with
histoplasmosis [63] and lobomycosis [70] sera have been documented. Also, strain variability
in this antigen has been reported [71], so that the expression and isoforms of gp43 varied in 13
different strains of P. brasiliensis when tested against a panel of 50 sera from patients with
paracoccidioidomycosis. Eight of the 13 strains produced high amounts of gp43, two produced
small amounts, and three were unable to secrete the glycoprotein [71]. At least four gp43 isoforms
were found, with pI’s ranging from 5.8 to 8.5. By using the monoclonal antibody (Mab) capture
immunoassay, and the anti-gp43 Mab 17c as the capturing antibody, recognition of pI 8.5 gp43
isoform was significantly lower for both acute (56%) and chronic patients (71%), compared with
gp43 isoforms from the standard strain B-339. But use of anti-gp43 Mab 8a, which recognized a
different epitope, led to a similar reaction in all patients’ sera, suggesting that not all the antigenic
epitopes expressed by gp43 are equally present in all P. brasiliensis strains [72]. The possibility
that such differences in performance may be due to variability in the polysaccharide conformation
of the glycoprotein should be considered. Mabs 17c and 24a were able to partially inhibit the
laminin-dependent fungal adhesion to epithelial cells [73]. Mab 24a significantly reduced P.
brasiliensis infection in vivo, while Mab 8a increased both laminin-dependent fungal adhesion
and pathogenesis [68]. Additional results suggest that some strains are able to produce gp43 in
both morphological phases of the fungus, while others refrain from doing so in its mycelial
phase [74].

The dot immunoblotting assay [75] was tested with sera from patients with paracoccidioi-
domycosis, histoplasmosis, Jorge Lobo disease, aspergillosis, candidiasis, and cryptococcosis,
and from healthy subjects. Native gp43 gave positive results with all sera from paracoccidioido-
mycosis patients and 31% of sera from those with Jorge Lobo disease. Patients undergoing
antimycotic treatment showed a decreased antibodies titers in their sera. No false-positive reac-
tions were obtained. Capture enzyme immunoassay with Mabs 17C, 21A, 21F, and 32B raised
against gp43 led to the detection of specific human anti-gp43 immunoglobulin G in patients
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with paracoccidioidomycosis. Specific antibodies in the sera from patients were detected at
dilutions as high as 1�819,200, greatly improving ELISA assays [76].

Salina et al. [77] evaluated immunoblotting and competition enzyme immunoassay (EIA-
c) for the detection of circulating antigen in urine samples. Bands of 70 and 43 kDa were detected
more often in urine samples from patients before treatment. The immunoblot method detected
gp43 and gp70 separately or concurrently in 11 of 12 patients, whereas the competition enzyme
immunoassay detected antigenuria in only nine. The EIA-c test was highly specific (100%) and
sensitive (75%), with a limit of antigen detection of 2.3 ng of protein per mL urine. Gp43
remained present in the urine samples collected during the treatment period, though at low levels
during clinical recovery and a significant increase in relapses.

The diagnosis of paracoccidioidomycosis by indirect serological methods which rely on
antibody detection is highly valuable. However, antibody levels may be absent in immunocom-
promised patients or may remain present months after successful therapy. Alternative tests aimed
primarily at the identification of circulating antigens are needed, especially when the disease is
severe and the results of therapy need to be assessed. With a modification of the standard
hybridoma production method, Mab P1B was produced [78] that was directed against a 87-kDa
determinant. When used to develop an inhibition ELISA, it was capable of detecting as little
as 5.8 ng of circulating antigen per mL serum. Sera from 46 patients with paracoccidioidomycosis
or other mycoses, and sera from healthy individuals were evaluated with this technique; overall
sensitivity was 80.4% (37 of 46 patients positive), and specificity was 81.4%, with important
crossreactivity from sera of aspergillosis (10 of 10) and histoplasmosis (4 of 10) patients. The
technique detected circulating antigen in 100% of patients with the acute form of the disease,
and in 83.3% and 60% of patients with the chronic multifocal and unifocal forms, respectively
[79]. Monoclonal antibodies, used as a cocktail (Mab BJ1, BJ18) against several and relevant
circulating antigens, including the immunodominant gp43 antigen, would constitute an improved
method to achieve higher sensitivity and specificity [80].

A 58-kDa antigenic determinant was also detected by ELISA. This is an exocellular glyco-
protein, with a pI of 5.2, and no homology with known proteins, as revealed by N-terminal
amino acid sequence analysis [81]. Eighty-one percent of immune human sera from paracoccidi-
oidomycosis patients reacted by immunoblotting to the partially purified preparation. In addition,
a 22 to 25-kDa antigen [82] of possible use as immunochemical marker, and a 27-kDa specific
antigen [83,84] have been reported, the latter being also cloned and recombined. This antigen
is recognized by 91% of the patients when immunoblotting is used and shows no crossrectivity
with sera derived from patients with various mycoses. This observation is of interest because
recombinant proteins provide a highly reproducible source of defined antigen, which could lead
to improvements in the serodiagnosis of paracoccidioidomycosis [85].

Cloning and characterizing genes that codify for antigens in P. brasiliensis has been an
approach recently incorporated to the search for improved methods of diagnosis. Besides the
cloning of gp43, mentioned above [64], Soares et al. [86] obtained a cDNA clone, PbY11, highly
and preferentially expressed in yeast cells, that code for a 40-kDa protein with low homology
to other sequences in the Gene Bank. A gene corresponding to N-acetyl-�-D-glucosaminidase
was also detected whose protein is highly expressed in two forms of MWs 114 and 203 kDa
that were reactive with paracoccidioidomycosis sera [87].

Of the cytoplasmic antigens under study, a glycosylphosphoryl lipid extracted from P.
brasiliensis showed a strong reaction with sera from paracoccidioidomycosis patients while
lacking crossreactivity with histoplasmosis sera [88]. The compound is a glycosylinositol phos-
phorylceramide with the structure Manp�1 → 3[Galƒ�1 → 6]Manp�1 → 2Ins1-P-1Cer. Initial
characterization established that the galactofuranose (Galƒ) residue was responsible for its sero-
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logical activity [89]. However, the specifity and sensitivity of this glycosylphosphoryl lipid as
a potential antigen of choice in diagnosis remains to be tested.

B. Humoral Immunity

Patients with paracoccidioidomycosis have a hyperactive humoral immunity, with increased
levels of serum IgG, IgE, and IgA [90]. This increment in antibody production is partly related
to the virulence of the fungal strain, inasmuch as intermediate and slightly virulent isolates
induce weak IgG antibody production, whereas the most virulent isolates induce stronger specific
humoral responses [91]. Hypergammaglobulinemia is also induced by the alkali-insoluble frac-
tion and �-glucan present in P. brasiliensis cell wall [92].

Susceptible mice produced significant anti–P. brasiliensis IgM antibodies during the early
stages of the infection and increased titers of IgG were detected later in the evolution of the
disease; resistant mice had low titers of specific IgG during the whole course of the infection
and a delayed peak of specific IgM at week 16 [93]. Therefore, as in the profile of immune
response in human disease, susceptible mice responded with an increase in IgG antibody levels
to the dissemination of the disease and its clinical severity.

Mendes-Giannini et al. [94] showed that sera from 39 patients contained IgG-, IgA-, and
IgM-specific antibodies to the 43-kDa exoantigen. By the fourth month of chemotherapy, there
was a decay of IgG, IgA, and IgM antibody titers to this antigen, correlating with clinical
improvement. Therefore, it was suggested that changes in antibody titers may be useful indicators
of the extent of active disease and valuable for determining the prognosis of the infection.
Further tests on IgG, IgM, and IgA antibodies to gp43 were carried out [95] in samples from
controls and 23 patients with paracoccidioidomycosis, before and after chemotherapy started.
IgG and IgM ELISA antibodies were more often found in patients with acute than chronic
disease. Four to six months after treatment, their levels were decreased in acute cases. Therefore,
IgG-ELISA anti-gp43 may represent a good marker to monitor clinical response to therapy. The
technique has also been useful to determine differential antibody isotype expression in juvenile
and adult forms of paracoccidioidomycosis. Patients with the juvenile form had higher IgG4
but lower IgG2 levels than patients with the adult form. IgG4, regulated by interleukin-4, was
found in all juvenile form patients but only in 12% of the adult form patients. IgG2, regulated
by IFN-�, was found in 41% of the adult form patients, and only in 12% of the juvenile patients.
These results suggested that the switch to the IgG subclasses in paracoccidioidomycosis is
regulated by the patient’s T-helper subset (Th1 or Th2) dominant cytokine profile [96].

The significant differences of IgG asymmetric antibodies between control and paracoccidi-
oidomycosis serum may be the cause of the lack of correlation observed frequently between
immunodiffusion tests and ELISA tests [97]. Immunoblot tests in sera from patients with the
acute and chronic forms of paracoccidioidomycosis [98] produced a reactivity profile of IgG,
but not of IgM or IgA, similar for both types of patients, gp43 being recognized by all the sera.
The effect of idiotypic modulation in the immune response to gp43 in mice and humans was
studied by Souza et al. [73] with the use of three distinct anti-gp43 monoclonal antibodies (17c,
8a, and 24a). It was possible to confirm the expected presence of anti-idiotypic antibodies (anti-
Id) (AB2) in the sera of mice, and also an increasing amount of anti-anti-Id (AB3) antibodies,
after the third course of immunization. Moreover, human paracoccidioidomycosis patients’ sera
with high titers of anti-gp43 antibodies were able to generate anti-Id antibodies. These data
suggested that the immune response to P. brasiliensis could be spontaneously modulated by the
idiotypic network.
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C. Cellular Immunity

Cellular immune response represents the main defense mechanism against P. brasiliensis infec-
tion. Recent work on the defensive role of polymorphonuclear neutrophils (PMNs) in P. bra-
siliensis infection suggests that PMN from human peripheral blood could be fungistatic, depend-
ing on the strain under study [99,100]. The authors also reported the enhancing effect IFN-�
has on the antifungal activity of human PMN against P. brasiliensis. This work is linked to a
previous study by Goihman et al. [101] who found differences in the lytic performance of PMN
against several P. brasiliensis strains. Some of them were strains with remarkable modifications
in their cell walls, namely, the lack of the main neutral polysaccharide (�-1,3-glucan) in the
yeast cell wall. These strains were avirulent [15,16] and were readily destroyed by phagocytes,
whereas other strains whose cell wall was correctly structured survived the PMN attack and
were highly virulent. This was interpreted [15,16] as the mechanism of defense the fungus
exhibited against lysis by PMN, which were unable to digest the wide layer of �-1,3-glucan
present only in the surviving yeast cells.

Macrophages obtained from mice infected with P. brasiliensis yeast cells and treated in
vitro with IFN-� showed a modification of the pattern of class II major histocompatibility
complex (Ia) antigen expression [102]. This effect was related to the production of nitric oxide
(NO) which is the major microbicidal agent of macrophages, capable of controlling many infec-
tions caused by intracellular parasites. Thus, the immunosuppression that occurs during the
course of infection may be explained in part by increased NO production that promotes suppres-
sion of Ia antigen, consequently inhibiting antigen presentation by macrophages with a deficient
lymphoproliferative response. NO production is also associated to immunosuppression of T
lymphocytes [103].

Distinct subpopulations of helper T cells stimulate different immune response pathways.
Immunity to P. brasiliensis could be regulated by Th1 or Th2 subsets, which would ultimately
determine the outcome of the infection. Lymphokines produced by Th1 lymphocytes are corre-
lated to resistance against certain diseases, whereas lymphokines produced by Th2 cells can be
associated with susceptibility. These two activation pathways are usually antagonistic, resulting
either in the activation of a cellular immune response, which in paracoccidioidomycosis would
confer protection, or in high production of antibodies that would be implicated in pathology
[104]. In the development of the disease, the activation of Th2 subsets leads to B cell stimulation
and inefficient macrophage activation in experimental murine paracoccidioidomycosis [105].
Instead, resistance is associated to a Th1 predominant response. P. brasiliensis stimulated T-
cell expansion, interleukin-2 production, and differentiation into cytotoxic T cells when P. bra-
siliensis lysates were confronted with cord blood T cells. Involved in the response were P.
brasiliensis proteins of 105 to 106 kDa. T-cells may regulate B-cell activity in paracoccidioido-
mycosis through the �/� subset of the T-cell receptor [106].

Susceptibility in mice to P. brasiliensis pulmonary infection is associated with acquired
immune mechanisms that allow fungal dissemination to other organs and disease progression
[107]. This type of immune response fails to efficiently activate pulmonarymacrophages, induces
low levels of DTH reactivity, and stimulates the production of IgG1-, IgG2a-, and IgG2b-specific
antibodies. On the contrary, resistance is linked to DTH responses, pulmonary macrophage
activation, and antibody response in which IgG2a and IgG3 titers were always significantly
higher than those observed in susceptible mice. Since all these activities are regulated mainly
by IFN-�, it may follow that resistance to pulmonary paracoccidioidomycosis is under the control
of the Th1 subset of T-lymphocytes. Resistance has also been associated with immunological
activities and protective roles governed by IFN-� [108], whose in vivo depletion increases the
severity of the desease developed by resistant and susceptible mice [109]. This was associated
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with DTH anergy, exacerbated pulmonary infection, and early fungal dissemination to liver and
spleen. Treatment with anti-IL-4 Mab induced a significant decrease in the dissemination of
yeasts to liver and spleen and reversal of DTH anergy, effect also seen in IL-12-treated animals.
Hence, immunoprotection in pulmonary paracoccidioidomycosis was associated with production
of cytokines with enhanced macrophage activation and cellular immunity, whereas uncontrolled
secretion of type 2 cytokines or macrophage-inhibiting cytokines characterizes the progressive
disease. Host defense is impaired if depletion of CD8(�)T cells is induced, suggesting a role
of these cells in clearance of the fungus from tissues, and demonstrating their prominent protec-
tive activity in the immune responses mounted by susceptible animals [110].

Cell wall components of P. brasiliensis have a fundamental role in the inflammatory
process observed in paracoccidioidomycosis [111]. When a cell wall fraction (F1), composed
mainly of �-glucan and chitin, was inoculated into mice, it provoked a granulomatous reaction,
toxic and macrophage-stimulating activity, high levels of secretion of immunological mediators
such as TNF-� and fragments of complement system, and also have a nonspecific modulatory
effect on the production of antibodies against unrelated antigens. F1 also induced an accumula-
tion of inflammatory (CD11b/C18)� macrophages that related to immunological disturbances
[112], and a strong proliferative response in CD4� lymphocytes [113]. There is a clear-cut
lymphocyte hyporesponsiveness to the cell wall antigen in patients before treatment (more pro-
found in the acute form of the disease than in the chronic form), compared with healthy P.
brasiliensis–sensitized individuals, and a clear restoration of the cell wall antigen responses
after clinical cure [113]. All these effects are suggestive of a cell wall role as immunoregulator
of the disorders observed in paracoccidioidomycosis. These characteristics may lie at the bottom
of the successful use of �-1,3-glucan as an adjuvant in antifungal treatment against the disease
(Fig. 2) [40]. F1 fractions of different P. brasiliensis strains activated the human complement
system in different manners; namely, F1 from a low-virulence strain was more efficient than
the fractions frommore virulent strains in inhibiting both the classical and the alternative comple-
ment pathways [114]. The authors suggest alterations in the structure and/or composition of the
different F1 fractions as responsible for the variations observed in the activities tested, mainly
due to greater concentrations of �-glucan in F1 from the less virulent strain. These results agree
with previous reports suggesting important modifications in the contents of �- and �-glucan in
the cell walls of P. brasiliensis strains with different degrees of virulence [15,16].

In patients, the great majority of cells at the site of skin tests with paracoccidioidin were
T-cells (48%) with a T-helper phenotype (CD45 RO-positive cells), 25% were macrophages
(CD68-positive cells), and very few were B lymphocytes (CD20-positive cells), consistent with
a DHT pattern [115]. Choosing to stimulate human cord blood mononuclear cells as a source
for naive T cells, with lysates of P. brasiliensis yeast cells, Munk and Kaufmann [116] found
that the fungal cell stimulated T-cell expansion, interleukin-2 production and differentiation into
cytotoxic T cells, mainly through a high and a low molecular weight proteic fractions (100,000
and �1,000, respectively). They were able to do so, independent from previous exposure to
cross-reactive antigens.

The main antigenic component of P. brasiliensis, gp43, presents T cell epitopes [117]. It
stimulates B cells [118], is involved in P. brasiliensis pathogenicity [119], and is responsible
for induction of delayed-type hypersensitivity in animals and humans [120]. Almeida et al. [121]
compared the T cell populations stimulated in resistant and susceptible mice when gp43 is
presented by macrophages or B cells. In resistant mice, purified gp43 seems to have been
preferentially presented by macrophages and stimulated Th1 lymphokine production. In suscepti-
ble animals, gp43 was presented by B cells, which led to stronger activation of Th2 subsets. T
cells from resistant mice responded as those from susceptible animals when stimulated by gp43
presented by macrophages or B cells from susceptible mice or viceversa, indicating that there
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are no significant differences in the T cell repertoires from resistant and susceptible mice. Apart
from eliciting high antibody titers, gp43 is also immunodominant in DTH reactions in infected
animals and humans. Its cellular immune response involves CD4� Th-1 lymphocytes, secreting
IFN-� and interleukin 2 (IL-2) but not IL-4 and IL-10. The T-cell epitope of this antigen was
mapped to a 15-amino acid peptide (P10) whose sequence QTL-IAIHTLAIR-YAN, contained
the underlined hexamer sequence as the essential domain of the epitope [122]. Immunization
of mice with either gp43 or P10 led to vigorous protection against intratracheal challenge by
virulent P. brasiliensis, with a �200-fold decrease in lung CFU and halting of dissemination
to the spleen and liver. This protection was attributed mainly to an IFN-�-mediated cellular
immune response. Unlike gp43, which induced an antibody response compatible with both Th-
1 and Th-2 activation in infected BALB/c mice, P10 did not induce a humoral response [122].

Genetic immunization against paracoccidioidomycosis using a plasmid DNA containing
the gp43 gene is an approach which is being tested [123]. The antibody response against gp43
increased after immunization of male BALB/c mice with the vector VR-gp43. The specificity of
the response was demonstrated by immunoblotting, with IgG1 and IgG2a being the predominant
isotype elicited, suggesting a type 2 cellular immune response to DNA immunization. Another
gene product currently under study for immunoprotection is a genomic clone for HSP60, highly
homologous to H. capsulatum and C. immitis, reported to contain two introns and codify for a
592 amino acid protein, with a molecular weight of 62 kDa and pI 5.44 [124]. A second approach
in this line is that followed by Camargo and coworkers [125], who have addressed the question
of the possible immunomodulatory properties of nonmethylated CpG sequences from fungal
DNA, like that found in bacterial DNA. Using B10.A mouse strain, susceptible to P. brasiliensis,
the authors observed that mice treated with DNA � fungus showed a significant decrease of
anti-gp43 antibodies, in comparison with the control animals, the decrease probably due to a
Th1 shift in the immune response to the main antigen, gp43.

Impairment of the cell-mediated immune response, a common finding among patients
with the disseminated form of paracoccidioidomycosis may be associated with inhibiting effects
of plasma [126]. In this study, the levels of P. brasiliensis antigens detected in the plasma of
patients with paracoccidioidomycosis correlated with the suppression index detected by the low
mitogenic response of peripheral blood mononuclear cells to phytohemaglutinin. This inhibitory
effect on lymphoproliferation was observed in the plasma of 58% of patients. Although no
plasma factor was identified, previous work points to polypeptides of molecular masses of 34
kDa [127] and 43 and 62 kDa [128].

IV. CONCLUDING REMARKS

In the last decade, research on paracoccidioidomycosis and its causal agent has seen an exponen-
tial growth in all fields. Particularly, the introduction of molecular methods to study epidemiology
and immunology has provided new insights that look promising to further developments in the
prevention, diagnosis, and treatment of the disease. From this point of view, special efforts
should be given to research on immunization, a field in which some results are already appearing
in the literature, either by using peptides fragmented from gp43, the main P. brasiliensis antigen,
or plasmid DNA containing this antigen’s gene, as well as other genes, or gene products. Experi-
ments on this line will be complemented by those aimed at the understanding of the complex
cellular and humoral immunity processes, to which much effort has been devoted in the last
decade both in experimental animal models and in the human host.

Gp43, the best-studied antigen, both structurally and functionally, should be promoted in
all clinical mycological laboratories of the region as the antigen of choice, substituting the old
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preparations of low specificity still in use in remote Latin American laboratories. In this respect,
the design of a ready-to-use diagnostic kit, highly specific and sensitive, whose detection could
be achievable with equipment of low sophistication, is highly desirable. Once comparable results
are obtained, a better knowledge of the epidemiology of paracoccidioidomycosis should be
achieved. This would also lead to early diagnosis and thus better chances for a successful
treatment.

Deciphering the biology of P. brasiliensis and its morphological transition, a process
pivotal for the understanding of pathogenicity and establishment of the disease, is another field
in which research should be encouraged. The last decade has witnessed a remarkable develop-
ment in this area, as molecular methods have provided the tools for exploring fields that were
unattainable with the traditional biochemical methods used in the past. The synergy achieved
by the joint use of molecular and biochemical approaches is providing knowledge on genes
involved in the differential process of transition; on mechanisms of knowledge on genes involved
in the differential process of transition; on mechanisms of cell wall construction and architecture
and the most probable development of highly selective antifungal drugs; and on molecular
taxonomy to identify the correct classification of P. brasiliensis, or the possible crypticity hidden
in an apparent single species. This latter point is of paramount importance to understand the wide
spectrum of pathological manifestations of paracoccidioidomycosis and the different behaviors of
strains.

Surely, the years to come will see intense research focused in all these aspects that concern
the most relevant systemic mycosis in Latin America.
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Pneumocystis carinii

Henry Koziel
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I. INTRODUCTION

Pneumocystis carinii is a unique opportunistic pathogen which primarily causes pneumonia in
persons with congenital or acquired immunodeficiency. Historically considered a protozoan,
recent studies suggest that P. carinii may represent a type of fungus, although classification
remains controversial. While identified as an organism in the early 1900s, P. carinii was first
associated with human disease in the 1940s. By the 1960s, this pathogen was increasingly
recognized as the cause of pneumonia in patients receiving chemotherapeutic and other immuno-
suppressive agents as these drugs were more widely prescribed. P. carinii pneumonia heralded
the onset of the AIDS epidemic in 1981, and has since assumed a prominent role as an important
agent of opportunistic pulmonary disease, particularly in HIV-infected persons. However, al-
though recognized as a cause of opportunistic pneumonia for �50 years, our understanding of
P. carinii remains somewhat rudimentary.

Virulence refers to the capacity of a microbe to produce disease in a host, and is greatly
dependent on both microbial factors and host factors. In the case of P. carinii, several important
observations exemplify possible virulence factors. Exposure to this organism occurs early in
life, and may be frequent and repeated throughout life, but clinically apparent disease such as
pneumonia remains rare in the absence of congenital or acquired immunodeficiency. The nonmo-
tile P. carinii is likely transmitted via an airborne route, and once inhaled, disease is generally
limited to the lungs of the susceptible host. Pneumonia is established as a consequence of
closely apposed parasitic interaction of P. carinii with the alveolar epithelial cells, an apparent
requirement for disease development. The paucity of immune cells observed in the airways of
animals with P. carinii pneumonia suggests that this extracellular organism is perhaps capable
of evading host immune cell recognition. These important observations may provide vital clues
into the pathogenesis of P. carinii pneumonia, and suggest possible microbial virulence factors
which may include mechanisms of overcoming host defenses, procuring nutrients or essential
components from the host cells, and evading immune recognition to allow survival and spread
of the organisms from host to susceptible host. Numerous investigators have recently attempted
to define and characterize the factors necessary for establishing P. carinii pneumonia.

Several recent excellent publications are available for more detailed and comprehensive
review of P. carinii and P. carinii pneumonitis [1–3]. This chapter will provide a summary of
major aspects of P. carinii, highlighting important (and often controversial) aspects of this
opportunistic organism and the pathogenesis of disease, with emphasis on P. carinii as a fungus.
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The focus of this chapter will be to provide an overview of both recognized or proposed microbe-
related factors which may contribute to virulence, and host-related factors which may contribute
to the pathogenesis of P. carinii pneumonia, highlighting some of the important recent investiga-
tions which have greatly advanced our understanding of this fascinating pathogen.

II. BIOLOGY OF P. CARINII

For investigators of P. carinii, one major obstacle challenging research of this opportunistic
pathogen is the lack of a reliable system for P. carinii propagation in continuous ex vivo culture.
Although some investigators have propagated P. carinii in short-term culture [4,5], successfully
generating organisms which maintain infectivity [6], the development of a culturing system
which allows propagation of large quantities of enriched organisms remains elusive. This one
fact greatly limits our ability to study this opportunist, where much of what we know about this
organism relies on cumbersome animal models, limited in vitro investigations, and observations
from human cases. However, despite this significant limitation, much new and exciting informa-
tion has been recently gained through innovative investigations employing genetically altered
animal models and exploiting powerful techniques in cell and molecular biology.

A. Structure

P. carinii is a unicellular eukaryote. Based primarily on light microscopic appearance and tinct-
ural analysis, investigators have traditionally described two different forms of P. carinii: (1) the
trophozoite, or trophic form; and (2) the cyst form. These descriptive terminology are based on
the historical notion that P. carinii represents a protozoon. However, as the taxonomic classifica-
tion is challenged, alternative terminology more appropriate for yeastlike fungal life stages may
be proposed and adopted.

The trophic form represents the smaller life form, ranging in size from 1 to 5 �m. The
trophic forms are pleomorphic and amoeboid in shape, and generally represent the majority of
organism forms identified in the lungs of animals with P. carinii pneumonia. They frequently
exist in large clusteres [7]. Investigators have further described small trophic forms (1–2 �m)
which may represent haploid progeny perhaps from asexual binary fission or spore release by
cyst forms, and large trophic forms (3–5 �m) which may represent diploid cells. By electron
microscopy, the trophic form cell membrane is bound by a thin (20–50 nm), electron-dense cell
wall which is likely rich in polysaccharide antigens that represent sites for lectin binding. The
cell membrane appears as a characteristic trilaminar unit membrane containing prominent intra-
membranous particles [2] and cholesterol.

The cytoplasm of the trophic form is characterized by few recognizable organelles. These
organelles include a single mitochondrion (with lammellar cristae), rough endoplasmic reticulum,
free ribosomes, a Golgi-like apparatus, vacuoles, lipid droplets, glycogen granules, lysosomes,
and dense ‘‘round bodies’’ of uncertain significance [8–13]. The trophic form contains a single
nucleus surrounded by a double-layer nuclear envelope, with an electron-dense nucleolus [14].
The apparent paucity of organelles may represent a true characteristic of P. carinii, or may
represent an artifact related to sample preparation and fixation techniques [2,11].

The cyst form is the largest and most readily recognized form of the organism, although
representing a small percentage of organisms in the lungs of animals with P. carinii pneumonia.
The smooth spherical cyst form measures 5–8 �m in diameter and is surrounded by a 70- to
160-nm trilaminar cell wall: a 20- to 50-nm outer unit membrane covered by an electron-dense
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layer, a thin electron-lucent layer, and an inner trilaminar unit membrane characteristic of a
plasmalemma [2].

The cytoplasm of the cyst form contains mitochondria, rough endoplasmic reticulum mem-
brane, free ribosomes, glycogen granule, and characteristic intracystic bodies (or spores). The
intracystic bodies are 1- to 2-�m spherical structures surrounded by a double unit membrane.
A cyst form may contain up to eight intracystic bodies, and the bodies contain a single nucleus,
a single mitochondrion, abundant endoplasmic reticulum, ribosomes, microtubules, vacuoles,
and glycogen granules. The intracystic bodies may be attached to each other and the cyst wall
by a stalklike structure. These intracystic bodies are also referred to as ‘‘daughter forms’’ and
may represent precursors to tropic forms upon release by the cyst form.

Other forms of P. carinii have been described, including the precyst, or intermediate form,
early precyst, later precyst, thin-walled cysts, empty or ‘‘ghost’’ cysts, and crescent or ‘‘helmet’’-
shaped forms [15]. However, the relationship of these various forms to one another and to
virulence and disease pathogenesis remains uncertain and controversial.

B. Life Cycle

In the absence of a reliable long-term in vitro culture system for P. carinii, the life cycle of the
organism remains poorly understood. The available information on the life cycle is primarily
based on static histochemical and ultrastructural analysis of different forms (and presumably
different life stages) of the organism in the lungs of the rodent model or the lungs of humans
infected with P. carinii, or observations in short-term culture of organisms.

A number of different life cycles for P. carinii have been proposed most of which include
both an asexual and sexual phase of development (Fig. 1) [16]. Current concepts suggest that
the trophic forms develop into cyst forms, undergoing meiotic division and subsequent mitosis
as the organisms differentiate from precyst to mature cyst, with the development of intracystic
spores or ‘‘daughter cells.’’ The ‘‘mature’’ cyst forms subsequently rupture to release the eight
spores, each of which is thought to develop into trophic forms (with the cycle then repeating)
[13]. Furthermore, trophic forms may be capable of replication by an asexual process such as
binary fission. However, the proposed life cycles have yet to be firmly established, and the exact
relationship of the trophic and cyst forms to the other described forms of P. carinii remain
uncertain. Also, whether the proposed life cycles occur in the environment or only in the host
has not been determined, and which form(s) exist in the environmental reservoir has not been
established. Furthermore, which form represents the ‘‘latent’’ stage of the organism, and what
factor(s) trigger or mediate stage development and what mechanism or trigger promotes sporozo-
ite (or spore) release from the cyst forms remains to be determined [17].

C. Taxonomy

Historically, P. carinii was classified as a protozoan although increasingly newer evidence
suggests it to be a fungus, perhaps related to the Ascomycetes. Table 1 summarizes some of
the significant findings favoring classification of P. carinii as a protozoan or a fungus. P. carinii
was first identified as a type of trypanosome by Chagas [18] but was later reclassified as a
different organism by Delanoe and Delanoe [19,20]. P. carinii was traditionally considered a
protozoan on the basis of the appearance of structures common to protozoa, the amoeboid
appearance of the trophic form, structural similarities of the mitochondria, analogous cell wall
structures, and susceptibility to antiprotozoan agents such as pentamidine and trimethoprim-
sulfamethoxazole [8,10,21,22].
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Figure 1 A proposed life cycle of P. carinii.

More recent evidence supports classification of P. carinii as a fungus. Most compelling
is the molecular biological sequence analysis of P. carinii genes, including the 18s ribosomal
RNA [23,24] and mitochondrial DNA [25] sequences which place the organism taxonomically
among the fungi rather than the protozoa. The ultrastructure of the cyst wall of P. carinii
resembles that of fungi [26], and P. carinii and fungal cell walls share a common epitope
identified by a monoclonal antibody [27]. P. carinii also lacks some of the characteristic proto-
zoan organelles, such as rhoptries, subpellicular tubules, and conoids [21]. P. carinii shows
DNA sequence homology with the red yeast fungi [28]. The gene for elongation factor 3 (EF-
3), which is found exclusively in fungi, has been found in P. carinii [29]. In addition, thymidylate
synthase (TS) and dihydrofolate reductase (DHFR) are two distinct enzymes in P. carinii [30,31],
whereas in protozoa those activities are contained within a single bifunctional protein [32].

Although P. carinii may be more closely related to fungi, the precise location remains to
be determined [23,24,33]. Furthermore, some of the features which historically place P. carinii
as a protozoan, such as its microscopic appearance, susceptibility to antiprotozoan drugs, lack
of ergosterol, and lack of growth in fungal media, features which are unusual for fungi, remain
to be fully explained. These observations suggest the possibility that P. carinii represents a
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Table 1 Controversies in the Taxonomy of P. carinii: Fungus, Protozoan, or Unique Hybrid?

Support for classification as a protozoan Support for classification as a fungus

Microscopic appearance, morphologic Staining characteristics similar to fungi
features (ex. trophozoite, sporozoite, Ultrastructural similarities to fungi
cyst)

Susceptibility to antiprotozoan agentsa Poorly developed mitochondria containing lamellar
cristaeb

Lack of susceptibility to anti-fungal agentsc rRNA sequence homology to fungi
Lack of growth on fungal media Mitochondrial DNA sequence homology to fungi
Absence of ergosterol in cell wall Translocation elongation factor-3 gened

Cell wall contains �-1,3-glucan
Thymidylate synthase (TS) and dihydrofolate

reductase (DHFR) are distinct proteinse

TS and DHFR homologous to S. cerevisiae
Cross-reactivity of P. carinii monoclonal antibodies

with fungi
Sporogenous state of P. carinii similar to ascospore
formation of yeast

a Trimethoprim-sulfamethoxazole, sulfonamides, pentamidine isethionate, alpha-difluoromethylornithine.
b Protozoan mitochondria have tubular cristae.
c Targeted against sterol synthesis pathways.
d Found exclusively in fungi.
e TS and DHFR are a single protein in protozoa.

unique hybrid, possessing features of both fungi and protozoa, or perhaps belongs in a unique
taxonomic classification.

D. Biochemistry

The current understanding of the biochemistry of P. carinii is incomplete, again in part due to
the inability to reliably propagate sufficient numbers of the organism in culture free of host cell
contamination [34]. Evidence suggests that the organisms consume oxygen, although nutritional
requirements and metabolic pathways are poorly understood. The outermost bilayer membrane
of the cyst cell wall may function as a selective permeability barrier, a regulator of macromolecule
uptake and transport, and/or function as an anchor for surface antigens as described for other
organisms in which two bilayer membranes exist [35], although this remains to be established.
The periplasmic space between these membranes may also be a metabolically important region
although this has not been directly validated.

Studies demonstrate that the cell surface of P. carinii cyst forms contain abundant carbo-
hydrates [36–38], where carbohydrates rich in glycosyl/manosyl, N-acetyl-D-glucosamine
(GlcNAc), and galactose/N-acetyl-galactosamine (Gal/GalNAc) residues may constitute 8% of
the outer cyst wall of P. carinii [39]. Glucose is the most abundant sugar and likely exists in
the form of glucan [26,40]. The carbohydrate composition of human- and rat-derived P. carinii
are similar, although differences in the relative-proportions of individual sugars are apparent
[41].

Lipids may constitute 50% of cyst wall preparations, and include predominantly palmitate
(16�0) and other fatty acids such as oleate [42]. Although P. carinii and host lung preparations
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both contain steryl esters, free fatty acids, monoglycerides, triglycerides, free sterols, and steryl
esters, P. carinii contains more esterified sterols. P. carinii also contains unique phytosterols
[43]. Although cholesterol appears to be present, ergosterol has not been detected [38,43]. The
lack of ergosterol explains the resistance of P. carinii to sterol synthesis inhibitors, such as
amphotericin B and ketoconazole.

E. Genetic Organization

A comprehensive project to sequence the P. carinii genome is currently in progress [44]. Isolation
and identification of specific P. carinii genes will provide some insight into function and
nutritional/metabolic requirements for this organism, and importantly identify targets for new
novel therapeutic interventions. Among the identified genes, P. carinii has one copy of thymidy-
late synthase (TS), one copy of �-tublulin (BTU), and one copy of internal transcribed spacer
(ITS) region of nuclear rRNA genes [45]. Other identified genes include cdc2 cyclin-dependent
kinase (an essential gene involved in cell cycle regulation), cdc13 (cofactor for cdc2) [46],
HSP70 homologue BiP (grp78), endoplasmic reticulum resident chaperonins [47], and prohibitin,
which may regulate P. carinii growth [17]. Little is known, however, about gene regulation in
P. carinii.

Comparison of P. carinii isolates from different mammalian hosts has revealed a broad
degree of genetic diversity and host specificity. P. carinii infects many mammalian hosts and
had initially been considered a single species. Recently, it has been demonstrated that P. carinii
strains affecting different hosts may be distinct subspecies, such as P. carinii sp. f. carinii (in
rats) and P. carinii sp. f. hominis (in humans) [48]. Furthermore, there appear to be many
different genotypes affecting humans [49–51]. The significance of genotypic diversity with
respect to virulence, infectivity, and drug susceptibility has not been established.

III. P. CARINII VIRULENCE FACTORS

Several observations may provide insight into P. carinii virulence. Pulmonary infection with P.
carinii is present throughout the world and in a variety of mammal species in addition to humans
[52,53]. The organism may be ubiquitous within the environment, although an environmental
reservoir has not been identified. Data from experimental animals [54] and outbreaks of P.
carinii described among immunocompromised patients [55] support transmission of infection
through inhalation, although the infectious form of P. carinii has not been established. Further-
more, P. carinii may exhibit tissue tropism, as disease caused by P. carinii, with rare exception,
is generally limited to the lungs. P. carinii interaction with host cells, an important component
of microbial virulence, appears to be a critical step in the pathogenesis of P. carinii pneumonia.
Furthermore, P. carinii may elaborate molecules with adverse consequences to the host and
may incorporate host cell molecules to fulfill metabolic requirements and to evade or impair
host immune recognition.

Recent investigations have provided important insights into P. carinii virulence. Certain
traditional virulence factors such as mechanisms to facilitate P. carinii binding to host epithelial
cells are the focus of active investigation, whereas factors for P. carinii which regulate growth
in the host, or elaborated factors which contribute to pathogenesis remain incompletely character-
ized. Specific host factors which contribute to P. carinii pneumonia pathogenesis are discussed
in greater detail in the following section of this chapter. This section will focus on our current
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Table 2 Summary of Recognized or Proposed P. carinii Virulence Factors in the Susceptible Host

P. carinii virulence factor (?) Pathophysiologic consequence

Supported by data from clinical, in vitro, or animal model investigations
Genetic variability of surface Evade immune recognition by host cells upon repeated

antigenic determinants exposures
Small size of trophic form Aerosol inhaled by host
Host fibronectin, vitronectin Facilitate binding to host epithelial cells
Absorption of SP-A Evade host phagocytic cell recognition
Absorption of sMR Evade host phagocytic cell recognition
Enhance HIV-1 replication Contribute to HIV-1 pathogenesis and pulmonary

immune cell dysfunction
Suggested by data from clinical, in vitro, or animal model investigations

Latent or dormant life form Reactivation with immunosuppression
P. carinii extracellular matrix receptor Facilitate binding to host cells
Release of chymase Direct injury to lung epithelial cells
Release of reactive oxygen species Direct toxicity to lung cells
Altered host surfactant components Disturbance of lung physiology
Altered host cholesterol component Alter macrophage phagocytosis
DHPG gene polymorphism Anti-Pneumocystis drug resistance
Downregulation of lung transcription Impair lung cell immune function

factor (ex. GATA-2)
Proposed, but not established

Tubular extensions (trophic forms) Anchor organism to host cells or facilitate transportation
of host-derived nutrients or structural molecules
to P. carinii

understanding of P. carinii virulence factors. Table 2 provides a summary of some of the
recognized and possible factors contributing to P. carinii virulence discussed in this chapter.

A. Epidemiological Features

P. carinii pneumonia has been described in children and adults of all ages in a global distribution
[53], with evidence for some geographic variation in prevalence. Increased rates in countries
previously reporting lower prevalence [56,57] may relate to actual increases, changes in report-
ing, or the use of more sensitive diagnostic tools, although alterations in an environmental
reservoir for the organisms cannot be excluded. The natural habitat of P. carinii is not currently
known.

Countries or regions with colder ambient climate may have a higher incidence of P. carinii
pneumonia, although the influence of climate appears limited [58,59]. There is no apparent
seasonal variation for P. carinii pneumonia [60].

P. carinii pneumonia has been described in both wild and domestic animals [52]. Evidence
suggests a host specificity for P. carinii, as animals challenged with P. carinii organisms from
other species develop limited or no evidence of P. carinii pneumonia. There is no evidence for
animal to human transmission.

Different strains of P. carinii may exist in different geographical locations, as determined
by the demonstration of different PCR products and variations in the nucleotide sequences of
certain genetic loci, such as the DNA internal transcribed spacers (ITS) and rRNA genes [61].
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Other studies have failed to demonstrate differences in strains from geographically removed
regions [62,63]. The possible influence of strain differences on virulence is unknown.

Serologic evidence suggests that most healthy individuals are exposed to P. carinii, and
exposure likely occurs early in life [64–66]. Serologic studies from various countries, including
Africa, suggest that 60–83% of children and adults demonstrate antibodies to P. carinii [67,68].
The consequences of this apparent early exposure to P. carinii remain to be determined. Whether
these antibodies represent effective and compete clearance of the organisms, a latent or persistent
asymptomatic state, or are protective against subsequent exposure to P. carinii have not been
determined.

B. Transmission of P. carinii

The available data support an aerosol route of transmission for P. carinii [69]. Except in rare
cases, disease attributable to P. carinii in the susceptible host is generally limited to the lungs.
Investigators have detected P. carinii DNA in ambient air samples from rural England [70,71],
and recent studies describe geographic clustering of P. carinii cases [71a,71b] although an
environmental reservoir of P. carinii has not been identified.

P. carinii pneumonia is reported worldwide in humans and in a variety of mammalian hosts,
including rodents, ferrets, rabbits, horses, dogs, and cats [52]. Animal-to-animal transmission has
been demonstrated within the same species [69,72–74], but transmission from one animal species
to another has not been described [75]. Animal-to-human transmission of P. carinii has not been
documented, which may in part reflect differences in surface antigens and P. carinii DNA
recovered in lung tissues from animals and humans [76–78]. Reported epidemiological cluster
outbreaks of P. carinii pneumonia among immunocompromised patients suggest that human P.
carinii pneumonia may be transmitted by inhalation [55,79] from infected humans or from an
environmental source. Animals cohoused with mice with active P. carinii pneumonia develop
detectable P. carinii DNA in lung and sputum specimens, both of which clear following resolu-
tion ofP. carinii pneumonia in the infected animals. In human studies, investigators have detected
P. carinii DNA in ambient air samples from hospital wards [80], although serocoversion in
hospital personnel caring for patients with P. carinii pneumonia have not been demonstrated
[81].

C. Latency, Reactivation, and Acquisition of New P. carinii Infection

The controversy in the development of P. carinii pneumonia generally does not relate to the
initial acquisition of the organism, which is most likely by the aerosolized route. Initial acquisi-
tion generally does not result in overt clinical disease in the immunocompetent host, and the
development of serum anti–P. carinii antibodies supports exposure and activation of the host
adaptive immune response. The controversy relates to whether subsequent pneumonia represents
reactivation of a dormant phase of the organism in the lungs of susceptible hosts (analogous to
Mycobacterium tuberculosis disease pathogenesis), or whether each episode of P. carinii pneu-
monia represents the acquisition of new organisms in the setting of congenital or acquired
immunosuppression.

The high prevalence of serum antibodies to P. carinii in the general population, and the
experimental induction of P. carinii pneumonia by administration of immunosuppressive agents
to animals without direct exogenous inoculation [82–85] have in part supported the concept
that P. carinii pneumonia represents the reactivation of latent organisms resident in lung tissue.
However, available data do not support respiratory tract colonization in the immunocompetent
hosts, as characteristic cyst or trophic forms and intracellular forms of P. carinii have not been
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demonstrated in the lungs of immunocompetent hosts, and efforts to detect P. carinii DNA in the
lungs or respiratory tract specimens of immunocompetent hosts have generally been unsuccessful
[86–89]. Taken together, these observations suggest that chronic asymptomatic carriage of P.
carinii in the lungs of immunocompetent hosts is unlikely. However, the possibility that a
transient carrier state exists, cannot be excluded.

Accumulating evidence, however, suggests that clinically apparent episodes of P. carinii
pneumonia may represent newly acquired infection. Sequencing genetic markers such as internal
transcribed spacer (ITS) regions (the regions located between 18S and 5.8S and between 5.8S
and 26S of P. carinii rRNA) demonstrate that ITS sequences vary among different P. carinii
isolates. Thus, the detection of two or more types of ITS nucleotide sequences in clinical respira-
tory tract specimens suggests that different P. carinii organisms were acquired by the susceptible
hosts, perhaps from different sources or different exposures [49,51,90–93], although genetic
mutations in a single species cannot be excluded; whether P. carinii contains a single copy of
ITS remains to be conclusively established.

Accumulating data suggest that animals effectively and completely clear P. carinii follow-
ing an episode of pneumonia. Susceptible SCID mice clear P. carinii pneumonia following
reconstitution with spleen cells from immunocompetent mice, without evidence for P. carinii
organisms or P. carinii DNA at 3 weeks following reconstitution [94]. Furthermore, the subse-
quent induction of immunosuppression of these same recovered SCID mice by either CD4�
T-lymphocytes depletion or a combination of CD4� T-lymphocyte depletion and corticosteroids
(both recognized methods for inducing susceptibility to P. carinii pneumonia) failed to induce
P. carinii pneumonia in these animals [94], suggesting that no viable or latent form of the
organisms remained in these animals. These important observations indicate that the immune
response to P. carinii can completely clear the organism from the infected host, and supports
the hypothesis that P. carinii pneumonia that develops in immunocompromised patients likely
represents acquisition of new organisms infection resulting from exposure to an exogenous
source of P. carinii and not necessarily from reactivation of latent infection.

D. Interaction with Lung Epithelial Cells

Binding of a potential pathogen to host epithelial cells represents an important and common
component of microbial virulence for many pathogens. In the case of P. carinii, current concepts
support the notion that interaction with alveolar epithelial cells appears to be a critical step in
establishing disease in the susceptible host [95,96]. Experimental evidence demonstrates that
trophic forms of the P. carinii tightly bind to the surface of alveolar type 1 pneumocytes,
interdigitating membranes without membrane fusion with the host cells, and without apparent
invasion of the host cells by the organisms [97]. P. carinii attachment may be mediated in part
by fibronectin [98], vitronectin [99], laminin [100], and mannose receptors [101]. Extracellular
matrix protein-mediated binding to host epithelial cells may be in part facilitated by P. carinii
ECM receptors [102]. The mechanism preventing P. carinii interaction with alveolar epithelial
cells in the immunocompetent host and the precise role of immunosuppression which is permis-
sive for the interaction of P. carinii with alveolar epithelial cells remains to be established.

The precise nature of the closely apposed binding of P. carinii to host alveolar epithelial
cells remains to be elucidated. The interaction may serve to allow transfer, exchange, or acquisi-
tion of host cell nutrients, regulatory or structural molecules [103] for use by P. carinii. The
finding of specialized structures on the surface of mature trophic forms raises the possibility
that these tubular expansions or filipodia may serve a transport function for the organism (Fig.
2), although these peculiar structures may represent an artifact of preparation and fixation.
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(a)

(b)

Figure 2 Electron micrographs demonstrating P. carinii interaction with (a) alveolar epithelial cells and
(b) alveolar macrophages. (a) Close apposition of P. carinii trophic forms with alveolar epithelial cell
surfaces in the immunosuppressed rodent model. Note interdigitation of P. carinii membranes with epithe-
lial cell membranes (as identified at points P and A), without fusion of the respective membranes. (b) One
internalized and partially degraded P. carinii trophic form (short solid arrow) and one trophic form bound
to the macrophage surface and undergoing phagocytosis (long solid arrow). The characteristic external
tubular structures of P. carinii (observed in cross section) are apparent immediately adjacent to the organism
cell membrane (curved hollow arrows). (From Ref. 97.)

Attachment of P. carinii to alveolar epithelial cells in the susceptible host is associated
with organism proliferation [83], although the factors influencing proliferation are not known
[17]. The host consequences of P. carinii attachment to alveolar epithelial cells includes impaired
cell cycle progression of host cells [104]. P. carinii may penetrate or affect the lung epithelial
barrier, perhaps impairing alveolar epithelial cell line proliferation [104], although recent data
suggest that P. carinii does not disrupt primary alveolar type-II epithelial cell metabolic, struc-
tural or barrier function [105].

E. Role of P. carinii Surface Components

The outer surface of the organism contains a 95- to 115-kDa glycoprotein structure, referred to
as the major surface glycoprotein (MSG), P. carinii gp-120, or P. carinii glycoprotein-A
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(gp-A). This glycoprotein represents an important antigenic determinant, as enzymatic treatment
of P. carinii cysts with zymolyase, a �-1-3-glucanase, disrupts the cyst wall and liberates the
surface antigens [106]. In addition, this glycoprotein exhibits considerable genetic variability,
a characteristic which may represent an important virulence factor, as host antibodies derived
from prior exposure to P. carinii may only be partially protective against subsequent infection
with P. carinii containing a different antigenic variant [107]. In addition, surface glycoprotein
antigenic variability may contribute to the observed species specificity for P. carinii and serves
to evade host recognition [108], although the incorporation of host cell molecules or other factors
may account for the species specificity.

The major surface glycoprotein (MSG) mediates P. carinii binding to host cells. Fibronec-
tin and vitronectin-mediated P. carinii binding to lung epithelial cells [99,109] as well as binding
to the alveolar macrophage mannose receptor occur via recognition of the P. cariniiMSG [110].
Furthermore, P. carinii major glycoprotein can stimulate cytokine release [111] and stimulate
respiratory burst response in macrophages [112]. As the MSG of P. carinii is recognized by
pulmonary immune cells such as alveolar macrophages, assimilation of host molecules on the
P. carinii surface, thus concealing important antigenic determinants and pattern recognition
molecules, may represent a mechanism for eluding host defenses [113].

The cell wall of P. carinii is also rich in �-glucans [26,114], major structural components
of many related fungal cell walls [115,116]. Purified �-glucans from several fungal species
phylogenetically related to P. carinii stimulate the release of TNF-� and IL-1� from cultured
mononuclear cells [117–119]. Isolated P. carinii cell wall fractions rich in glucan carbohydrate
potently induce TNF-� and macrophage inflammatory protein-2 (MIP-2) from alveolar macro-
phages [120], presumably through interaction with cognate �-glucan receptors. The �-glucan-
mediated release of proinflammatory cytokines may in part account for the increase in TNF-�
and neutrophillic infiltration in the P. carinii infected rodent lung.

F. P. carinii Genetic Factors

Multiple strains of P. carinii may exist, as determined by differences in variations in the nucleo-
tide sequences of certain genetic foci, as described above. Studies suggest that individuals with
P. carinii pneumonia may be infected with one or more types of the organism [61], although
the influence of strain variation on virulence is unknown. Furthermore, the influence of different
P. carinii strains on primary or recurrent infection and lung tropism remains unknown.

G. Elaboration of P. carinii Factors

Preliminary studies suggest that P. carinii may secrete proteolytic enzymes, such as chymase,
which may have direct adverse effects on lung epithelial cells [121]. However, P. carinii is not
known to secrete products which degrade antibodies or impair phagocytic cell function (such as
inhibitors of adherence to phagocytic cells, suppression of phagocytosis, impairment of oxidative
burst, or prevention of phogosome-lysosomal fusion), nor has resistance to lysosomal enzymes
and other host factors been described.

H. P. carinii Motility

The morphologic descriptions of P. carinii trophic form as amoeboid or pleomorphic infer
motility. However, cytoskeletal elements are either poorly developed or poorly preserved in P.
carinii, and neither microtubules nor microfilaments have been demonstrated in nondividing
trophic forms. Based on available data, P. carinii does not appear to be a motile organism.
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I. Subversion of Host Detection by Using Host Molecules

P. carinii can acquire host molecules such as lipids [103]. Other organisms are capable of
acquiring host molecules which may allow the organism to appear as ‘‘self’’ and thus evade
immune recognition by the host cells. However, whether P. carinii utilizes such a mechanism
of evasion has not been established.

SP-A may impair detection of P. carinii by alveolar macrophages [113]. More recent data
suggest that the soluble form of the macrophage mannose receptor, released in response to P.
carinii, binds to the organism and impairs macrophage uptake [122]. Thus, this pathogen-driven
subversion of an important innate recognition mechanism in the lungs could help swing the
host-pathogen balance in favor of the pathogen. By coating itself in host-derived glycoprotein
molecules, P. carinii potentially delays recognition and destruction by the host immune system,
enabling the organism to survive and proliferate.

J. Drug Resistance

Drug resistance may be emerging as a significant problem in P. carinii pneumonia, based on
dihodropteroate synthase (DHPS) polymorphisms [123,124] and mutations in the ubiquinone
(coenzyme Q) binding sites of P. carinii [125]. Recent reports suggest that pneumonia caused
by P. carinii with mutations in the DHPS gene are associated with higher clinical mortality,
presumably attributable to resistance to the anti-Pneumocystis agents [126]. The potential prob-
lem of drug resistance may become more apparent with the routine administration of anti–P.
carinii prophylaxis to immunocompromised patients considered at high clinical risk. Recent
reports suggest that for HIV-infected persons, treatment with HAART is accompanied by a rise
in CD4� T-lymphocyte counts to �200 cells/mm,3 permitting the discontinuation of anti–P.
carinii prophylaxis and eliminating the development of resistance. However, for non-HIV pa-
tients, guidelines for the prescription of prophylaxis are less standardized [127].

K. Organism Proliferation in the Alveolar Airspace

When allowed to proliferate in the alveolar airspace of a susceptible host, P. carinii forms large
clusters of cells [7] which may create a physical challenge for their elimination by phagocytic
cells such as macrophages. Furthermore, whether these P. carinii trophic forms lack a specific
surface antigen which does not allow recognition by immune cells, or whether coated with a
molecule which inhibits he ability to mount a host immune response (analogous to the bacterium
P. aeruginosa) has not been established.

L. Host Lung Cell Transcription Factors

P. carinii pneumonia in the rat results in downregulation of GATA-2 mRNA [128], an important
transcription factor in hematopoietic cell development [129], specifically in alveolar macro-
phages, ciliated bronchoepithelial cells, and interstitial monocytes [128]. The specific effect of
this inhibition on pulmonary immune cells function as it relates to P. carinii remains to be
established.

M. Release of Reactive Oxygen Species by P. carinii

P. carinii is capable of inducing release of detectable (although low) levels of reactive oxygen
species in vitro [112,130]. Whether this capacity results in host cell oxidant damage remains to be
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established. This finding also presents an interesting paradox, as P. carinii has limited antioxidant
capacity and appears quite sensitive to oxidants [131].

N. HIV-1 Replication

Analysis of BAL specimens from HIV-infected persons suggests that P. carinii is associated
with enhanced HIV-1 replication in the lungs of these individuals [132], and this replication is
compartmentalized relative to blood cells. The enhanced HIV-1 replication may not be unique
to P. carinii, asM. tuberculosis pulmonary disease is associated with enhanced HIV-1 replication
in the lungs [133]. Enhanced HIV-1 replication may contribute to local pulmonary immune cell
dysfunction observed in HIV-infected persons [134]. P. carinii associated enhanced HIV-1
replication may contribute to HIV-1 disease progression and shorten the survival time of patients
[135].

IV. HOST RESPONSE TO P. CARINII

Many recent investigations have provided important insights into identifying the host response
to P. carinii. In this regard, genetic knockout animal models have been especially informative
(Table 3).

Histologically, P. carinii pneumonia in the susceptible host appears as a diffuse or patchy
alveolar filling process with a foamy, eosinophilic exudate composed of extensive clusters of
predominantly trophic forms and few cyst forms in a matrix of cellular debris and fibrin [136].
Trophic forms may be intimately adherent to host alveolar epithelial cells, but P. carinii appears
to be an extracellular pathogen [21]. This alveolar exudate is accompanied by type II epithelial
cell proliferation, but most notably with limited host inflammatory response [137]. The lack of
an inflammatory host response in the susceptible host is incompletely understood. Determining

Table 3 Animal Models for the Study of P. carinii Pneumonia

Reference

Increased susceptibility to P. carinii pneumonia
Corticosteroid treated rodent model 82
Athymic (nude) mice 74
SCID mice 141, 256
CD4� T-lymphocyte-depleted mice 138
CD4� T-lymphocyte-depleted mice 257
Transgenic B-cell deficient mice 149
RAG-1 �/� knockout mice 158
MHC class II molecule knockout A� �/� mice 158
TCR� �/� knockout mice 158
TNF-� RI/II & IFN-� knockout mice 175
uPA-depleted mice 258

Reduced pulmonary clearance of P. carinii
Alveolar macrophage depletion in rat 153
CD40L blocking in SCID mice 259

Increased lung inflammation in P. carinii pneumonia
INF-� knockout mice 196
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the cellular and molecular components participating in the host response to P. carinii remains
an area of active investigation.

A. Lymphocytes

Most of the immunocompromised conditions associated with P. carinii susceptibility share a
common, predominant T-lymphocyte dysfunction. The importance of T-lymphocytes, and in
particular the CD4� T-lymphocyte, in host defense against P. carinii has been clearly estab-
lished both clinically and in animal models. CD4� T-lymphocyte-depleted mice are susceptible
to P. carinii pneumonia following direct inoculation of exogenous organisms into the lungs
[138]. Impaired recruitment of lymphocytes into the lungs [139], occurs in contrast to immuno-
competent mice which effectively clear the organisms [138]. Severe combined immunodefi-
ciency (SCID) mice, genetically lacking T- and B-lymphocytes, are naturally susceptible to P.
carinii pneumonia when raised outside of barrier isolation, but infected animals effectively clear
the organisms following reconstitution with CD4� T-lymphocytes from immunologically intact
mice [140,141]. Adoptive transfer of purified CD4� T-lymphocytes, pretreated with P. carinii
major surface glycoprotein, into rodents with active P. carinii pneumonia reduced the P. carinii
burden in the lungs [142]. Although clearly established as an important cell in the host response,
the precise mechanism of the CD4� T-lymphocyte-mediated response to P. carinii remains to
be fully elucidated.

Other T-lymphocytes and other immune cells may be able to effectively defend the host
against this organism. CD8� T-lymphocytes may also contribute to an effective host response
to P. carinii. Progressive P. carinii infection in CD4-depleted mice is associated with marked
accumulation of CD8� T-lymphocytes in the lungs [139,143], and loss of both CD4� and
CD8� T-lymphocyte cells results in more intense pneumonia than just loss of CD4� T-cells
[144]. CD8� T-cells provide partial protection against P. carinii, perhaps in part through elabo-
ration of IFN-� [144], as recent studies have demonstrated that IFN-� and CD8� T-lymphocytes
restore host defenses against P. carinii even in the setting of CD4� T-lymphocyte depletion
[145]. In addition, preliminary data suggest that CD8� T-lymphocytes may have direct cytotoxic
effects on P. carinii. Aerosolized heat-killed E. coli (acting as an immune response modifier)
facilitates resolution of P. carinii pneumonia in the absence of CD4� T-lymphocytes [146],
which may in part be mediated by TNF-� and some unidentified Thy-1� CD4-CD8 �/� or
�/� T-cells [146].

B-lymphocytes also contribute in the host response to P. carinii. Most adults demonstrate
detectable serum antibodies to P. carinii [66], and increased anti–P. carinii antibody titers have
been demonstrated in some patients with active P. carinii pneumonia [147,148]. In animal
models, transgenic mice deficient in B-lymphocytes are susceptible to P. carinii pneumonia
[149], and immunization-mediated increases in circulating anti–P. carinii antibodies may protect
against subsequent P. carinii challenge, even in the setting of CD4� T-lymphocyte depletion
[150]. Furthermore, reconstitution of SCID mouse model of P. carinii pneumonia, using spleen
cells from immunocompetent mice but depleted of B-lymphocytes, are less able to restore host
defense [151].

B. NK Cells

P. carinii clearance from the lungs of CD4� T-lymphocyte-depleted mice treated with IFN-�
gene transfer into the lungs is associated with the influx of CD8� T-lymphocytes and NK cells
into the lungs [145]. The specific role of NK cells, however, has not been established.
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C. Macrophages

Alveolar macrophages are the primary phagocytic cells within the alveolar space, and several
observations support an important role for alveolar macrophages in the successful host response
to P. carinii [152]. Rats selectively depleted of alveolar macrophages demonstrate impaired
clearance of P. carinii pneumonia [153]. Resolution of pneumonia in various animal models
of P. carinii pneumonia [138,140,154] is associated with an influx of alveolar macrophages,
accompanied by increased P. carinii phagocytosis by alveolar macrophages [155] and release
of macrophage-derived cytokines [146]. In vitro exposure of P. carinii to macrophages results
in phagocytosis and rapid digestion of the organisms [156,157]. Macrophage activation (as
measured by cytokine and NO release) is not sufficient for mediating clearance of P. carinii in
the setting of immunodeficiency [158], suggesting that macrophages require the presence of
functional CD4� T-lympocytes.

P. carinii binding by alveolar macrophages is mediated by extracellular matrix proteins
(fibronectin, vitronectin) and receptors [111,159], immunoglobulin (Fc) [156] receptors, and
mannose receptors [160], whereas P. carinii phagocytosis is mediated by immunoglobulin [156]
and mannose receptors [134,160]. Complement receptors may enhance Fc-mediated phagocyto-
sis. Binding and phagocytosis may be modified by alveolar lining materials such as surfactant
protein-A (SP-A) [113,161].

P. carinii induces a macrophage oxidative burst response [112,130,160], whereas nonoxi-
dative mechanisms such as nitric oxide production may not contribute significantly to the host
response [162]. P. carinii induces the release of arachidonic acid and its metabolites, prostaglan-
din E2 and leukotriene B4, from alveolar macrophages [118]. These molecules may participate
in the effective host response to P. carinii. However, whether this response is altered in immuno-
compromised persons susceptible to P. carinii pneumonia has not been fully investigated.

D. Neutrophils/Polymorphonuclear Leukocytes

The role of neutrophils in the defense against P. carinii remains unclear. Neutrophils may be
present and increased in BAL fluid from AIDS patients with P. carinii pneumonia [163,164],
although this is not a consistent finding [165]. BAL neutrophilia may be more common in non-
HIV P. carinii pneumonia [166]. The presence of neutrophils may correlate with a poor prognosis
[164,167], perhaps attributable to the generation and release of toxic radicals and proteolytic
enzymes [168], although this has not been established with certainty. Migration of neutrophils
may be a relatively late event in P. carinii pneumonia among AIDS patients, and the poor
prognosis may be related to advanced P. carinii infection. Previous bacterial pneumonia in
immunosuppressed animal models (accompanied by neutrophilia) appears protective against
subsequent P. carinii pneumonia [169]. In vitro, interaction of P. carinii with neutrophils from
healthy persons results in P. carinii phagocytosis and degradation, and an oxidative burst re-
sponse facilitated by antibody [170,171] but not complement [171]. GM-CSF further enhances
the oxidative response [170]. Whether similar events occur in vivo has not been determined.

E. Cytokines

Experimental and clinical evidence indicates an important role for local cytokine production in
the host response and perhaps host susceptibility to P. carinii pneumonia. Both TH1 and TH2
type responses appear to play important roles [172,173]. The emerging data support an important
role for several cytokines, although studies have not definitively identified the cellular source
for the release of P. carinii–mediated cytokines in the lungs. Furthermore, studies have generally
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acknowledged the complexity and redundancy of the host cytokine network. However, the mech-
anisms by which cytokines influence P. carinii clearance, or perhaps influence the P. carinii
life cycle, have not been defined. Some of the cytokines examined in the host response to P.
carinii include the following:

1. TNF-�

The release of TNF-� by alveolar macrophages in response to P. carinii appears to be critical
for elimination of organisms from the host. In animal models, P. carinii clearance is significantly
impaired in the presence of anti-TNF neutralizing antibodies [174], or in animals with genetically
deleted TNF receptors [175]. Stimulation of endogenous TNF-� release accelerated P. carinii
clearance despite continued immunosuppression [146], an effect which was reversed with anti-
TNF antibody. Furthermore, immunocompetent mice fail to effectively clear P. carinii after
treatment with recombinantly expressed TNF-� inhibitor [176].

The cellular source for TNF-� is likely alveolar macrophages [111,177,177a]. The mecha-
nisms of P. carinii induced TNF-� release from alveolar macrophages may be mediated by the
P. carinii cyst wall binding to macrophage �-glucan receptors [177]. This enhanced release of
TNF-� is further augmented by opsonization of P. carinii with immune serum, or with the
adhesion molecules fibronectin and vitronectin [111], molecules which are elevated in the lungs
of patients with P. carinii pneumonia [111].

Exaggerated in vivo release of TNF-� has been observed in bronchoalveolar lavage fluid
or alveolar macrophages recovered from animals [178] and human subjects [179–181] with P.
carinii pneumonia. Furthermore, alveolar macrophages from persons with P. carinii pneumonia
may be primed to release increased amounts of TNF-� in response to LPS stimulation [179,180],
although this is not a consistent observation [181]. TNF-� concentrations in lung lavage fluid
inversely correlate with P. carinii cyst concentrations [179]. In asymptomatic HIV-infected
persons, TNF-� release by alveolar macrophages may be elevated [181], although more recent
data suggest that TNF-� release is not enhanced [132,182]. In vitro HIV-1 infection of monocyte-
derived macrophages blunted the TNF-� release in response to P. carinii compared to uninfected
cells [183].

The specific mechanism(s) of TNF-� mediated host defense against P. carinii have not
been established, but may involve macrophage activation and enhanced recruitment of inflamma-
tory cells to the lungs [184] or perhaps direct toxicity to P. carinii [185], a unique function for
a cytokine [186]. Defining the role of TNF-� remains an area of active investigation.

2. Interleukin-1 (IL-1)

Endogenous IL-1 is an important proinflammatory cytokine in the host defense against P. carinii.
Clearance of P. carinii organisms following immune reconstitution of P. carinii–infected SCID
mice is associated with increase in IL-1 in lung tissue [187], and clearance is abrogated with
IL-1 receptor-blocking antibodies. IL-1 mRNA is increased in lung tissue from P. carinii–in-
fected SCID mice, and the source appears to be alveolar macrophages in contact with P. carinii
organisms [172]. IL-1 release is diminished in alveolar macrophages infected in vitro with HIV
[188], raising the possibility that IL-1 release may contribute to P. carinii susceptibility in the
HIV-infected host.

3. Interleukin-6 (IL-6)

The role of IL-6 in the host response to P. carinii remains unclear. IL-6 is detected in bronchoal-
veolar lavage fluid of corticosteroid-treated rats with P. carinii pneumonia [189], and treatment
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of mice with a TNF inhibitor gene decreased mRNA for IL-6 in lung tissue and resulted in
more severe infection in mice depleted of CD4� T-lymphocytes [176]. In contrast, IL-6 mRNA
levels are not elevated in the lungs of SCID mice during progressive infection [172,190]. How-
ever, reconstitution and subsequent clearance of P. carinii organisms are associated with IL-6
detection in serum and the lung [190], and IL-6 mRNA in the lung [172]. However, neutralization
of IL-6 does not influence outcome, but is associated with increased lung inflammation [190].

IL-6 was not present in bronchoalveolar lavages or plasma from immunosuppressed pa-
tients with P. carinii pneumonia [191], and IL-6 production by bronchoalveolar lavage cells or
peripheral blood cells in response to LPS is decreased compared with cells obtained from unin-
fected subjects. Whether this defect was caused by P. carinii infection, corticosteroids, or immu-
nosuppressive drugs has not been determined. In vitro P. carinii–mediated IL-6 release is greatly
enhanced in human monocyte-derived macrophages infected in vitro with HIV-1 compared to
uninfected cells [183].

4. Interferon-� (IFN-�)

By one of several mechanisms, IFN-� may have a protective effect in the immunocompetent
host. P. carinii antigens elicit IFN-� production by T-cells [192,193], which in turn may prime
other effector cell functions. IFN-� may activate the phagocytic cell host defenses against P.
carinii, as IFN-� increases alveolar macrophage TNF release following exposure to P. carinii
[194], enhances alveolar macrophage killing of P. carinii [186], and enhances neutrophil oxida-
tive burst response following exposure to P. carinii [195].

IFN-� mRNA does not accumulate in the lungs of susceptible SCID mice during progres-
sive P. carinii pneumonia although IFN-� mRNA is present in the lungs during recovery follow-
ing reconstitution [172]. Neutralization of IFN-� in P. carinii–infected SCID does not affect
clearance of the organisms following reconstitution with immunocompetent splenocytes [174].
IFN-� knockout mice are not susceptible to P. carinii pneumonia [196]. Furthermore, P. cari-
nii–infected SCID mice effectively clear the infection following reconstitution with splenocytes
from either intact or from IFN-� knockout mice [196].

Exogenous administration of IFN-� can modulate P. carinii pneumonia, reducing the
intensity of P. carinii pneumonia when delivered via aerosol to CD4� T-lymphocyte-depleted
mice [197], or delivered systemically to corticosteroid-treated rats infected with P. carinii [198].
Furthermore, IFN-� inhibits attachment of P. carinii to alveolar epithelial cells [199], which
may interfere with an important step in disease pathogenesis. Thus, IFN-� may modulate the
inflammatory response in P. carinii pneumonia and may provide a protective role in P. carinii
pneumonia. Whether this protective effect is absent in the immunocompromised host remains
to be established.

5. Granulocyte/Macrophage Colony-Stimulating Factor (GM-CSF)

GM-CSF may enhance the host response to P. carinii. GM-CSF added to cultures of neutrophils
and P. carinii enhances release of reactive oxygen species [170]. Systemic administration of
GM-CSF to mice depleted of CD4� T-lymphocytes reduced the intensity of P. carinii infection
[200]. Recent experiments demonstrate that GM-CSF plays a critical role in the inflammatory
response to P. carinii; in a GM-CSF knockout mouse model, depletion of CD4 T-lymphocytes
increased lung inflammation and intensity of P. carinii infection compared to wild-type animals
[201]. Furthermore, alveolar macrophages from GM-CSF knockout animals have impaired
phagocytosis of P. carinii [201].
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F. Urokinase-Type Plasminogen Activator

Urokinase-type plasminogen activator (uPA), a protease intimately involved in inflammatory-
cell migration and activation, participates in the degradation of matrix proteins by leukocytes
during recruitment to inflammatory sites. uPA is expressed by macrophages and activated lym-
phocytes [202]. uPA receptor (CD87) is present on monocytes, neutrophils, and activated lym-
phocytes [203]; clusters at the leading edge of migrating monocytes during chemotactic response;
and is important to the clearance of C. neoformans [204]. uPA knockout mice develop uniformly
heavy P. carinii pneumonia when challenged intratracheally. uPA activity is markedly decreased
in alveolar macrophages and in BAL fluid obtained from HIV-infected persons, and plasminogen
activator inhibitor activity is increased in BAL fluid obtained from HIV-infected individuals
during P. carinii pneumonia [205].

G. Extracellular Matrix Proteins

Interaction of P. carinii organisms with host-defense cells occurs within the alveolar lining
material (ALM). Fibronectin and vitronectin are present in the ALM and can facilitate binding
of P. carinii to lung epithelial cells. P. carinii binding to lung epithelial cells may be toxic to
the epithelial cells and thus contribute to pathogenesis of disease [104]. Fibronectin may also
facilitate P. carinii binding to alveolar macrophages but does not trigger phagocytosis or respira-
tory burst [159]. Fibronectin and laminin-mediated attachment of P. carinii to host cells may
be facilitated by an ECM receptor on the organism [102].

H. Surfactant Proteins

P. carinii induces selective alterations in component expression and biophysical activity of lung
surfactant [206], resulting in decreased protein and mRNA levels of hydrophobic SP-B and SP-
C, increased hydrophilic SP-D, and no change in SP-A. The specific consequences of these
changes with regard to P. carinii pathogenesis remain to be established. SP-A is elevated in the
BAL specimens from HIV-infected persons with active P. carinii pneumonia [207]. SP-A levels
are elevated in rodents with active P. carinii pneumonia, and also in the lungs of these animals
prior to development of P. carinii pneumonia [208] (although the animals are receiving cortico-
steroids). SP-A effect on P. carinii binding and phagocytosis by alveolar macrophages is contro-
versial. In vitro investigations demonstrate that SP-D enhances P. carinii binding to alveolar
macrophages [209], although the influence on phagocytosis is not known.

I. Inflammatory Host Response

Inflammation plays a critical role in the host response to P. carinii during the course of effective
treatment, and may in part contribute to morbidity and mortality associated with P. carinii
pneumonia [166,167,172,210]. In the animal model of P. carinii pneumonia, the inflammatory
response is preserved although the profile of the cells recruited into the lungs is different from
that of immunocompetent animals [139], and this inflammatory response is not sufficient to
effect clearance or resolution of pneumonia. The lung inflammatory response associated with
immune reconstitution results in significant decrease in lung compliance and oxygenation [211]
and is associated with the presence of CD8� T-lymphocytes and neutrophils in the BAL fluid.
The lower respiratory tract inflammatory response may be in part mediated by the P. carinii
cell wall �-glucan [120] through interaction with macrophages. These observations provide
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direct evidence that the host’s response to P. carinii directly impairs pulmonary function and
contributes to the pathogenesis of P. carinii pneumonia.

J. Host Genetic Factors

In the murine models for P. carinii pneumonia, there are strain differences in the severity of P.
carinii pneumonia, suggesting important but unrecognized host factors [212]. Whether such host
genetic factors contribute to P. carinii pneumonia in humans has not been determined.

V. MANAGEMENT OF P. CARINII INFECTIONS

P. carinii is an opportunistic pathogen, and human disease is generally limited to immunocom-
promised hosts. Immunosuppressive states permissive for P. carinii pneumonia are characterized
by profound impairment of lymphocyte function; these include chronic corticosteroid therapy,
cancer chemotherapy, chronic lymphocytic leukemia, malnutrition, and HIV-1 [213]. P. carinii
pneumonia is not common in patients with immunosuppression associated with neutropenia or
defective humoral immunity, and there are rare reports of P. carinii pneumonia in subjects
without apparent recognized risk factors [214,215].

HIV-1 has had the most dramatic impact on the incidence and prevalence of P. carinii
pneumonia on a global scale, as P. carinii pneumonia occurs in �75% of HIV-infected persons
in the absence of antiretroviral therapy and prophylaxis [216], and accounted for 46% of the
AIDS index diagnoses in 1992 [217,218]. The development of P. carinii pneumonia inversely
correlates with the levels of peripheral blood CD4� T-lymphocytes [219]. Recent advances in
the diagnosis and management of HIV-1 infection have been associated with a marked reduction
in the incidence of AIDS-related P. carinii pneumonia [220] and a decline in morbidity and
mortality for AIDS-associated P. carinii pneumonia [220,221]. However, for immunocompro-
mised individuals without HIV infection [221], morbidity and mortality remain quite high [221].
Furthermore, mortality related to respiratory failure for both HIV and non-HIV cases exceeds
50% [221].

A. Clinical Features of P. carinii Pneumonia

Patients diagnosed with P. carinii pneumonia often present with fever, nonproductive cough,
and exertional dyspnea, often associated with fatigue, malaise, and weight loss [222,223]. The
duration of symptoms prior to diagnosis is significantly shorter for non-HIV patients, with a
mean duration of 5 days [222], but may be associated with a rapid development of acute respira-
tory distress [223]. In contrast, for HIV-infected persons, the mean duration of symptoms is
25 days [222], and the development is often more indolent [222]. Physical examination may
demonstrate fine inspiratory crackles, and laboratory testing may demonstrate elevated serum
LDH [224] and hypoxemia at rest or with exercise [225]. Pulmonary function testing may reveal
a reduced diffusing capacity [226]. Chest radiographs may demonstrate characteristic bilateral
perihilar interstitial infiltrates, although atypical features are increasingly common [227–233].
Normal radiographic findings may occur in up to 19% of cases [234].

B. Diagnosis

Confirmation of clinically suspected cases of P. carinii pneumonia requires the demonstration
of the characteristic cyst and/or trophic forms in respiratory tract specimens. Examination of
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spontaneous expectorated sputum rarely reveals P. carinii organisms, although a diagnosis can
often be made by examination of stained smears of sputum induced through ultrasonic nebuliza-
tion of saline [235]. A diagnosis may also be made through examination of specimens obtained
by bronchoalveolar lavage, transbronchial biopsy, or open lung biopsy [236]. Specimens may
be stained with Gomori’s Methenamine Silver stain to identify the cyst form [7,237,238]; Giemsa
and modified Giemsa stains (e.g., Diff-Quik) to identify trophozoites, intracystic bodies, and
all intermediate forms [7]; or direct and indirect fluorescent monoclonal antibody stains [239].

P. carinii organisms may persist by staining characteristics (although they may not repre-
sent viable organisms) in subsequent bronchoscopic specimens during the course of treatment
for P. carinii and up to 50 days [240]. Sequential bronchoscopic examination to monitor the
course of treatment is not recommended. Determination of P. carinii organism burdens in the
airways remains a research tool [166]. Serum levels of LDH, generally elevated in most cases
of P. carinii pneumonia, generally decline with clinical improvement [241].

For known HIV-infected persons with peripheral blood CD4� T-lymphocytes �200 cells/
mm3 and oral candidiasis, who present with �2 weeks of fever and nonproductive cough, a
presumptive diagnosis of P. carinii may warrant a trial of anti-Pneumocystis therapy in the
absence of diagnostic specimens [242], although empirical treatment for P. carinii pneumonia
is controversial. Patients who fail to respond to empirical therapy should undergo further testing
to establish a diagnosis. Empirical therapy for non-HIV patients has not been investigated. The
use of PCR technology to diagnose P. carinii pneumonia is highly sensitive and has contributed
to our understanding of the epidemiology of P. carinii. Detection of P. carinii DNA [243] may
represent active infection, resolving infection, a transient carrier state, or perhaps subclinical
infection, and thus has limited clinical utility.

C. Treatment

As a carrier state has not been well defined, the demonstration of P. carinii in a respiratory
specimen from persons with newly acquired symptoms is generally regarded as pathogenic and
warrants treatment. A number of antimicrobials are available for the treatment of P. carinii
pneumonia, including trimethoprim-sulfamethoxazole (TMP-SMX), pentamidine isethionate,
atovaqone, primaquine and clindamycin, and DFMO [244]. TMP-SMX remains the agent of
choice for mild, moderate, and severe cases of P. carinii pneumonia. Although pentamidine
demonstrates equal efficacy to TMP-SMX [245], a more severe side-effects profile relegates
this agent to second-line therapy. The selection of alternative regimens is based in part on the
clinical severity of pneumonia, as some agents are only available in oral form. Most available
antimicrobials target P. carinii DHFR or DHPS enzyme. High rates of adverse drug reactions
or intolerance [246] and treatment failure rates with second-line therapies remain a considerable
problem [247].

D. Adjunctive Therapies

This type of therapy can be initiated at 3–5 days following the appropriate treatment (described
above) for P. carinii pneumonia, Many patients diagnosed with P. carinii pneumonia experience
progressive respiratory distress and hypoxemia within 5 days of initiation of appropriate antimi-
crobial medications. This observation is attributed to excessive lung inflammation related to the
killing of P. carinii organisms and is consequence of an effective host immune response [211].
For HIV-infected persons with resting hypoxemia at the time of admission, the administration
of adjunctive corticosteroids within 72 hr of establishing the diagnosis of P. carinii pneumonia
[248] may prevent clinical deterioration, presumably by modifying the acute host inflammatory
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response, possibly by influencing TNF-� [249,250], and IL-1 release by alveolar macrophages
[249]. The use of adjunctive corticosteroids for non-HIV PCP has not yet been established,
although preliminary observations suggest that recovery may be accelerated with high-dose
corticosteroids [223].

E. Chemoprophylaxis

Current guidelines recommend the initiation of chemoprophylaxis against P. carinii pneumonia
for all HIV-infected persons with peripheral blood CD4� T-lymphocyte counts �200 cells/
mm3 [250a]. Trimethoprim-sulfamethoxazole remains the agent of choice, although dapsone,
aerosolized pentamidine, and atovaqone represent alternatives if intolerance develops. For HIV-
infected persons, recent evidence suggests that primary prophylaxis for P. carinii pneumonia
may be discontinued once peripheral blood CD4� T-lymphocytes are consistently �200 cells/
mm3 [251]. For immunocompromised patients without HIV infection, the prescription of anti–P.
carinii prophylaxis is less standardized [127].

F. Complications

Recognized complications include respiratory failure, with an associated high mortality rate for
both AIDS-related and non-HIV P. carinii pneumonia [221]. Recent studies support the contin-
ued use of an aggressive approach to management of P. carinii in the HIV-infected population,
including ICU admission, intubation, and mechanical ventilatory support [252]. For HIV-associ-
ated P. carinii pneumonia, other associated complications include pneumothorax [253], persis-
tence of P. carinii pneumonia (i.e., nonresponder), or recurrence of P. carinii pneumonia [240],
whereas these complications generally are not associated with non-HIV P. carinii pneumonia.
P. carinii pneumonia enhances HIV-1 replication in the lungs [132] and may contribute to the
accelerated progression of HIV disease [135]. Overall mortality rates �10% for AIDS-related P.
carinii pneumonia [254] and 35–43% for non-HIV-related P. carinii pneumonia [221,223,255].

VI. CONCLUSIONS

Much has been learned with regard to the pathogenesis of this opportunistic pathogen which
causes serious disease in the immunocompromised patient. As with many microbes, infection
with P. carinii may be common, but disease is unusual in the immunocompetent host. Recent
studies have improved our understanding of P. carinii virulence factors, although many virulence
factors remain speculative.

P. carinii is related to fungi but may represent a unique organism. Although the environ-
mental reservoir for P. carinii has not been identified, P. carinii is likely acquired by the host
via the respiratory route, although the infectious form and the inoculum size required to induce
disease have not been established. For the healthy, immunocompetent host, although exposure
is likely frequent, the combined human and animal data suggest that the organism is cleared
effectively, without evidence for persistence of a latent phase of infection. However, in the
setting of immunodeficiency, infection with P. carinii (perhaps through exposure to infected
individuals) leads to disease, and recurrent episodes of P. carinii in the immunocompromised
host likely represent newly or recently acquired organisms rather than reactivation of latent
infection. Both the innate and acquired immune systems are important in the host response to
effective clearance of this organism, but the generation of P. carinii–specific antibodies devel-
oped via acquired immunity have limited efficacy as newly acquired organisms may have differ-
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ent antigenic determinants on the surface and thus may not be recognized by preformed antibod-
ies. The host inflammatory response to P. carinii may be responsible for the severe clinical
manifestations of the disease, especially following the initiation of appropriate antimicrobials,
whereas corticosteroids may favorably modify this inflammatory response.

To better understand P. carinii pathogenesis, many challenges remain, including culturing
the organism and determining genetic factors, virulence factors, and metabolic growth require-
ments. Learning more about the organism and identifying specific or novel genes will allow
more specific antimicrobial targeting. Identifying defects in host defense mechanisms may allow
immunomodulation as adjunctive therapy for P. carinii pneumonia. Questions which remain to
be established include: What/where is the environmental reservoir for P. carinii? What is the
infectious form of the organism? What is the incubation period for disease? What are the
nutritional/metabolic requirements? What determines virulence? Is P. carinii latent/reactivation
or acquisition of new organism? What affects organism viability? Determining the answers to
these and other questions will allow a more thorough understanding of the pathogenesis of
pneumonia, and allow the development of novel therapeutic agents.
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I. INTRODUCTION

By the end of the year 2000, completed genome sequences of over 75 micro-organisms will be
available. Although the majority of sequenced genomes will be prokaryotic, fungal genomes
will be the next most represented group of eukaryotic organisms. To date, the only completed
fungal genome is of Saccharomyces cerevisiae; however, fungal genome projects are under
way for the zoopathogens Candida albicans, Pneumocystis carinii, Aspergillus fumigatus, and
Cryptococcus neoformans. Projects are in various stages of completion for model organisms
Neurospora crassa and Aspergillus nidulans, as well as for the model plant pathogenMagnapor-
the grisea. Upon completion of the genome projects of these seven organisms, an enormous
amount of information will be available to the fungal biologist. The sheer volume of information
that genome projects present has redefined biological research as an information science called
‘‘genomics.’’ Although the word genomics was coined in 1986 [1], the field of genomics has
already been divided into ‘‘structural genomics’’ and ‘‘functional genomics.’’ Whereas structural
genomics concerns itself with the elucidation of the physical map of the genome, functional
genomics involves experimental approaches to examine global gene expression (‘‘the tran-
scriptome’’) through large scale experimental methodologies and is dependent on structural
genomics. Both approaches require that the biologists organize (and reorganize) data via statisti-
cal and computational analyses in an attempt to discover patterns and relationships. These rela-
tionships may exist among species, within the genome of single species (e.g., gene families),
or within a single DNA sequence.

II. GOALS OF THE FUNGAL GENOME PROJECTS

The development of genetic and molecular analysis of fungi has greatly advanced our understand-
ing of the biology of this very large kingdom. However, many of the fungi which are of the
most intrinsic or practical interest are refractory to genetic analysis (e.g., the obligate parasites
such as the human pathogen P. carinni, and the plant pathogenic rusts and powdery mildews),
and even those which are experimentally accessible contain large genomes, so that a gene-by-
gene analysis of their biology becomes unfeasible, even with a very large research community.
For example, 25 years’ work by the very extensive and active community of geneticists and
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biochemists working on Saccharomyces cerevisiae failed to discover about half the putative
genes revealed by the genomic sequence of this organism [2]. Even with an international consor-
tium devoted to the identification of every open reading frames (ORF) in the yeast genome,
this approach failed to identify 15 unique RNA transcripts, several of which are likely to contain
small ORFs [3].

With the advent of whole genome analysis, both general approaches to discover the func-
tions of unknown ORFs and specific targeting of genes chosen for their potential interest become
possible, and much can be learned in a relatively short time. Among the information that can
be derived from the annotated sequence of a fungal genome are candidate genes for antifungal
drugs, identification of gene families which may be refractory to normal genetic or molecular
analysis, and clues to undiscovered aspects of the organism’s life style. For this reason, pharma-
ceutical companies are focusing a great deal of attention on the emerging information about the
genomes of fungi.

III. STRUCTURAL GENOMICS

Structural genomics concerns itself with a physical map of the genome of an organism. Although
the ultimate genomic map is the completed DNA sequence, that sequence is often not completely
informative, since it does not define individual chromosomes, repeated DNA, and unclonable
segments. For this reason, sequence determination must be accompanied by the construction of
a physical as well as a genetic map. To make a physical map, the genomic DNA is subdivided
into a series of clones that are then ordered along the chromosome in such a way that all clones
are contiguous (a contig map). Preparation of this map is simpler in fungi than higher eukaryotes
because fungi have smaller chromosomes than most eukaryotes. These smaller chromosomes
readily lend themselves to CHEF (contour clamped homogenous electric field) electrophoresis
and allow the separation and resolution of specific chromosomes for karyotypic analysis. DNA
probes of either known genes or random fragments of DNA are then hybridized to membranes
that contain the DNA of both the collection of clones and the karyotype. This identifies a subset
of overlapping clones from the library that contain the DNA sequence of the probe and reveals
the position of the probe within the karyotype. These overlapping clones are referred to as a
contig (Fig. 1). Subsequent probes produce new contigs that extend previous contigs or may
exist as isolated minicontigs. Contigs may also be extended by a process called ‘‘chromosome
walking.’’ Walking can be accomplished by subcloning the ends of a given contig and using
the subcloned fragment to reprobe the library and identify new clones to extend the contig.
Unless directionality has been previously established, only one subclone will extend the contig
whereas the other will reidentify the previously identified clones. In the end, the goal is to
connect all the contigs along each chromosome and provide a set of overlapping clones spanning
the entire chromosome.

For smaller genomes, shotgun sequencing is the most efficient approach. In this method,
random clones covering several genomes’ worth of DNA are sequenced. The complete sequence
is assembled using specialized computer programs. The deep coverage that results from multiple
overlapping clones permits the assignment of the final sequence and overlaps to formulate
sequence contigs. This approach is extremely efficient for fungi, most of which have small
genomes. The alternative (and ‘‘classical’’) method is to use the physical map to generate contigs
of each chromosome, then sequence the individual clones in each contig. Since the order of the
clones is known, the sequence is easily aligned along the chromosome. This approach diminishes
the computing power required to assemble the final sequence, since a single chromosome is
necessarily less complex than the genome. This method has been essential for determining the
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Figure 1 Overview of the physical mapping portion of the Candida albicans Genome Project. An
example is shown of the assembly of a contig on chromosome 5. In the later stages of the map construction,
probes are not sequenced. As more probes are tested, larger and larger contigs are constructed. The object
is to develop complete contigs (overlapping sets of clones) for each chromosome. The ultimate goal, of
course, is one contig per chromosome. This will allow the analysis of the location of repeated DNA and
of the frequent chromosomal translocations. The finished map will facilitate the sequencing project by
allowing the assignment of alleles with significant heterozygosity and locating any areas where sequence
is unavailable.

sequence of large genomes, but the increasing capacity of computers has meant that even the
human genome sequencing is now being carried out by the shotgun approach [4].

The physical map is very useful for the study of synteny between genomes. Information
provided by synteny studies can provide inferences about the phylogenic relationships and the
type of rearrangements that may have occurred since divergence from a common ancestor. Over
evolutionary time, the gene order on chromosomes can be reorganized by deletion, translocation,
inversion, and gene duplication. This reorganization can be so extreme that little or no conserva-
tion of gene order can be detected, as is the case with Haemophilus influenzae compared to
Escherichia coli. Conversely, almost total conservation may be easily recognized, as is seen
between Mycoplasma genitalium and M. pneumonia (http://www.zmbh.uni-heidelberg.de/
M—pneumoniae/genome/G—Comparison.html). Conservation of gene order has been reported
among ascomycetous fungi; not surprisingly, gene order conservation at the loci studied de-
creases with evolutionary distance [5]. In the study by Keogh et al. [5], it was found that 59%
of adjacent gene pairs in Kluveromyces lactics or K. marxianus are also adjacent in S. cerevisiae.
Furthermore, 16% of Kluyveromyces gene order can be inferred from ancestral gene order in
Saccharomyces prior to the ancient whole genome duplication event [6]. This is not surprising
when one considers the close evolutionary relationship of these two genera, a relationship that has
been supported by several independent phylogenetic analyses. Conversely, the phylogenetically
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distinct C. albicans, and even more distant Schizosaccharomyces pombe, genomes contain 13%
linkage and no linkage supporting data, respectively [5].

One of the first steps of the genome project is the annotation of genes. This involves
locating the ORFs usually defined as a DNA sequence encoding an uninterrupted string of 100
or more amino acids beginning with methionine [7]. The choice of 100 amino acids is arbitrary
and certainly leads to the omission of some functional genes; these may be identified as the
functional genomic analysis progresses. Ultimately, the cellular role of the protein encoded by
each ORF will be determined experimentally; however, computational methods can give insight
into the function by identifying sequences in the database which are similar to the unknown
gene. The annotation accompanying any such sequences can give the researcher a list of possible
functions for the unknown ORF, thereby providing direction for the necessary experimental
research to determine the protein’s role. The most commonly used tool for sequence comparison
is the database search tool BLAST (http://www.ncbi.nlm.nih.gov/BLAST/) [7]. BLAST utilizes
an algorithm that produces a High-scoring Segment Pair (HSP). The HSP is a comparison of
two sequence fragments of arbitrary but equal length that can produce an alignment score that
meets or exceeds a predetermined cutoff score for similarity. Analysis of BLAST results requires
thoughtfulness and care on the part of the investigator. Utilizing too stringent a scoring cut-off
will result in the elimination of genes that are, in fact, similar to the sequence being tested,
whereas a too-lax alignment may suggest a relationship that doesn’t exist [7].

There are additional limitations to BLAST searches, the most important of which is mis-
leading or erroneous sequence annotation in the database, which allows one to go ‘‘wrong with
confidence’’ as recent work by Pallen [8] illustrates. Pallen [8] points out that misinterpretation
of BLAST results in one paper led the authors to identify an unknown gene from Campolobacter
jejuni as producing a protein homologous to one involved in type III secretion systems. The
homology found was relatively small, and the complete genome sequence of C. jejuni lacks any
of the other genes required for this system. Pallen [8] concludes, ‘‘Claims that sequences are
sufficiently similar to be considered homologous . . . should only be made after unprejudiced
searches of sequence databases using sequence analysis methods that provide estimates of statisti-
cal significance of sequence similarities.’’ Because pairwise comparisons permit the alignment
of any given sequence with any other given sequence depending upon gaps and definitions of
sequence similarities [7], a distribution of HSP scores (listed in decreasing values of significance)
can result from a given search. One should avoid imputing highly significant values in favor
of expected (or desired) matches.

Misassignment of sequence is but one problem associated with BLAST results. Many
sequence similarity results are simply uninformative. For example, BLAST search results may
show a significant level of sequence identity to an orthologous gene annotated as a suppressor
of another function but of unknown mechanism. The rapidly increasing number of ORFs of
unknown function arising from genomic sequencing projects means that identification of even
very similar orthologs may provide little or no information. A major problem due to the volume
of data that genome projects have produced is the assignment of function to ORFs based solely
upon sequence similarity searches without empirical evidence.

Additional Web-based database search engines have been created to provide more informa-
tion from sequence data. One of the first and most widely used programs, PIR (Protein Informa-
tion Resources; http://pir.georgetown.edu) provides researchers the computation necessary to
examine protein domains and structure, molecular evolution, and functional genomics. Another,
SMART (Simple Modular Architecture Research Tool) is designed to identify and annotate
functional domains [9]. By examining the yeast genome with SMART (http://www.bork.embl-
heidelberg.de/Modules/sinput.shtml), Schultz et al. [9] were able to identify 350 more signaling
domains than were previously identified. A graphical display is provided showing the positions
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of these domains within the query sequence. Domains are linked to Medline and the Molecular
Modeling Database via Entrez. This provides easy access to the data relating to homology/
structure/function. Such programs, like BLAST searches, are not reliable indicators of gene
function when experimental data do not exist to allow these domains to be identified. An example
appropriate for a discussion of fungal genome projects is the analysis by Schultz et al. [9] of
the INT1 gene from Candida albicans. This gene was isolated as an integrin ortholog by using
a cDNA probe to the transmembrane domain of human �M-integrin. The authors then compared
the sequence of INT1 to the characteristic motifs of several integrin �-subunits using BESTFIT
[10]. In doing so, they identified a putative integrin I-domain with 18% sequence identify to
the human �M [10]. Within this domain they identified an area with 25% sequence identity to
the fibrinogen binding protein of Staphylococcus aureus [10]. These values are on the cusp of
significant probability [7]. Additionally, a hydrophobic sequence and a putative membrane span-
ning domain were identified [10]. Schultz et al. [9] argued that the absence of a detectable
transmembrane domain and the identification of a PH-domain suggests that INT1 is not an
integrin-like protein but is more homologous to S. cerevisiae BUD4 [9]. However, experimental
evidence refutes this contention (C. Gale, personal communication).

First, the role of INT1 in adhesion, filamentous growth, and virulence has been demon-
strated experimentally [11], and continued work suggests it neither functions as a BUD4 homolog
in bud site selection nor rescues bud4mutants in S. cerevisiae (C. Gale, personal communication).
Interestingly, the C. albicans genome project has generated annotated sequence equivalent to
five genomes worth of coverage and a BUD4 homolog in Candida has not been identified. A
number of possibilities remain. Could INT1 have a specific developmental role in the yeast to
hyphal transition? One intriguing hypothesis is that as the production of true hyphae evolved,
the INT1 gene evolved to fulfill additional functions in Candida beyond that of BUD4, and that
the new properties prevent it from functioning in a homologous fashion in Saccharomyces. In
spite of this conjecture, recent BLASTX searches of INT1 suggests that a similar gene exists
in Schizosaccharomyces pombe. If INT1 is necessary for additional functions in C. albicans,
what is an INT1-like gene doing in S. pombe? In summary, the inference of function by sequence
homology alone is a hazardous undertaking.

IV. FUNCTIONAL GENOMICS

The publication of the completed genome of many bacteria and the yeast Saccharomyces cerevis-
iae provides a framework for the development of functional genomics. To date, all published
genome sequences have included the identification, classification, and explanation of genes by
cellular role, if known. The status of the number of known and unknown genes is compared and
finally, unique features of a given organism are highlighted. Upon completion of the preliminary
analysis of the structural genome, the functional genomics of many organisms has faltered [1].
A major exception to this statement has been the analysis of the S. cerevisiae.

The first published examination of total gene expression (transcriptome) in yeast was done
by serial analysis of gene expression (SAGE) [12]. This process is based on three concepts: (1)
A short sequence tag contains sufficient information to uniquely identify a transcript provided
that the tag is obtained from a unique position; (2) this sequence can be used to identify a given
transcript; and (3) quantitation of the number of times a given tag appears provides the level
of expression of the corresponding transcript. Through the use of polylinkers, tags of all the
transcripts in the cell can be concatenated to create a chain of DNA fragments, which is then
sequenced. The number of times a given tag appears in the sequence enables the researcher to
quantitate the number of mRNA copies of a given gene per cell. In the original study [12],
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cDNA libraries of yeast cells in log-phase, S-phase-arrested, and C2/M were created. From
these libraries, the authors examined 60,633 transcripts that were produced by 4665 genes.
Transcription levels ranged from 0.3 to �200 transcripts per cell [12]. Only 1981 of the ORFs
found in this study had previously known functions at the time of publication, compared to the
2684 ORFs that were uncharacterized. Although some genes had high levels of expression,
clusters of specific expression levels were not readily apparent. Telomeric position effect was
identified, with an average of �3.2 tags/gene seen within 10 kb of the telomere compared to
12.4 tags/gene outside of the telomeric region [12]. Although some limitations to the SAGE
method exist (small or extremely low copy number transcripts may escape detection; transcripts
with long 3′ untranslated regions may be misassigned), these data set the stage for future forays
into functional genomics [12].

SAGE was instrumental in the development of functional genomics. However, it is the
creation of microarrays (and their reproducibility) that has redefined the field. Microarray tech-
nology is, quite simply, the miniaturization of filter-based assays (macroarrays) like those used
to probe libraries. Key differences between macroarrays and microarrays include reproducibility,
parallelism, and automation [13]. To date, most microarrays are used to assay gene expression
under a variety of conditions. Unlike previous methods such as differential display, which deter-
mined a threshold level of gene expression but did not give quantitative data, microarray technol-
ogy shows the relative level of expression for all genes being expressed (the transcriptome).
For this reason, microarray technology is producing enormous amounts of data to be analyzed.
The sheer volume of data requires both statistical and computational analysis. To date, microar-
rays of the S. cerevisiae genome have been used to study strain variation, gene expression under
differing conditions, such as heat and cold shock, and glucose derepression [14] and variation
in ploidy [15]. Microarray technology has been used to examine genome-wide patterns of gene
expression in strains undergoing adaptive evolution [16]. Ultimately, one would anticipate that
changes in gene expression would be determined for multigenic phenotypes that have been
previously difficult to characterize, and that this would provide an understanding of a myriad
of biological processes. Examples of such complicated multigenic traits include the phenotypic
switching of C. albicans [17,18], regulation of conidiation of A. nidulans and A. fumigatus [19],
and appressorial development and surface recognition in M. grisea [20–22].

A third approach to functional genomics is the disruption of every gene in the genome,
followed by examination of the phenotype of each mutant. This requires the construction of a
library of strains, each of which has one gene disrupted. For Saccharomyces cerevisiae, which
has �6000 genes, an international consortium has undertaken this effort, with separate genetic
regions assigned to different laboratories. Yeast biologists have constructed a library of 6000
signature-tagged deletion mutant strains (one for each ORF identified) [23]. These signature-
tagged deletion mutant strains allow yeast biologists to examine the role of the protein encoded
by each ORF under specific conditions. This approach provides a system to identify genes
essential under a particular conditions (those mutant strains that did not survive) and permits
characterization of ‘‘orphan’’ ORFs—i.e., ORFs without an assigned function.

V. THE SACCHAROMYCES CEREVISIAE GENOME DELETION PROJECT

A Web page exists for this project (http://www-sequence.stanford.edu/group/yeast—
deletion—project/deletions3.html). Such an international project requires agreement on the
method of gene disruption so that the various mutants can be compared directly. For the Sacchar-
omyces cerevisiae Genome Deletion Project, the approach was the use of polymerase chain
reaction (PCR) technology with the dominant selectable marker being gentamycin resistance
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[23]. Primers with �50 bp of homology to the genomic sequence on each side of the gene to
be deleted and with 25 bp of homology to the selectable marker were used. This approach
works because Saccharomyces cerevisiae has a very high rate of homologous recombination.
Obviously, the phenotypic analysis of these deletion mutants is a daunting undertaking, especially
since many of the unknown ORFs are not essential for viability under a variety of laboratory
conditions. Additionally, less drastic phenotypes may manifest themselves only under specific
growth conditions. It had been assumed that expression of a gene under a specific growth
condition is indicative of the gene’s importance in that condition. However, in one comprehensive
S. cerevisiae study, deletion of a gene which was highly expressed under particular growth
conditions did not affect the phenotype shown by the cells under those conditions [23]. This
paradox has been seen in other fungi in less comprehensive studies [19].

One important goal of all fungal genome projects has been the identification of potential
antifungal drug targets. Essential genes, preferably those without human homologs, are consid-
ered to be the best potential antifungal drug targets. Hence, in any genome project, the identifica-
tion of the vital genes is very important. In the S. cerevisiae gene disruption project, 6925 strains,
each with a precise deletion in one of 2026 ORFs [23], have been described. Winzeler et al.
[23] found that 17% (or 356) of the deleted ORFs were essential for viability under the conditions
tested. Although the paper claims that the list of essential genes is available, the cited list of
the 356 ORFs is not available for the general scientific community.

Functional genomic approaches exist that do not require the complete sequence of the
genome. Two such approaches include Signature-Tagged Mutagenesis (STM) and In Vivo
Expression Technology (IVET). Both of these approaches identify genes through a random
process; both can effectively scan the genome and both are labor intensive. Signature-tagged
mutagenesis uses a mix of mutants constructed by random mutagenesis to infect a host. Each
mutant has a distinguishable molecular marker, usually a unique sequence of DNA placed
between two primer sites that are the same in all strains. The multiple PCR products prepared
from DNA isolated from the mix of mutants used for the infection are compared with products
from the mix isolated from the moribund host. Any strains present in the input pool but absent
in the mix isolated at the end of the infection will be identifiable by the absence of their PCR
products in the second pool. Mutants that are lost during the infection process are inferred to
have lost the function of a gene that is essential for infection. This procedure has been used to
identify a gene that is required for adherence in Candida glabrata [24]. Curiously, the identified
gene was not found to have a role in initial colonization or persistance in multiple in vivo
infection models [24].

In vivo expression technology uses a promoterless copy of a gene that is essential for
growth in the host. A library of fragments of genomic DNA is inserted 5′ to the gene and the
library is transformed into a strain lacking the gene. The mix of transformants is used to infect
a host, and the cells that are able to establish an infection are assumed to have constructs with
a promoter for a gene that is normally expressed during infection. The promoter is then rescued
and its normally adjacent gene is identified. This approach has been successfully applied to
Histoplasma capsulatum [25].

VI. FUNGAL GENOME PROJECTS PRESENTLY UNDER WAY

In addition to the very well advanced Saccharomyces cerevisiae genome project, several other
fungal genome projects are under way. It should be noted that the genomes of several fungi (C.
albicans, A. nidulans, and M. grisea) have probably already been determined several times on
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a proprietary basis by chemical companies. Genome projects for these same fungi and Pneumo-
cystis carinii and Cryptococcus neoformans are also being carried out in the public domain.

A. Candida albicans

The first pathogenic fungus to be subjected to genomic analysis was Candida albicans. C.
albicans is the single most important human fungal pathogen, and it is diploid as usually isolated.
It has eight pairs of homologous chromosomes, and the size of the haploid equivalent of its
genome is 16 Mb, about one-third larger than that of S. cerevisiae. With the development of
parasexual genetics in Candida in 1981, and its similarity to Saccharomyces, investigators were
encouraged to attempt similar kinds of experiments. Electrophoretic karyotypes of various strains
were produced in the late 1980s [26–28], but the assignments of genes to chromosomes did not
begin until around 1990. The question of chromosome number was resolved in 1991 [29], and
in 1993 the first macrorestriction map of the Candida genome was published [30]. This map
was based on the fragments produced by the 8-b-p-specific enzyme SfiI, which cuts 34 times
in the diploid C. albicans genome. The genomes of two well-studied strains, 1006 [31], and
WO-1 [32], were analyzed in Chu et al. [30]. This map showed several properties of the genome
which have proved to be fundamental. The genomes of both strains showed polymorphisms
with respect to SfiI restriction sites, so that in several cases sites present on one homolog were
absent on the other. This suggested that there is a reasonable level of polymorphism at the level
of DNA sequence. The two homolog of chromosome 7 of 1006 [33] are separable by pulse-
field gel electrophoresis, although the SfiI restriction patterns are identical. Compared to 1006
and most other Candida strains, WO-1 has an aberrant karyotype, with 10 electrophoretic bands
instead of the usual eight. Chu et al. showed that the extra bands in WO-1 were reciprocal
translocation products of the chromosomes found in most strains [30]. A similar finding had
been made by Thrash-Bingham and Gorman, using entirely different isolates [34]. Chu et al.
also showed that the three translocations in WO-1 have all occurred in the areas possessing the
SfiI restriction sites [30]. The macrorestriction map used the chromosomal nomenclature agreed
upon in Palm Springs, at the first ASM meeting on Candida and candidiasis. This resulted in
a standard nomenclature in which the ribosomal DNA chromosome was designated R, since it
changes size and has no reproducible position on a pulse-field electrophoresis gel, and the others
being numbered 1 to 7 in decreasing order of size.

Extensive work in the laboratory of Tanaka in Japan showed that a middle repeat sequence,
since named the Major Repeat Sequence (MRS), occurred several times in the Candida genome
and contained multiple sites for the SfiI enzyme [33,35–37]. It is now clear that at least 22 of
the SfiI sites are located in MRS sequences. The MRS sequence has three parts, called HOK1,
RPS, and Rb2. HOK1 and RB2 appear once in each MRS cluster; RPS can be repeated up to
10 times. Chromosome length polymorphisms between homologs and between strains are often
due to differences in the number of RPS repeats in the MRS on the two homologs [37a]. Repeats
have been shown to undergo recombination and change in size [38].

The observation in WO-1 that the translocations occur at SfiI sites seems to be true for a
variety of strains. In fact, although the karyotypes of isolates can vary significantly from the
karyotype of the standard strains (such as 1006 or SC5314 [39], the size and pattern of SfiI
fragments are remarkably constant in C. albicans. This is due in large part to the fact that RPS
has several SfiI sites, so that the products of SfiI digestion have lost all but the flanking regions
of the MRS, and these are common to all MRSs. The RPS repeats, which are the basis of
chromosome length polymorphism, are digested away. Chu et al. [30] labeled the SfiI fragments
in increasing order of size from AA (at 50 kb the smallest) to U (at 2200 kb the largest). The
size range and even the individual sizes of these fragments are so consistent that it is almost
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impossible to distinguish one strain from another based on the SfiI digestion pattern despite the
large number and broad size range of the fragments. Hence, the striking divergence of electropho-
retic karyotypes found in clinical isolates [40] seems due to translocations which have occurred
at the MRS. The effect of these translocations on gene expression is not known at this time.

To understand fully the complex biology and pathogenicity of Candida albicans as well
as to identify potential drug targets, development of a physical map began in 1995 at the Univer-
sity of Minnesota (Fig. 1). In 1998 the complete map of chromosome 7 appeared [33]. The map
is based upon a library of genomic DNA from the strain 1161 (derived from strain 1006 by
selection on 2-deoxygalactose to yield a gal� strain) contained in the fosmid vector. This vector,
developed to clone human DNA, contains up to 40 kb of insert and is maintained in E. coli at
one copy per cell, so that it allows one to clone repeated DNA like the MRS. The library consists
of 3840 clones, about 10 genome equivalents. The partial map has been useful in demonstrating
the existence of gene families, like that for the secreted aspartyl proteinase (SAP) genes [41],
for locating the MTL locus [42], and for identifying the chromosomal location of a variety of
genes important in pathogenesis. The map is expected to be complete by the summer of 2001.

The map of chromosome 7 was constructed as described above, but to increase the precision
of the map, Chibana et al. used random breakage mapping to determine the exact size of the
fragments produced by SfiI digestion [33]. The final map revealed several important features
of C. albicans chromosomes as well as specific aspects of chromosome 7. First, the map was
complete, so that there is no region on chromosome 7 that is unclonable in Escherichia coli,
using the fosmid vector. Second, there is a subtelomeric repeat which has homology to the
reverse transcriptase of LINE-type retrotransposons [33]. This repeat is found adjacent to many,
if not all, of the telomeres in C. albicans. Chromosome 7 has two MRS sequences; these are
arranged in an inverted repeat orientation [33]. The separable homologs in strain 1006 result
from a difference in the number of repeats of RPS in one of the MRS regions. It seems likely
that this mechanism is responsible for much of the karyotypic variation seen in pulse-field gel
electrophoresis of Candida albicans chromosomes (Chibana et al., submitted).

In addition to the physical map, the complete sequence of the Candida genome is being
determined. This effort, supported by the Burroughs Wellcome Fund and the National Institute
for Dental and Craniofacial Research, is being carried out at the Stanford Genome Center. The
sequence of strain SC5314, the parent of CAI4 [39], the strain most commonly used for molecular
genetic experiments, is being determined by shotgun sequencing of random clones followed by
assembly of the sequence into contigs. An assembly based on sequence amounting to 5.5 genome
equivalents is available (http://www-sequence.stanford.edu/group/candida/) and an assembly
based on 10� coverage is expected by the summer of 2000. At that time, the effort will turn
to finishing the sequence (closing the gaps between the contigs) and resequencing areas of
ambiguous sequence. At about the same time, efforts will be turned to anchoring the sequence
in the map, so that the two will be colinear and one will be able to move from map to sequence
and reverse with ease. Although the two strains used in the map and sequencing projects are not
related, their karyotypes are very similar, and so far no divergences in gene order or chromosome
organization have appeared. Hence, the two databases will be complementary.

The availability of the complete sequence of the Saccharomyces cerevisiae genome has
permitted a number of interesting inferences to be drawn from comparisons of the sequence
data from the two species (S. Scherer, personal communication). One is the significantly greater
diversity of catabolic pathways found in Candida (Table 1). This most likely reflects the diverse
niches in the body that Candida can occupy compared to the relatively uniform life style of
Saccharomyces. Other differences which may relate to pathogenicity are gene families such as
SAP [41] and ALS [43–45], the latter encoding proteins which affect adherence to mammalian
cell surfaces. The identification of genes, essential in Saccharomyces, which are shared by the
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Table 1 Putative Catabolic Genes Located in Candida albicans by Sequence Homology

Gene name Putative function Homolog found in

HQD1, HQD2 Hydroxyquinol-1,2 dioxygenase Ralstonia pickettii
TCX1, TCX2 Phenol hydroxylase Trichosporon cutaneum
PSX1 Dioxygenase Pseudomonas sp.
ALK1-ALK8 Alkane inducible cytochrome P450 Candida maltosa
AMI1, AMI3 Acetamidase Emericella nidulans
AMI2 Formamidase Methylophilus methylotrophus
ASM1 Acid sphingomyelinase Caenorhabditis elegans
ECH1 Enoyl-CoA hydratase Caenorhabditis elegans
POX18 Oleate-inducible peroxisomal protein Candida tropicalis

These are genes whose closest homolog (listed) is in an organism other than Saccharomyces cerevisiae. Further informa-
tion about these genes can be found on the Candida albicans Information Page (http://alces.med.umn.edu/candida.html).

two fungi will provide a list of potential drug targets. Ultimately, the full effect of the Candida
genome project will be felt as previously unknown virulence factors are identified and as new
drug targets are discovered and exploited.

The partial coverage presently available has already yielded two very interesting observa-
tions. The first is the identification of a sequence homologous to theMAT locus in Saccharomyces
cerevisiae [42]. These idiomorphs are located in a heterozygous region of about 10 kb on
chromosome 5. They were found because the sequencing project identified a sequence with
high homology to MATa1, and cloning of the gene and its adjacent regions yielded a sequence
on the other homolog related to MAT�. The second observation is the identification of a number
of sequences that seem to be complete or partial retrotransposons. These were identified in a
genomics-like approach by Goodwin and Poulter [46]. By screening the C. albicans sequencing
database at Stanford, Goodwin and Poulter were able to identify at least 350 retrotransposon
insertions [46]. They found that the retrotransposon population differs significantly from the
Saccharomyces population in both diversity and the fact that they retain functional examples.
They raise the possibility that the nonstandard codon usage of C. albicans may be responsible
for generating the retrotransposon diversity in this organism. An equally plausible hypothesis
is that the nonstandard codon usage prevented new retrotransposon insertions by mistranslating
CUG, thereby stabilizing a genome that was threatened with being overrun by transposons.

B. Aspergillus nidulans

Aspergillus nidulans has been considered a model system for the study of both fungal genetics
and fungal development [19]. Prior to the development of molecular biology, the A. nidulans
researcher was able to use classical genetics and tetrad analysis, parasexual genetics, mitotic
crossing over, and the mapping of translocation break points in isogenic strain backgrounds for
genetic analysis [47]. Combining these data in the production of a fine-resolution linkage map
provided an independently verified ordered framework of markers. These markers provide an-
chorage for a physical map.

The first step in the construction of the physical map was resolution of the chromosomes
using pulse-field gel electrophoresis. Isolated chromosomes were used as probes of two genomic
libraries consisting of �5,000 clones [48]. Clones were divided into subsets based upon the
frequency of hybridization to each chromosome; one of these subsets consisted of chromosome-
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Figure 2 Comparison between the linkage and physical maps of A. nidulans. Chromosome 8 of A.
nidulans is compared between the linkage data [47] and the physical mapping data [48]. Gaps in the
physical map of chromosome 8 could be cloned by complementation of known mutants that have linkage
assignments in the general vicinity of the gaps, or by chromosome walking.

specific clones, a second of clones that were positive with multiple chromosomes, and a third
of clones containing sequences common to all chromosomes [48]. Chromosome-specific probes
were then used to probe the library, and identified clones were not used to reprobe the library
[48]. This method is referred to as sampling without replacement. Clones are given a binary
tag to identify the probes which hybridize to them [48]. The collection was then ordered and
contigs created. Contigs were then further compressed to make minimum contigs.

The resulting physical map encompasses 94% of the library and contains �49 contigs
that represent both chromosomes and chromosome fragments [48]. Because a high-resolution
linkage map exists, cosmids needed to close the map can be easily identified by traditional
genetics. Identified cosmids were then used to begin chromosome walking to collapse contigs
into discrete chromosomes (Fig. 2). Many of the classical genetic markers have not yet been
cloned, and not all molecular probes have been mapped. However, a repository of A. nidulans
strains exists at the Fungal Genetics Stock Center (http//:www.fgsc.net).

C. Pneumocystis carinii

Pneumocystis carinii was first described in 1909; at that time it was thought to be a form of
lung-specific trypanosome. It was not until 1989, with the increasing incidence of Pneumocystis
carinii pneumonia (PCP) due to the AIDS epidemic that molecular techniques identified P.
carinii as a member of the fungal kingdom [49,50]. That this organism was misclassified for
75 years underscores its intractability as an experimental organism. The single most important
problem confronting the P. carinii researcher is the inability to culture the organisms in vitro;
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however, a recent report suggests that an axenic culture system may be possible [51]. At this
point, however, genomic analysis holds the greatest promise as a technique to understand its
biology.

Today, Pneumocystis carinii is recognized as having many special forms or formae speci-
ales (f. sp.). The most highly studied of these is Pneumocystis carinii f. sp. carinii, which is
found in laboratory rats, and is the organism whose genome sequence is being determined
[52–54]. The genome size is 8 Mb and is divided into 13–15 linear chromosomes; the organism
as isolated is haploid. Chromosome sizes range from 300 to 700 kb and karyotypes are variable
between and within formae speciales. Interestingly, many of the genes characterized to date
have small introns; as many as nine introns may occur in a single gene [54]. There are three
gene families of repeat DNA, two of which encode proteins and the third of which is telomeric.
This telomeric repeat is typical of eukaryotic chromosomes, but is nontypical in that it is found
at some nontelomeric loci, including upstream of the �-tubulin gene [55]. One of the more
surprising discoveries of the Pneumocystis carinii f. sp. carinii genome project is that the ribo-
somal DNA cluster (18S, 26S, and 5.8S rRNA) is not repeated more than twice [55].

The Pneumocystis carinii f. sp. carinii Genome Project (PCGP) is under way. The small
sizes of the chromosomes will permit karyotype resolution by CHEF and ease in the preparation
of the physical map. The PCGP is expected to advance research on this obligate parasite in a
variety of ways. Because the lack of a consistent and reliable method of P. carinii propagation
is the most serious obstacle in the development of diagnostic methods, drug testing, and basic
biological studies, one obvious impact the PCGP would be the identification of the metabolic
pathway deficiencies that presently prevent in vitro culture.

D. Magnaporthe grisea

The rice blast fungus, M. grisea, has become a model organism for the study of plant pathology
at all levels, from population [56] to molecular genetics [57,58]. The fungus is haploid and
usually reproduces asexually, and population studies suggest that reproduction is clonal [56].
In 1974, the perfect state of this fungus was identified, and fertile strains that can be crossed
in the laboratory have been developed [59]. Unlike the zoopathogens mentioned here, the life
cycle of M. grisea includes the development of a specialized infection structure, the appresso-
rium, required for infection [21]. Development of chemical or genetic methods that prevent
appressorium formation has become a target of Magnaporthe research. Infection by M. grisea
requires melanin, and inhibition of melanin biosynthesis results in loss of pathogenicity [58].
Although numerous genes involved in the infection process have been identified, no uniformly
successful method of control has been found, and this pathogen is still a major problem in
developing countries. The M. grisea genome project will accelerate progress in understanding
the mechanisms of plant pathogenesis exemplified by this fungus. Additionally, information from
this project may provide an opportunity to advance the understanding of fungal zoopathogens by
identification of those processes that may have been conserved among fungal pathogens irrespec-
tive of host.

M. grisea, like A. nidulans and C. albicans, contains many repetitive DNA elements.
Romao and Hamer [60] were able to construct a map consisting of eight linkage groups through
the mapping of repetitive elements in the M. grisea genome. A genetic map was constructed
by Skinner et al. [61] that was based on segregation of 61 progeny. Additionally, they identified
nine classes of repetitive DNA elements. This work provided a foundation for the construction
of the physical mapping part of the M. grisea genome project.

Construction of the Magnaporthe grisea physical map is under way. The map of chromo-
some 7, the smallest of M. grisea’s chromosomes (4.2 Mb), has been completed, using a large
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insert bacterial artificial chromosome (BAC) library [62]. Because of the presence of repetitive
elements, a single-copy sublibrary possessing 12� genome coverage was created [62]. To
construct this map, chromosomes were separated by CHEF electrophoresis and chromosome 7
DNA was recovered. This DNA was used to probe the single-copy sublibrary to identify those
inserts containing chromosome 7 DNA [62]. The identified clones were then used as probes
against both the BAC library and the CHEF-separated chromosomes for additional confirmation
that the identified BAC clones did in fact contain chromosome 7 DNA [62]. One hundred forty-
seven BAC clones specific to chromosome 7 were identified [62]. To locate additional BAC
clones, a strategy of hybridization without replacement was used [48] to bring the number of
identified chromosome 7–containing BAC clones to 585 [62]. The final 40 BAC clones were
identified using 20 RFLP markers found on chromosome 7 [62]. Data were analyzed using a
random cost algorithm to the developed binary matrix as per Prade et al. [48]. This produced
nine contigs. However, with only a single clone linking some contigs, and multiple clone assign-
ments to different contigs, contig assembly by DNA fingerprint was employed. All 625 BAC
clones were subjected to DNA fingerprinting, and data were analyzed by software using different
thresholds or cutoffs to determine if fragments were contiguous. Results still showed anomalies
and deficiencies. Ultimately, the data from both the binary matrix and BAC fingerprinting were
combined, and chromosome walking was undertaken to seal gaps between adjacent contigs.
This resulted in closure of four of the eight gaps. The remaining four gaps could not be closed
due to the presence of repetitive elements. As found with A. nidulans and C. albicans, repetitive
elements tended to cluster [48,62].

At this point, the entire BAC library is being fingerprinted and assembled into contigs.
Contigs will be anchored to chromosomes by hybridization of available genetic markers and
ESTs produced by the parallel EST project. Finally, end sequences of BAC clones combined
with the ESTs are expected to reveal a large number of the �10,000 genes in the M. grisea
genome and provide anchors between the sequence data and the physical map [62].

VII. COMPARATIVE GENOMICS

One of the primary justifications in the undertaking of fungal genome projects is to develop a
biorationale approach for the development of antifungal drugs. Ideally, drug targets would be
essential for fungal viability but not have a mammalian homolog that the drug could possibly
antagonize. Genes that are essential for the production of the fungal cell wall (�1–3 glucanase,
chitinase, etc. and cell membrane (ergosterol biosynthesis) are obvious targets. Other possibilities
include genes involved in polyunsaturated fatty acid production and the unique biosynthetic
pathways fungi use for amino acid catabolism, as is the case for lysine. A similar approach with
a different tack would be the examination and comparison of the genomes of the pathogenic
fungi C. albicans, A. fumigatus, and M. grisea to determine if specific genes exist that facilitate
a pathogenic lifestyle. Comparison between A. fumigatus and the closely related A. nidulans
can provide even more interesting avenues of research in understanding both the pathogenic
and asexual lifestyle of A. fumigatus compared to A. nidulans.

In addition to the development of novel antimycotics, fungi such as A. nidulans are impor-
tant industrially for the production of citric acid and industrial enzymes such as amylases,
proteases, and pectinases. Members of the Aspergilli are also utilized in soy fermentation (A.
oryzae), and for the production of novel pharmacological compounds such as griseofulvin and
cephalosporin. M. grisea, with its plethora of adhesive glycomolecules which adhere even to
Teflon is another fungus that a genomic approach may elucidate the mechanism behind the
production of these compounds.
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Table 2 Distribution of Repetitive Elements in Fungi

Fungus Retrotransposon Line-like Sine-like Other

Saccharomyces 331 LTR-like None None None
cerevisiae fragments

Ty1(217),2(34),3(41),
Candida �350 LTR-like Subtelomere repeat Unknown MRS (RPS,
albicans fragments CARE/REL-2 HOK, RB)

Aspergillus Unknown Unknown Unknown F2PO8 (Fot1/
nidulans Pogo-like)

Aspergillus Afut1 Unknown Unknown Unknown
fumigatus

Magnaporthe Fosbury, MGR583 MGR-SINE, Unknown
grisea Grasshopper, MGSR1

Magay
Pneumocystis 4 families of 11–23 Unknown Unknown 9 nucleotide repeat
carinii nucleotide repeats 16-kb fragment

MSG and PRT

In examining fungal genomes, some similarities readily present themselves. One of these
is the presence of repetitive DNA, particularly the ubiquitous nature of LTR-retrotransposon
families. Table 2 lists the types of retrotransposable elements present in the genomes of fungi
that we have examined here. To date, LTRs appear to be present in all the genomes except for
A. nidulans. Many groups [46,63,64] have proposed that the presence of multiple repeats may
act as scaffolds for translocation events. The physical map of Candida will enable researchers to
critically evaluate this hypothesis through the mapping and cloning of translocation breakpoints.

Table 3 Current Web Site Addresses for Fungal Genome Projects

Organism Web site Salient features

Candida albicans http://alces.med.umn.edu/ Physical maps, sequence data,
Candida.html review of C. albicans biology,

techniques, programs for
molecular analyses

Aspergillus nidulans http://fungus.genetics.uga.edu: Physical maps, software for genome
5080/Physical–Maps.html analysis

Aspergillus nidulans http://www.genome.ou.edu/ Mixed cDNA library of vegetative
asper–blast.html and asexual development

Aspergillus fumigatus http://www.aspergillus.man.ac.uk/ Links to genome sequencing,
index.htm reviews, protocols, bibliographic

database
Pneumocystis carinii http://biology.uky.edu/Pc/ EST data, karyotype, review of

P. carinii information
Cryptococcus neoformans http://www.genome.ou.edu/ EST database of C. neoformans

cneo.html
Magnapothe grisea http://ascus.cit.cornell.edu/ Genetic and physical maps, marker

blastdb/ data, bibliography
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Current work is underway (Chibana et al., in preparation) to map the MRS in C. albicans to
provide a foundation for such an undertaking. The repository of A. nidulans translocation mutants
also permits similar studies in a filamentous fungus [47].

In conclusion, the fungal genome projects currently being undertaken provide a wealth
of data that was unimaginable just a decade ago (Table 3). The sheer volume of data that genome
projects produce has made the use of the computer a biological necessity in order to organize
the data in a systematic fashion. Using this computer-generated organization, bioinformaticists
will be able to discern the patterns and relationships within a given species and between species,
and try to elucidate biological phenomena and processes. Although the tools to examine the
rapidly increasing volume of data are not perfect, many new insights are already appearing
because of this global approach to biology. The fungi are a diverse group, and comparisons
within this kingdom will be extremely fruitful in expanding our knowledge both of the properties
its members share with other organisms and of their particularities. Among the latter will surely
be new and interesting mechanisms of pathogenesis as well as presently undiscovered drug
targets.
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I. INTRODUCTION

The first century of study of the endemic mycotic diseases is coming to a close. While nomencla-
ture of the organisms varied during the early years, the systemic infections that we now know
are caused by the four primary endemic fungi; Coccidioides immitis, Blastomyces dermatitidis,
Histoplasma capsulatum, and Paracoccidioides brasiliensis, which were first reported in 1891,
1894, 1901, and 1908, respectively [1–4]. The diseases caused by these pathogenic fungi are
primarily acquired by inhalation of the infectious particle from the mycelial phase of the organ-
isms growing in the soil of indigenous areas. Once inhaled, these organisms undergo a morpho-
logical conversion into the parasitic phase, which, for B. dermatitidis, H. capsulatum, and P.
brasiliensis, is typically budding yeast. The C. immitis parasitic cycle is more complex and has
multiple forms ranging from the 3- to 5-�m endospore to the 60- to 80-�m spherule [5]. This
dimorphic life cycle is interwoven in that, the parasitic phase cells can convert back into the
mycelial form when culture conditions are changed or the organism is seeded to the soil. In-
creased temperature and/or CO2 concentration appear to be the primary factors in the saprobic
to parasitic phase conversion [6,7]. During this primary conversion, the host is exposed to
antigens from both saprobic and parasitic phase cells. Thereafter, with rare exception, the host
is primarily responding to the parasitic phase cells and derived antigens. This review will attempt
to coalesce current observations on induction of protective cell-mediated immunity against the
endemic fungi, with special emphasis on C. immitis and H. capsulatum, and with contributions
from other fungal model systems, notably Cryptococcus neoformans and Candida albicans.

Disease presentation during infection by the endemic fungi can be quite varied, though
in most cases infections caused by the endemic fungi localize in the lungs and go unnoticed or
result in mild flulike symptoms. Persons with localized lesions often do not require any antifungal
therapy, but those with progressive disease need appropriate therapy and often extensive follow-
up [8–10]. Notwithstanding, these fungi are pathogens and fully immunocompetent people can
develop severe, life-threatening, disseminated disease. When dissemination occurs, it is thought
to occur early in the disease process; sites most often associated with systemic disease include
skin, bone, and meninges. In these cases, the optimal treatment is still Amphotericin B that can
be followed by oral azoles for suppressive therapy [11]. The duration of antifungal therapy in
these severe cases can range from many months or years, to lifelong. Unfortunately, these
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therapeutic approaches are not fungicidal and the host’s immune system is needed for ultimate
control of the infection.

Multiple host factors, including race, age, and sex, can influence the progression of the
disease. The influence of race and sex indicates that genetic factors are an important component
in the ultimate determination of disease severity. For example, in coccidioidomycosis there has
been a longstanding correlation that Asians, especially those from the Philippines, and African-
Americans are at increased risk of dissemination. This was most recently observed in an analysis
of the coccidioidomycosis outbreak in the early 1990s that confirmed the dissemination rate
among these racial groups was 3–10 times that of Caucasians [12,13]. It had been previously
shown that pregnant women, who acquired coccidioidomycosis, particularly in the third trimes-
ter, were at significantly increased risk of severe disease [14,15]. It was thought that the increased
disease severity could be a result of hormonal changes that might augment fungal growth or
immunosuppression during the later stages of pregnancy [16]. In a study of 32 pregnancies in
Kern County, California, during a 1993 epidemic, the dissemination rate was considerably less
than that previously reported and, although the numbers in this outbreak were small, the number
of disseminated cases were threefold that of nonpregnant females [17]. The influence of sex is
most pronounced in the diseases caused by P. brasiliensis and B. dermatitidis and H. capsulatum
with each showing marked increased dissemination rates in males compared to females [18–20].
Exposure differences between males and females, as a result of occupation, have been argued
as one of the possible reasons to explain the differences in dissemination between the sexes.
However, in defined outbreaks when exposure is equal among the sexes, there have been in-
creased rates of dissemination of blastomycosis in males [21]. Interestingly in P. brasiliensis
infections, and opposite to observations for C. immitis [16], female hormones may play a role
in preventing the conversion to the yeast phase, which may ameliorate the infection in women
[22].

The importance of T-cell-mediated immunity is well documented in both experimentally
infected animals and humans in these infections. A preponderance of the data show that control
of infections correlates with the presence of delayed-type hypersensitivity (DTH) to fungal
antigens and low fungal-specific antibody titers. Conversely, in the progressive forms of the
disease, DTH reactivity diminishes or is completely ablated, and antibody titers markedly in-
crease. This evidence is underscored by the increased incidence of these endemic fungal diseases
in those infected with the human immunodeficiency virus (HIV). For those with HIV infection
who live in the respective endemic area, C. immitis and H. capsulatum are major problems
[23–26]. The devastating effects of loss of T-cell number and/or function renders patients highly
susceptible to developing severe disseminated disease. In one prospective study, Ampel et al.
showed that a CD4+ T-cell count of �250 cells/�L was the most important risk factor for
developing severe coccidioidomycosis [27]. Many of these patients also lacked T-cell reactivity
as measured by skin test reactivity or in vitro proliferative responses to Coccidioides and non-
Coccidioides antigens. Although B. dermatitidis and P. brasiliensis infection in HIV individuals
has not been observed at the same level as for C. immitis or H. capsulatum, there are reports
of small numbers of cases in this immunodeficient group [28,29].

II. PARADIGM OF INDUCTION OF PROTECTIVE T-CELL-MEDIATED
IMMUNITY

T-cell-mediated immunity in the systemic mycoses results from a complex interaction among
fungus, innate host defenses, host genetics, and cytokines which ultimately influences T-cell
differentiation. With respect to the host response against the endemic fungi, two phenotypic
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outcomes, as determined by cytokine secretion patterns, can result. High-level production of
interferon-� (IFN-�) and interleukin-12 (IL-12), with low IL-4 and IL-10, indicates a T-helper
1 (Th1) phenotype and is associated with protective immunity; conversely, low-level production
of IFN-� and IL-12 with high IL-4 and IL-10 indicates a T-helper 2 (Th2) phenotype response
and is associated with suppressive or nonprotective immunity. These phenotypes were initially
defined by in vitro responses of CD4+ T-cell clones and were thought to be mutually exclusive
[30]. However, in vivo results in infectious models reveal that both pathways of T-helper cell
differentiation are often engaged and that the outcome is a preferential expression of one T-
helper type over another. Moreover, the dichotomy in cytokine secretion profile has also been
demonstrated to be no longer limited to CD4+ Th1 and Th2 cells. Studies have established the
existence of CD8+ T-cell subsets, designated Tc1 and Tc2, with the capacity to differentially
secrete IFN-� and IL-4, respectively [31]. Dominant Th1 immunity, with its concomitant IFN-
� production, results in activation of macrophages to increased antifungal activity. Macrophage
activation was first characterized as protective in models of facultative intracellular parasite
infection. Dominant Th2 immunity, along with its influence and enhancement of antibody pro-
duction, is protective against some helminths and pyogenous bacteria. That in vivo responses
show induction of both Th arms is seemingly counterintuitive. In a model in which antifungal
host defenses are augmented by IFN-�, what would be the benefit of cytokine production that
might diminish the effectiveness of IFN-�? However, evidence gathered in cytokine knockout
mice infected with C. albicans revealed that both IL-4 and IL-10, which are Th2-associated
cytokines, are required for induction of Th1 protective immunity [32,33]. Thus, the induction,
expression, and maintenance of protective immunity are clearly under complex multiple levels
of regulatory control.

For induction of cognate T-cell-mediated immunity, one of the important initial interac-
tions is the uptake of fungal antigens by antigen presenting cells (APCs) and subsequent presenta-
tion to the naı̈ve T-cells in association with MHC molecules. Fungal antigens presented in
context with class I major histocompatibility antigens (MHC) molecules stimulate CD8+ T-cells
while those associated with class II MHC molecules stimulate CD4+ T-cells. This indicates that
APCs exert remarkable control over the initiation of T-cell-mediated immunity. There are three
major potential APCs: macrophages, B-cells, and dendritic cells. The influence of the cell type
on the subsequent T-helper type differentiation indicates that macrophages may be more efficient
APCs for Th1 responses whereas B-cells are more efficient APCs for Th2 responses [34].
Dendritic cells are the most potent antigen-presenting cells on a cell-by-cell basis and stimulate
both CD4+ and CD8+, possibly as a result of the increased expression of MHC class I and class
II molecules on their cell surface [35]. Further, these cells are capable of stimulating both Th1
and Th2 CD4+ T-cells and thus can induce both arms of T-helper immunity.

Once the important antigen is processed and displayed on the APC surface with the atten-
dant MHC molecules, other accessory molecules are needed to provide critical signals to fully
engage T-cell responsiveness. The B7/CD28 complex is a key set of ligands between APC and
T-cell, respectively. The B7 molecules on the APC are actually a family of molecules and the
most extensively studied are the molecules designated B7-1 and B7-2 [36]. In one study of B7
induction during the interaction of human monocytes and fungi, it was observed that acapsular
C. neoformans and C. albicans induced marked levels of B7-1 expression with only modest
levels of B7-2 induction [37]. Of note in this study, an encapsulated strain of C. neoformans
was significantly less stimulatory for B7-1 expression than the acapsular strain; however, addition
of anticapsular glucuronoxylomannan antibodies significantly increased B7-1 induction by en-
capsulated C. neoformans. The differential induction of one B7-1 over B7-2 may be one compo-
nent in the ability to stimulate a protective T-cell response since B7-2 induction may promote
Th2 immunity [34].
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The CD40/CD40 Ligand (CD40L) interaction is a second important set of signals for T-
cell activation. The results obtained in a model of human monocyte/lymphocyte interactions
with C. neoformans revealed that the acapsular strains of C. neoformans and C. albicans induced
monocytes to make significantly higher levels of IL-12 than encapsulated C. neoformans [38].
Further, addition of stimulated T-cells markedly enhanced IL-12 production, and this enhance-
ment was significantly diminished if the anti-CD40L was included in the culture conditions to
block receptor interaction. While CD40/CD40L interactions may be beneficial, they are not
essential for fully developed T-cell immunity. Experiments in CD40L knockout mice showed
that the CD40L�/� mice were not less susceptible to lethal challenge H. capsulatum than
CD40L�/� mice [39]. Thus, the APC provides co-stimulatory molecules that can enhance the
early induction of protective immunity. Yet, there are factors from infecting organisms, possibly
virulence or pathogenicity related, that may also influence the developing immune response.

After the initial stimulation of T cells, immune responses are enhanced by the recruitment
of additional lymphocytes and monocytes to the foci of infection. Colony-stimulating factors
are released that induce proliferation and differentiation of bone marrow progenitor cells to
increase the number of granulocytes and macrophages in the peripheral blood [40]. Chemokines
are secreted and are the primary chemotactic substances that initiate the cascade of events for
lymphocytes and phagocytic cells to diapedese into sites of inflammation. The chemokines are
a large family of low-molecular weight proteins that are grouped by the spacing of a pair of
amino terminal cysteines into either CC chemokines or CXC chemokines [41]. For example, in
the murine model of C. neoformans infection, the CC chemokine, macrophage inflammatory
protein 1� (MIP-1�), is a key component in protective immunity. Treatment of mice with
neutralizing anti-MIP-1� antiserum resulted in less neutrophil and macrophage recruitment to
lungs and significantly increased fungal burden in the lungs after challenge as compared to
control antibody-treated mice [42]. The importance of MIP-1� was supported by subsequent
studies in which knockout mice that were deficient in CCR5, one of the receptors for MIP-1�,
were challenged with C. neoformans. These mice were significantly more susceptible to disease
than mice with functional CCR5 receptors [43]. This indicates that the ability to recruit specific
receptor-positive cells may be critical for the induction and maintenance of protection. These
receptors may be useful as indicators of response type since it has been recently shown that
CCR5 receptor is a marker for Th1 cells and the CCR3 receptor is a marker for Th2 cells [44].
The extensive nature of this chemokine family and their corresponding receptors could provide
a mechanism whereby precisely defined lymphocyte subsets could be recruited to the site of
infection.

During initial interactions with APC, T-cells undergo differentiation from an uncommitted
precursor capable of secreting many cytokines into the defined T-helper subtype [30]. Along
with the parameters described above, the local cytokine milieu may dramatically influence the
T-helper phenotype that emerges. If the initial cellular interactions occur in an environment rich
in IFN-�, then there is a preferential induction of Th1 cells; while if IL-4 is present, there is a
preferential induction of Th2 cells [30,34]. Several innate host defense mechanisms are potential
regulators for early elaboration of IFN-�. From the initial interaction of infecting fungus and
macrophages or dendritic cells, IL-12 and IL-18 are elaborated. Both IL-12, a heterodimeric
cytokine consisting of 35-kDa and 40-kDa subunits, and IL-18, which is structurally related to
IL-1�, strongly promote Th1 differentiation [45,46].

The most likely process by which both IL-12 and IL-18 promote Th1 responses is by
inducing natural killer (NK) cells to elaborate IFN-�. Potential innate sources of IL-4 include
mast cells, basophil, and NK-T cells [30]. The latter cell population is unique in that it expresses
surface antigens of both the NK and T-cells, and is capable of secreting both IL-4 and IFN-�
[47]. IL-10 is another potent downregulator of Th1 responses [48]. In studies of coccidioidomy-



Cell-Mediated Immunity and Endemic Mycoses 283

cosis, high levels of IL-10 message were correlated with susceptibility in an analysis of suscepti-
ble and resistant mice [49]. High levels of IL-10 could function to inhibit activation and antigen
presentation function of macrophages by downregulating MHC and co-stimulatory molecule
expression of APC [34]. However, as noted earlier in the model of C. albicans, IL-10 was
necessary for end-stage Th1 immunity in IL-12 knockout mice [33]. Mecacci et al. hypothesizes
that IL-10 control of anti-Candida Th1 immunity may be dose dependent with high IL-10
associated with disease exacerbation and low IL-10 associated with amelioration. It was deline-
ated that the low-dose IL-10 treatment resulted in a slight increase of B7-1 and marked inhibition
of B7-2 expression by macrophages, which would promote Th1 immunity. This observation
confirms that differential expression of co-stimulatory signals on APC may also influence end
stage T-helper cell differentiation.

III. T-CELLS IN THE ENDEMIC MYCOSES

Immune responses are often divided and categorized by function or phenotype. For example,
there are primary divisions between innate and acquired, humoral and cellular, CD4+ and CD8+

T-cells, Th1 and Th2 cytokines, and primary and secondary immune responses. These classifica-
tions are an attempt to reduce and explain protective immunity, but such simplifications at times
have caused confusion. Protective immunity is the culmination of many convergent factors
containing potential contributions from the multiple components of the immune armamentarium.
Nevertheless, in the endeavor to define protective immunity against the endemic fungi, it is
clear that T-cells, with contributions from both CD4+ and CD8+ cells, are the center of the
protective response.

Multiple model systems have been employed to define the cellular nature of protection,
which include studies via passive transfer of cells and sera, in vivo depletion of T cells and
subsets, and the use of genetically immunodeficient animals. For example, endemic mycoses
in congenitally athymic mice are much more severe than in euthymic littermates, which defines
the fundamental requirement for T-cells in protection [50–54]. In host defenses in C. immitis
infection, it was shown via passive transfer experiments that immune lymphocytes, and not sera,
were the most important factor in immune mice [50,55]. It was subsequently shown that passive
transfer of protection was dependent upon both CD4+ and CD8+ T-cells [56].

Against H. capsulatum, in vivo depletion of T-cell subsets has revealed that CD4+ T cells
are dominant in protection in primary immunity [57]. This observation is supported by studies
revealing that transfer of a H. capsulatum–specific CD4+ T cell clone protected irradiated mice
against challenge [58]. However, CD8+ T-cells were also shown to be necessary for optimal
protection as determined by in vivo depletion and the use of MHC class I deficient knockout
mice [59]. In studies of blastomycosis, passive transfer of immune T-cells but not sera has
demonstrated the importance of cellular immunity against this fungus [52]. Against P. bra-
siliensis infection, in vivo depletion of CD8+ T-cell subsets during primary infection has been
analyzed in both genetically susceptible and resistant mice with markedly different results [60].

In genetically resistant mice, CD8+ depletion had no effect on fungal colony forming units
in the lungs, but did lead to increased dissemination of P. brasiliensis to the liver and spleen
late in infection. In susceptible mice, however, CD8+ depletion had a deleterious effect and
resulted in increased fungal lung burden as well as dissemination both early and late during
infection. The dependence of protection upon both T-cell subsets indicates that multiple complex
mechanisms of protective immunity are required to fully control these fungal pathogens.
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IV. MECHANISMS OF CELLULAR REGULATION OF PROTECTION IN THE
ENDEMIC MYCOSES

A. Production and Regulation of Cytokine Elaboration

It is hypothesized that the primary mechanism for the action of CD4+ T-cells in protective
immunity against the endemic fungi is through the elaboration of cytokines, with IFN-� being
the most important cytokine associated with protection. As mentioned earlier, during the discus-
sion of the regulation of induction of Th1 mediated immunity, there is a cross-regulating cascade
that leads to the high level of IFN-� that characterizes protective primary immunity. The empha-
sis on IFN-� has resulted from experiments in which this cytokine was used as an immunothera-
peutic agent or alternatively depleted via specific antibody or by gene disruption. In our model
of C. immitis infection, the role of IFN-� has been examined in genetically susceptible and
resistant mouse strains [61]. It was initially noted that resistant mice produce IFN-� earlier in
the course of disease and at higher levels late in disease than do genetically susceptible mice.
It was further noted that disease control was significantly reduced when IFN-� production was
abrogated in vivo by treating resistant mice with specific antibody; conversely, disease control
was enhanced by immunotherapy with recombinant IFN-� in susceptible mice. The importance
of IFN-� has also been shown in models of H. capsulatum [62] and P. brasiliensis [63] infection.
IL-12 was another key cytokine defined as protective for the most of the endemic fungi [64–66].
This was most elegantly defined in the H. capsulatum model in which it was shown that the
primary action of IL-12 was actually mediated through IFN-� production [64]. Notwithstanding
the importance of IFN-�, tumor necrosis factor alpha (TNF-�) (67,68) and granulocyte-macro-
phage colony-stimulating factor (GM-CSF) [69] were other cytokines important in the expression
of protection against H. capsulatum.

The mechanisms of controlling protective immunity against the endemic fungi by CD8+

T-cells are not clearly defined. As mentioned earlier, CD8+ function differs in the P. brasiliensis
model depending upon host genetics [60]. In resistant mice, CD8+ T-cells are critical for control-
ling dissemination of infection but not at the lung level, whereas in susceptible mice, CD8+ T-
cells are important for controlling fungal burden locally, in the lungs, and at sites of dissemina-
tion. Interestingly, CD8+ depletion led to marked increases in DTH reactivity in the susceptible
mice. As shown in the H. capsulatum model using in vivo depletion of T cells subsets, CD4+

depletion lead to marked diminution of the IFN-� response, whereas CD8+ depletion resulted
in marked increases in IFN-� production [70]. It is somewhat surprising that, since CD8+ cells
were a component of optimal control of fungal burden in the tissues, there was diminished
control of fungal burden even in the presence of high levels of IFN-�. However, this is concordant
with the increase in DTH reactivity during P. brasiliensis infection in CD8+-depleted animals
and supports the hypothesis that CD4+ Th1 cells are critical for DTH/IFN-� production [71].
In the aggregate, it appears that the CD8+ T-cell functions either directly or by control of CD4+

function for protection. In addition to control of CD4+ activity or direct cytokine production,
cytolytic activity is another potential CD8+ function. While there is no direct evidence for a
cytotoxic effect of CD8+ T cells against the endemic fungi, this area clearly needs investigation.

B. Macrophage Activation

Macrophage activation occurs in an IFN-� and/or TNF-� rich environment that results in increas-
ing antimicrobial properties of macrophages against the invading fungus. It was established, as
reviewed above, that an effective Th1 immune response provides IFN-� for macrophage activa-
tion. TNF-� is produced innately during the initial macrophage fungus interaction in H. capsula-
tum [72] and C. immitis [73–75] and is thus available early during infection for increasing
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macrophage function. The murine model of macrophage-fungus interaction has been the best
studied and shows that cytokine-activated macrophages kill C. immitis [76], P. brasiliensis, and
B. dermatitidis [77] and inhibit the growth of H. capsulatum [78]. Antifungal activity in murine
macrophages was most prominently related to the production of nitric oxide [79,80], with the
limitation of available iron as an important mechanism against H. capsulatum [81]. Antifungal
mechanisms of human monocytes or monocyte-derived macrophages have not been as clearly
defined. For example, stimulation of monocytes with either TNF-� or IFN-� imparted significant
killing of C. immitis arthroconidia [82,83]. Yet, in human monocyte/macrophage interactions
with H. capsulatum, IFN-� and TNF-� failed to induce fungal inhibition. Alveolar, peritoneal,
or monocyte-derived human macrophages could not be activated with IFN-� or TNF-� to inhibit
H. capsulatum, but colony-stimulating factors did induce fungistasis [84,85].

Interestingly, when monocytes were cultured on type I collagen matrices, as compared to
plastic, they acquired fungistatic properties and addition of cytokines did not augment fungal
inhibition [86]. The mechanism(s) of human macrophage-mediated fungistasis are also not well
delineated. Inhibition of H. capsulatum is not associated with generation of reactive oxygen
intermediates [87]. The capacity of human macrophages to generate reactive nitrogen intermedi-
ates has been a point of controversy, but the inability to detect nitric oxide in human monocyte/
macrophage cultures may be a result of the sensitivity of the assay systems [88,89]. The action
of reactive nitrogen intermediates is not limited to fungal inhibition and may account for a
significant downregulation of immunity. For example, as previously noted, high levels of IFN-
� produced were in CD8+-depleted mice, yet there was a diminished capacity to control H.
capsulatum [70]. This high level of IFN-�may result in high levels of reactive nitrogen intermedi-
ate production which can then inhibit lymphocyte proliferation or induce lymphocyte apoptosis
[88,90].

C. Antibody Augmentation of Cellular Host Defenses

The role of antibody in protection against the endemic fungi has not been firmly established.
In fact, early studies using polyclonal antisera to passively transfer protection have not met with
success. While there are pathways in which antibody responses develop independent of T-cells,
there are important mechanisms whereby T-cells influence antibody responses. The action of
cytokines IFN-� and IL-4 markedly influence the isotype of antibody produced, with IFN-�
enhancing IgG2a isotypes and IL-4 enhancing IgG1 and IgE [91]. The potential contribution of
antibody against pathogens in which cell-mediated immunity is the primary protective mecha-
nism has been elegantly shown in other fungal models.

Monoclonal antimannotriose IgM and IgG3 antibodies have been derived and shown to
be protective against systemic and mucosal candidiasis [92,93]. Monoclonal antibodies were
developed against C. neoformans glucuronoxylomannan and have been shown to fall into cate-
gories that result in enhanced disease, have no effect (nonprotective), or are protective [94].
Several important observations from this seminal series of experiments are that the isotype of the
monoclonal antibody is one of the key factors in determining protection, with IgG2a antibodies
appearing to confer the highest level of protection against systemic challenge [95]. This last
report revealed that antibodies could function as opsonins since they functioned to increase
phagocytosis of C. neoformans. In other studies it was shown that monoclonal anti–C. neo-
formans could result in enhanced in vitro monokine secretion and T-cell proliferation [38,96].
These results indicate that there are antibodies that could aid in promoting a Th1 immune
response which, if engaged, would result in IFN-� production that would then stimulate isotype
switching toward the protective IgG2a isotype. Thus, a feedback cycle could be engaged and
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reinforces the hypothesis that cellular and humoral immunity could both be components of Th1
protective immunity against the endemic fungi.

V. IMMUNOMODULATION OF HOST DEFENSES

Because of all the regulatory interactions, the choreography of the cascade of immunity is
amenable to modulation. Establishing protective immune responses could be accomplished by
active immunization using a fungal vaccine, targeted to persons living in, or traveling to, an
endemic area. As an alternative approach, therapeutic use of cytokines, used as either recombi-
nant proteins or by gene therapy, might shift T-helper potential to augment failing host immune
responses or, when necessary, downregulate hyperresponsive immunity. The end result would
be a method by which those with severe disseminated disease, those with known genetic suscepti-
bility, or those traveling to an endemic area would undergo a successful course of treatment or
develop protection from severe disease.

A plethora of antigens have been isolated and evaluated for their ability to induce T-cell
responses against the endemic fungi and are discussed in greater detail in other chapters. Many
of these antigens are potential vaccine candidates [97,98] and the following only highlights
those that are prominent. From C. immitis, the proteins under investigation include: antigen 2
[99], which has the same coding sequence as the gene for the proline-rich antigen [100], and,
hence, is collectively designated Ag2/PRA; recombinant Urease [101]; recombinant spherule
outer wall glycoprotein (SOWgp) [102]; T-cell-reactive protein (TCRP) [103]; and a recombinant
60-kDa heat-shock protein (HSP) [104]. Two HSPs, HSP60 [105] and HSP70 [106], and the
calcium-binding protein (CBP-1) [107] have been cloned and the recombinant products shown
to be reactive with H. capsulatum–immune T-cells. In studies of B. dermatitidis, the adhesin
WI-1 is a virulence factor and T-cell immunodominant antigen [108]. For P. brasiliensis, the
43-kDa exocellular glycoprotein has been shown to be immunodominant [109]. Our reports of
vaccination have revealed that recombinant Ag2/PRA is only modestly protective in mice chal-
lenged by an intraperitoneal route. In marked contrast, immunization of mice with Ag2/PRA
cDNA induced a significantly higher level of protection as compared to the recombinant Ag2/
PRA, as measured by the ability of mice to survive intraperitoneal challenge and to have de-
creased fungal dissemination after pulmonary challenge with C. immitis [110]. We subsequently
utilized a combination of Ag2/PRA with a gene construct for IL-12 p35 and p40 chains as an
adjuvant [111]. Combination of Ag2/PRA with IL-12 significantly increased the ability of mice
to control dissemination; however, the control at the lung level remained unchanged. While
these antigens delineated above show promise at further defining T-cell reactivity in regard to
protective immunity, the internal processing of fungal antigens by APCs has not been extensively
studied. Moreover, the limited genetic information obtained from the endemic mycoses warrants
further studies to identify antigens that have not yet been discovered but which may have
important immunostimulatory capacity. Genome projects for these organisms would provide
much needed information that would further vaccine development and generate molecular tools
for understanding the basic biology of these organisms and their complicated life cycles.

Therapeutic interventions to increase the immune response have been undertaken with the
endemic fungi. We have reported that recombinant cytokine therapy with IFN-� and IL-12
augments murine host defenses against C. immitis [61,65], but the effectiveness of immunother-
apy was only observed when treatment was started early in the course of disease. Once disease
was established, recombinant cytokine therapy was ineffective in altering host defenses in this
acute model of infection. It may take the development of chronic disease models to fully explore
the capacity of immunotherapy to modulate host responses against these systemic mycoses. For
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prospects of treating human disease, it is clear that immunotherapy will be used as an adjunct
to conventional antifungal chemotherapy. Studies of cryptococcosis revealed that either IFN-�
or IL-12 augments suboptimal antifungal chemotherapy of an acute model of infection [112].
In addition to IFN-� and IL-12, the colony-stimulating factors are being evaluated which will
augment both the number and function of phagocytic cells [113].

The use of recombinant cytokines has been somewhat problematic in early clinical human
trials with many potential side effects noted. One therapeutic modification would be to utilize
gene therapy to ameliorate these potential side effects. We tested this hypothesis by creating a
macrophage cell line that was transfected to produce IL-12 and used as an immunotherapy to
treat coccidioidomycosis [114]. The cell line provided significant protection against a pulmonary
challenge of C. immitis and modulated immune responses to increase IFN-� production. Taking
this strategy further in an animal model of leishmaniasis, studies report on immunotherapeutic
intervention with bone marrow–derived dendritic cells that are transiently transfected to express
IL-12 and then pulsed with Leishmania antigens [115]. This therapy was useful both as a vaccine
to induce immunity and as a therapeutic intervention in established disease. As we learn more
and gain an understanding of the control of the immune response, it will be possible to develop
therapies that could reverse a failing immune response.

VI. SUMMARY

The majority of people who acquire an infection by one of the endemic fungi may not ever
know that they have had the encounter. Thus, the fully functioning immune system can protect
the host and result in acquired immunity that provides long-lived protection. There are many
potential contributors to the development of this protective immunity that include innate and
acquired mechanisms with optimal control mediated through both CD4+ and CD8+ T-cells. In
contrast, those who are unable to control the disease face potentially toxic, prolonged, and
expensive chemotherapy. Gaining a better understanding of the critical innate and acquired
immune parameters associated with protection will eventually lead to immunotherapeutic strate-
gies to augment chemotherapy and lead to more effective treatments for those with life-threaten-
ing fungal infections.
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I. INTRODUCTION

The mechanisms of host defense againstCryptococcus neoformans have been extensively studied
since the 1950s. There is consensus in the field that cellular immunity is the primary host defense
mechanism against C. neoformans infection (reviewed in [1]). In contrast, it has been difficult
to unequivocally establish a role for humoral immunity against C. neoformans. This is perplexing
given that this pathogen has a polysaccharide capsule and antibody responses are usually required
for protection against encapsulated pathogens. The importance of humoral immunity to a patho-
gen is generally established by one or more of the following criteria:

1. Demonstrating that passive transfer of immune sera to a naive host protects against
infectious challenge.

2. Demonstrating an inverse correlation between the titer of specific antibody titer and
susceptibility to infection.

3. Associating susceptibility to infection with particular deficits in humoral immunity.

Application of these criteria to assess the role of humoral immunity against C. neoformans
produced many inconclusive or negative results (see below). As a result there has been considera-
ble uncertainty as to the role of humoral immunity in protection against C. neoformans infection
(for prior reviews see [2–5]). In fact, it was not until the late 1980s when monoclonal antibodies
(mAbs) to the capsular polysaccharide were used in protection experiments that antibody admin-
istration was shown to consistently modify the course of experimental C. neoformans infection
to the benefit of the host (reviewed in [2]). In recent years, studies from independent laboratories
have provided convincing evidence that some antibodies are useful in host defense. As a result,
a new consensus has arisen that humoral immunity can contribute to host defense. The emerging
view is that humoral immunity collaborates with cellular immunity and that the host benefits
from having both types of immune responses (reviewed in [6,7]). This chapter will review the
available published information on humoral immunity against C. neoformans and argue that
there is now overwhelming evidence that antibody can make an important contribution to host
defense.

293
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II. SPECIAL CHARACTERISTICS OF C. NEOFORMANS AS A PATHOGEN

C. neoformans has several unique characteristics which, in combination, present formidable
problems to the immune system.

A. Cell Wall

Like all fungi, C. neoformans has a cell wall which provides structural strength to the fungal
cell. The cell wall protects the cell from complement-mediated lysis by the membrane attack
complex [8]. As a result, C. neoformans is impervious to cell damage by activation of comple-
ment cascade proteins.

B. Polysaccharide Capsule

C. neoformans is unique among the medically important fungi in that it has a large polysaccharide
capsule exterior to the cell wall that is composed primarily of glucuronoxylomannan (GXM)
(reviewed in [9]). The polysaccharide capsule is a major virulence determinant since acapsular
mutants are not virulent [10]. Numerous studies have shown that the polysaccharide capsule is
antiphagocytic in vitro, such that phagocytic cells are unable to ingest C. neoformans cells in
the absence of antibody or complement opsonins. The capsule appears to prevent phagocytosis
in vitro by presenting a surface that is not recognized by phagocytic cell receptors [11]. In
contrast, nonencapsulated strains readily attach to and are ingested by phagocytic cells. These
observations would suggest that the capsule promotes virulence by inhibiting phagocytosis.
However, ultrastructural studies of C. neoformans pulmonary infection have shown that encapsu-
lated cells are rapidly phagocytosed in the lung, possibly as a result of opsonization by comple-
ment or surfactant derived opsonins [12]. Thus, it is unlikely that capsular polysaccharide func-
tions in virulence by simply preventing phagocytosis. Instead, it is likely that the polysaccharide
capsule and shed polysaccharide (see below) interfere with the ability of the host to mount an
effective immune response to cryptococcal infection. The capsule blocks binding of antibodies
to the cell wall and prevents such antibodies from opsonizing yeast cells directly or activating
the classical complement activation. The C. neoformans capsule imparts a high negative charge
to the yeast cells [13,14] such that the zeta potential of encapsulated cells is approximately 10
times higher than that of acapsular mutants [14]. The contribution of this high negative charge to
virulence is uncertain. Cell charge alone does not appear to be responsible for the antiphagocytic
properties of the C. neoformans capsule [13].

The capsular polysaccharide is a type 2 T-cell-independent antigen that is weakly immuno-
genic. Injection of small amounts of capsular polysaccharide into mice elicits low-titer IgM
responses whereas injection of larger doses produce a state of antibody unresponsiveness charac-
terized by the absence of a significant antibody response [15–17]. The net result is that neither
C. neoformans infection nor immunization with GXM elicits high titer responses. This lack of
antibody responsiveness may be clinically significant because the presence of antibodies to the
polysaccharide capsule has been correlated with improved prognosis in patients [18].

C. Exopolysaccharides

C. neoformans cells release capsular polysaccharides into tissue during infection [19]. Although
a causal relationship between virulence and polysaccharide release has not been proven there
are many studies showing that exopolysaccharides are potent immunomodulators that interfere
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Table 1 Biological Effects Reported for the Capsular Polysaccharide of C. neoformans

Effects References

Binding to CD18 on human neutrophils 175
Blocks-access of opsonic antibody to yeast surface 47,46
Brain cell edema 176–179
Confers high negative charge to cell 13,14
Dose related enhancement or suppression of mixed-lymphocyte reaction in mice 58
Dose-related immunological nn-responsiveness 58,56
Enhancement of S. cerevisiae phagocytosis by macrophage 58
Hastens mortality in mice 20
Induction of L-selectin shedding from human neutrophils 180
Induction of TNF receptor loss from human neutrophils 180
Induction of T-suppressor Cells 181
Inhibition of phagocytosis 11,182–184
Inhibition of leucocyte migration 185,186
Suppression of lymphocyte proliferation 187

with the development of effective immune responses (Table 1). Intravenous injection of polysac-
charide to mice shortens their survival when challenged with lethal C. neoformans infection
[20]. Mechanisms by which exopolysaccharides may interfere with humoral immunity include:
(1) binding antibody and preventing it from mediating phagocytosis of yeast cells; (2) induce
the phenomenon of antibody unresponsiveness whereby little or no antibody responses are made
to infection; and (3) interfering with the development of cellular immunity which may be essential
for antibody-mediated protection [21].

D. Intracellular Pathogenesis

C. neoformans is a facultative intracellular pathogen that can replicate inside phagocytic cells
in vitro [22,23]. Phagocytosis of C. neoformans by macrophages results in acidification of the
phagolysosomal vacuole [24]. The mechanisms by which C. neoformans escapes intracellular
killing are not understood. Latent infection in rats is associated with persistence of C. neoformans
in macrophages [25]. With regard to humoral immunity, the ability of this fungus to survive in
macrophages is important because intracellular residence places it outside the reach of humoral
immune mechanisms.

E. Proteolytic Enzymes

C. neoformans produces proteolytic enzymes capable of digesting immunoglobulins [26].
Whether such enzymes function in vivo to degrade immunoglobulins or complement is unknown.
Evidence for proteolytic damage to tissue has been reported in mice infected with C. neoformans
[27].

F. Melanin Production

C. neoformans cells have a laccase that can catalyze the production of melanin-like pigments
[28], and this enzymatic activity is important for virulence [29]. Deposition of melanin-like
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pigments in C. neoformans cells reduces antibody-mediated phagocytosis [30] and protects the
cells against fungicidal effects of oxidants and defensins [31,32]. C. neoformans cells melanize
during murine infection [33,34], a process which probably enhances survival in tissue. Melaniza-
tion may interfere with humoral immune mechanisms by protectingC. neoformans against killing
by host effector cells.

III. THE ANTIGENS OF C. NEOFORMANS

C. neoformans has many antigens that can elicit antibody responses including proteins, polysac-
charides, and pigments. The antigenicity of each of these antigens and the efficacy of the various
antibody responses will be considered separately.

A. Protein Antigens

C. neoformans infection elicits strong antibody responses to protein antigens in both humans
and rodents [35–37]. Kakeya et al. reported that a 77-kDa heat shock protein was the major
target of the humoral immune response during murine infection [38]. Comparison of humoral
responses to protein antigens in humans, mice, and rats revealed that all three species recognized
similar immunodominant protein antigens, but there were also significant interspecies differences
in the patterns of antigens recognized [39]. Interestingly, there was also considerable individual
variation in the antibody responses among animals within inbred strains [39]. Although the
cause for the variation among mice with the same genetic background is not understood, studies
in rats have also shown major differences in the antibody response to C. neoformans proteins
from variants of C. neoformans derived from a single strain by phenotypic switching [40].

Relatively little work has been done to study the efficacy of antibody responses to C.
neoformans protein antigens in host defense. Antibody responses to enzymes involved in tissue
invasion such as phospholipases [41,42] and proteinases [26] could enhance host resistance by
neutralizing these enzymatic activities. The first evidence that antibodies to protein antigens
may be useful for host defense was provided by Merkel and Scoffield [43], who reported that
an IgG2a mAb to secreted protein antigens of 75-kDa and 100-kDa molecular mass could
opsonize C. neoformans for phagocytosis by macrophages. The study suggests that antibody
responses to protein antigens may be useful in host defense.

B. Polysaccharide Antigens

The polysaccharides of C. neoformans can be divided into cell wall and capsular polysaccharide
antigens. Antibodies to cell wall glucans are ubiquitous in human sera [44] presumably due to
prior infection withC. neoformans or other fungi that have crossreacting antigens. These antibod-
ies are primarily of the IgG2 class and recognize glucan �-(1 → 3)- or �-(1 → 6) linkages [44].
IgG to cell wall polysaccharides are opsonic for murine macrophages [45,46] but not human
monocytes [44]. However, these antibodies are not opsonic for encapsulated strains presumably
because the polysaccharide capsule prevents interactions between surface IgG and Fc receptors
in phagocytic cells [47,45]. Ultrastructural studies of antibody localization by antibody derived
from normal human serum have shown binding deep inside the capsule in locations where they
cannot interact with phagocytic cells [48]. Hence, the function of antibodies to cell wall antigen
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Table 2 Effects Reported for Specific Antibody to C. neoformans

Effect References

Activation of classical complement pathway and suppression of alternative 188,189
complement pathway

Antibody-dependent cell mediated cytotoxicity 143,144
Antibody-dependent natural killer cell-mediated antifungal activity 152,151
Capsular (quellung) reaction 54,190,191
Change in cell charge upon binding yeast cells 14
Clearance of serum polysaccharide antigen 115,163,164
Enhanced antifungal activity by murine macrophagelike cell line J774 138,155
Enhancement of B7-1 costimulatory molecule and MHC class II 168

expression
Enhancement of IL-8 release by human neutrophils 161
Enhancement of IL-1�, IL-2, and TNF-� production by human peripheral 156

mononuclear cells
Enhancement of IL-12 release from human monocytes 192
Enhancement of fluconazole efficacy in mice 138
Enhancement of amphotericin B efficacy in mice 133,193,194
Enhancement of flucytosine efficacy in mice 135
Enhancement of T-cell proliferation 156,157
Enhances killing by human neutrophils and monocytes 145
Increase in nitrite production my murine macrophages 195,196
Increase in oxygen-related oxidant production by murine macrophages 197
Increased cellularity in rabbit meningitis 95
Induction of IL-6 162
Prolongation of survival in mice 63,109,111,

112,114,115,
117,121,198

Promotes phagocytosis by eosinophils 199
Promotes phagocytosis by microglia 154,200
Promotes phagocytosis by neutrophils 48
Promotes phagocytosis by macrophages and monocytes 12,45,48,

61,138,155,
162, 201

Reversal of T-cell suppression mediated by antibody to B7-2 in 166
suspensions of lymphocytes and C. neoformans

in protection is uncertain. In contrast, antibodies to the capsule have been shown by several
independent research groups to be opsonic and active in infection (Table 2).

The major components of the C. neoformans capsule are glucuronoxylomannan (GXM),
galactoxylomannan (GalXM), and mannoprotein (MP). Most studies of antibody responses to
polysaccharide antigen have focused on GXM. Structural differences in GXM produce antigenic
differences that lead to the serologic grouping of C. neoformans into five serotype classifications
known as A, B, C, D, and AD [49–51]. GXM is the major polysaccharide antigen and antibodies
to GXM have been shown to be biologically active (Table 1). The immunogenicity of capsular
polysaccharide has been extensively studied since the 1930s. In interpreting the literature it is
important to note that some studies have used total capsular polysaccharide fractions whereas
others have employed purified GXM, which constitutes 80–90% of the total capsular polysaccha-
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ride. Regardless of the polysaccharide preparation used, the theme of all studies is that capsular
polysaccharides are weak immunogens that seldom elicit strong antibody responses.

Studies in the 1940s and 1950s revealed that the C. neoformans capsular polysaccharides
are weakly antigenic [49,52–55]. In the 1970s several investigators carried out rigorous studies
of polysaccharide immunogenicity using newer serological methods. Murphy and Cozad studied
the B-cell response to cryptococccal capsular polysaccharide in mice by simultaneously measur-
ing B-cells using the hemolytic plaque technique and the serum titer of agglutinating antibody
[17]. Immunization with capsular polysaccharide resulted in a transient antibody response that
was followed by the induction of tolerance [17]. Immunological unresponsiveness was attributed
to tolerance resulting from terminal differentiation of antibody producing cells without prolifera-
tion [17]. Kozel and Cazin showed that the optimally immunogenic dose of purified polysaccha-
ride in mice was 10 �g/mouse with higher and lower amounts eliciting little or no antibody
response [16]. Immunization with polysaccharide in Freund’s adjuvant or complexed to protein
significantly enhanced the immunogenicity of the polysaccharide antigen [16]. Mice given poly-
saccharide in Freund’s adjuvant made antibody responses over a wide range of immunizing doses
[16]. A later study by the same group showed that a state of immunological unresponsiveness was
induced in mice given 100–800 �g, such that subsequent challenge with polysaccharide antigen
in Freund’s adjuvant resulted in reduced antibody production [56]. The state of immunological
responsiveness remained over the length of the study (12 weeks) and was attributed to persistence
of polysaccharide in tissue [56]. For the GXM component of capsular polysaccharide, tolerance
in mice occurs after infusion of both high and low doses, and these effects are T-cell-dependent
and T-cell-independent, respectively [57].

Analysis of the antibody response elicited by injection of purified capsular polysaccharide
into mice by a B-cell assay revealed that the magnitude of the antibody response was highly
dependent on the immunizing dose [11,58]. Maximal responses were noted at 1 �g/mouse with
larger doses resulting in significantly smaller B-cell responses [58]. Depletion of T-cells with
antithymocyte serum resulted in a sixfold increase in B-cell response to GXM which was inter-
preted as indicative of suppressor T-cell regulation of the antibody response [58]. The optimal
dose for eliciting an antibody response is a function of the route for immunization. In C3H mice
the dose that elicited the highest titer after SC and IV immunization was 1 and 10 �g/mouse,
respectively [59]. Given that polysaccharides from C. neoformans strains are structurally diverse,
it is likely that the optimal amount of polysaccharide required to elicit a maximal antibody
response differs depending on the strain.

The magnitude of the antibody response to C. neoformans capsular polysaccharide in mice
is under genetic control [59]. Analysis of antibody responses to capsular polysaccharide in
23 inbred strains of mice revealed strain-related differences in serum antibody titer after IV
immunization [59]. Among the mouse strains studied BALB/c and CeH/HeJ were the best
antibody responders with titers �1:1000. The antibody response to cryptococcal polysaccharide
appeared to be controlled by four autosomal genes that included the Igh locus and the E�

subregion of the H-2 locus [59]. CBA/N mice produced no antibody after inoculation with
polysaccharide indicating that this antigen is a type 2 T-cell-independent antigen [57,59].

Conjugation of polysaccharide to protein carriers markedly enhances the immunogenicity
of carbohydrate epitopes. Goren and Middlebrook synthesized a variety of conjugates and
showed that they were highly immunogenic in mice [60]. Similarly Kozel and Follete used a
conjugate of capsular polysaccharide to methylated bovine serum albumin to elicit high-titer
antisera that was opsonic for C. neoformans [61]. Devi et al. conjugated GXM to toxoids and
showed that these were highly immunogenic in mice and elicited protective antibody responses
[62,63]. Molecular studies of antibodies elicited in infection and by conjugate immunization
revealed similar variable gene usage [64].
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Immunization of laboratory animals with intact cells seldom elicits strong antibody re-
sponses to C. neoformans polysaccharide (reviewed in [53]). A comparison of the relative immu-
nogenicity of formalin killed cells from various strains revealed that strains with large capsules
were significantly less likely to elicit antibody responses in rabbits than strains with small
capsules [53].

Several studies have documented that antibodies reactive with capsular polysaccharide are
common in the sera of normal individuals. The percentage of individuals with serum antibodies
to capsular polysaccharide varies with the study presumably as a result of differences in the
polysaccharide preparation, the methodology, and the human population studied. Henderson et
al. reported that 89% of normal individuals have antibody to cryptococcal polysaccharide by
radioimmunoassay using a total polysaccharide preparation as antigen [65]. Dromer et al. re-
ported that the prevalence of IgM and IgG to cryptococcal polysaccharide in human sera was
60% and 27%, respectively, by ELISA using a total polysaccharide preparation [66]. Houpt et
al. measured the antibody levels to the GXM fraction by ELISA and found that the prevalence
of IgM and IgG in normal sera was 98% and 28%, respectively. DeShaw and Pirofski reported
that antibodies to C. neoformans GXM were ubiquitous in patients with and without HIV infec-
tion, with sera from HIV� individuals having the higher level of IgA [67]. The antigenic
stimulation responsible for the high prevalence of antibodies reactive with C. neoformans poly-
saccharide in normal sera has not been established but may result from environmental exposure
to C. neoformans, exposure to other microbes with crossreactive antigens, or prior subclinical
cryptococcal infections [67,68]. Serological crossreactions of C. neoformans polysaccharide
have been reported with antigens from Streptococcus pneumoniae [69], DF-2 bacteria [70], and
Trichosporon sp. [71]. Analysis of complement activation by C. neoformans cells in the presence
of sera with high or low levels of naturally occurring antibody to GXM revealed no differences,
suggesting that the level of antibody was insufficient to affect this process [68]. Low levels of
antibodies reactive with C. neoformans capsular polysaccharide appear to be common in normal
human sera, but their contribution to host defense is unknown.

The majority of patients with cryptococcosis (pre-AIDS) lack serum antibody at the time
of diagnosis [72]. For example, only 29 of 75 (39%) patients with active cryptococcal infections
had low serum antibody titer by indirect immunofluorescence [72]. The antigenicity of C. neo-
formans capsular polysaccharide is of clinical interest because patients with serum antibody are
more likely to respond to therapy [72]. Individuals who survive cryptococcal meningitis have
long-lasting immunological unresponsiveness to C. neoformans polysaccharide antigen [65,73].
Whether this deficit in antibody production was acquired or preceded infection is not known
[65,73]. The ability of normal individuals to respond to pneumococcal polysaccharide has been
shown to be under genetic control [74], and the same may apply to cryptococcal polysaccharide
antigen. Cryptococcal infection elicits antibody responses in the CSF, but relatively little work
has been done to study the human intrathecal antibody response to C. neoformans antigens
during cryptococcal meningitis. Two case reports have described intrathecal antibody production
[75,76], but the functional efficacy of those antibodies are unknown.

Galactoxylomannan (GalXM) constitutes a minor component of the cryptococcal polysac-
charide which is antigenically different than GXM. GalXM is immunogenic and IgM to GalXM
was found in 22% of patients with C. neoformans infection [77]. Antibodies reactive with C.
neoformans GalXM are also reactive with polysaccharides from other fungi, including C. albi-
cans. The functional efficacy of antibodies to GalXM defense against C. neoformans infection
is unknown.

In summary, the cryptococcal capsular polysaccharide is a weak antigen regardless of
whether immunization uses purified antigen or whole cells. The weak immunogenicity of the
capsular polysaccharide is probably responsible for the relatively low levels of antibody titers
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observed in human cryptococcosis and experimental infection. Since antibody responses to the
polysaccharide antigen are biologically active, lack of immunogenicity appears to be an important
element of the mechanism by which this fungal component contributes to virulence.

C. Pigment Antigens

C. neoformans has a laccase that can catalyze the synthesis of melaninlike pigments from a
variety of phenolic substrates [28]. Fungal melanin synthesized from L-dopa can elicit strong
antibody responses in mice [78], and high titers of antibodies to melanin are elicited in experimen-
tal cryptococcal infection [33]. The functional efficacy of antibodies to melanin in defense
against C. neoformans is unknown.

IV. MOLECULAR GENETICS OF ANTIBODY RESPONSES TO
C. NEOFORMANS GXM

The antibody response to C. neoformans GXM has been characterized at the molecular level
by studying the variable (V) region gene sequences used in assembling GXM-binding mAbs.
In addition, anti-idiotypic reagents reactive with well-characterized mAbs have been used to
investigate the types of antibodies found in polyclonal sera. Both murine and human antibody
responses have been studied.

Sequence analysis of murine antibodies that bind GXM indicates that this antibody re-
sponse is highly restricted in variable gene usage [64,74–82]. Variable gene restriction means
that a relatively few gene elements are used to assemble antibodies to GXM. The molecular
and cellular mechanisms responsible for variable gene restriction are not well understood, but
the result is a largely homogenous antibody response that is often oligoclonal (e.g., derived from
only a few B-cells). Heavy-chain variable region (VH) usage in antibodies to GXM involves
primarily gene elements from the 3′ variable gene families [80]. Similarly, only a few light-
chain variable region gene elements (VL) have been described in antibodies to GXM [79,80].
Antibody responses to GXM have been analyzed in seven genetically different mouse strains,
and the results suggest that restriction in V region usage and idiotype is a frequent phenomenon
[79]. Antibodies to GXM are often somatically mutated and there is evidence that somatic
mutation can influence the fine specificity of antigen binding, resulting in differences in protec-
tive efficacy [83]. Variable region analysis has allowed the classification of mAbs to GXM into
molecular groups based on VH and VL gene element usage [80]. Antibodies assigned to a
molecular group display similar binding characteristics with regard to their GXM specificity
[84,80].

Murine antibody responses to C. neoformans infection and to immunization with a GXM-
TT conjugate vaccine have been studied by generating mAbs and then characterizing the individ-
ual mAbs with regard to variable gene usage and serological properties [64,85]. Both responses
elicit antibodies that use similar VH and VL gene elements, but there are differences in the
antibody isotype distribution and affinity [64]. The majority of mAbs made in infected mice
are IgM whereas the majority of mAbs generated from mice immunized with GXM-TT are IgG
[79,81,85]. Antibodies elicited by the conjugate vaccine tend to have more somatic mutations
and higher affinity for polysaccharide antigen consistent with the T-dependent nature of that
antibody response.

Information on the molecular genetics of the human antibody response to GXM has been
obtained by the Pirofski laboratory [86,87]. Although fewer details are known about the human
response, the available evidence indicates that this antibody response is also restricted with
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regard to variable gene usage. The variable region of two human mAbs generated from peripheral
lymphocytes of individuals vaccinated with the GXM-TT conjugate vaccine (see below) has
been reported [86]. Sequence analysis of the two mAbs revealed that both used an identical V�

1a-J� genetic element with different, yet related, VH3 gene elements [86]. Idiotipic analysis of
human immune sera using rabbit antisera to one mAb revealed high prevalence of the idiotype
consistent with a restricted response [86]. Furthermore, there was considerable homology be-
tween the human mAb sequences and those of the class II murine mAb 2H1, suggesting conserva-
tion of structural motifs during evolution.

In summary, the antibody response toC. neoformansGXM is among the best-characterized
antibody responses at the molecular level. The available evidence indicates that the antibody
response is highly restricted in both humans and mice, suggesting considerable uniformity of
antibody variable region structure. The mechanism(s) responsible for variable region restriction
are not well understood but comparative analysis of murine mAbs suggests that it may arise
from the need for a specific binding site structural requirement for binding GXM [79].

V. ANTIBODY-GXM INTERACTIONS

The majority of mAbs generated to C. neoformans capsular polysaccharide bind to the GXM
fraction. Although many mAbs have been the subject of extensive functional and serological
studies, the exact epitope recognized by these antibodies has not been determined. A problem
in this area of study is that no oligopolysaccharides containing the entire GXM repeat structure
have been synthesized for crystal structure studies. Hence, our knowledge of molecular-GXM
interactions is derived primarily from solution studies with native and chemically modified
GXM. De-O-acetylation of GXM results in loss of reactivity for many mAbs, indicating that
this group is either a component of the epitope or necessary for epitope conformation [84,85,88].
The most detailed studies of antibody binding to GXM in solution have been carried out using
mAb 436 [82], a class II antibody that binds an immunodominant epitope found in all serotypes
[80]. MAb 436 binds to GXM from all four serotypes with an apparent dissociation constant
(KD) of � �1.7 � 106 M [82]. When GXM is de-O-acetylated the KD increased 31-fold,
indicating that O-acetyl groups make an important contribution to the affinity of the interaction
[82]. Carboxyl groups in GXM appear to be essential for antibody binding to GXM [82]. Analysis
of the binding of mAb 439 to C. neoformans GXM revealed enhanced fluorescence from trypto-
phan residues consistent with the loss of water from the antigen-antibody combining site [82].

An innovative approach to the problem of fine specificity mapping in mAbs to GXM was
to use peptide libraries expressed in phage to identify peptides that serve as GXM mimetics
[89]. Peptides were identified that could discriminate between protective and nonprotective
mAbs on the basis of their ability to bind to the antigen-binding site [89]. The protective mAb
2H1 was crystallized with and without a peptide mimetic in the binding site and the crystal
structure revealed that most peptide-antibody interactions occurred with heavy-chain residues
[90].

VI. EFFICACY OF HUMORAL IMMUNITY AGAINST C. NEOFORMANS

A. Susceptibility and Antibody Responses

Cryptococcosis has been extensively studied in humans and in several laboratory animals includ-
ing mice, rabbits, and rats. Comparison of the relative susceptibility of the various species to
C. neoformans with their ability to mount antibody responses to the capsular polysaccharide
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provides circumstantial evidence for the importance of humoral immunity in host defense. The
paucity of human infection in normal individuals implies that humans are highly resistant to C.
neoformans infection. Serum antibody to C. neoformans polysaccharide and protein antigen is
prevalent in humans with and without a history of infection [37,66,67,91,92]. Rabbits are ex-
tremely resistant to infection even when fungi are inoculated directly into the cerebrospinal
fluid [93]. The resistance of rabbits is not due to a higher basal temperature because steroid
administration renders this species susceptible to infection [93]. Rabbits mount strong antibody
responses to infection and have historically served as the source of immune serum for antibody
studies because this species reliably produces antibody when inoculated with C. neoformans
[49,54,94]. Hobbs et al. demonstrated a temporal association between that clearance of cryp-
tococcal infection in rabbits and the appearance of opsonic antibody in the CSF [95]. Rats can
be infected with C. neoformans without immunosuppression, but this species can control the
infection such that rats seldom die from cryptococcosis [25,96]. Rats also mount antibody re-
sponses to infection, and clearance of C. neoformans pulmonary infection is temporally associ-
ated with granuloma formation and the appearance of serum opsonins [96]. Persistence of latent
infection in rats has been associated with downregulation of both humoral and cellular immune
responses [25,96]. Hence, humans, rabbits, and rats consistently produce antibody responses
during infection and each are relatively resistant species to C. neoformans infection.

The argument is often made that humoral immunity is not critical for defense against C.
neoformans because individuals with B-cell defects are not at increased risk for infection. How-
ever, this argument may not be correct because the literature includes several well-documented
cases of cryptococcosis in patients with hypogammaglobulinemia [97–99] and hyper-IgM syn-
drome [100–102]. Although some of these conditions can be mixed humoral and cellular disor-
ders, they are characterized by major defects in antibody function. The relative paucity of cases
in the literature may reflect the difficulty in making an association between two relatively rare
disorders: antibody deficiency and cryptococcosis. In this regard it is noteworthy that only a
minority of patients with severe defects in cell mediated immunity develop cryptococcosis.

In contrast, most mouse strains are highly susceptible to infection. Many studies have
documented that mice seldom make high-titer antibody responses to polysaccharide antigens
[81,85,103]. One study revealed that infected mice become sick and die when their serum
antibody levels declined during the course of infection [104]. Whether there is a causal relation-
ship between murine susceptibility to infection and lack of antibody responsiveness during
infection is not known. Given that some antibodies can be protective in mice (see below), it is
possible that the vulnerability of mice toC. neoformans infection is associated with weak humoral
responses to C. neoformans polysaccharide antigens.

Evidence that some antibody responses may be deleterious against C. neoformans comes
from comparison of pulmonary infection in BALB/c and C.B-17 mice [105]. These two mouse
strains are congenic except for the Ig heavy-chain-containing locus in chromosome 12. C.B-17
mice are more resistant than BALB/c mice to C. neoformans infection despite the fact that
infected BALB/c mice have significantly higher serum antibody titers [105]. Of particular interest
was the observation that serum IgG3 levels were higher in the more susceptible BALB/c mice,
since this isotype has been reported to be either nonprotective or disease enhancing in mice
[106,107]. Although the differences in susceptibility between these two strains may or may not
be due to differences in quantitative or qualitative differences in the antibody response, this
study illustrates that higher serum antibody levels do not necessarily translate into increased
resistance to infection in mice. To date no systematic study of susceptibility to infection versus
serum anybody levels for multiple strains has been done.

Shahar et al. studied the sequence of events which follow intraperitoneal infection in
rabbits and mice [108]. The cellular reaction to C. neoformans infection involves migration of
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both polymorphonuclear and mononuclear cells to the peritoneum and their interaction with
yeast cells to form ring structures which surround and destroy cryptococci. Injection of rabbit
immune sera into the mouse peritoneum enhances the intensity of ring formation. In the rabbit,
this cellular reaction is more intense than in the mouse and does not need the injection of
exogenous antibody because the rabbits make their own antibody responses. In rabbits, the
omentum contained large numbers of plasma cells whereas in mice no plasma cells were ob-
served. This study suggests that one explanation for the marked difference in susceptibility
between mice and rabbits to intraperitoneal infection is that rabbits mount a strong humoral
response which enhances the efficacy of the cellular response.

In summary, humans, rats, and rabbits make antibody responses to C. neoformans infection
and are considered resistant (or relatively resistant) species. In contrast, mice seldom make
antibody responses to C. neoformans GXM and are considered a highly susceptible species
favored for laboratory studies. Overall, these studies suggest that hosts which respond to infection
by mounting strong antibody responses are less susceptible to cryptococcal infection.

B. Correlations of Antibody Prevalence and Susceptibility

Serological studies in patients with cryptococcosis in the pre-AIDS era provide suggestive evi-
dence for the usefulness of humoral immunity. In 1968, Bindschadler and Bennett reported a
statistically significant correlation between the presence of serum antibody and the likelihood
of cure with amphotericin B in patients with cryptococcosis [72]. Diamond and Bennett subse-
quently identified the presence of serum antibodies to C. neoformans during infection as a
favorable prognostic marker [18]. However, it was unclear whether the favorable prognosis in
these patients reflected a beneficial effect of antibody or the ability to detect antibody in patients
with a less severe infection and lower serum antigen.

Serological studies of patients with AIDS with and without cryptococcosis have demon-
strated both quantitative and qualitative differences in the prevalence of serum antibody
[66,67,87,91]. Measurement of serum IgG to the capsular polysaccharide by ELISA revealed
that French patients with AIDS complicated by cryptococcosis had significantly lower levels that
those without AIDS or AIDS without cryptococcosis [91]. In contrast, there was no difference in
the level of IgM antibody to the capsular polysaccharide among the three groups [91]. This
result was interpreted as indicative of a defect in humoral immunity in patients with AIDS and
cryptococcosis which made them vulnerable to infection [91]. Another study, involving Ameri-
can patients, confirmed that patients with HIV infection at risk for C. neoformans infection had
lower levels of serum IgG to GXM [67]. Although these studies are consistent with a role for
antibody in defense it was not clear whether the quantitative defect in IgG levels in patients
with AIDS and cryptococcosis preceded the infection or represented an acquired humoral defect
during infection such as antibody unresponsiveness following polysaccharide antigen stimula-
tion. There does not appear to be a correlation between antibody levels to GXM in patients
with AIDS complicated by cryptococcosis and their clinical course [66]. However, qualitative
differences in the antibodies response to GXM in the sera of patients with HIV infection may
also contribute to the increase susceptibility for cryptococcal infection in this population [92].
In this regard, HIV-infected patients at risk for infection have significantly lower levels of
antibodies expressing a certain VH3 determinant reported in a protective human antibody to C.
neoformans GXM [92].

In summary, several studies have attempted to establish the relationship between serum
antibody level to polysaccharide antigens and susceptibility to infection. In humans the presence
of serum antibody to C. neoformans was associated with improved outcome. Normal individuals
at very low risk of infection have naturally occurring antibody to GXM. Serum antibody re-
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sponses to GXM in individuals who are HIV� and at risk for infection are quantitatively and
qualitatively different from those in HIV-negative individuals. Taken together, these findings
suggest that humoral immunity contributes to protection against infection in humans.

C. Passive Studies with Polyclonal Sera

Most studies that have investigated the protective efficacy of polyclonal immune sera in protec-
tion against C. neoformans infection have reported a beneficial effect, provided the antibody is
administered before or during infection (Table 3). Furthermore, the majority of studies that have
shown a benefit to passive immunization have used rabbit sera. In contrast, passive immunization
with sera from mice that have survived C. neoformans infection was not protective [109,110].
The inability of sera from survivor mice to protect against infection can be explained by the
absence of antibodies reactive with the capsule [110]. In 1981, Graybill et al. reported that rabbit
antibody to C. neoformans protected both normal and thymus-deficient mice when administered
at the same site as infection [109]. One study evaluated the efficacy of passive immunization with
rabbit immune sera in steroid-treated rabbits given intracisternal infection [95]. Administration of
rabbit antibody to naive rabbits achieved serum agglutinating titer of 1�32 but did not prevent
dissemination of infection from the CNS or reduce CFU in the brain [95]. Interestingly, antibody
treated rabbits had higher leukocyte counts in the CSF but the increased cellularity did not
translate into reduced fungal burden [95]. Polyclonal preparations are complex mixtures of
specific and nonspecific immunoglobulins which can differ in the amount, isotype, and specific-
ity of antibody. The variable efficacy observed during passive studies with polyclonal sera may
reflect quantitative and qualitative differences between the sera employed.

Table 3 Summary of Passive Antibody Studies with Polyclonal Sera Preparations

Time of
Antibody serum

Study preparation Animal model administration Protection

Gadebusch et al. [198, Rabbit immune Mouse IP After; Yes
202] multiple

doses
Louria and Kaminsky Rabbit and mouse White Swiss IV After No

[203]
Lim and Murphy [110] Mouse immune CBA/J IV After No
Graybill et al. [109, Rabitt immune Balb/c IP Before Yes
142] Rabbit immune Balb/c Nude Yes

Mouse survivor (nu/nu) No
Balb/c IP

Graybill et al. [142] Rabbit immune C3H/HeJ Before Yes
C3H/HeJ C No

depleted
Perfect et al. [95] Rabbit immune Rabbit Before No

intracisternal
Devi [63] Mouse immune Swiss albino Before Yes

after GXM-TT
vaccination
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D. Passive Studies with Monoclonal Antibodies

In 1987, Dromer et al. demonstrated that passive administration of an mAb to GXM known as
E1 prolonged survival in lethally infected mice [111]. This was a seminal paper in C. neoformans
field because it stimulated interest in humoral immunity and ushered in a new era of experimenta-
tion using mAbs. Administration of mAb E1 1 day prior to lethal infection resulted in approxi-
mately fivefold increase in average survival relative to DBA/2 mice given a control mAb [111].
Mice given mAb E1 had lower organ CFUs and no cryptococcal antigen in their sera. The
efficacy of mAb E1 was dose dependent and required the administration of at least 10 �g/mouse
to prolong survival [111].

Subsequent studies revealed that the antibody had no inherent antifungal activity in vitro
with or without complement [112]. Administration of E1 resulted in protection against C. neo-
formans infection in DBA/2 but not Balb/c mice [112]. DBA/2 mice are partially deficient in
complement component C5a, a defect that results in rapid and fatal pulmonary congestion after
intravenous inoculation with C. neoformans. Administration of mAb E1 to DBA/2 mice prior
to infection converted the pathogenesis of intravenous infection from a fulminant pneumonia
to a more chronic meningoencephalitis [112]. Although the mechanisms involved in this phenom-
enon are not fully understood, the presence of antibody may alter the pathogenesis of infection
by reducing the size of the inoculum through more effective phagocytosis. In this regard, anti-
body-treated mice had lower CFUs in the spleen and lung at all time intervals studied in the
first 48 hr of infection [112]. Interestingly, no reduction was observed in brain CFUs, suggesting
that yeast cells reaching the CNS are not susceptible to the effects of serum antibody. In contrast,
Balb/c mice given IV infection die of meningoencephalitis regardless of whether antibody was
given before infection. According to this model Balb/c mice were not protected because they
died of chronic meningoencephalitis irrespective of antibody administration.

In 1990, the Kozel group used a family of isotype switched IgG1, IgG2a, and IgG2b mAbs
in passive protection studies against C. neoformans in Swiss Webster mice [113]. This group
confirmed that mAbs to GXM were active against C. neoformans by reducing lung and spleen
CFUs but did not observe prolonged survival in antibody-treated mice. No reduction in CFUs
was observed in brain tissue. Opsonization studies using these mAbs revealed that their relative
opsonic power was IgG2a � IgG1 � IgG2b. One of these antibodies was subsequently shown
to prolong survival in a murine model of intraperitoneal infection in A/J mice [114].

Passive protection experiments with other mAbs confirmed that antibody could be protec-
tive. In 1992, Mukherjee et al. reported passive protection experiments in an intraperitoneal
model of infection using both A/J and Balb/c mice which showed that antibody administration
could significantly prolong survival and reduce serum antigen level [115]. The efficacy of mAbs
was dependent on the isotype with protection efficacy, being IgG1, IgA � IgM � IgG3 [115].
Subsequent studies with these mAbs revealed that they were protective in mouse models of
intravenous [116], intracerebral [117], and intratracheal [12,118] infection when the antibody
was administered before infection. Isotype switching of a nonprotective (or minimally protective)
IgG3 mAb to IgG1, IgG2a, and IgG2b significantly enhanced its protective efficacy, proving
that isotype was a critical determinant of antibody efficacy against C. neoformans in murine
systemic infection [107,119]. Comparison of two IgM mAbs derived from a single pre-B-cell
in vivo which differed in specificity as a result of somatic mutations revealed that one was
protective but the other was not [83,120], providing the first conclusive evidence that fine
specificity was also a critical determinant of antibody efficacy.

A human mAb to C. neoformans GXM has been shown to prolong survival in mice given
intraperitoneal infection [121]. However, protection was abolished if the mice were depleted of
complement by injection with cobra venom toxin. This mAb uses a heavy-chain variable region
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composed of VH3 which has been shown to be deficient in the antibodies found in the sera from
patients with HIV infection at risk for cryptococcosis [92]. A mouse-human IgG1 chimeric
antibody constructed using the variable region of a protective murine mAb was shown to prolong
survival in mice given lethal infection [122]. These results suggest that human IgM and IgG1
constant regions are effective against C. neoformans in murine models of infection.

In summary, four independent research groups have shown that passive administration of
mAbs to the C. neoformans GXM can prolong survival and/or reduce organ CFUs. The results
obtained with mAbs are more consistent than those reported with polyclonal reagents. This may
reflect the fact that the activity of polyclonal sera is the aggregate of its components whereas
mAbs represent one specificity and one isotype. Hence, mAbs have inherently higher specific
activity than polyclonal sera and represent homogeneous and invariant preparations for the study
of antibody efficacy against infectious agents. Studies with mAbs have shown that a complex
structure-function relationship exists for mAbs such that protective efficacy is dependent on
antibody amount, specificity, and isotype.

E. Protection by Conjugate Vaccines

By the 1960s, rabbit antibodies to C. neoformans had been shown to prolong survival in mice
given lethal infection, but it was not clear whether the active antibodies were specific for the
polysaccharide capsule (Table 3). The question of whether antibodies to the polysaccharide were
active against C. neoformans polysaccharide was difficult to answer because polysaccharide
alone did not elicit high-titer responses and the rabbit immune sera used in passive protection
experiments presumably contained antibodies to non-polysaccharide antigens. To address this
question, Goren and Middlebrook synthesized several polysaccharide-protein conjugate vaccines
which elicited high levels of antibodies to polysaccharide when used to immunize mice [60,123].
However, experimental infection of immunized mice with high serum levels of antibody to
polysaccharide did not result in protection against lethal infection. In fact, there was a suggestion
for enhanced infection in many immunized mice. This experience led Goren to conclude that
humoral immunity had little or no role in the control of C. neoformans infection [123]. The
efficacy of conjugate vaccines in protection against C. neoformans was not revisited again until
the 1990s when Devi et al. reported the synthesis of several conjugate vaccines made by linking
sonicated serotype GXM derivatized with adipic acid to tetanus toxoid (TT) or Pseudomonas
aeruginosa exoportein A (rEPA) [62]. GXM-TT and GXM-rEPA conjugate vaccines prepared
through hydroxyl activation were more immunogenic than the compounds prepared through
carboxyl activation. This vaccine elicited high antibody titers with specificity to a GXM antigenic
determinant that included O-acetyl residues on the mannan backbone [62,85]. Mice immunized
with GXM-TT were protected against lethal infectious challenge [63], and mAbs generated from
immunized mice were protective in mice [115]. Furthermore, sera from mice immunized with
GXM-TT were protective when used in passive protection experiments (Table 3).

How does one account for the very different protective efficacies exhibited by these two
vaccine preparations that were each highly immunogenic? Although all potential explanations
must be considered speculation, there are several differences between the two vaccine prepara-
tions that could have contributed to the divergent results. The Goren and Middlebrook vaccine
was made from autoclaved whole capsular polysaccharide and probably included other polysac-
charide components in addition to GXM. In contrast, the Devi et al. vaccine was made from
purified sonicated GXM. The chemical conjugation strategies used to link protein and polysac-
charide in the two vaccines were different, and this may have elicited antibodies with subtle
differences in specificity. The Goren and Middlebrook vaccines [60,123] produced extremely
high levels of agglutinating antibody, raising the possibility of lack of efficacy through a prozone
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effect. Serological studies of mice immunized with GXM-TT revealed high levels of IgM and
IgG1 [85], which have been shown to be effective isotypes against C. neoformans in mice [115],
but no comparable information is available for the earlier vaccine. In retrospect, both studies
provide important insights into the complexity of humoral immunity against this fungus. The
Goren and Middlebrook vaccine demonstrated that not all antibody responses to the capsule
were protective, whereas the GXM-TT vaccine established the precedent that it was possible
to protect against infection by antibodies to certain polysaccharide fractions.

The Pirofski laboratory has carried out detailed studies on the isotype composition, speci-
ficity, and opsonic efficacy of human sera from individuals vaccinated with the experimental
GXM-TT vaccine [86,87,121,124,125]. Vaccination of human volunteers with GXM-TT elicits
high titer of IgM and IgG antibodies to GXM [125]. Human antibodies elicited by GXM-TT
are opsonic for C. neoformans in assays using both human and murine phagocytic cells [125].
Most of the opsonic activity was associated with antibodies of the IgG2 isotype [125]. Two
human IgM mAbs with specificity for GXM have been generated from peripheral lymphocytes
of individuals vaccinated with GXM-TT [86]. One of these mAbs (mAb 2E9) was used to isolate
a peptide mimotope that was used to probe the fine specificity of the human antibody response
in GXM-TT vaccines [87].

F. Susceptibility in Mice with Deficiencies in Humoral Immunity

Studies in mice with humoral immune defects have produced tantalizing hints for the importance
of humoral immunity in host defense. CBA/N xid mice are more susceptible to C. neoformans
infection than CBA/Ca mice [126]. Since CBA/N xid mice have a humoral deficiency character-
ized by lack of Lyb 5� B-cells, this result is consistent with an important role for antibody-
mediated immunity.

Administration of cyclophosphamide in doses which impair humoral immune responses
resulted in impaired resistance to C. neoformans IV infection in mice [127]. These findings
were interpreted as consistent with an important role for humoral immunity in host resistance
against C. neoformans infection [127]. However, conclusions from cyclophosphamide depletion
experiments are complicated by the fact that this agent could have uncontrolled effects in other
aspects of immune function. Two studies have analyzed the contribution of B-cells to host
defense in mice. One study compared susceptibility of mice depleted of B-cells to normal mice
and found no differences, leading to the conclusion that antibodies were not important in protec-
tion [128]. Another study used mice made B-cell deficient by targeted gene disruption of IgM
and concluded that B-cells had a role for containment of infection in the brain under conditions
of impaired cell-mediated immunity [129]. The interpretation of results in B-cell-deficient mice
with regard to the role of humoral immunity is complicated by several factors including (1)
mice seldom mount antibody significant responses to infection [81], which means that the com-
parison may involve no specific antibody in the control group versus no antibody in the B-cell-
deficient group (e.g., comparing two negatives); and (2) B-cells probably influence the cellular
response to infection through their capacity for antigen presentation. One study has compared C.
neoformans infection in mice deficient in FcR� chain (knockout, FcR��/�) and heterozygous
congenic mice (FcR��/�) revealed no difference in survival or organ CFUs between mice
with and mice without functional Fc receptors [130]. Although this result would appear to argue
against a role for IgG in host defense, this conclusion cannot be made because murine infection
seldom elicits significant IgG antibody [81]. Administration of neither IgG1 or IgG3 were
protective in FcR��/� mice when given before infection [130]. However, mice given IgG3
had significantly reduced survival and higher tissue CFU relative to control mice which received
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no antibody, indicating that this isotype was disease enhancing in this model even in the absence
of functional Fc receptors.

Studies of the role of humoral immunity using mice with defects in B-cell function have
produced conflicting results with regard to a useful role for antibody in protection. Three studies
have produced results suggesting that antibody responses are important, but two studies have
found no evidence that B-cells have a role in protection. A central problem with studies using
mice to study this question is that this species seldom mounts significant antibody responses to
infection and is inherently highly susceptible. As a result, it is difficult to make definitive
conclusions from negative results.

G. Antibody Enhancement of Antifungal Therapy

Several studies have shown that specific antibody can enhance the efficacy of antifungal therapy
against C. neoformans in experimental animal infection. There is also limited experience in
humans given antibody in addition to amphotericin therapy. In 1964, Gordon and Lapa demon-
strated that addition of rabbit immune sera to amphotericin B enhanced the efficacy of the
antifungal drug in murine cryptococcosis. In the 1960s, three patients were treated with rabbit
immune sera in addition to amphotericin B [131]. Administration of rabbit serum to patients
with cryptococcosis led to a reduction in serum antigen level without significant toxicity [131].
These reports were proceeded by the use of normal human immunoglobulin as adjunctive therapy
to amphotericin B therapy in the late 1950s [132]. The rationale for the use of normal human
immunoglobulin was the observation that most individuals have antibody whereas patients with
cryptococcosis often lack such antibody. Although the human trials were too small to draw
conclusions about the benefit of antibody therapy with either human or rabbit immunoglobulin,
it appears that antibody infusion was well tolerated [131,132].

In recent years the difficulties involved in treating cryptococcosis have renewed interest
in adjunctive antibody therapy using monoclonal antibodies to the capsular polysaccharide.
Dromer et al. [133] demonstrated that addition of an IgG1 mAb to amphotericin B enhanced
the therapeutic effect of the antifungal drug in DBA/2 mice given lethal intravenous infection.
Although the mechanism of synergy is not fully understood, these investigators observed that
more antibody was bound by amphotericin B–treated yeast cells than control cells [133]. Re-
cently, Nosanchuk et al. reported that amphotericin altered the capsule charge of C. neoformans
and amphotericin B–treated cells were more easily phagocytosed when opsonized by a mAb
than control cells [134]. Specific antibody has also been shown to enhance the efficacy of
fluconazole and 5-flucytosine in murine models of C. neoformans infection [135,136].

VII. VARIABLES IN ANTIBODY PROTECTION STUDIES

Although simple in concept, passive protection experiments to evaluate the protective efficacy
of an antibody preparation are complex in practice because many variables can affect the results.
Hence, one must be cautious in drawing definitive conclusions from negative data.

A. Animal Model

The selection of an animal model can have a profound effect in the outcome of antibody protec-
tion studies. The route of infection, the route of antibody administration, the inoculum, and the
timing of antibody administration can each affect the outcome of the experiments (reviewed in
[2]). Antibody-mediated protection can vary depending on the mouse strain used. In general,
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antibody is most effective when given before infection against small inocula. The selection of
mouse strains to test the protective efficacy of antibody reagents can influence whether protection
is observed. For example, administration of the mAb E1 prolonged survival in DBA/2 mice but
not Balb/c mice [112]. When evaluating the potential efficacy of an antibody reagent it is
probably wise to carry out small pilot studies using several conditions to determine the contribu-
tion of individual variables and optimize experimental design.

B. Antibody Amount

To observe antibody-mediated protection it is necessary to provide a threshold antibody concen-
tration in serum. That amount may vary depending on the strain and the animal model used. In
an IV model of C. neoformans infection using a serotype A strain, 10 �g of an IgG1 mAb was
protective but 1 �g was not [111,112]. Hence, negative results with passive administration of
polyclonal sera may reflect insufficient amounts of specific antibody. Conversely, the experience
with antibody studies against Streptococcus pneumoniae indicates that too much antibody may
also abolish protective efficacy in a prozonelike phenomenon [137]. The relationship between
the antibody dose required for protection against C. neoformans and infective inoculum has not
been systematically explored.

C. Antibody Isotype

The isotype of anticryptococcal antibodies appears to be an important variable in determining
whether antibody-mediated protection is observed. In the IP and IV models of infection, mAbs
of the IgG3 class have consistently been either not protective or disease enhancing in various
mouse strains [83,106,130]. Among the murine IgG isotypes, IgG2a and IgG1 are among the
most protective in systemic models of infection [113,119,138]. Antibody isotype can also affect
experimental design since there are major differences in serum half-life (t1/2). For example, the
t1/2 of murine IgM and IgA antibodies is only hours while that of IgG is up to 8 days [139].

D. Antibody Specificity

To mediate protection against C. neoformans, an antibody must have specificity for certain
epitopes. The comparison of two IgM mAbs that bound GXM revealed that they differed in
protective efficacy [83]. The protective and nonprotective IgMs produced annular and punctate
indirect immunofluorescence patterns (Fig. 1) on the capsule of C. neoformans, respectively

Figure 1 Annular (a) and punctate (b) patterns indirect immunofluorescence after antibody binding to
a C. neoformans cell. Annular patterns have been associated with protective antibodies whereas punctate
binding have not been associated with antibody-mediated protection. Bar represents 10 �m. (From Refs.
83, 120.)
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[83,120]. The protective IgM is opsonic even in the absence of serum complement whereas the
nonprotective IgM promotes attachment but not ingestion [120,140]. For these IgMs, the type
of indirect immunofluorescence pattern varied with the serotype of the strain such that mAb
13F1 gave punctate and annular patterns with serotype D and A strains, respectively [140].
Figure 1 shows representative annular and punctate indirect immunofluorescence patterns after
antibody binding to a C. neoformans cell. The protective efficacy of mAb 13F1 correlated with
the type of pattern observed such that it was protective against serotype A strains but not against
serotype D strains [120]. These results indicate that reactivity with the polysaccharide capsule
is not a sufficient condition for antibody protective efficacy against C. neoformans.

E. C. neoformans Strain

The ability of antibody to protect against cryptococcal infection varies with the C. neoformans
strain [141]. For some strains antibody administration before infection prolonged survival in
mice. However, for other strains antibody administration did not prolong survival despite reduc-
ing organ CFUs and binding to the capsule [141]. This phenomenon is not understood but the
results suggest that yet uncharacterized strain factors affect antibody efficacy.

F. Immunological Status of the Host

The efficacy of antibodies to C. neoformans is dependent on the immunological status of the
host. Some antibodies are not effective in the absence of an intact complement system [121,142].
Antibodies that are protective in normal mice are not protective in mice lacking CD4 T cells
[21], IFN-� [21], or Fc receptors [130]. Interestingly, an IgG3 mAb that is not protective in
normal mice can mediate protection in mice lacking CD8 T-cells [21]. The mechanism for this
phenomenon is unexplained.

VIII. MECHANISMS OF ANTIBODY-MEDIATED PROTECTION

Numerous studies have established that antibody alone has no fungicidal or fungistatic effect
against C. neoformans in the absence of host immune cells [143–145]. Hence, the mechanisms
of antibody-mediated protection are likely to result from the enhancement of cellular defense
mechanisms.

A. Phagocytosis and Ringlike Structures

Phagocytosis of C. neoformans in vitro by neutrophils and macrophages is very inefficient in
the absence of complement-derived or antibody opsonins. Numerous studies have established
that antibody to the capsular polysaccharide is a potent opsonin for C. neoformans (Table 2).
Phagocytosis may be an important mechanism for host defense because ingestion of yeast cells
enhances the antifungal efficacy of macrophages.

The relative efficacy of complement-derived and antibody opsonins differs depending on
the size of the C. neoformans polysaccharide capsule. Comparison of complement- and antibody-
mediated phagocytosis of C. neoformans cells for two strains that differ in capsule size revealed
that complement efficiently opsonized the weakly encapsulated strain but that antibody was
required for opsonization of the strain with large capsules [146]. Griffin studied the relative
efficacy of phagocytosis of C. neoformans by Fc or C3b receptors and noted that significantly
more yeast cells were ingested by antibody-mediated phagocytosis [147]. However, the two
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mechanisms appeared to have different and cooperative functions [147]. Fc receptor phagocytosis
was highly efficient but could be blocked with antigen-antibody complexes whereas C3b required
lymphokine activation [147].

The opsonic efficacy of murine antibodies to the capsular polysaccharide is dependent on
the immunoglobulin isotype. Schlagetter and Kozel studied a family of isotype switched mAbs
and found that the relative opsonic efficacy for murine macrophages was IgG2a � IgG1 �
IgG2b [148]. Mukherjee et al. studied a different family of isotype switched mAbs and reported
that the relative opsonic efficacy was IgG1 and IgG3 � IgG2a � IgG2b using J774 murine
macrophagelike cells [138]. The differences in the relative opsonic order of the various IgG
isotypes in the two studies may reflect the use of different mAbs or experimental conditions
[138]. Antibodies of the IgM and IgA classes are also opsonic for murine J774 cells [138]. For
some murine IgM mAbs opsonization does not appear to require complement [120,138].

Many C. neoformans cells are too large to be phagocytosed by leukocytes. Inoculation of
C. neoformans into the peritoneal cavity of rabbits and guinea pigs results in the formation of
ringlike structures around large encapsulated yeast cells consisting of neutrophils and/or mono-
cytes [149]. This process was hastened by the presence of specific antibody in the peritoneal
cavity, and electron microscopy revealed enhanced contacts between yeast cells and phagocytic
cells [150]. In this model antibody promoted interactions between yeast cells and phagocytic
cells, leading to the formation of histiocytic rings, which may be precursors of granulomatous
inflammation.

B. Antibody-Mediated Enhancement of Antifungal Activity
by Immune Cells

Addition of capsule-binding antibody to suspensions of C. neoformans and monocytes or neutro-
phils cells can promote fungal killing by these phagocytic cells. This effect may or may not be
a consequence of increased phagocytosis. In 1974, Diamond showed that addition of rabbit
specific antibody to cultures ofC. neoformans and human mononuclear cells reduced the original
cryptococcal inoculum by �90% [143]. Addition of cytochalasin B to block phagocytosis had
only a minor effect on mononuclear cell antifungal efficacy, indicating that the fungicidal effect
was not the result of ingestion by phagocytic cells [143]. A later study, by Diamond and Allison,
demonstrated that several leukocyte populations were capable of effecting antibody-dependent
cell-mediated killing of C. neoformans including granulocytes, monocytes, and lymphocytes
[143,144].

Although the lymphocyte population responsible for the antibody-mediated antifungal
activity was not evaluated, two subsequent studies from different laboratories showed that NK
cells can inhibit C. neoformans growth in vitro [151,152]. Both human peripheral blood neutro-
phils and monocytes killC. neoformans in vitro when incubated in the presence of rabbit immune
sera using a chromium release assay [145]. Neutrophils were significantly more effective in
killing C. neoformans than monocytes [145]. The presence of antibody to GXM restores the
antifungal efficacy of PMNs from patients with AIDS against C. neoformans [153]. Similarly,
human microglia mediate transient fungistasis against C. neoformans in the presence of specific
antibody to the capsule [154]. Macrophagelike J774 cells efficiently reduce the size of the
inoculum when incubated with C. neoformans in the presence of antibody [138,155].

C. Lymphocyte Proliferation

Two research groups have reported that addition of antibody to C. neoformans can stimulate
lymphocyte proliferation when added to suspensions of yeast cells and peripheral blood mononu-
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clear cells. Vecchiarelli et al. showed that addition of a mAb to GXM to a suspension of
human mononuclear cells and C. neoformans resulted in a significant increase in lymphocyte
proliferation [156]. Syme et al. used a different mAb to demonstrate that this effect was the
result of increased phagocytosis and consequent antigen presentation to lymphocytes [157].
These observations suggest a mechanism by which antibody can enhance cellular responses
essential for the control of this infection.

D. Cytokine Expression

Fc receptor activation triggers signal transduction events which results in production of certain
cytokines including IL-2 [158], IL-1� [159], and IL-8 [160]. For C. neoformans, coincubation
of yeast cells and peripheral blood mononuclear cells in the presence and absence of specific
antibody to the capsular polysaccharide elicits differences in cytokine production [156]. Addition
of mAb to GXM to suspensions of human PBMCs andC. neoformans increased the concentration
of IL-1�, IL-2, and TNF-� and reduced the concentration of IL-10 in cell supernatants [156].
Similarly, addition of IgG1 mAb to suspensions of PMNs andC. neoformans resulted in increased
concentrations of IL-8 in supernatant, probably as a result of activation of classical complement
pathway with release of C3a and C5a [161]. Incubation of rat alveolar macrophages with C.
neoformans and rabbit polyclonal antibody resulted in phagocytosis of yeast cells and induced
IL-6 mRNA [162]. Interestingly, no IL-6 mRNA was induced by phagocytosis of complement-
opsonized C. neoformans, indicating differences in the cytokine response to antibody and com-
plement-derived opsonins [162]. Changes in pro-inflammatory cytokine expression mediated by
Fc receptor activation and/or enhanced phagocytosis can translate into more effective cellular
responses against C. neoformans.

E. Clearance of Polysaccharide Antigen

C. neoformans infections are characterized by the accumulation of polysaccharide antigen in
tissue. Polysaccharide antigen has been described to have many deleterious effects on host
immune function (Table 1). Hence, clearance of polysaccharide antigen can be expected to be
beneficial to the host. Antibody administration to mice and rats with serum levels of polysaccha-
ride antigen results in rapid clearance by formation of antigen-antibody complexes which are
deposited in reticuloendothelial cells [163–165]. All isotypes are effective in promoting clear-
ance of serum polysaccharide antigen [163].

The contribution of this effect to the mechanism of antibody-mediated protection is un-
known. Protective and nonprotective mAbs appear be equally effective in promoting clearance
of serum antigen deposition of antigen-antibody complexes in the liver. However, it is possible
that antibody-mediated clearance of polysaccharide antigen from tissue is an essential aspect of
antibody-mediated protection and that the lack of efficacy of nonprotective antibodies reflect
other physiologic effects despite antigen clearance. Mice given mAb have been shown to have
lower brain weights than control mice despite similar brain fungal burden [116]. This phenome-
non may reflect lower brain edema as a result of antibody-mediated clearance of tissue antigen
[116]. Under certain conditions formation of antigen-antibody complexes can be deleterious to
the host and lead to acute lethal toxicity in mice (see below).

F. Induction of Molecules Important for Immune Response

The Vecchiarelli group has pioneered the study of effects of GXM-binding antibodies on immune
recognition molecules [166–168]. Addition of GXM-binding mAb to suspensions of lympho-
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cytes and C. neoformans can result in enhanced expression of B7-1 co-stimulatory molecule
and MHC class II expression [168]. Furthermore, GXM-binding antibody reverses the T-cell
suppression that is induced when lymphocytes and C. neoformans are incubated with an antibody
to B7-2 costimulatory molecule, possibly by enhancing B7-1 expression [166]. Antibody-me-
diated phagocytosis has been shown to enhance the expression of CD4 molecules on the surface
of monocytes [167]. These observations suggest a mechanism by which the presence of antibody
can enhance or facilitate a cellular immune response to infection. In this regard, antibody adminis-
tration to mice with intratracheal infection has been shown to promote granulomatous inflamma-
tion [12,118].

IX. ANTIBODY-MEDIATED LETHAL TOXICITY IN C. NEOFORMANS
INFECTIONS

Infusion of antibody to certain strains of mice with C. neoformans infection can result in acute
lethal toxicity (ALT) characterized by scratching, lethargy, and respiratory distress [169]. ALT
was most pronounced in Swiss Webster mice given antibody at days 10–18 postinfection [169].
Although this phenomenon does not appear to be immediately relevant to the function of humoral
immunity in infection, it is a reminder of the powerful effects of antigen-antibody complexes
on host physiology. Furthermore, this effect has raised concern about similar effects in humans,
given ongoing efforts to develop passive antibody therapy for human cryptococcosis [169]. ALT
appears to be the result of release of platelet-activating factor (PAF) from phagocytic cells as
a result of Fc receptor activation by antibody-GXM complexes [169,170]. Death results as a
consequence of rapid hemoconcentration from a PAF-induced capillary leak syndrome [170].
Among murine antibody isotypes, ALT was observed with IgG1, IgG2a, and IgG2b but not
with IgG3, IgM, or IgA [169,170]. For IgG1 and IgG3 the difference in toxicity has been
attributed to differential expression of tissue PAF in response to IgG1-GXM and IgG3-GXM
complexes [171]. The likelihood of ALT reaction in mice is a function of antibody dose, time
of infection, and serum GXM level [169,170]. The phenomenon of ALT has been described
only in mice, and mouse strains differ greatly in their susceptibility to this reaction. In fact,
there is even intrastrain variation depending on the mouse supplier: Swiss Webster mice from
Charles River Laboratories (Wilmington, MA) are susceptible whereas Swiss Webster mice
from Simonsen Laboratories [Gilroy, CA] are resistant. The cause of this variability is not
understood but may reflect inherent differences in susceptibility to PAF. The relevance of this
observation to the possible use of antibody therapy in humans is unclear, since administration
of antibody to humans [131] and rats [164] has not been accompanied by toxicity.

X. INTERDEPENDENCE OF HUMORAL AND CELLULAR IMMUNITY

There is an emerging view in the field that successful defense against C. neoformans requires
both effective cellular and humoral immune responses (for reviews that espouse this view see
[5–7,172,173]. Furthermore, there is accumulating evidence that the efficacy of humoral and
cellular responses are interdependent. The efficacy of passive antibody is dependent on the
presence of CD4 T cells [21]. On the other hand, antibody administration enhances granuloma-
tous inflammation in murine pulmonary infection [12,118]. Granuloma formation is a hallmark
of cell-mediated immunity, and granulomatous inflammation is associated with control of C.
neoformans infection [1].
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Figure 2 Schematic representation of the many consequences of antibody binding to the capsule of C.
neoformans. The center of the figure represents a yeast cell surrounded by antibody molecules, and the
brackets represent effects of antibody binding. For references to these effects see Table 2. Effects with
boxed border are potentially deleterious to the host. Effects followed by a question mark have not been
demonstrated but represent potential outcomes based on what is known about antibody function and this
system.

There are many mechanisms by which humoral and cellular immunity can collaborate to
control C. neoformans infection. T-cells can activate phagocytic cells to enhance their antifungal
efficacy against ingested yeast cells. T-cells are also essential in the formation of giant cells
which can engulf and ingest large C. neoformans cells [174]. On the other hand, antibody-
mediated phagocytosis can result in enhanced expression of costimulatory molecules and release
of pro-inflammatory cytokines, and promote lymphoproliferation as a result of enhanced antigen
presentation (Table 2). Furthermore, antibody may indirectly enhance cellular responses by
promoting the clearance of capsular polysaccharide, which has been associated with many detri-
mental effects to immune function (Table 2). Figure 2 shows a schematic representation of the
many potential consequences of antibody binding to the capsule of C. neoformans.

XI. SUMMARY

There is an overwhelming body of published literature that humoral immunity can contribute
to host defense against C. neoformans. Although there is widespread agreement that cellular
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immunity is the primary host defense against C. neoformans, it appears that the availability of
certain types of antibodies during infection can tilt the balance decisively in favor of the host.
Much of the what we know about host defense against C. neoformans infection is based on
murine studies. Mice are highly susceptible to cryptococcal infection and seldom mount strong
antibody responses to capsular polysaccharide. Whether the remarkable susceptibility of the
mouse to C. neoformans is linked to its inability to mount a strong antibody response has not
been established. However, the congruence of these two facts, combined with knowledge that
some antibody responses are protective, provides a tantalizing hint that this animal system is
an inadequate model for more resistant hosts, such as humans.

The application of hybridoma technology to generate mAbs and their use to study the
potential of humoral immunity has revolutionized this field since the first description of a
protective mAb by Dromer et al. in 1987 [111]. MAbs have shown that the relationship among
structure, function, and protective efficacy for antibodies toC. neoformans is extremely complex.
At this time, the challenge is to understand how antibodies function against C. neoformans.
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I. INTRODUCTION

The title of this chapter reflects two important concepts that have resulted from research on
Candida and candidiasis, namely that a vaccine against the disease is a possibility and that
antibodies can be protective. Neither tells us about protective mechanisms, but the second dispels
the dogma that antibodies against Candida are of no benefit to the host. These concepts arise
even though our basic understanding of Candida-host interactions is far from complete. Our
lack of knowledge does not, of course, preclude clinical application of a vaccine formulation,
as attested by many examples, the ultimate being the use of the vaccine against smallpox near
the end of the 18th century. Indeed, clinical application inspires further basic science, which in
turn leads to new insights into host-parasite interactions and vaccine improvements. In this
chapter we will examine this scenario as it pertains to antibodies that protect against various
forms of candidiasis.

Although vaccine development is useful in our quest for understanding Candida-host
interactions, the rationale for promoting clinical application of such vaccines may be questioned.
Rationale for efforts toward a vaccine against any infectious disease should include at least the
following criteria.

1. The incidence and prevalence of the disease is substantial on either a worldwide basis
or in defined populations. The latter would include people who are at high risk because of
occupation or military circumstances.

2. Suitable therapeutic alternatives to immunization are unavailable, are inadequate, or
do not prevent suffering.

3. Recovery from disease results in resistance to recurrence of the disease.
The first two criteria can be readily addressed with respect to candidiasis. Regarding the

first one, there is no question as to the public health importance of candidiasis, which is the basis
of the chapters on candidiasis in this book. The second criterion is also met, as the effectiveness of
antifungal drugs is becoming limited, due to the emergence of strains resistant to existing drugs
and the slow development of new antifungals. In addition, patients usually receive antifungal
drugs after the onset of candidiasis, after experiencing some degree of suffering.

The third criterion is an interesting one. Whether or not recovery from candidiasis results
in immunity to disease recurrence is difficult to assess, because people generally have a high
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degree of ‘‘natural’’ resistance to the disease throughout most of their lives. This resistance is
complex and is likely due to a combination of innate defenses and acquired specific immunity.
This complexity is due in part to the fact that the primary cause of candidiasis, Candida albicans
[1–7], is often a normal commensal inhabitant of human mucosal surfaces. Other Candida
species of clinical importance also may be transiently associated with human surfaces [8,9].
Whether the mere presence of the fungi on mucosal surfaces is sufficient for immunologic
sensitization is unknown, as perhaps virtually everyone experiences at least subclinical transient
tissue invasion by C. albicans. The complexity of Candida-host interactions is discussed in
more detail below. These considerations lead to at least two important questions about the
usefulness of vaccines against candidiasis.

If most people are naturally sensitized to Candida, what is the benefit of vaccination? The
etiologic agents of candidiasis are of enormous antigenic complexity, such that immunologic
sensitization through natural immunization may not necessarily result in protective immunity.
As we will discuss later in this chapter, antibodies against certain Candida antigens but not
others protect against experimental candidiasis. Other chapters in this book will allude to this
same concept when considering protective cell-mediated immunity against candidiasis.

Who should receive immunopreventive measures in the form of preformed antibodies or
active immunization against development of candidiasis? Short-term protection via passive trans-
fer of protective antibodies should be considered for those patients who will undergo medical
procedures that could place them at high risk of developing hematogenously disseminated candi-
diasis. People who will be subjected to abdominal surgery [10–13], transplantations [14–18],
and other major surgical interventions [9,19–23] should be considered. Provided that a safe,
effective, and long-lasting immunity can be achieved through active immunization, all women
should be vaccinated. Over 70% of women in the United States will experience at least one
bout of Candida vaginitis; about one-half of these will have more than one episode, and many
will suffer chronic disease [24,25]. The availability of effective antifungal drugs does not offset
the benefits of disease prevention through immunization. Because the number and incidence of
risk factors leading to development of candidiasis increases with age, immunization should also
be considered for everyone over the age of 65. These risk factors include, but are not limited to,
use of dentures [26,27], diabetes [28], surgical intervention procedures, placement of indwelling
catheters [29–31], and long-term stays in intensive care units [30,32,33].

In this chapter, we will emphasize vaccine developments as they relate to induction of
specific antibodies. We will not attempt to give a comprehensive compilation or cataloging of
studies over the past 40 years or so. Rather, we will take the liberty of considering selected
works on Candida antigens or antibodies that are important from a historical perspective or are
strong candidates for Phase I clinical trials. Our emphasis on protective antibodies should not
be taken to mean that cell-mediated immune responses are unimportant in host defense against
various forms of candidiasis, however; other chapters of this book will consider this important
arm of the immune system in considerable detail.

II. THE CASE AGAINST ANTIBODIES

A role for antibodies in host defense against candidiasis will continue to be met with skepticism
until supportive direct clinical evidence is obtained. This negative perception is deep rooted and
may have had its beginnings during the studies on coccidioidomycosis by Charles E. Smith in
the 1930s through the 1950s. Among his many contributions made on this disease (as a result
of data collected from almost 40,000 patients) was the astute observation that changes in the
complement fixation titer [34–36], later determined as the IgG response against Coccidioides
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immitis chitinase [37], could be used as a prognostic indicator in cases of primary pulmonary
disease. A rising complement fixation antibody titer is an ominous sign indicative of impending
extrapulmonary dissemination, whereas a waning titer suggests either a favorable host response
to the primary pulmonary infection or beneficial antifungal therapy against hematogenously
disseminated disease [36]. Others have concluded from these observations that antibodies do
not protect the host against coccidioidomycosis, even though precise antibody specificities,
isotypes, and titers against specific epitopes could not have been considered at that time. An
analysis of Smith’s data, interestingly enough, suggests that a precipitin response early in the
pathogenesis of disease, later determined as an IgM response against fungal antigens rich in
mannose and an unusual sugar, 3-O-methyl mannose [36,38], may correlate with a favorable
outcome for some patients. Nonetheless, the negative correlation between complement fixation
antibody titers and effective host response against Coccidioides immitis seems to have primed
the medical community toward the belief that antibodies against fungi are not helpful in host
defense against mycotic diseases in general. This belief has recently been challenged [39].

Reasoning based on extrapolation of clinical and experimental data on candidiasis has
similarly led to the belief that antibodies do not protect against various forms of this disease.
The presence of Candida-reactive antibodies in the blood of people is very common [40].
Immunologic sensitization undoubtedly occurs because of the presence of viable C. albicans as
a member of the mucosal normal flora [9] and through clinically apparent and unapparent
infections due to this fungus. Thus, the presence of antibodies does not preclude development
of candidiasis either as disseminated life-threatening disease or as superficial lesions at mucosal
and dermal sites [41–43]. In a now classic paper, Kirkpatrick et al. reported the results of clinical
studies on 12 patients with chronic mucocutaneous candidiasis [41]. In this 1971 hallmark
contribution, the authors observed normal or elevated serum agglutinin and precipitin titers, and
normal parotid fluid agglutinin levels in all 12 patients. Eight of the 12 patients were, however,
severely depleted in cell mediated immune functions, which naturally led to the conclusion that
this arm of the immune system is responsible for host defense against mucocutaneous candidiasis.
The antibody findings in these patients seemed incompatible with the idea that immunoglobulins
offer protection against mucocutaneous disease. But, as in the case of serology studies on coccidi-
oidomycosis, antibody titers against specific epitopes were not determined.

In animal experimental work, mice immunized against whole dead C. albicans yeast cells
plus a novel mucosal adjuvant had heightened resistance to hematogenously disseminated dis-
ease, but the evidence supported cell-mediated immunity as the primary host defense [44].
In one study on susceptibility of various kinds of immunodeficient mice to hematogenously
disseminated candidiasis, the importance of candidal-specific antibodies was largely dismissed
and, instead, T-cell-mediated immunity was concluded as the important acquired specific host
defense [45]. These conclusions are in line with those made by Bistoni and co-workers, who
studied the reasons why mice became resistant to candidiasis if they were infected with an
avirulent strain (CA-2 or PCA-2) of C. albicans prior to challenge with a virulent strain [46–49].
Many of these studies linked resistance to Th1-type responses, which is a theme supported by
several investigators [49–53]; others have obtained support for Th1 and Th2 responses in host
defense against experimental candidiasis [54]. In another study, evidence was obtained that
antibodies specific for the fungus may actually enhance disease severity [55]. In an in vitro
experiment, antibodies specific for C. albicans were reported to block phagocytosis of the fungus
[56,57]. In a more analytical investigation, Costantino et al. [58] compared the antibody responses
in a variety of inbred strains of mice with respect to predominant isotypes, titers, and antigenic
specificities. The antigenic specificities recognized by polyclonal responses to a systemic infec-
tion with C. albicans were ascertained by Western blot analysis of denatured protein extracts
from yeast cells of the fungus. These were interesting studies because the strains of mice chosen
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for investigation differed with regard to antibody titers, predominant yeast cell antigen recog-
nized, and relative susceptibility or resistance to disseminated candidiasis. The authors concluded
that antibody responses did not correlate with either susceptibility or resistance to disseminated
candidiasis.

III. A HYPOTHESIS: ANTIBODIES MAY BE PROTECTIVE AGAINST
CANDIDIASIS

Given the above evidences against protective antibodies, how do we reconcile the thrust of this
chapter which defends the existence of protective antibodies? We reason that yeast cells have
an enormous number of epitopes associated with their cell surface, and antibody to only a finite
number of these epitopes will show protection against candidiasis. We hypothesize that people
who are exposed to C. albicans will not necessarily respond by making ‘‘protective’’ antibodies
in sufficient concentration to be of any benefit against development of candidiasis. If this hypoth-
esis is correct, merely finding antibodies in the sera of patients or experimental animals with
candidiasis is not reason to reject a positive role for antibodies in host defense against various
forms of candidiasis. The more important questions to consider are the specificities and titers
of antibodies that are present in the serum of each patient. The ideal antibody-inducing vaccine
formulation against candidiasis will consist in part of either a cocktail of a select number of
purified antigens or an extract of the fungus that is highly enriched for so-called protective
epitopes. The remainder of the formulation will consist of appropriate carriers or adjuvants to
ensure responses of appropriate titer and isotype. These considerations are delineated below as
criteria for antibody protection against candidiasis.

IV. COMPLEXITY OF CANDIDA-HOST INTERACTIONS

An understanding of our hypothesis requires a brief consideration of the complexity of Candida-
host interactions. Under normal circumstances, C. albicans is usually a noninvasive commensal
that has a set of properties which allow it to survive on host mucosal surfaces occupied by large
numbers of other competing micro-organisms [59]. The properties that allow this fungus to
survive in this hostile environment become its so-called virulence traits when host conditions
arise that allow tissue invasion. The breakdown of from one to several of a multitude of possible
host defense mechanisms may allow for development of candidiasis. Events that occur naturally,
such as onset of diabetes or AIDS, or as a result of medical procedures, such as various surgical
interventions or use of central venous lines, are broadly classed as risk factors leading to a
compromised immune state and a heightened probability of development of one or more forms
of candidiasis [17,23,30,60–68]. The immunologic defense breach may involve innate barriers,
such as destruction of mucosal surfaces or decreased neutrophil activities, or acquired specific
immunity most notably exemplified by abnormal T-cell function, as alluded to above. These
examples are oversimplifications of the problem, as they do not address a multitude of factors
such as those associated with endocrine dysfunction [69,70], hypercalcemia [71], thyroiditis
[70], or malignancies [72,73], or the fact that people without apparent immunodeficiency also
may develop candidiasis [70,74,75]. Clearly, the interactions of C. albicans or other Candida
spp. with the host are enormously complex.

It should be no surprise that an individual defective in one defense system may not necessar-
ily have greater susceptibility to candidiasis, because other systems are sufficient to compensate
for the defect and suppress these fungi of low virulence. The relative importance of a given
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defense mechanism also will be dependent on the specific site within the body to which the fungus
has gained access. Neutropenia is clearly a high risk factor for development of hematogenously
disseminated candidiasis [68,76–80], but the nonneutropenic patient is also susceptible [81–87].
This may indicate that susceptibility to disseminated candidiasis depends on both access of the
fungus to the circulatory system and the inoculum dose. In experimental animals, severe reduc-
tion in circulating neutrophils renders the animal more susceptible to fatal disseminated candidia-
sis, but in these experiments the animals usually receive the challenge dose of viable yeast cells
directly into the bloodstream [88–94], thus bypassing host defense systems on mucosal surfaces.
The clinical parallel to this situation may be the neutropenic patient with an indwelling central
venous line on which biofilms of C. albicans develop and serve as a continuous inoculum source
of fungi into the circulatory system [68,78].

An additional level of complexity in this consideration is the virulence state of the fungus.
Growing as a biofilm on plastic, C. albicans will likely be in various stages of development
with respect to formation of hyphae, pseudohyphae, and yeast forms. During such morphogenetic
changes, the fungal cell surface varies dramatically. The degree of cell surface hydrophobicity
(CSH) changes as an inverse function of cell wall protein mannosylation, with high CSH associ-
ated with low mannosylation and low CSH (i.e., hydrophilicity) associated with high levels of
protein mannosylation [95,96]. An interesting feature is that high-CSH yeast forms of a given
isolate of this species are more virulent than are their hydrophilic counterparts [97–99]. The
definitive reason for the increased virulence of hydrophobic yeast forms is speculative and may
relate to increased adherence properties of these fungal cells for tissues [98,100–104]. A surface
change from hydrophilicity to hydrophobicity precedes germination [105]; thus, yeast forms
with high CSH also germinate into hyphal forms more readily than hydrophilic yeast forms. This
latter observation is consistent with recent work on gene knockout/complementation experiments
which suggest [106] that the hyphal form is more virulent than are yeast forms [107–115].

The preponderance of investigations on host defense mechanisms against candidiasis has
focused on acquired resistance, mainly on cell-mediated immunity. Based on the complexity of
Candida-host interactions, however, we propose that under the appropriate clinical or experimen-
tal conditions, virtually any host defense mechanism plays an important role. Importantly, the
mere detection of polyclonal antibodies in the circulation of people who are suffering from
candidiasis does not preclude a possible beneficial role of antibodies against the disease. Instead,
the following minimum criteria need to be considered when assessing a functional role for
antibodies.

1. Specificity. A polyclonal antibody response against an enormously complex antigenic
array, such as whole cells of C. albicans, may not necessarily contain antibodies specific for
the ‘‘protective’’ epitopes. For example, protective antibodies against cryptococcosis are specific
for glucuronoxylomannan [116–118], whereas for protection against candidiasis, anti-�-1,2-
mannotriose [119], and anti-HSP 90 responses are effective [120].

2. Ig isotype. The effector function of particular immunoglobulin isotypes may be critical
for the protective activity of antibodies. For example, a polyclonal antibody response against
Cryptococcus neoformans would not be expected to protect the host if the primary isotype
consists of IgG3, whereas a strong IgG1 response against the glucuronoxylomannan should be
protective for the host [121–123]. IgE responses against C. albicans [124–128] would not be
expected to be of benefit to the host, but strong complement-fixing antibodies, such as IgM and
IgG3 are protective [119,129–131].

3. Titer. A patient with serum antibodies against C. albicans may contain antibodies
with the correct specificity and Ig isotype, but the titer of this antibody may be insufficient for
protective benefits.
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4. Effector function components. If the patient has antibodies of the correct specificity,
isotype, and titer, this individual may not benefit from these antibodies if effector function
components are deficient. For example, antibodies that protect by promoting rapid deposition
of complement factor C3 onto the fungal cell surface will be of little benefit to a patient who
is deficient in C3 or phagocytic cells.

These criteria are not meant for comparing the relative merits of antibodies with cell-
mediated immunity, or with any other host defense mechanism. A pertinent conceptual reminder
is that candidiasis is a disease resulting from tissue invasion by fungal species of low virulence
in normal people. Because there is not a single frank virulence factor, there is no reason to
suspect that a single host defense mechanism should stand out as the most important explanation
for susceptibility or resistance to disease. Indeed, there are a multitude of innate and acquired
host defenses that collectively form an effective barrier to development of clinically apparent
candidiasis. The breakdown or dysfunction of one or more of these barriers can render the
host susceptible to candidiasis. Host defense mechanisms against candidiasis are not mutually
exclusive, but are cumulative and integrated. A deficiency in one mechanism may well be
compensated for by embellishment of another, whether CMI, antibodies, phagocytic cell func-
tions, or combinations of these and others. We have embraced this view, the essentials of which
were proclaimed by Casadevall et al. during a symposium on antibody and CMI defense against
candidiasis and cryptococcosis [132].

V. EARLY EVIDENCE THAT ANTIBODIES CAN PROTECT

Prior to the 1960s, a few anecdotal observations suggested that antibodies might be of benefit
to the host in overcoming disseminated candidiasis. In one study, a description of patients with
apparent pulmonary candidiasis was instructive in that, contrary to the widely accepted belief
that candidiasis patients have circulating antibodies against the fungus [9], some of these patients
were without detectable Candida-specific agglutinins [133]. Furthermore, the recovery of one
patient in this study was correlated with administration of rabbit serum containing a high titer
of antibodies specific for the fungus. As alluded to later in this chapter, a group of investigators
in Sweden has been administering polyclonal bovine anti-Candida antibodies per os to bone
marrow transplant recipients in an attempt to reduce C. albicans colonization in the oral cavity
[134].

A. The Mourad-Friedman Experiments

Mourad and Friedman generated the first strong experimental data for protective antibodies,
reported in two short papers in the 1960s [135,136]. These investigators immunized mice with
sonically ruptured C. albicans yeast cells. A priming dose and boosters were given subcutane-
ously at days 1, 5, 12, 20, 30, and 40. Sera from animals with a high antibody titer (slide
agglutinin titers �1280 against whole yeast cells) were pooled and each of 33 mice received
an IP inoculation of 0.5 mL 1 day after IV infection with a lethal dose of viable yeast cells.
The animals received an additional 0.2 mL of the antiserum IP every 3 days for 15 days, for a
total dose of 2 mL antiserum. An equal number of control animals received similar dosing of
either normal mouse serum or saline. Cumulative deaths were recorded daily for the 140-day
observation period. Deaths began occurring in the normal serum control mice by day 8 after
infection, but in the test group, deaths were not observed until day 18. Whereas all of the control
animals died by day 50 after challenge, 33% of the test animals survived the 140-day period
and all of these were culture negative for C. albicans in their organs. These results compared
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favorably with actively immunized mice, in which 50% of the animals survived the challenge
[136]. These studies were striking because work by previous investigators [137] failed to show
a positive effect of antibodies in host defense against disseminated candidiasis.

There are two aspects of the Mourad-Friedman work that deserve further comment. The
hyperimmunization schedule and nature of the antigen (viz., yeast cell sonicates) used in these
investigations induced an enormous agglutinin response in mice. Over the past three decades,
we have immunized mice with an array of Candida whole-cell and subcellular antigenic prepara-
tions, but have never observed such profound agglutinin titers (our unpublished data). Consider-
ing the antigenic complexity of whole yeast cells, the titers obtained by these researchers may
have been key to their success as opposed to others who have done similar experiments but
obtained negative results. That is, the fortuitous responses of mice may well have resulted in
production of antibodies that fulfill the criteria we proposed above for protective responses. A
second interesting point about their work is that the mice received antisera one day after chal-
lenge, which suggests that antibodies may have therapeutic potential in patients who develop
hematogenously disseminated candidiasis.

B. Pearsall’s Experiments Corroborate Mourad-Friedman Observations

In an initial investigation, Pearsall and Lagunoff studied experimental candidiasis by use of ‘‘a
mouse-thigh lesion model for experimental candidiasis’’ [138]. Mice received a large inoculum
of C. albicans yeast cells into the thigh muscle, which allowed the investigators to readily
follow the development of the resulting lesion over a period of 4–6 weeks and define related
immunologic events. Considering the already accepted doctrine that CMI was the prevalent
mechanism of acquired specific immunity in host defense against candidiasis, it was of interest
that there was little evidence of a granulomatous response indicative of CMI, yet the lesions
resolved by 6 weeks after infection.

In follow-up work, Pearsall et al. used the same model to gain insights into acquired
resistance [139]. They first obtained evidence for induction of acquired immunity in their model,
as mice that recovered from a primary infection developed smaller lesions when challenged
again in the thigh muscle with a large inoculum of yeast cells. To ascertain which limb of the
immune system was responsible for the acquired resistance, naive mice received varying amounts
of immune lymphocytes or immune serum, they were infected, and the growth of the thigh
muscle lesion was measured. Four inbred strains of mice were tested—C57B1/Ks, C57B1/6J,
AKR, and C3H. The AKR mice showed a slight indication that transfer of immune lymphocytes
enhanced resistance to the development of the thigh lesion, but this effect did not correlate with
induction of a delayed-type hypersensitivity response. Transfer of lymphocytes to the other
mouse strains had no effect.

In contrast to the lack of transfer of protection by lymphocytes, naive mice that received
immune serum grew significantly smaller thigh lesions following the infection [139]. Although
we may infer that antibodies explained the enhanced resistance, the investigators did not show
that immune serum absorbed with yeast cells removed the protective factor. In addition, the
conclusions reached by the authors that CMI was not responsible for enhanced resistance must
be viewed with caution. Whereas mice that recovered from a primary thigh lesion were used
as the lymphocyte donors, immune serum for passive transfer was obtained from a different set of
animals that were immunized as described in the Mourad-Friedman experiments. The possibility
certainly remains that an insufficient number of immune lymphocytes were adoptively trans-
ferred and that cell-mediated immunity also may contribute to defense in the mouse thigh model
of candidiasis. Regardless, these experiments tend to support a possible role for antibodies in
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host defense against candidiasis, which corroborates the studies of Mourad-Friedman that took
place a full 10 years before.

C. Other Studies

In 1978, Domer’s group determined that C. albicans cutaneous infection provoked mice to
produce antibodies specific for the fungus, and such animals were less susceptible to dissemi-
nated candidiasis than controls [140]. Further experiments supported a specific protective effect.
If B-cells were depleted by anti-� therapy, the mice were unable to make antibody in response
to the cutaneous infection, their T-cell activities appeared unaffected, but these animals were
more susceptible to disseminated disease than controls [141]. Other investigators essentially
confirmed these experiments [142].

VI. RECENT DIRECT EVIDENCE FOR PROTECTIVE ANTIBODIES

A. Anti-Heat Shock Protein 90

In a series of highly interesting and provocative reports, Matthews and coworkers have provided
evidence that the development of antibodies against C. albicans heat shock protein 90 (hsp90)
is protective against both human and laboratory animal candidiasis. Reports on this protein
began appearing in the mid-1980s; thus, these investigations marked the start of the recent era
of papers on protective antibodies against candidiasis. Evidence that favors a beneficial effect
of anti-hsp90 merits special emphasis in this chapter, because a recent presentation by this group
of scientists indicates that a genetically engineered human antibody against hsp90 is entering
into pilot scale production with the prospect of use in Phase IIa clinical trials in patients with
disseminated candidiasis [143]. Although we will refer to this protein throughout as ‘‘hsp90’’
in accordance with the Matthews group, the nomenclature is a bit confusing as homology of
the C. albicans protein to the cognate heat shock protein of S. cerevisiae and work by others
[144–146] indicates that the protein in question might best be referred to as hsp82.

The first observations leading to the conclusion that anti-hsp90 responses are protective
were based on surveys of antibody and candidal antigens recoverable from sera of patients who
had disseminated candidiasis [147,148]. Forty-five candidiasis patients were studied in the first
analysis [148], and 92 patients in the second [147]. The correlation was imperfect, but patients
who recovered also tended to produce a relatively high and protracted titer of antibody against
a 47-kDa fungal antigen, whereas patients who succumbed produced either no antibody, antibody
of low titer, or transient antibody to this antigen. The investigators also concluded that the 47-
kDa antigen was a breakdown product of a larger fungal antigen as evidenced by consistent
reactivity of patient antisera with the 47-kDa and with larger antigens [147]. Based on their
finding that 92% of the patients who had antibody against Candida antigens also had antibody
specific for the 47-kDa antigen, they concluded that this antigen is immunodominant [147–149],
and subsequent analysis showed it is not the same as other similar-size immunodominant antigens
reported by others [150,151]. The initial inference by the authors that an antibody response to
the 47-kDa antigen was protective and that the antigen might be a vaccine candidate was quite
speculative, because recovery from disease may have been due to immune responses unrelated
to the anti-47-kDa response. Fortunately, the observations were pursued and these investigators
produced data that more convincingly supported a protective role for antibodies to the 47-kDa
antigen.

Over the ensuing 2 years, further basic characterization of the 47-kDa antigen was done,
which included immunoelectron microscopic analysis of the antigen’s cellular location in fungal
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cells [149] and cloning of part of the gene that encodes the antigen [152]. For the cellular
localization of antigen, the investigators eluted specific polyclonal antibody from the antigen
band on Western blots for subsequent use in immunocolloidal gold electron microscopic analysis.
The gold labeling revealed the presence of the 47-kDa antigen in the cytosol primarily near the
plasmalemma and in discrete areas on the outer aspects of the cell wall, which should be a good
location for host immunologic recognition. The antigen was also found across the cell wall in
a manner consistent with hypothetical C. albicans cell wall channels first reported by Poulain
and coworkers [153]. Subsequent cloning and sequencing of a portion of the DNA coding region
for the 47-kDa antigen was consistent with the earlier hypothesis that the antigen is a breakdown
product of a larger protein species; that is, there was a high degree of similarity (83.5% identity)
of the deduced 395 amino acid sequence of the C. albicans antigen with hsp90 of S. cerevisiae
[146,152].

The protective ability of anti-hsp90 antibodies in host defense against disseminated candi-
diasis was substantially strengthened by further work that led to the identification of an hsp90
epitope that is purportedly responsible for induction of the most significant protective antibodies.
The conserved epitope, composed of the amino acid sequence LKVIRK, was originally identified
through the use of patient sera who recovered from candidiasis and epitope mapping technology
[154]. LKVIRK is located at positions 317–322 from the carboxy terminus of 47-kDa and hsp90
is found in mammalian hsp90, including mouse and man [154]. In these same studies, the
investigators obtained an important monoclonal antibody, CA-Str7-1, specific for LKVIRK, by
use of hybridoma technology in which splenocytes were obtained from mice hyperimmunized
with the peptide LKVIRKNIVKKMIE conjugated to keyhole limpet hemocyanin. Mice had
increased resistance to a lethal challenge with C. albicans if before challenge they received
either patient’s serum containing anti-hsp90, an Ig fraction of patient’s serum or MAb CA-Str7-1.

The protective monoclonal antibody, CA-Str7-1, has since been lost (R. Matthews, per-
sonal communication), but protection was also reported by these investigators when they pre-
treated mice with phage displaying a human antibody fragment specific for LKVIRK [155].
Appropriate control phage were used as negative controls, but the quality of the test and control
phages, with regard to contaminants such as bacterial endotoxin, was not evaluated. The phage
experiments were done using two types of assessments. One was an unconventional ‘‘acute
lethality model’’ in which the mice were challenged with extremely high IV doses (6 � 107

and 1 � 108 yeast cells) of C. albicans and the other was a more conventional ‘‘chronic model’’
in which the animals were challenged IV with 106 yeast cells. The rapid lethality observed in
the first assessment may have been due mostly to toxicity, whereas morbidity and mortality
associated with the second assessment correlated with fungal growth in the kidneys. Importantly,
even though the animals in both types of assessment received a very small IV dose (108 phage
particles) of the phage-displayed antibody 2 hours after challenge, significant extended survival
times were obtained in the acute model, and reduced kidney CFUs were recorded from animals
in the chronic model as compared to mice that received appropriate negative control phage
preparations. These results are especially interesting for two reasons: (1) a very small amount
of anti-LKVIRK is apparently required for a protective effect; and (2) the antibody can be given
after the initiation of disease, which implies a possible therapeutic application.

The investigators hypothesized that the fungal hsp90 is a ‘‘toxin’’ that binds to and either
inactivates host proteins or prevents normal protein degradation [120,155]. Furthermore, they
reasoned that during pathogenesis of candidiasis the hsp90 becomes released following death
of fungal cells in a manner similar to release of endotoxin during sepsis due to gram-negative
bacteria [120]. The toxin release hypothesis is consistent with their finding cited above that
protective antibody can be given after initiation of infection.
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The toxin hypothesis may also be consistent with work by these investigators on Saccharo-
myces cerevisiae. Overexpression of its hsp82, which is �78% identical to the C. albicans
hsp90, led to increased virulence of the S. cerevisiae [146]. The investigators used strains PMY1-
3A and PMY1-82 that were isogenic except that PMY1-82 contained multiple episomal copies
of the homologous heat-inducible HSP82 gene (the episomal construct of which was described
previously [144]). The two strains were grown for 48 hr at 30�C and heat shocked at 39�C for
75 min just prior to virulence testing in mice. Unfortunately, virulence comparisons of the
two strains grown at 30�C were not done, which precludes evaluation of possible non-HSP82
differences between the strains. Extremely high IV doses of yeast (at least 108 cells) were
required to produce a lethal infection in mice, but in all three experiments significant differences
were recorded between the two strains with respect to resultant tissue burden of S. cerevisiae
(viz., colony-forming units) and mortality [146]. The authors concluded that these results pro-
vided direct evidence that hsp90 is a virulence factor.

In summary, the overall data support the contention by the Matthews group that antibodies
specific for the LKVIRK epitope of hsp90 are of benefit to experimental animals with dissemi-
nated candidiasis, and indirect evidence supports a positive effect of such antibodies in patients,
as well. Scaleup production of a recombinant human anti-LKVIRK produced in Escherichia
coli is in process for projected use in Phase IIa clinical trials. The investigators believe that C.
albicans hsp90 acts as a toxin; thus, anti-hsp90 would be expected to have therapeutic advantage,
as indicated by the experimental animal studies. Because human hsp90 also contains the LKVIRK
epitope, it will be of interest to observe both short and long-term benefits and possible untoward
effects of administering what may be considered an autoantibody to patients.

B. Antimannan Responses

1. Work from the Cutler Lab

Several years ago, Cutler and coworkers initiated studies on adherence characteristics of C.
albicans in an attempt to better understand pathogenesis of hematogenously disseminated candi-
diasis. Mannans were found to be entirely responsible for the attachment of yeast cells to mouse
splenic marginal zone macrophages [156–158]. Furthermore, antibodies specific for certain
mannan epitopes enhanced resistance of mice against both hematogenously disseminated candi-
diasis and vaginal infection [119,130,131,159–161].

a. Adhesins. An elegant adherence method developed for investigating leukocyte hom-
ing [162,163] was adapted for studies on C. albicans adherence to mouse tissues [164,165]. By
use of this ex vivo assay, hydrophilic yeast cells were found to adhere specifically to mouse
splenic marginal zones and to subcapsular and trabecular sinus areas of peripheral lymph nodes
[164–167]. More specifically, the yeast cells adhered to specific macrophage populations in
both of these tissue locations [156,157,166–169]. Adherence of yeast cells to these macrophage
populations is not limited to the ex vivo assay. Administration of yeast cells in vivo by routes
to allow an interaction with splenic tissue or peripheral lymph nodes results in a yeast cell-
macrophage association at these tissue sites in a pattern identical to that observed in the ex vivo
assay [164,170] (Cutler, Riesselman, Tripp, unpublished results).

The nature of the host cell (i.e., macrophage) receptor for yeast cell attachment has not
been defined. Evidence, however, was obtained that the receptor is not sialoadhesin [167], but
may be a unique kind of mannose receptor [169] or galectin-3 [171].

The use of the ex vivo assay enabled studies that led to a definition of the chemical nature
of the Candida adhesin responsible for adherence to splenic and lymph node macrophages. Two
approaches were used to identify the adhesins. First, yeast cell extracts and fractions thereof
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were used to treat splenic or lymph node tissue sections prior to addition of yeast cells, and
inhibition of yeast cell adherence was noted. The extracts were especially rich in phosphoman-
nans, termed the phosphomannan complex (PMC), of which a structural model has been proposed
by Suzuki and coworkers [172]. According to the model, the PMC is N-linked to cell wall
protein, which accounts for nearly 10% of the PMC by weight [156,168]. The PMC is composed
of an acid-stable part, which consists of a backbone mannan whose mannose units are linked
by �-1,6-glycosidic linkages, and oligomannosyl side chains primarily of �-linked mannose
units. When the PMC is heated with 10 mM HCl, oligomannosyl residues attached to the acid-
stable part of the PMC through phosphodiester bonds are released. The mannose units of these
various-size oligomannosyl chains are linked exclusively by �-1,2-glycosidic bonds [172]. Be-
cause these phosphodiester-linked oligomannosyl chains are released by treatment with dilute
acid, they are termed the acid labile part of the PMC. Second, latex beads approximately the
same diameter as yeast cells were coated with putative yeast cell adhesins and used in the ex
vivo assay in place of yeast cells. Both approaches led to the same conclusions, that the PMC
is responsible for adherence of yeast cells to the macrophages. Adhesin activity was lost when
the extracts were treated with agents that destroyed the glycan part of the extract, whereas
protein-destroying treatments had no effect [156]. Further analysis showed the presence of a
strong adhesin site associated with certain moieties within the acid-stable part of the PMC
[157,168]; a �-1,2-mannotetraose, which is one of the acid-labile components, is another adhesin
site [158].

b. Vaccine Development. The results of the adhesin studies led to investigations on
the effect of antibodies specific for the PMC in pathogenesis of experimental candidiasis. Initial
immunization attempts showed that PMC extracts were poorly immunogenic in mice. Subse-
quently, encapsulation of the PMC into conventional-type liposomes resolved the immunogenic-
ity problem as mice responded to IV doses of the preparation by making high serum titers of
polyclonal antibody against mannan epitopes [130,159]. Mice that received a priming dose of
mannan liposomes and followed by four weekly boosters were more resistant to an IV challenge
of a lethal dose of live C. albicans yeast cells than animals that received liposomes alone or
buffer diluent prior to the challenge.

Several lines of evidence support the existence of protective antibodies in the sera of
mannan-liposome-vaccinated mice. Whole sera and Ig fractions of the sera obtained from im-
mune animals transferred protection to naive mice. Immune sera preabsorbed with C. albicans
yeast cells, however, did not transfer protection [130]. Additional evidence was obtained in
experiments where attempts to improve the vaccine formulation were made.

The unstable nature of the liposomes in the vaccine preparation led to investigations into
the possibility that a protein carrier, covalently coupled to the mannan extract, would obviate
the need for the liposomes. Indeed, mannan conjugated to bovine serum albumin (BSA), when
given with an adjuvant, was consistently immunogenic in mice. Antisera obtained from these
animals had the same ability to transfer protection to naive animals as described above for sera
obtained from mannan-liposome-immunized mice [161]. In addition to eliminating the need for
liposomes, the mannan-BSA conjugate vaccine formulation is superior because the vaccine can
be administered intraperitoneally (IP) instead of IV and enhanced resistance to candidiasis can
be induced by a priming dose followed by a single booster.

c. Protective Monoclonal Antibodies (MAbs). Hybridoma technology was used to iso-
late an IgM monoclonal antibody from splenocytes that originated from either mice immunized
against the mannan-liposome preparation (MAb B6.1) or from mice immunized against whole
yeast cells (MAb B6). Both antibodies are IgM, both agglutinate whole yeast cells and latex
beads coated with mannan extract, and both are specific for Candida mannan [119,130]. Only
MAb B6.1, however, enhances resistance of mice to hematogenously disseminated candidiasis
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and this antibody is markedly more effective in reducing vaginal colonization by C. albicans than
MAb B6 [159]. To determine more precisely the specificity of the two monoclonal antibodies, the
PMC was isolated from C. albicans cell walls as before [156] and hydrolyzed by boiling in 10
mM HCl to liberate the acid-labile phosphodiester-linked oligomannosyl residues from the acid-
stable part of the PMC. The acid-labile residues of varying mannose chain lengths were separated
by size exclusion column chromatography and tested for their ability to inhibit agglutination of
mannan-latex beads and reactivity with C. albicans yeast cells by MAbs B6.1 and B6. These
approaches allowed for the definition of the epitope recognized by MAb B6.1 as an acid-labile
�-1,2-mannotriose and the B6 epitope as an acid-stable moiety in the PMC [119]. Further
analysis indicated that the B6.1 epitope is expressed in vivo and in vitro and is distributed
uniformly and continuously along the cell surface of hydrophilic yeast cells, whereas the B6
epitope tends to have a patchy distribution [119].

d. Speculations on Mechanisms by Which Antibodies Protect Against Candidiasis. The
protective antibody MAb B6.1 is an IgM, but this isotype is not a requisite for protection against
disease. Fractionation of the polyclonal antiserum from mice vaccinated against the mannan-
liposomal preparation revealed protective activities associated with both the IgM and IgG frac-
tions [130]. Furthermore, an IgG3 monoclonal antibody (MAb C3.1), which is specific for the
same epitope as MAb B6.1, shows a similar protective activity as MAb B6.1 [131].

The mechanism of protection by antibodies appears to be dependent on complement activa-
tion. In an in vitro assay, mouse neutrophils showed the highest ability to ingest and kill C.
albicans yeast cells when in the presence of MAb B6.1 plus complement, as compared to either
MAb B6.1 in the absence of complement or MAb B6 with or without complement [129].

The Cutler lab is testing the hypothesis that MAbs B6.1 and C3.1 induce very rapid
deposition of complement onto the surface of yeast cells, which favors an interaction of the
opsonized yeast cells with host phagocytic cells. In addition to an in vitro requirement of comple-
ment for enhanced neutrophil candidacidal activity by MAb B6.1, compelling evidence has been
obtained that the protective activities of MAbs B6.1 and C3.1 require the presence of complement
in vivo (Han and Cutler, manuscript in preparation).

2. Other Protective Antibodies That may be Specific for Mannan and/or Protein

In a series of studies on experimental vaginal infection in oophorectomized, estrogen-treated
rats, Cassone and coworkers concluded that antibodies against a Candida mannan and antibodies
specific for the protein portion of secreted aspartyl proteinase 2 (Sap 2) are protective [173–175].
The presumption that an antimannan response is protective was based on the results of an ELISA
in which a mannoprotein (MP) extract was used as the capture antigen to evaluate antibody titers
that correlated with both protective responses to active immunization and transfer of protection to
naive animals. Unfortunately, the MP extract was crude. Although it was composed mostly of
mannose, the preparation also contained an undefined amount of protein [175,176], thus making
impossible the definitive claim that only antimannan responses were measured. Following intra-
vaginal infection at days 14 and 28, the investigators detected the presence of IgM, IgG and
IgA antibodies with specificity for mannan and secreted proteinase [175], and evidence was
obtained that of the antibody responses, part may be occurring locally in the vaginal tissue [173].
Protection was transferred to naive rats by instilling vaginal lavage material, or an Ig fraction
of the material, intravaginally before an intravaginal infection with yeast cells. The protective
antibodies were apparently specific for C. albicans because immune lavage fluid preabsorbed
with C. albicans, but not with S. cerevisiae, lost the ability to transfer protection [175].

The mechanism by which antibodies protected the host in these studies is unclear. The
widely touted virulence factor-associated trait of secreted proteinases [59,177–184] may intui-
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tively lead to the conclusion that anti-Sap neutralizes the proteinase activity [173,174]. The cell
wall–associated nature of the secreted proteinases [185] could, however, promote formation of
agglutinates in the presence of antibody with resultant reduction of infectious units. In addition,
the binding of antibody to cell wall surface proteinases may facilitate yeast-phagocyte interac-
tions through antibody- and antibody-complement-mediated opsonic activity. Clearly, more work
is required for a full understanding of how antibodies assist the host in resolving candidiasis.
As alluded to earlier in this chapter, any mechanism that reduces the virulence or number of
fungal viable units to a certain threshold number should enhance resistance. The mechanisms
may, thus, vary depending on the predominant tissue location of the infection and immunologic
status of the host. A wide variety of mechanisms could satisfy criteria for clearance that may
include direct effects of antibodies on the ability of the fungus to germinate [186,187], neutraliza-
tion of toxins [120,155,188,189], reduction of infectious units by agglutination [190], inhibition
of adherence to host tissue sites, and opsonic activity (as discussed above). A few of these
aspects have been studied and are considered in the following sections. Other aspects, such as
toxin neutralization and inhibition of adherence, are still speculative but speculation on some
candidate C. albicans targets for protective antibody responses is provided at the end of this
chapter.

VII. ANTIBODIES THAT DIRECTLY INHIBIT C. ALBICANS

A. Antibodies That Inhibit Morphogenesis

Reports from two independent laboratories indicate that certain antibodies are capable of prevent-
ing a yeast to hyphal morphogenesis of C. albicans. As alluded to earlier, circumstantial evidence
relates morphogenesis and pathogenicity of this fungus, such that morphogenetic inhibitory
antibodies should help the host prevent onset and development of various forms of candidiasis.
Based on observations by Grappel et al. that antibodies against dermatophytes affects morpholog-
ical development and may even inhibit growth of these fungi [191], Grappel and Calderone
[186] extended these observations to C. albicans [186]. They grew one serotype A strain and
two serotype B strains of C. albicans in a chemically defined medium as yeast form cells at
room temperature for 16 hr on a rotary shaker. Under these growth conditions the cells would
presumably be in late log phase and expected to have relatively thin cell walls. The investigators
washed and suspended the yeast cells in buffer and added twice the yeast cell suspension volume
of either pooled rabbit anti–C. albicans serum (agglutinin titers of at least 320), a gamma
globulin fraction of the antiserum, normal rabbit serum, or buffer. The various suspensions were
incubated at 37�C for 30 min, then followed for induction of germination at 27 and 37�C or
analyzed for oxygen consumption at 27�C. Whereas normal rabbit serum–treated yeast cells of
the three isolates had increased oxygen consumption and robust development of germ tubes,
yeast cells treated with either pooled antiserum or the gamma globulin fraction showed a dramatic
decrease in respiratory function and ability to undergo morphogenesis. No yeast cell–absorbed
antiserum controls were run in these studies. These observations should be pursued for determina-
tion of the specificity and isotypes of antibodies required for these effects. Neither mouse poly-
clonal antisera nor monoclonal antibodies obtained in work from the Cutler lab have negative
effects on the ability of C. albicans yeast cells to germinate or replicate (Han and Cutler,
unpublished observations).

In work that may corroborate some of the Grappel and Calderone findings, Casanova et
al. reported that Fab fragments of monoclonal antibody 4C12 inhibited germination of C. albicans
[187]. In previous work, MAb 4C12 was described as an IgG1 that has specificity for the protein
portion of a 260-kDa cell wall mannoprotein of C. albicans [192]. Of high interest is that
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apparently only hyphal forms of the fungus express the protein. The investigators grew a strain
of C. albicans (strain 3153A) to stationary phase in the chemically defined medium of Lee et
al. [193], suspended the cells to 5 � 107/mL of the same medium, incubated the cells for 2 hr
at 37�C, added the appropriate antibody or control material, and looked for the presence of germ
tubes following an additional 3-hr incubation at 37�C. This method of germination is somewhat
unusual because the high yeast cell concentration should be inhibitory for germination [194,195]
or at least short germlings should be apparent by 1.5–2.5 hr incubation [196]. Nonetheless, the
investigators found that Fabs, but not intact IgG1, of MAb 4C12 inhibited germ tube formation.
Although a critical negative control, which consisted of irrelevant Fabs from human IgG, did
not inhibit germination, the control material was apparently obtained from a commercial source
and not prepared by the investigators. Because yeast cell germination is readily inhibited by a
multitude of environmental factors and contaminants [197] (Hazen and Cutler, unpublished
data), a more ideal control would have been irrelevant Fabs prepared exactly as the test Fabs.
The specificity of MAb 4C12 for the surface of germ tubes was shown by indirect fluorescence
antibody techniques, and this result was in agreement with the lack of detection of the 4C12
epitope in yeast cell extracts [192]. Whereas the distribution of the epitope reactive with MAb
4C12 appeared rather uniformly distributed over the hyphal cell surface, yeast inhibited from
germinating showed a punctate appearance of the epitope [187], possibly representing the point
of germ tube emergence. The authors hypothesized that the Fabs of MAb 4C12 may alter the
conformation of the 260-kDa protein, which would adversely affect the ability of the yeast cell
to germinate [187].

The above observations are provocative and warrant further investigation. The results
suggest that antibodies specific for certain epitopes may have direct inhibitory effects on C.
albicans, and thus these epitopes may be considered in the formulation of a vaccine against
candidiasis. Because such antibodies may act, at least in part, by inhibiting a yeast to hyphal
transition, these antibodies also should be useful in experiments designed to test the importance
of morphogenesis in the candidal pathogenesis.

B. Antibodies Recognized by a Killer Factor Receptor

Among the most intriguing observations is the finding by Polonelli and coworkers that antibody
raised against the combining site of antibody specific for a yeast killer factor (i.e., anti-idiotypic
antibody) behaves as native killer factor and is, thus, directly toxic to the C. albicans cell
expressing the killer factor receptor.

Seminal studies on yeast killer factor–producing strains and killer factors were done by
Bevan and coworkers, who described the phenomenon in Saccharomyces cerevisiae [198,199].
They found that strains of the same species of yeast could be divided into killer, sensitive, and
neutral on the basis of whether they secreted killer factor into the growth medium, were sensitive
to the killer factor, or were not affected by the factor, respectively. The investigators also
determined that production of the polypeptide by the killer yeast correlated with the presence
of cytoplasmic double-stranded RNA [198]. Sensitivity of a yeast strain to killer factor is depen-
dent on expression of a cell wall killer factor receptor; the mode of action with the K28 killer
toxin of Saccharomyces cerevisiae may involve arrest of DNA synthesis [200]. Killer factor
systems are not restricted to S. cerevisiae, as they have now been described for Ustilago, Kluyver-
omyces, Pichia, Hansenula, and Candida species [201,202]. Furthermore, the action of killer
factors is not restricted to yeasts and even extends to prokaryotes [202,203].

In addition to a flood of basic science reports that Bevan’s work spawned on this interesting
phenomenon, Polonelli’s group explored the potential epidemiologic application of killer factors
in biotyping strains of C. albicans [204,205] and other pathogenic yeasts [206,207]. One hundred
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C. albicans isolates were surveyed for susceptibility patterns against different factor-producing
Hansenula and Pichia species [204,205]. All C. albicans isolates were sensitive to at least one
killer yeast. In one study, 25 biotypes or strain types were distinguished, 52% of the isolates were
sensitive to all nine killer yeasts, and 100% were sensitive to H. canadensis [204]. Sensitivity of
the C. albicans isolates to the killer yeast species Pichia (Hansenula) anomala varied between
7% and 98%, depending on the killer strain.

During the past few years, the Polonelli group has been investigating the potential use of
yeast killer factor activities in the treatment of fungal diseases. For these studies, P. anomala
UCSC 25F (ATCC 96603) was apparently chosen because of its toxicity for a broad range
of unrelated micro-organisms [208]. Ultrafiltration-concentrated P. anomala culture medium
containing killer factor 25F that inhibits Malassezia furfur and M. pachydermatis in vitro was
applied topically to experimental epidermal lesions induced in rabbits, guinea pigs, and dogs
[207]. Clinical improvement and negative cultures occurred more rapidly on the area of the
lesions treated with the 50X-concentrated culture filtrate than on untreated parts of the lesions.
The investigators did not use as negative controls either concentrated culture medium from
uninoculated growth medium or concentrated culture medium from a killer factor–negative
strain of Pichia or Hansenula. Nonetheless, Polonelli and coworkers pursued the concept of
killer factor therapy for experimental Candida vaginitis in the rat.

Monoclonal antibodies specific for the UCSF 25F killer factor polypeptide were initially
obtained for use in affinity purification of the factor [208,209] with the intent of using the factor
for treatment of candidiasis and, perhaps, other infectious diseases. Direct use of the toxin for in
vivo application has potential limitations, however, such as the tedium of large-scale purification,
possible in vivo instability of the factor, suboptimal in vivo conditions for antifungal activity,
and a probable host immune response that neutralizes the factor.

Instead of employing the monoclonal antibodies for factor purification, the investigators
used one of them as an immunogen for obtaining antiidiotypic antibodies with the hope that
such antibodies would mimic killer factor activity. BALB/c mice were immunized with a crude
preparation of the UCSF 25F killer toxin for subsequent isolation of an IgG1 monoclonal anti-
body, mAbKT4, that precipitated and neutralized the killer toxin in vitro [208]. mAbKT4 was
then used as an immunogen in rabbits to obtain antiidiotypic antibodies [209]. The choice of
using rabbits, rather than syngeneic mice, with respect to the origin of mAbKT4, is perplexing.
Although anti-idiotypic antisera have been raised in animals unrelated to the source of the
original antibody [210,211], this approach should induce significant responses to nonidiotypic
determinants, which would introduce an additional level of complexity. The only evidence
presented by the investigators that they, in fact, obtained rabbit antiidiotypic antibodies was the
reduction in the formation of a precipitin band in agar (Ouchterlony double-diffusion test) be-
tween a well containing the rabbit antiserum and a well containing mAbKT4 precombined with
the KT4 killer factor [209]. The latter well should contain immune complexes or a mixture of
complexes and uncombined reactants. The complexes would not be expected to diffuse very
well through the agarose, which might explain the reduced amount of precipitin band which
developed. Regardless, evidence was obtained that the rabbit antiserum and affinity column-
purified antibody directly inhibited the growth of C. albicans [209], which is a unique finding.
In these studies the investigators apparently did not determine whether the reduction in colony-
forming units on the plate was in fact due to direct toxicity of the antiserum for fungal cells or
simple agglutination of the cells. It would be interesting to determine if the mode of inhibitory
action of the antiserum is the same as that of the killer factor.

In follow-up experiments, the Polonelli group used the mAbKT4 as an immunogen in
BALB/c mice (i.e., syngeneic animals with respect to the origin of mAbKT4) and in rats for
testing induction of enhanced resistance against disseminated and vaginal candidiasis, respec-
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tively. The mice were immunized with varying doses of mAbKT4, then challenged with two
different lethal doses of C. albicans yeast cells given IV [213b]. The average survival time of
mice challenged with 1 � 106 yeast cells was extended from �4.5 days (nonimmunized mice)
to �10 days (mAbKT4-immunized mice), and from �2.5 days to 4 days when challenged with
5 � 106 yeast cells IV. The possible direct beneficial effects of mAbKT4 on survival of mice
were not addressed. Passive transfer of sera from mAbKT4-immunized mice was not tested,
but immune sera showed some ability to inhibit growth of C. albicans in vitro, and this inhibition
was blocked by mAbKT4. In another study, oophorectomized rats were immunized by an intra-
vaginal placement on days 0, 7, 14, and 21 of mAbKT4 emulsified in Freund adjuvant [214].
On day 30, the rats were infected intravaginally with C. albicans, some animals were reinfected
on day 124, and the vaginal lavages were collected at various times for culture and evaluation
of anti-idiotypic antibody. The investigators found evidence that C. albicans infection boosted
the anti-idiotypic antibody response in mAbKT4-immunized rats. Nonimmunized rats infected
several times intravaginally developed antikiller toxin antibodies in their vaginal tracts. In other
work, a monoclonal anti-idiotypic antibody has been isolated and characterized [213a]; this rat
IgM binds to C. albicans and inhibits its growth. Concomitant with the above rat infection
studies, human volunteers who were either asymptomatic or were symptomatic for Candida
vaginitis were analyzed by a competitive inhibition ELISA [213b] for titers of antikiller toxin
and anti-idiotypic killer toxin antibodies in their vaginal fluids. Nine of 13 symptomatic patients
had evidence of the antiidiotypic antibodies (designated as KTIdAb for antibodies that mimic
the killer toxin) in their vaginal fluid. KTIdAb was not detectable in asymptomatic volunteers
[214]. Finally, immunoaffinity-purified human KTIdAb given intravaginally to rats prior to
intravaginal infection with C. albicans had �50% fewer fungal CFU’s recoverable from their
vaginal contents as compared to animals given negative control material. These results imply
that KTIdAb responses occur in humans during a natural infection with C. albicans, and such
antibodies may be of benefit to the host. Because anti-idiotypic antibodies may be difficult to
raise, it might be of interest to determine whether toxic antibodies can be readily induced in
response to isolated killer factor receptor as an immunogen.

The observations were further extended by showing that anti-idiotypic single-chain Fv
antibody constructs (ScFv) function similarly as the native intact KTIdAb [215]. To obtain these
constructs by methods originally described by others [216], the IgG1 mouse mAbKT4 was used
as an immunogen for BALB/c mice, specific immune splenocytes were selected by panning on
plates coated with mAbKT4, cDNAs for KTIdAb ScFv’s were cloned into Escherichia coli,
and bacteria expressing the correct ScFv were selected on plates coated with mAbKT4. The
recombinant ScFv KTIdAb was recovered from culture supernatant material or from periplasmic
extracts of the host E. coli by the use of affinity chromatography [215], but no mention was
given regarding probable endotoxin contamination of the final preparation. The ScFv KTIdAb
directly inhibited in vitro growth of up to 90% of C. albicans yeast cells, and this inhibitory
activity was neutralized by preincubation of the ScFv preparation with mAbKT4. Again, how-
ever, there was no mention of whether the ScFv preparation directly agglutinated the yeast cells.
When tested in vivo by the rat vaginitis model, the greatest reduction in recoverable C. albicans
CFU’s from vaginal material occurred when animals were treated with the recombinant anti-
idiotypic preparation at the time of challenge. Appropriate negative control treatments had no
effect as compared to untreated infected controls. It would, of course, be interesting to learn of
the protective potential of these recombinant molecules against disseminated candidiasis.

The application of the antibody killer factor mimic approach may be confounded by the
fact that the specific etiologic agent of disease must express the killer factor receptor. A generally
useful vaccine for generation of antibodies that directly kill C. albicans, then, would require a
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formulation that consists of a mixture of monoclonal antibodies with sufficient diversity to affect
most isolates of C. albicans or other agents proposed as targets for this approach.

VIII. FUTURE PERSPECTIVES AND CONCLUSIONS

The literature contains compelling evidence supporting the hypothesis that antibodies are protec-
tive against both disseminated and cutaneous forms of candidiasis. The data also indicate that
a useful vaccine formulation should consist of a limited number of Candida antigens, rather
than the use of a whole-cell preparation. The erratic success of the latter approach is likely due
to the enormous antigenic complexity of whole C. albicans and the relatively few antigens that
may lead to a protective antibody response. In this chapter we have reviewed several targets
for antibodies that may be helpful to the host in resisting candidiasis, and may thus be useful
in the formulation of vaccines. Several additional antigens that have been recently described
appear to merit close examination as well.

Immunosuppressive and immunoenhancing activities of C. albicans antigens have been
reported as being associated with whole cells, cell wall fractions, proteins, and mannans from
this fungus [217–226]. Of these, the antigen most defined is a p43 that apparently nonspecifically
stimulates B-cells, but suppresses the ability of experimental animals to respond to sheep erythro-
cytes and candidal antigens [226,227]. Although it is difficult to assess, some of the activities
of p43 appear similar to those of so-called suppressor B-cells induced in mice by soluble extracts
of C. albicans as reported by Rogers and coworkers [220]. Both C. albicans factors suppress
antibody responses, and the activities of both may be associated with production of certain
cytokines [226,228]. Since mice that were either immunized against p43 or received antisera
from immune animals were protected against disseminated candidiasis [217], the molecular and
functional characterization of the p43 antigen is important and it must be considered as a possible
vaccine candidate.

Certain C. albicans adhesins should also represent suitable antigenic targets for induction
of protective antibodies. Inhibition of all adhesins is not necessarily desirable, as we may presume
that C. albicans PMC adhesins, alluded to above, are beneficial to the host because they direct
yeast cells from the blood to host phagocytic cells. Candidal adhesins that allow for mucosal
colonization, adherence to endothelial cells, and attachment to extracellular matrix proteins,
however, are likely to benefit the fungus. A C. albicans hyphal-specific surface protein, Hwp1,
serves as a substrate for mammalian transglutaminases, which leads to a covalent association
between the fungus and human buccal epithelial cells [229]. Strains with disrupted HWP1 were
less virulent, implying a role of this protein in pathogenesis of candidiasis. A C. albicans ALS1
(agglutininlike sequence) has been cloned and expressed in S. cerevisiae, which resulted in
marked enhancement of the transformant’s ability for adhering to human endothelial cells [230].
Using a similar approach, C. albicans ALA1 (agglutininlike adhesin) was reported to be involved
in attachment to extracellular matrix proteins [231]. This adhesin, however, appears to be a
member of the ALS gene family [232]. Finally, antibodies against certain C. albicans hydrophobic
cell wall proteins inhibit attachment of the fungus to extracellular matrix proteins [102]. A
potentially useful vaccine may be composed of an appropriately balanced concoction of all of
these surface proteins.

Pursuit of an antibody-inducing vaccine against candidiasis in humans is not only rational,
but with identification of potential vaccine candidates already in place, such a vaccine should
be realized in the near future. The experimental and clinical evidence favors a role of antibodies,
and recent application of bovine anti–C. albicans polyclonal antisera to reduce oral carriage of
C. albicans in bone marrow transplant recipients [134] suggests a role for antibodies against C.
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albicans in human medicine. Even if an antibody at a given titer may not be capable by itself
of curing a given infection, it might tip the balance toward prevention or more rapid resolution
of candidiasis.
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Vaccines for Histoplasmosis
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I. CLINICAL MANIFESTATIONS

Human infection with the pathogenic fungus Histoplasma capsulatum poses a significant health
risk to those who reside or have resided in the endemic region. This area encompasses the
midwestern and southeastern United States and Central and South America. It is one of several
endemic pathogenic fungi present in the Americas. Rough estimates of new infections with H.
capsulatum within the United States range from 200,000 to 500,000 annually [1]. Infection is
acquired via inhalation of microconidia or mycelial fragments into the alveoli and terminal
bronchioles where they convert into the yeast phase [2]. It is this form that is responsible for
clinical and pathological manifestations of the disease. The vast majority of primary cases of
histoplasmosis (�95%) produce mild, influenza-like symptoms or are asymptomatic [3,4]. In-
fected individuals infrequently seek medical attention and if they do, rarely is histoplasmosis
considered a possible explanation for their symptoms, even in the endemic region.

Although principally self-resolving, primary infection can cause severe symptoms that
require hospitalization and treatment. A minority of cases produce high fever, marked pulmonary
interstitial infiltrates on chest X-ray, and shortness of breath. It is presumed that these individuals
inhale a large inoculum of conidia and mycelial fragments, but the definition of ‘‘large’’ remains
obscure since the infective dose for man has never been determined. Hence, primary histoplasmo-
sis can cause a serious illness that requires medical attention, and it must be recognized by
practicing physicians.

Once the conversion has transpired, the organism replicates intracellularly until cell-me-
diated immunity is activated, usually within 1–3 weeks after mild to moderate infection [5].
One particular feature of H. capsulatum that makes it a nettlesome pathogen is its ability to
maintain a dormant state. Following the concerted interaction of T-cells and professional phago-
cytes, the organism is restricted in its growth and becomes surrounded by granulomas that
eventually calcify [6]. Within this environment, the organism most likely remains metabolically
active yet does not replicate or replicates at a much slower rate than during active growth
(generation time 9–19 hr) [2]. The yeasts can remain dormant for many years and never produce
symptomatic disease. Reactivation of infectious foci can develop usually in individuals whose
immune system, in particular the T-cell arm, becomes dysfunctional by either pharmacological
agents that depress T-cell function or viral infections such as HIV [7–9].
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II. MECHANISMS OF HOST RESISTANCE

In order to understand how a vaccine might protect against H. capsulatum, it is important to
define the mechanisms of natural host resistance. In the following sections, the contribution of
lymphocytes, phagocytes, and cytokines on elimination of the fungus will be examined.

A. T-Cell Regulation of Host Defenses

Cell-mediated immunity is the principal mechanism by which the host restricts growth of this
fungus [10–12]. Ample evidence both in experimental models and in man indicates that T-cells
are a key component of the cellular control of this infection. Depletion of either �/� T-cell
receptor-bearing (TCR)+ cells or CD4+ cells in mice abrogates the protective immune response
[13,14]. Elimination of the CD8+ subpopulation of cells blunts the efficiency in which H. capsula-
tum is cleared, but experimental animals still possess the capacity to sterilize tissues [13,15].
The contribution of this T-cell subset to the human condition is not known. Thus, in experimental
animals and most likely in humans, there is a hierarchy among T-cell subpopulations in protective
immunity: CD4+ � CD8+ cells.

In secondary immunity, the contribution of T-cells to the protective immune response
differs somewhat. Elimination of CD4+ cells impairs clearance but does not produce a fatal
infection as is observed in primary exposure whereas the lack of CD8+ cells is accompanied by
less efficient clearance (intravenous model) or no change at all (pulmonary model) [13,15].
Alternatively, if both CD4+ and CD8+ cells are depleted, the mice succumb to the infectious
process. However, there is an unequivocal disparity in the fungal burden between visceral and
lymphoid organs. Mice deficient in both T-cell subsets are able to restrict growth of H. capsula-
tum in the lungs over a 30-day period, but they have a pronounced progression of infection in
spleens which ultimately causes their demise [13]. In the absence of T-cells, lungs are capable
of controlling infection whereas spleens are not.

The chief mechanism by which T-cells contribute to clearance of H. capsulatum is via
production of cytokines. Both lung CD4+ and CD8+ T-cells can synthesize interferon-� (IFN-
�) ex vivo in mice infected with H. capsulatum [16–18]. However, in primary pulmonary
histoplasmosis, elimination of �/�-bearing TCR+ cells or CD4+ cells causes a dramatic reduction
in IFN-� in lungs [13]. Although CD8+ cells have been shown to generate this cytokine [18],
their elimination in primary disease is associated surprisingly with an elevation in IFN-� levels
in lungs [13]. Thus, despite their synthetic capacity, these cells appear to exert a regulatory role
in IFN-� production. Production of tumor necrosis factor (TNF)-�, granulocyte-macrophage
colony-stimulating factor (GM-CSF), interleukins-4, �10, and �12 are unchanged in mice
whose T-cells or T-cells subsets have been depleted [13]. Similarly, elimination of these T-cells
or CD4+ cells from immune mice depresses only IFN-� production [13]. Depletion of CD8+

cells does not alter release of any of the above referenced cytokines [13]. Despite the relative
importance of CD8+ T-cells to host control, there is no evidence that they contribute to the
protective immune response by expressing cytotoxic activity against yeast-laden phagocytes.

B. B-Cells, Antibody, and Histoplasmosis

Unlike candidiasis and cryptococcosis, in which humoral immunity is central in host defenses
[19–21], neither B-cells nor antibody impact host defenses against H. capsulatum [13,22,23].
Studies in which immune sera are passively transferred to mice have failed to show significant
alteration in fungal burden of recipient mice [13]. B-cell knockout mice control primary and
secondary infection as well as B-cell-replete animals [13]. In secondary infection, the lungs of
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mice lacking B and T-cells can reduce the fungal burden [13]. These studies obviously suggest
that a humoral immune response does not impact the protective immune response. One explana-
tion for the failure of immune sera to confer protection is that sera contain no protective antibod-
ies. Another explanation is that the number of ‘‘protective’’ antibody molecules is small in
comparison to those that either express no protective function or exacerbate infection. Hence,
it is possible that particular clones of immunoglobulin can mediate protection either prophylac-
tically or therapeutically. Although the concept of protective antibodies to an intracellular patho-
gen may seem unconventional, monoclonal antibodies that protect mice infected with Mycobacte-
rium tuberculosis have been created [24]. Thus, it is quite possible that distinct clones of B-
cells may express protective activity. Until that is proven, a vaccine for histoplasmosis should
focus on arming T-cells to protect. Antibody detection may be useful as a marker of vaccination
rather than as a measure of the elaboration of a protective immune response.

C. Innate Immunity

Macrophages and neutrophils are critically important for clearance of H. capsulatum, although
the latter cells are not typically targets of vaccines for intracellular pathogens because of their
short life span in the circulation and tissues. The pivotal nature of the interaction between
phagocytes and H. capsulatum is much more fully described in Chapter 4. Because of the tight
junction between the innate and acquired immune systems [25], it is imperative that the appropri-
ate soluble signals from the innate system be generated that direct the components of acquired
immunity to generate a protective immune response. For H. capsulatum, as with other intracellu-
lar pathogens, those signals must drive the immune system toward a Th1 type of response
[18,26]. In nascent immunity, any vaccine should direct the innate system to generate IL-12
which will in turn prompt the production of IFN-�. Although it is possible that a vaccine could
stimulate this cytokine independent of IL-12, it appears that the most efficient mechanism is
through IL-12. Furthermore, a vaccine for prevention of histoplasmosis also may have to trigger
production of TNF-� and/or GM-CSF by constituents of the innate immune system since both
of these cytokines are necessary for host control of primary infection [26–32].

Activation of natural killer (NK) cells or �/� TCR+ is not a common means by which
vaccines induce immunity since the cells do not have memory. Yet, they are a rich source of
cytokines including IFN-� and TNF-� and thus if engaged by vaccine constituents may amplify
the immune response to a vaccine [33].

D. Cytokines and Histoplasmosis

1. Primary Infection

Much of what we know regarding the influence of endogenous cytokines and host regulation
of histoplasmosis stems from experiments in mice. Since these molecules are the likely mediators
of successful resolution of infection, knowledge of their relative importance in host defenses is
requisite. Although animal models do not mimic the human condition precisely, the studies in
mice are particularly germane since this species is able to sterilize tissues infected with H.
capsulatum whereas humans do not. Thus, by exploiting the differences between mouse and
man, it is possible to develop a better vaccine that will be successful in humans. In the following
section, the influence of endogenous cytokines on both primary and secondary infection will
be reviewed.

In primary histoplasmosis in which the host recovers spontaneously, a Th1 response is
the dominant phenotype in lungs and spleens of mice [18,26,27,34]. Thus, relatively small
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inocula that do not produce overwhelming disease provoke production of high levels of IL-12
and IFN-� but not IL-4 or IL-10 [18]. Activation of the IL-12/IFN-� axis is critical for survival
in primary infection. Neutralization of endogenous IL-12 using monoclonal antibodies (mAb)
to this cytokine is accompanied by a dramatic increase in the number of colony-forming units
(CFU) in lungs and spleens and results in death of animals given an otherwise sublethal infection
[26,27]. In addition, treatment with mAb to IL-12 sharply reduces IFN-� but not GM-CSF and
TNF-� levels, two cytokines that are important in host defenses in primary infection [27]. IL-
12 functions by inducing IFN-� release in mice infected with H. capsulatum. Administration
of recombinant IL-12 promotes survival of mice given a lethal challenge with this fungus, and
the effect of IL-12 is dependent on generation of IFN-� [26,35]. Whether mice injected with
an large inoculum of this fungus have a deficiency of IFN-� that is restored by IL-12 or such
mice require more of the former cytokine to cope with the large numbers of yeasts is not known.
Nevertheless, IL-12 certainly holds promise for boosting immune responses either in vaccination
or in adjunctive therapies for histoplasmosis as well as other infectious diseases.

IFN-� is vitally important. Based on numerous in vitro studies, it is the chief cytokine
that mediates growth inhibition by murine macrophages [26,27,34,36]. Studies in mice given
mAb to IFN-� and mice genetically deficient in this cytokine reveal the same finding. A sublethal
inoculum causes a rapid demise of animals [26,36]. In IFN-� knockout mice, the levels of TNF-
� and IL-12 are not perturbed [36]. Generation of these two cytokines appears to be independent
of IFN-� release. The findings stress that the absence of IFN-� and its ability to activate phago-
cytes is devastating.

Another necessary cytokine in this form of the infection is TNF-� [28–31]. Inhibition of
its in vivo activity abrogates protective immunity. Similar to neutralization of either IL-12 or
IFN-�, blockade of endogenous TNF-� results in increased CFU in organs, and mice succumb
to infection. The lack of TNF-� does not impair generation of IFN-�, GM-CSF, or IL-12 but
is associated with depressed nitric oxide levels [30]. This molecule is central to clearance of
primary infection. Mice given inhibitors of nitric oxide or nitric oxide knocknout mice fail to
contain infection [26]. Thus, the IL-12 IFN-� axis and TNF-� appear to operate independently
in mediating protective immunity. A deficiency of IFN-� does not impact TNF-� levels and
conversely, neutralization of TNF-� does not impact either IL-12 or IFN-�. The two cytokines
do converge on a common final mediator. They are both necessary for synthesis of nitric oxide,
and the lack of one sharply diminishes the production of this gas (Fig. 1).

A fourth cytokine involved in the protective immune response is endogenous GM-CSF.
Administration of mAb to GM-CSF abolishes the protective immunity [32]. A high proportion

Figure 1 Pathway of IL-12, IFN-�, and TNF-� regulation of protective immunity to H. capsulatum.
RNI-reactive nitrogen intermediates.
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Figure 2 Pathway of GM-CSF regulation of protective immunity to H. capsulatum.

of mice given this mAb succumb to overwhelming infection as compared to controls. In the
lungs of GM-CSF-neutralized animals, there are a concomitant reduction in IFN-� and TNF-�
and marked elevations in IL-4 and IL-10 [32]. The alteration in the Th2 cytokines contribute
to the impaired host defenses since treatment with mAb to IL-4 or IL-10 restores protective
immunity [32]. Lavage cells from mice given mAb to GM-CSF produce less nitric oxide than
those from infected controls [32]. Thus, mice lacking in IFN-�, TNF-�, or GM-CSF manifest
a common defect-poor production of nitric oxide (Fig. 2).

2. Secondary Infection

Each of the cytokines mentioned in the preceding sections has been analyzed for their influence
in secondary immunity. As is the case with other models of intracellular infections [37,38],
IL-12 does not contribute to the generation of protective immunity in secondary infection.
Neutralization of IL-12 fails to change the course of secondary infection [27]. The influence of
IFN-� in this phase of infection is dependent on the model employed. Studies utilizing an
intravenous model have consistently demonstrated that blockade of IFN-� with a combination
of anti-IFN-�, anti-IL-12, and anti-IFN-� receptor does not modulate protective immunity [31].
On the other hand, in secondary pulmonary histoplasmosis, IFN-� knockout mice cannot restrict
growth [36]. Differences in mice (e.g., genetically deficient mice vs. mAb-neutralized mice)
and the route of infection certainly can explain the discrepant findings. Thus, IFN-� may be
dispensable in hematogenous histoplasmosis but is necessary when the lung is the first organ
to contact the fungus.

Perhaps the most crucial cytokine necessary for survival of mice from rechallenge is
TNF-�. In both the systemic and the pulmonary model, neutralization of TNF-� leads to fatal
histoplasmosis [30,31]. In the systemic model, the influence of TNF-� is not observed in immu-
nocompetent mice, but only if this cytokine is neutralized in IFN-� knockout mice [31]. The
effect of mAb to TNF-� in pulmonary histoplasmosis is manifest in otherwise immunocompetent
mice. Unlike primary infection, neutralization of TNF-� does not alter nitric oxide levels [30],
thus supporting previous evidence that nitric oxide is not involved in secondary infection [26].
In the pulmonary model, neutralization of TNF-� is associated with increases in the levels of
IL-4 and IL-10 in lungs of mice. The bioactivity of these two cytokines contributes to the
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downregulation of immunity. Administration of the combination of anti-IL-4 plus anti-IL-10
mAb, but not either alone, restores the protective immune response [30]. The mechanism by
which the elevated levels of IL-4 and IL-10 promote exacerbation is not known.

Endogenous GM-CSF regulates host control of secondary infection. Unlike primary histo-
plasmosis, neutralization of this cytokine in mice reexposed to yeasts blunts clearance during
weeks 2 and 3 of infection but does not produce an overwhelming infection [32]. Moreover,
the effect of mAb to GM-CSF in secondary histoplasmosis is not associated with alterations in
levels of IFN-�, TNF-�, IL-4, or IL-10 [32], thus distinguishing its activity from that of primary
infection.

At the cellular and molecular level, regulation of protective immunity in secondary infec-
tion contrasts with that of primary infection. The influence of T-cell subsets and cytokine control
of protective immunity demonstrate clear and distinct differences between the two phases of
infection. The studies of nascent and memory immunity are important for the development of
prophylactic and therapeutic vaccines in humans.

E. Cellular and Molecular Determinants of Immunity in Humans

Much of what we know about the human condition is derived from in vitro studies and clinical
observations. Humans who have been to exposed to H. capsulatum and resolved their infection
exhibit the hallmarks of a Th1 response: granulomas characterized by infiltration with lympho-
cytes and macrophages and delayed-type hypersensitivity responses. On the other hand, dissemi-
nated histoplasmosis has features consistent with a Th2 response, i.e., rising antibody responses,
whereas delayed-type hypersensitivity responses become absent, i.e., elevated IgE responses
and disorganized inflammatory responses [39,40].

The role of CD4+ cells in controlling histoplasmosis in humans has been surmised from
observations of HIV-infected patients who rarely develop histoplasmosis unless the CD4+ cells
are �200 cells/�L [41]. Much of the disease that is observed is believed to reactivation rather
than reinfection, although it is difficult to discern the difference. One of the intriguing questions
is why all HIV patients do not develop histoplasmosis when their CD4+ cells fall below 200.
In many areas of the midwestern and southeastern United States, the proportion of individuals
who are infected approximates 90% [1]. Based on this value, many more patients would be
expected than are diagnosed. Two explanations may explain these findings. First, the small
number of CD4+ may be sufficient to control histoplasmosis in most patients. Second, CD8+

cells may contribute more than anticipated to host control. These two contentions are not mutually
exclusive and both may be operative.

One of the central paradoxes regarding human studies is that despite the accumulated data
in mice and indirectly in humans, it has been difficult to prove that IFN-� is a potent activator
of human macrophages. Two studies have demonstrated unequivocally that human macrophages
exposed to this cytokine are not activated to express fungistatic or fungicidal activity [42,43].
On the other hand, one study has shown that in a short-term assay (2 hr), IFN-� can arm
macrophages to inhibit the growth of yeasts [44]. No explanation exists to explain the discrepancy
between the in vitro studies and the indirect in vivo evidence. No evidence exists for the influence
of IL-12. Such information may not be available until subjects appear who are deficient in IFN-
� or are missing IL-12 or IFN-� receptors, as is the case with Mycobacteria infections [45–47].
Unfortunately, many of those subjects have resided in areas in which H. capsulatum is not
endemic.

The family of cytokines that is known to activate human macrophages to express fungistatic
activity in vitro are CSF, IL-3, GM-CSF, and M-CSF which stimulate macrophages to express
anti-Histoplasma activity [42]. How this family promotes antifungal activity is not known. One
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possible explanation is that these cytokines enhance phagolysosomal fusion in H. capsulatum–in-
fected macrophages. In humans, it is the one mechanism that has been identified as an anti-
Histoplasma mechanism in human phagocytes [48]. The paucity of information regarding the
human condition is disconcerting and more data will have to be gathered to ensure that vaccine
development proceeds in a rational manner.

III. PROTECTIVE IMMUNOGENS FROM H. CAPSULATUM

A. Early Studies of Immunogens

The history of protective immunogens from H. capsulatum is limited. Until recently, there has
not been the intensive effort to develop a vaccine as has been the case with coccidioidomycosis.
Initially, it was reported that mice exposed to viable or heat-killed yeasts would survive a second
challenge. In that model, mice were challenged intracerebrally, an unusual route to say the least
[49]. That report did establish that yeasts could confer protection and that the effect of viable
yeasts was significantly greater than that of killed yeasts. Subsequently, several reports indicated
that yeast extracts could induce a protective immune response. Garcia and Howard [50] demon-
strated that an ethylenediamine extract of yeast cells was protective in mice challenged intrave-
nously. Unfortunately, no additional studies were performed to identify if there was a single
molecule within that extract that could mediate protection. Another constituent that appeared
to be promising was a ribosomal-protein complex from H. capsulatum [51]. The protective
activity of this admixture was dependent on the integrity of both the ribosomal and the protein
portion [51]. The reports regarding the ribosomal-protein complex from H. capsulatum transpired
during a time when this topic was being studied in prokaryotes. Although the protein content
was necessary for the protective activity, no further studies were reported that determined that
a single protein within the complex could induce a protective response. In addition, exposure
of mice to mycelia that cannot transform also mediate a protective response against yeast cells.
Thus, mycelia treated with p-chloromercuryphenylsulfonic acid, a sulfhydryl blocking agent
which inhibits the mycelial to yeast transition, can protect outbred mice from a lethal challenge
with yeast cells [52]. These results connote that there are shared immunogens between the two
phases of H. capsulatum.

B. Cell Wall and Cell Membrane and Heat Shock Protein 60

Several years ago, our laboratory began to revisit the concept of protective immunity. This work
arose out of studies that sought to determine the nature of epitopes recognized by monoclonal
populations of T-cells. We prepared a detergent extract from the cell wall and cell membrane
(CW/M) of actively growing yeast cells. This complex is composed of numerous proteins as
assessed by polyacrylamide gel electrophoresis. Immunobiologically, it is a target of the T-cell-
dependent immune response by mice that had recovered from a challenge with yeast cells
[53]. Injection of this material emulsified in adjuvant could induce a T-cell-mediated immune
responses. Moreover, this extract protects mice against a lethal challenge delivered intravenously
[53].

Further inquiries regarding this extract focused on the possibility that a single molecule,
most likely protein containing, could mimic the activity of the extract. To pursue this postulate,
CW/M was subjected to T-cell Western blot analysis using T-cell clones as targets for antigen
mapping. Although several regions of activity were identified, we concentrated on an area
that encompassed 53 to 64 kDa. When acrylamide gels of CW/M were reviewed, a prominent
Coomassie-stained band was evident at �62 kDa [53]. This protein, termed HIS-62, was isolated
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by electroelution and analyzed for its immunobiological activity. Like CW/M, this protein in-
duced reactivity by T-cell clones and was recognized by the clones that responded to the 53- to
64-kDa region [54]. Injection of HIS-62 elicited cell-mediated immune responses and conferred
protection against a lethal intravenous challenge in three genetically disparate strains of mice.
In this limited analysis, there was no evidence of genetic restriction of reactivity [54]. This point
is important since any vaccine should be able to evoke a response in the outbred human popula-
tion. This point was pursued in in vitro studies with human peripheral blood mononuclear cells
in which seven individuals from the endemic region were tested for their capacity to respond
to this protein. Cells from all seven proliferated to this molecule, and in two individuals who
were not from the region, it did not stimulate their cells [55]. Thus, this antigen stimulated
reactivity in an outbred population. Although that finding does not signify that it would have
protective activity, it does indicate that there were no obvious genetic restrictions on recognition.

The nature of HIS-62 was determined by molecular techniques. The purified protein was
subjected to Edman degradation and amino acid sequencing provided the first clues that HIS-
62 was a member of the heat shock protein (hsp) 60 family [56]. Cloning of the gene from
genomic DNA confirmed the amino acid data. Once it had been isolated, a recombinant protein
was generated in a bacterial expression system and analyzed for its ability to confer protection.
Indeed, in a pulmonary model of histoplasmosis, hsp 60 when combined with adjuvant protected
mice against a lethal intranasal challenge [56]. The identification of HIS-62 as hsp 60 was
perplexing because it was unanticipated that such a highly conserved molecule would elicit a
protective immune response. However, studies with Legionella pneumophila also reported that
cognate hsp 60 was protective in an experimental model of Legionnaire’s disease [57]. Thus,
evidence began to accrue that highly conserved molecules could confer protection in disparate
infectious diseases.

C. Mapping Immunogenic Determinants of Hsp 60

Following the identification of hsp 60 as a protective antigen, we sought to determine if the
protective activity required the whole molecule or it was segregated into a fragment of the
protein. By molecular techniques, we generated four recombinant fragments each encompassing
�250 amino acids. Each fragment was tested for its ability to stimulate murine splenocytes
from immunized mice and to confer protection in two strains of mice. All fragments induced
a proliferative response by spleen cells; however, only fragment 3, which spanned amino acids
172–443, significantly reduced CFU in lungs, livers, and spleens of mice and reduced mortality
in mice challenged intranasally with a lethal inoculum of H. capsulatum [58]. Thus, the protective
activity was segregated into a domain of the whole protein.

D. HIS-80

During the T-cell Western blot studies, an 80-kDa molecule, HIS-80, which was reactive with
antibody to hsp 70, was found to be immunogenic. This molecule was isolated by electroelution
from CW/M and tested for immunogenicity. HIS-80 was also a target of the cell-mediated
immune response and did reduce CFU at week 1 of infection in mice given a sublethal intravenous
inoculation [59]. However, it did not protect against a lethal challenge. The complete identity
of this protein remains unknown. It is not hsp 70 but a member of the family. Based on its
molecular mass it is most likely BiP [60].

E. Immunogenic but Nonprotective Antigens from H. capsulatum

Our laboratory has isolated the genes encoding two other antigens, the H antigen and hsp 70,
and analyzed the immunogenicity of the recombinant forms. Both antigens evoke cell-mediated
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immune responses in mice, but neither of them induces a protective immune response in mice
to a lethal or sublethal challenge [61,62]. These findings signify that not all proteins that induce
cell-mediated immune responses possess the capacity for inducing protection. What makes a
molecule protective and what distinguishes protective from nonprotective moieties? Another
query is whether there are motifs or canonical sequences within proteins that make them protec-
tive. Those are critically germane questions raised by the findings and cannot be easily answered.
Our laboratory is pursuing a comparison of hsp 70 and hsp 60 with a focus on the cytokine
response in tissues and the inflammatory response they evoke.

IV. FUTURE DIRECTIONS

The present review has analyzed much of the known data regarding H. capsulatum and protective
immunity. The findings recounted here represent only a beginning toward the goal of vaccine
development for histoplasmosis. Several unknowns still exist. For example, virtually nothing
has been accomplished with genetic vaccination. Exciting evidence has been presented with
coccidioidomycosis and a DNA vaccine [63,64], although it did not reduce CFU as dramatically
in lungs as it did in spleens. The use of cytokines or cytokine genes as adjuvants also remains
an exciting but unknown prospect. IL-12 and GM-CSF have been demonstrated in model systems
to exhibit adjuvantlike activity [65,66]. The potency of vaccines may be improved by integration
of these two molecules.

Another unexplored arena is therapeutic vaccination. Recently, investigators have reported
that a DNA vaccine containing M. tuberculosis hsp 60 can be used therapeutically in mice as
well as prophylactically. Our own studies utilizing the protective recombinant fragment as a
therapeutic vaccine have not been as salutary as those in experimental tuberculosis [67,68], but
work is ongoing in this area to determine the optimal amounts of protein and the timing, which
is probably critical. One disadvantage with the mouse model is that a chronic infectious model
does not exist. Thus, the timing for intervention therapeutically is quite limited.

V. WHO SHOULD BE VACCINATED?

One of the central considerations in a vaccine for histoplasmosis is who should be vaccinated.
It is certainly not necessary for everyone. Those who require vaccination would be immunosup-
pressed individuals residing in or moving to an endemic region. Histoplasmosis is an occupa-
tional hazard, especially for those who do outside construction or who farm. Others to be
considered are neonates who might be exposed since the disease is often fulminant in them.
Additionally, individuals who enjoy spelunking or caving frequently may be candidates for a
vaccine.
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I. INTRODUCTION

Coccidioides immitis is a primary fungal pathogen, which resides in soil of the desert Southwest
of the United States. Like most medically important fungi that cause systemic disease, C. immitis
demonstrates different morphologies in its saprobic and parasitic phases, but is distinguished
from other fungal pathogens by the unique morphogenetic features of its growth in host tissue
(Fig. 1).

Coccidioidomycosis, the disease caused by this pathogenic fungus, is also known as Valley
Fever because the organism is prevalent in the San Joaquin Valley of central California. C.
immitis infections are contracted almost exclusively by the respiratory route [1]. The clinical
spectrum of disease is broad, ranging from an asymptomatic infection to a rapidly fatal mycosis.
The most common clinical presentation is self-limited pneumonia, but in some cases the fungus
can cause chronic cavitary pulmonary disease or disseminate beyond the lungs to the skin, bones,
meninges, and other body organs. Coccidioidomycosis can also present as erythema nodosum
or as a reactive arthritic condition, which is commonly referred to as desert rheumatism [2].

II. AGENT

A. Ecology

C. immitis is found in soil of the bioclimatic region known as the Lower Sonoran Life Zone
[3]. The climatic features of this region are high temperatures (mean of 26–32�C in the summer
and only rare winter frosts) and annual rainfall of 5–20 in. The soil is typically alkaline and
has a high salt content.C. immitis seems to be better equipped to survive in this harsh environment
than other organisms competing for the same ecological niche. Soil that has been tilled and
fertilized is much less likely to contain C. immitis since enrichment for agriculture leads to a
more favorable environment for competing micro-organisms. The distribution of C. immitis in
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Figure 1 Coccidioides immitis grows in alkaline desert soil as the saprobic phase, and produces infec-
tious, airborne spores (arthroconidia). Inhaled arthroconidia convert into round cells (spherule initials),
which ultimately give rise to endosporulating spherules. Endospores differentiate into second-generation
spherules and can disseminate from the lungs to other body organs.

the desert soil is sparse and unpredictable. In the past it has been thought thatC. immitis flourished
near rodent burrows, but more recent studies have disputed this notion [4]. Ancient Indian burial
sites, known as middens, have been found to be a particularly rich source of the fungal pathogen
[4]. Coccidioidomycosis infects wild animals (mammals) and domesticated dogs [5]. C. immitis
is usually found at between 4 and 12 in. below the surface of the soil. Temperatures as high as
60�C and ultraviolet light probably kill the organisms within the first 4 in. of the soil surface.
The mycelia can tolerate drought but thrive after rain [6], and the fungus can be more easily
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isolated from soil immediately after the rainy season. Nevertheless, after prolonged periods of
drought C. immitis persists while competing organisms in the same ecologic niche die out.

B. Geographic Distribution

Coccidioidomycosis is primarily found in the desert regions of Southern California, Arizona,
Nevada, NewMexico, and west Texas (Fig. 2). This large area is home to�20% of the population
of the United States. It also includes some of the most rapidly expanding cities in the nation
and attracts large numbers of visitors each year. The urban perimeters are extending further into
the desert, as exemplified by the Bakersfield region of California and the Phoenix-Tucson area
of Arizona. However, many cases of coccidioidomycosis are also found in regions that are not
hyperendemic, such as San Diego and Los Angeles. Outbreaks of coccidioidomycosis have been
reported among archaeology students digging in prehistoric Indian sites in northern California
[7,8]. In 1977, a major dust storm blew soil from the San Joaquin Valley to northern California,
including San Francisco, Marin County, Santa Clara, andMonterey County. Immediately follow-
ing the storm, many cases of coccidioidomycosis were reported in nonendemic regions of middle
and northern California [9]. At the time, there was some concern that C. immitis might be able
to seed and persist in the soil in these areas, but that has not occurred.

The map in Figure 2 shows that the range of C. immitis includes west Texas and a large
part of the desert regions of northern Mexico. A few cases of coccidioidomycosis have also

Figure 2 Endemic regions of coccidioidomycosis in southwestern United States and northern Mexico.
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been reported in Central and South America [6]. The largest South American endemic region
is in Argentina where the climate is dry and the soil conditions are similar to those in the desert
southwest. New endemic regions have also been recently identified in Brazil (D. Pappagianis,
personal communication, 2000). Despite these geographic limitations, physicians outside the
endemic regions should consider coccidioidomycosis if the patient has ever traveled through
the desert Southwest or lived in an endemic area. Reactivation of a prior asymptomatic C.
immitis infection is of potential concern for immunocompromised individuals.

C. Mycology

1. Arthroconidium Formation

The soil-inhabiting mycelial phase of C. immitis gives rise to infectious, airborne arthroconidia
by what appears to be a simple process of fragmentation of hyphal elements [10]. Upon close
examination, this mode of conidium formation involves four distinct and apparently coordinated
events pivotal for differentiation of the propagules (Fig. 3) [11]. These include (1) arrest of
apical growth of aerial hyphae (Fig. 3A,B), followed by progressive septation of the filaments

Figure 3 Diagrammatic sequence of stages of arthroconidium formation. Arrows indicate mitotic nuclei.
IW, inner conidial wall layer; OW, outer conidial wall layer; Wb, Woronin body (septal plug).
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(Fig. 3B,C) which typically leaves each compartment with at least two nuclei; (2) condensation
of cytoplasm in certain hyphal compartments and autolysis of cytoplasm in adjacent cells of
the chain, while the original outer hyphal wall remains intact (Fig. 3C,D); (3) synthesis of a
new inner-wall layer that encompasses each viable and sealed compartment (i.e., septal pores
are plugged), completing its conversion into a conidium (Fig. 3D); and (4) disarticulation of
the chain of arthroconidia by mechanical fracture of the wall of the alternating, empty cells
(Fig. 3E). Single, cylindrical arthroconidia (�3–6 � 2–4 �m) are small enough to pass down
the respiratory tree and reach the alveoli of the host [12]. Most conidia, however, probably
impact the mucosal lining of the upper respiratory tract. The ciliated epithelial cells are capable
of sweeping the mucus and entrapped fungal cells proximally toward the pharynx, where they
are removed via the digestive tract. C. immitis conidia neither adhere to nor germinate in the
gastrointestinal tract.

Those arthroconidia that reach the terminal air sacs encounter alveolar macrophages. Evi-
dence from experimental animal studies of coccidioidomycosis has indicated that host phago-
cytes are inefficient in the clearance of arthroconidia (Fig. 4A). Arthroconidia of C. immitis
appear to be well equipped with barriers to host defenses [13]. The outer conidial wall layer
(OW; Fig. 4 A,B), which is derived from the original hyphal wall (Fig. 3), is a hydrophobic
sleeve that may have evolved as an adaptation for air dispersal of the soil saprobe. It may also
serve as a passive barrier to destructive enzymes and oxidative products released by the host
defense cells, thereby, contributing to survival of the pathogen in vivo. The hydrophobic outer
wall layer has also been suggested to have antiphagocytic properties [14]. Stripping conidia of
their outer wall by a cell fractionation procedure (Fig. 4C) [13] prompted an increase in phagocy-
tosis (�25%), but not a significant increase in killing of arthroconidia by human polymorphonu-
clear neutrophils (PMNs) [14].

Wall-associated protein arrays have been revealed in freeze fracture preparations of C.
immitis arthroconidia (Fig. 4D) [15], and are apparently localized at the interface of the outer
and inner conidial wall layers. These crystallinelike complexes have been termed ‘‘rodlets’’
[16] and identified as hydrophobins, which are well documented protein components of microbial
cell walls that contribute to cell surface hydrophobicity [17]. Hydrophobins have been detected
in walls of several fungi [18]. Although the peptide sequences of hydrophobins are quite diverse,
they share three common characteristics: all are small proteins (96–157 amino acids), all have
eight cysteine residues arranged in a conserved pattern, and all have a similar profile of hydropho-
bic domains [17]. The rodlet layer of arthroconidia probably contributes to the hydrophobic
surface barrier and prevents premature hydration of the cell wall that could otherwise lead to
untimely germination of the propagule.

2. Morphogenetic Transition of Arthroconidia to Spherule Initials

Successful colonization of the host respiratory mucosa by C. immitis depends on conversion of
arthroconidia to ‘‘round cells’’ or spherules. Little is known of the morphogenetic features of
the initial stages of this saprobic to parasitic phase transition, and limited information is available
on growth factors, which influence this process. A common requirement for such transitions
among dimorphic fungal pathogens is an abrupt rise in temperature, typically from 25�C to
37�C. Thermal dimorphism [19] in Histoplasma capsulatum has been examined extensively
[20]. Morphogenetic events associated with transition from the hyphal to yeast phase in this
pathogen are part of a complex of physiological changes referred to as the heat shock response.
Investigations of dimorphism in H. capsulatum have focused on identification of the ‘‘primary
sensor’’ capable of monitoring temperature shifts, and on the mechanisms by which molecular
signals are transferred from the sensor to the nucleus where they ultimately influence expression
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Figure 4 (A) Thin section of arthroconidium engulfed by murine alveolar macrophage. N, nucleus; OW,
outer conidial wall. (B) Thin sections of arthroconidia chain separated by degenerate cell. Arrow indicates
septal plug; N, nucleus; OW, outer conidial wall. (C) Arthroconidia examined by scanning electron micros-
copy after stripping of the outer wall by a mechanical shearing process. (D) Replica of wall surface of
freeze-fractured arthroconidium showing rodlet fascicles. Bars in A–D represent 3.0 �m, 3.0 �m, 3.0 �m,
and 0.5 �m, respectively.

of specific genes. These studies provide a model for examinations of thermal dimorphism in
other fungal pathogens.

Early conversion of the saprobic to parasitic phase in C. immitis involves ‘‘rounding-up’’
of the cylindrical arthroconidia (Fig. 5A). The outer, hydrophobic cell wall fractures as the inner
wall increases in thickness. The initial thickening of the inner conidial wall is probably due to
hydration. Individual propagules or chains of arthroconidia may be dispersed into the air and
inhaled by the host. Soon after contact with the respiratory mucosa, these cells typically undergo
nuclear division as isotropic growth proceeds (Fig. 5B,C).
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Figure 5 Thin-section (A) and light micrographs (B, C) of spherule initials. The thin-sectioned cell is
at an early stage of isotropic growth, and shows fractures of its outer wall (arrows). N, nucleus. The light
micrograph of a chain of spherule initials (B) and corresponding ethidium bromide-stained cells in (C)
shows the multinucleate nature of these young, parasitic cells. The arrow indicates an undeveloped arthro-
conidium. Bars in A and B represent 2.0 �m and 10.0 �m, respectively.

3. Spherule Growth and Segmentation

The isotropic growth phase of the spherule initially results in a coenocyte that may be 60 �m
or more in diameter. A large central vacuole is commonly observed in sectioned preparations
of parasitic cells at this stage of development. It has been suggested that the vacuole may be a
source of internal turgor pressure [21], and is most likely an important reservoir for ions and
macromolecules [22]. Diametric growth of spherules, like hyphal tip elongation, most likely
relies on coordinated processes of turgor-driven expansion, plasticization of the preexisting wall,
and biosynthesis and intussusception of new wall polymers [23]. Isotropic growth of spherules
is complete or nears completion when the process of segmentation is initiated. We have demon-
strated a temporal correlation between peaks of ornithine decarboxylase (ODC) activity and
induction of the isotropic growth phase and then the segmentation phase [24]. An increase in
ODC activity appears to trigger these two morphogenetic events in the parasitic cycle. Conver-
sion to the round-cell and segmentation stages of development is blocked in the presence of
1,4-diamino-2-butanone, an inhibitor of ODC activity. Reports of the influence of ODC activity
on fungal cell differentiation in other dimorphic fungi are well documented [25–27].

Spherule segmentation is a process initiated by centripetal growth of the innermost wall
layer of the cell envelope, as revealed by the three-dimensional reconstruction of a parasitic cell
in Figure 6A. Morphological details of progressive stages of development of the intracellular
segmentation apparatus in intact spherules are not clearly visible by light microscopy. Sectioned
cells also do not provide an adequate appreciation of the complex pattern of endogenous wall
growth during spherule segmentation. Therefore, a computer visualizationmethodwas developed
to interpret the steps of wall differentiation that lead to compartmentalization of the spherule
cytoplasm [21]. Computer reconstructions of serially sectioned hemispherules, stained with
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Figure 6 Stages of spherule segmentation wall differentiation. Serial sections stained with WGA/FITC
reveal early, synchronous ingrowth of segmentation wall from spherule envelope (A), followed by progres-
sive stages of the compartmentalization of cytoplasm at the perimeter of the central vacuole (B, C). Thin
section of segmented spherule (D) was stained with mithramycin to show multinucleate compartments.
V, vacuole. Bar in D represents 30.0 �m.

wheat germ agglutinin-FITC, are shown in Figure 6A–C. The lectin binds to N-acetylglucos-
amine polymers in the cell wall. The images represent three successive stages of development
of the segmentation apparatus. In the initial stage (Fig. 6A), much of the central region of the
spherule is occupied by a vacuole. The extent of ingrowth from various sites on the inner
circumference of the spherule appears to be equal, which suggests synchrony in the initiation
of segmentation wall differentiation. A distinct pattern of compartmentalization is evident in
Figure 6B. Invaginated regions of newly synthesized wall fuse and give rise to isolated cyto-
plasmic compartments. The latter are further subdivided by cross-walls, to generate a multitude
of small cytoplasmic units within the parental spherule (Fig. 6C). The central vacuole is still
prominent at this stage. Figure 6D shows a stage of spherule development, which is comparable
to that revealed by the computer reconstruction in Figure 6C. The sectioned spherule in Figure
6Dwas stained with mithramycin [28] to show the multinucleate nature of the compartmentalized
cytoplasm adjacent to the prominent, central vacuole.

4. Endosporulation
The final stages of spherule differentiation are shown in Figure 7A and B. Segmentation is
apparently arrested when uninucleate cytoplasmic compartments are formed [29]. The segmenta-
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Figure 7 (A) Thin section of spherule at early stage of endospore differentiation, showing partial diges-
tion of segmentation wall, and rupture of central vacuole. (B) Light micrograph of sectioned endosporulating
spherules. Note that endospores have undergone isotropic growth. Bars in A and B represent 10.0 �m and
50.0 �m, respectively.

tion wall then begins to undergo autolysis and the central vacuole disappears as the uninucleate
cells initiate differentiation into endospores. This event gives rise to 200–300 endospores in the
typical spherule (Fig. 7A). The endospores at this stage are typically 2–4 �m in diameter. Prior
to endospore release from the maternal spherule, only fragments of the original segmentation
wall remain. Breakdown of the segmentation apparatus may be partially due to mechanical
fractures of rigid wall polymers as isotropic growth of the endospores is initiated. More likely,
however, wall hydrolases secreted by the endospores are responsible for autolysis of the segmen-
tation wall [21,30]. Results of preliminary electron-microscopic studies of endosporulating spher-
ules stained with wheat germ agglutinin-gold label has revealed that chitin largely disappears
within the spherule as endospores begin to form [31]. We have shown that at least two chitinases
are expressed byC. immitis [32]. An understanding of their function(s) awaits molecular analyses
of morphogenetic events in C. immitis. The endospores, while still contained within the maternal
spherule, begin to undergo isotropic growth, which results in rupture of the spherule wall (Fig.
7B). Under appropriate growth conditions, the endospores that are released give rise to a second
generation of spherules, completing the parasitic cycle of C. immitis.

5. In Vitro Growth Factors

Early studies by Converse [33] and Levine and coworkers [34] established defined media for
growth of the parasitic phase of C. immitis in axenic culture. In vitro conversion of arthroconidia
to spherules provides a simple method for distinguishing C. immitis from related, but nonpatho-
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Table 1 Composition of Medium, Inoculation,
and Incubation Conditions Used for Growth of the
Parasitic Phase of C. immitis

Component Concentration (g/L)

Ammonium acetate 1.230
KH2PO4 0.510
K2HPO4 0.520
MgSO4⋅7H2O 0.400
ZnSO4⋅7H2O 0.400
NaCl 0.014
CaCl2⋅2H2O 0.003
NaHCO3 0.012
Tamola 0.500
Glucose 4.000

a Anionic detergent (sodium salt of a condensed aryl sulfonic
acid); Rohm and Haas, Philadelphia.
Inoculation and incubation: Arthroconidia (1 � 108) grown
on glucose-yeast extract agar plates (30�C, 30 days) are har-
vested by the spin-bar method [10], suspended in 1.0 mL of
the above medium, and used to inoculate 100 mL of fresh
liquid growth medium contained in a 250-mL Ehrlenmeyer
flask. The flasks are plugged with a rubber stopper provided
with two membrane-sealed holes for addition of 20% CO2/
80% air [17]. The inoculated flasks are purged daily with
20% CO2, and maintained in gyratory incubator (100 rpm)
at 39�C.

genic arthroconidium-producing fungi (see Sec. II.C.6). We have modified the formula of the
original glucose-salts medium and the incubation conditions to optimize production of endospor-
ulating spherules (Table 1). It would be advantageous to establish cultures with synchronously
developing cells, since this would make it easier to study temporal expression of developmentally
related genes [35]. Liquid cultures inoculated with arthroconidia obtained from glucose yeast
extract agar plates which had been incubated at 30�C for 30 days convert to first generation
spherules in a fairly synchronous manner. However, parasitic cells harvested after 96–120 hr
are no longer synchronized, primarily because of variation in the time of rupture and release of
endospores from mature spherules. Alternatively, endospores collected from endosporulating
stock cultures and isolated by differential centrifugation may be used as the inoculum for in
vitro growth studies of the parasitic phase [30,36]. Under these conditions, the cultures remain
in virtually synchronous spherule-endospore development through one generation. Certain pecul-
iarities in the composition of the defined medium and growth conditions for C. immitis warrant
comment. The detergent Tamol appears to assist in the suspension of the hydrophobic conidia
and may contribute to spherule maturation and endospore release [37]. CO2 is essential for
morphogenesis of C. immitis [38], although its role in the parasitic cycle is not known. If the
inoculum size of viable arthroconidia is high (�1 � 108 pr 100 mL medium), sufficient meta-
bolic CO2 is produced in a sealed-250 mL flask so that exogenous CO2 is unnecessary. Ammo-
nium acetate is the only nitrogen source in the defined medium, which suggests that the organism
is capable of efficient turnover of amino substrates in order to maintain protein synthesis during
extended periods of spherule growth and endosporulation.



Coccidioidomycosis 375

The pH of the defined medium is �6.4. Spherule cultures incubated at 40�C and purged
with 20% CO2/80% air daily for 7 days show a fall in pH to �5.2. The ability of both the
saprobic and parasitic phases of C. immitis to produce ammonia has long been known [39] but
not investigated. Ammonia and ammonium ions appear to be released from parasitic cells by
secretion of the contents of cytoplasmic transport vesicles [11]. Using a fluorescent pH indicator
(seminapthofluorescein; SNAFL), discrete cytoplasmic vesicles with alkaline contents have been
observed. These vesicles appear to be more abundant in endospores and young spherules than
in mature, segmented spherules. Bump [39] pointed out that greater amounts of ammonia are
produced by C. immitis as the pH of the growth medium is reduced. We tested this observation
by determination of relative amounts of ammonia/ammonium released into tissue culture media
(RPMI 1640) by spherules and endospores isolated separately from the defined glucose-salts
medium, and then transferred to RPMI and incubated for 12 hr at 37�C (5% CO2). At pH 4.0,
little growth of either inoculum occurred, but at pH 5.0 the endospores had clearly released
more ammonia into the culture medium than the mature spherules. Ammonia production by
both endospores and spherules decreased sharply above pH 6.0. An intriguing possibility is that
this enhanced production of ammonia by endospores in an acidic environment may be related
to their ability to survive in the presence of host phagocytes [14]. Both macrophages and PMNs
are inefficient in killing C. immitis endospores. H. capsulatum yeast survival within the phagoly-
sosome of host macrophages is at least partly due to their ability to modulate the pH within
these organelles, which in turn may interfere with the activity of many lysosomal enzymes [40].
Whether alkalinization of the phagolysosome is also a factor associated with in vivo survival
of C. immitis endospores is unknown.

In vitro differentiation of C. immitis appears to be identical to its development in vivo
[41,42]. However, the higher growth rate and percentage of spherules that endosporulate in
tracheal explant cultures compared to the defined glucose-salts medium suggest that host factors
influence C. immitis morphogenesis. Very little is known about host-derived growth factors in
coccidioidomycosis. Drutz and coworkers [43,44] have demonstrated that 17�-estradiol, proges-
terone, and testosterone can bind to C. immitis parasitic phase cells by a specific-hormone-
binding system. The authors suggested that the presence of these sex hormones may stimulate
spherule maturation and endosporulation. The nature of the putative signal transduction pathways
has not been determined. A reasonable hypothesis is that fungal genes, which encode steroid
receptorlike proteins, are evolutionarily related to the mammalian steroid receptor gene super-
family. These receptor proteins may represent ancestral molecules that are highly conserved and
associated with mating, reproduction, and development in fungi as well as in higher organisms
[45,46].

6. Taxonomic Affinity of C. immitis

Emmons [47] reported that certain soil ascomycetous fungi that belong to the Gymnoascaceae
have common habitat preferences with C. immitis, demonstrate similar modes of conidiogenesis,
and can survive passage through animals. Sigler and Carmichael [48] reintroduced the genus
Malbranchea for soil saprobes with arthroconidia, which form by a process identical to that of
C. immitis. The authors used the name Malbranchea state of C. immitis for the saprobic phase
of the respiratory pathogen, and describedM. dendritica andM. gypsea to accommodate nonpath-
ogenic isolates that had been considered atypical variants of C. immitis. Many of the true fungal
pathogens of humans are placed in separate families of the order Onygenales, including agents
of cutaneous infection in the Arthrodermataceae (Trichophyton and Microsporum), and human
respiratory pathogens in the Onygenaceae (Coccidioides, Histoplasma, and Blastomyces).
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Currah [49] has argued that these two families include natural groups of related ascomyce-
tous fungi characterized by ascospore cell walls that are smooth (Arthrodermataceae), or punc-
tuate-reticulate (Onygenaceae), conidia which form by lytic dehiscencemechanisms, andmycelia
that have the ability to degrade keratin. Although strong morphologic evidence points to a close
relationship between C. immitis and certain members of the Onygenaceae, confirmatory evidence
was lacking. Bowman and coworkers [50] showed that the 1713 base pair (bp) nucleotide
sequence of the 18S ribosomal gene of C. immitis differed from that of H. capsulatum and B.
dermatitidis by only 35 and 33 bp substitutions, respectively. However, these two species produce
solitary aleurioconidia rather than alternate arthroconidia as described inC. immitis andMalbran-
chea spp. Other investigators of the onygenalean fungi [51] have argued that differences in
conidiogenesis should not exclude taxa from this family, and that nonpathogens should be
included with related pathogens in the Onygenales.

Emmons [47] described a fungus that produced barrel-shaped arthroconidia which are
morphologically identical to those of C. immitis. However, the fungus also produced a sexual
phase, and the teleomorphwas namedUncinocarpus reesii [48]. This nonpathogenic, filamentous
fungus together with teleomorphs of other morphologically similar Malbranchea species is
classified in the Onygenales [49]. Molecular evidence suggests that a close phylogenetic connec-
tion exists between C. immitis and U. reesii [52]. Alignments of 18S rDNA sequences of C.
immitis, U. reesii, and seven additional members of the Onygenaceae were compared, including
H. capsulatum, B. dermatitidis, and five arthroconidium-producing soil saprobes accommodated
in the genusMalbranchea. A summary of the number of base pair differences between C. immitis
and each of these taxa is presented in Table 2. The 1713-bp sequence of U. reesii rDNA differs
from that of C. immitis by only five substitutions. Wagener parsimony analysis of these nine 18S
rDNA sequences was performed together with comparisons of sequences from seven additional
pathogenic and nonpathogenic fungi obtained from the Genbank database. A strict consensus
cladogram from eight equally parsimonious trees was constructed (Fig. 8). The bracketed taxa
are all accommodated in the Onygenaceae. The branch, which unites C. immitis with U. reesii,
was strongly supported at 93% confidence value. Most other branches were less strongly sup-
ported. The 18S rDNA sequences ofM. gypsea revealed the highest number of base substitutions
compared to C. immitis (Table 2), and this species (Mg in Fig. 8) was separated in the phyloge-
netic tree from other members of the Onygenaceae.Cryptococcus neoformans (Cn), a basidiomy-
cetous fungus, was chosen as an outgroup for construction of the tree. Selection of an alternative
outgroup or combination of outgroups (e.g., Spororthrix schenckii, Saccharomyces cerevisiae,

Table 2 Number of Base-Pair Differences in Aligned 18S rDNA Sequences
Between C. immitis and Selected Members of the Onygenaceae

Taxon Number of base-pair differences

C. immitis —
Malbranchea state of Uncinocarpus reesii 5
M. state of Auxarthron zuffianum 28
M. dendritica 33
M. filamentosa 30
M. albolutea 23
M. gypsea 44
B. dermatitidis 33
H. capsulatum 35
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Figure 8 Phylogenetic tree showing relationships between 16 taxa based on comparison of 18S rDNA
gene sequences. The tree was rooted with the basidiomycetous fungus Cryptococcus neoformans (Cn) as
the outgroup. The bracket includes taxa accommodated within the Onygenaceae. (From Ref. 52.)

and/or Candida albicans) did not affect the alignment of taxa within the Onygenaceae shown
in Figure 8. The maximum parsimony tree, therefore, strongly supports a close relationship
between C. immitis and U. reesii, and argues that these taxa represent a monophyletic pair within
the Onygenaceae. Despite this close evolutionary relationship,U. reesii is not an animal pathogen
[68].

III. MYCOSIS

A. Epidemiology

Because C. immitis infections usually arise from inhalation of arthroconidia, most patients con-
tract coccidioidomycosis as a result of exposure to dust in endemic regions either during recrea-
tional activities (Fig. 1) or occupational encounters such as construction or farm work. This
requirement for exposure to airborne particles probably explains the seasonality of coccidioido-
mycosis, and, epidemiologists have noticed that the highest incidence of coccidioidal infections
is from mid to late-summer and through the fall [53]. Alternatively, people can be infected with
C. immitis by percutaneous inoculation. This usually happens as a laboratory accident, but is
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occasionally seen in traumatic injuries that are contaminated with desert soil. Person-to-person
transmission of C. immitis is not known to occur.

The second obvious requirement for C. immitis infection is the availability of a susceptible
host. Secondary infections with this pathogen are extraordinarily rare. The only truly protected
population is the group of people who have recovered from symptomatic coccidioidomycosis.
In the 1940s, 80–90% of the population in the San Joaquin Valley became infected, as determined
by positive skin tests [54]. This represents an annual attack rate of �10% per year. More recent
estimates in the same region have indicated a much lower infection rate, �3% per year. Changes
in lifestyle, such as introduction of air conditioning and better methods for avoiding dust, may
explain this drop in the rate of infection. A study of a random population in Tucson showed
that 30% of the people in the sample population were skin test positive for coccidioidomycosis
[55]. Such reports underscore the probability that there are a large number of people within the
endemic region who remain susceptible to infection.

As far as we know, there is no difference in the incidence of primary infection with C.
immitis between racial groups. However, there is very good evidence that some racial groups
are more prone to disseminated infection than others [6,56]. The most convincing data are shown
in Table 3. These results were derived from a study conducted at the Lemoore U.S. Naval Air
Station between 1961 and 1977. As indicated, people of caucasian background have a dissemina-
tion rate of �2.3%, compared to a dissemination rate of 23.5% among African-Americans and
21% in the case of Filipinos. Similar data have been obtained from a study of patients infected
during a dust storm in December 1977, which temporarily spread C. immitis arthroconidia to
northern California. The dissemination rate among caucasians as a result of this incident was
11% versus 54% for African-Americans and 67% for Filipinos [6,57].

Sex also seems to play a role in the risk of C. immitis dissemination. Males are significantly
more likely to develop disseminated disease than nonpregnant white females [14]. White females
are much more likely to develop erythema nodosum than white males, which is a good prognostic
sign [56]. Pregnancy substantially increases the risk of dissemination, especially during the third
trimester [58,59], and advanced age may slightly increase the risk of disseminated coccidioido-
mycosis.

Immunosuppression can be a major factor contributing to development of disseminated
C. immitis infection. People who are immunosuppressed with cytotoxic drugs and/or steroids for

Table 3 Coccidioidomycosis at Lemoore U.S. Naval Air Station, 1961–1977

Disseminated disease

Ethnic derivation Number of patients % of total patients Number %

Caucasian 173 77 4 2.3
Black 17 7.6 4 23.5
Filipino 19 8.4 4 21
Mexican 6 2.7
Asian 4 1.8
Guamanian 2 0.9
Caucasian/Indian 1 0.4
Filipino/Italian 1 0.4 1
Hawaiian 1 0.4
Spanish 1 0.4
Total 225 100 13 46.8
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autoimmune disease or organ transplantation have a much higher risk of developing disseminated
coccidioidomycosis than immunocompetent individuals [60]. Patients with AIDS also show a
higher frequency of disseminated infections because of their profound suppression of cell-me-
diated immunity [61]. A survey of coccidioidomycosis cases among university students in an
endemic region of Arizona indicated that infected individuals developed symptomatic illness
that necessitated medical intervention at a rate of �0.4% per year [62]. On the other hand, the
annual frequency of symptomatic coccidioidomycosis among HIV-infected patients in the Tuc-
son area has been reported to be as high as 27% [61].

B. Clinical Manifestations

1. Natural History

Once arthroconidia are inhaled, they transform into spherules in the terminal bronchi and begin
to endosporulate. The fecundity of C. immitis contributes significantly to its pathogenicity as
one arthroconidium can give rise to 100–300 endospores. Although pneumonia may not be
clinically apparent, the organism has the potential to proliferate in the lungs within 1–2 weeks.
C. immitis has been recovered during this early period from scalene lymph nodes [63] and urine
[64] in patients who ultimately present with self-limited disease. We know from a variety of
studies that the incubation period from conidial inhalation to development of clinical disease is
�1–3 weeks. The host responds to the infection in ways that determine whether or not the
infection will result in subclinical disease, pneumonia, or disseminated disease. The most critical
arm of the immune response to C. immitis is thought to be T-cell-mediated immunity [65].
Clinically, this is measured as a positive skin test to coccidioidin or spherulin (�10 mm of
induration at 24 or 48 hr). The lack of a positive skin test is a poor prognostic sign. The genetic
makeup, sex, state of health, and adequacy of the immune response of the patient all play roles
in determining the clinical form of the disease caused by C. immitis infection.

2. Clinical Forms

Erythema nodosum, erythema multiforme, and a diffuse erythematous rash referred to as toxic
erythroderma are three of the skinmanifestations of coccidioidomycosis [66]. Erythema nodosum
occurs in �2% of infected men, but 20–25% of infected women, and is a good prognostic sign
[56]. Erythema multiforme is more common in children than adults. Toxic erythroderma has
been observed in only �5–10% of the cases of confirmed coccidioidomycosis. The rash is
evanescent and commonly persists for only 1–2 days.

Pneumonia is the most common manifestation of symptomatic coccidioidomycosis. The
clinical features are not particularly distinctive; fatigue, cough with or without mild hemoptysis,
chest pain, and dyspnea [67]. Fever is present in about half the cases, and arthralgia or myalgia
and headache are present in approximately one-fifth. Pneumonia can be severe and prolonged,
even in self-limited cases. Involvement of the pleura is fairly common, as revealed by pleuritic
chest pain and pleural effusions [68]. The chest X-ray picture is variable with patchy or confluent
infiltrates. Cavities or nodules are uncommon in primary pneumonia. One radiographic clue of
coccidioidal infection is prominent hilar adenopathy, which is more often unilateral than bilateral
[69]. In routine laboratory tests an indicator of infection is eosinophilia, which is noted in �25%
of patients with coccidioidomycosis [70]. In 95% of the cases, coccidioidal pneumonia resolves
spontaneously. In a few patients, however, lung involvement can be progressive causing respira-
tory failure, or the pneumonia can develop into a chronic cavitary disease with multiple complica-
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Table 4 Complications of C. immitis Pneumonia

Respiratory insufficiency
Chronic cavities
Pleural effusions
Bronchopleural fistulae
Residual nodules

tions (Table 4). The latter is most common in diabetics and resembles cavitary tuberculosis,
except that the cavities may have thinner walls and little surrounding infiltrate. Chronic cavitary
coccidioidomycosis may also be associated with hemoptysis, spilling of the contents of a cavity
into a bronchus, which may result in the production of diffuse infiltrates, or bronchopleural
fistulae.

IV. HOST-FUNGUS DYNAMICS

When an arthroconidium is inhaled and begins to convert to a round cell, a sequence of innate
immune responses is initiated in the naive host. The micro-organism comes into contact first
with epithelial cells in the respiratory tract, which may elicit response of PMNs [71] and macro-
phages. In the majority of individuals who are able to clear the infectious agent, a granuloma
is formed which either kills the organism or limits its growth. We will first discuss these aspects
of the host response in the context of genetically determined resistance to infection.

Epidemiologic evidence indicates that genetic differences exist in the risk of humans
developing disseminated coccidioidomycosis. There are also differences in susceptibility to lethal
infection in inbred mouse strains challenged with C. immitis. Experiments with mice have been
conducted by intraperitoneal (IP) or intranasal (IN) routes of inoculation. In both models, certain
mouse strains are resistant to infection, while others are very susceptible [72]. The numbers of
organisms found in the spleen and peritoneum of susceptible and resistant mice are comparable
for the first 7–10 days postinoculation. By day 14, however, there are many more spherules
found in the lungs of genetically susceptible mice than in the resistant strains. Genetically
susceptible animals can be protected against infection by immunization with a live, attenuated
mutant of C. immitis, indicating that they are capable of making an appropriate immune response
under optimal circumstance [72]. Resistance can be abrogated by X-irradiation and adoptively
transferred with spleen cells [73]. This suggests that a specific population of cells in the spleen
must express the resistance gene.

Cox and coworkers have confirmed that resistance and susceptibility to coccidioidomyco-
sis are genetically determined in DBA/2 and BALB/c mice, respectively, after C. immitis infec-
tion via the IN or IP routes [74]. The authors determined that the ability of genetically susceptible
mice to make a delayed-type hypersensitivity (DTH) response to C. immitis antigen was equiva-
lent to that of the genetically resistant mice through day 12 postinfection. Between day 12 and
day 15, however, the DTH response in the susceptible animals declined precipitously. The
decline in DTH was not specific for C. immitis since it was also demonstrated with irrelevant,
recall antigens in the C. immitis–infected animals.

A. Humoral Defenses

C. immitis antigens have been shown to activate complement by both the alternative and classical
pathways. However, the organism is resistant to complement-mediated killing. Antibody re-
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sponse to C. immitis infection has always been thought to be of very little benefit since high
antibody titers typically correlate with a poor clinical outcome [75]. Antibody and complement
undoubtedly provide opsonic activity, which enhances ingestion by PMNs and macrophages.
Complement activation leads to release of molecular fragments that are chemotactic for PMNs
[76] and opsonize arthroconidia and endospores for phagocytosis by PMNs. We cannot exclude
the possibility that a subset of antibodies to certain C. immitis antigens is protective, but there
is no evidence to support this hypothesis.

B. Cellular Defenses

Polymorphonuclear neutrophils are only able to partially inhibit growth of the pathogen, and
are unable to kill the organism [14]. PMNs are slightly more effective in inhibiting growth of
arthroconidia than mature spherules [14,77]. Since mature spherules are typically 30–80 �m in
diameter, a single PMN is unable to phagocytose the fungal cell. Endospores, on the other hand,
are more sensitive to growth inhibition by these host cells. Most investigators of cellular immune
response toC. immitis believe that macrophages are the pivotal effector cells in coccidioidomyco-
sis. This concept has arisen from the general paradigm for granulomatous diseases: activated
T-lymphocytes secrete cytokines, which activate macrophages, inducing the formation of a
granuloma, which kills or contains the organism.

As previously indicated in this chapter, the evidence that T-cells are pivotal in host defense
against coccidioidomycosis is very persuasive [78,79]. However, demonstration of killing of C.
immitis by macrophages in vitro has been problematic. Some workers have found that arthroconi-
dia ingested by macrophages in the presence of immune lymphocytes are killed [80]. In addition,
these same workers have reported that pretreatment of macrophages with interferon-� and/or
tumor necrosis factor (TNF)-� enhances the ability of the host cells to kill arthroconidia and
endospores in vitro [81]. Others have reported very modest killing of arthroconidia (20–30%) by
peripheral blood mononuclear cells, and that this process could not be modulated by interferon-�
and/or TNF-� [82]. As the spherule develops and matures it becomes more resistant to macro-
phages, so that �10% of mature spherules are killed [82]. Taken together, these experiments
suggest that there is very little killing of the organism in vitro. These inconsistencies in the
literature may in part be due to the use of different methods and sources of mononuclear phago-
cytes, as well as different strains of C. immitis.

Some investigators who have focused their research efforts on immunological aspects of
coccidioidomycosis have been fascinated by the idea that specific immunologic suppression
elicited by C. immitis antigens may prevent the host from mounting an effective T-cell response.
One of the first reports of such immunosuppression involved an endosporulation antigen that
inhibited lymphocyte proliferation [83]. The inhibitory material in this mixture has not been
identified. We have shown that the isolated outer arthroconidial wall (Fig. 4B) is capable of
killing T cells in vitro and can inhibit production of superoxide anion by alveolar macrophages
[13]. As pointed out earlier, the conidial wall contains hydrophobins that are present as crystalline
complexes, or rodlets at the interface of the outer and inner wall layers (Fig. 4D). The effect
of exposure of host cells to hydrophobins released from arthroconidia of C. immitis is unknown.

Suspension in distilled water of intact C. immitis arthroconidia that contain low concentra-
tions of nonionic detergents or commercial surfactant (L-�-phosphatidylcholine dipalmitoyl)
has been shown to result in partial breakdown of the hydrophobic wall barrier, hydration of the
inner wall, and release of wall-associated proteins [84]. Hydration of the inner conidial wall of
C. immitis appears to occur naturally in vivo as the outer wall fractures during cell germination
[Fig. 5A], resulting in release of wall-associated products collectively referred to as the soluble
conidial wall fraction (SCWF) [85]. Subfractions of the SCWF include several proteases [86],
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some of which have been shown to be capable of cleaving secretary IgA and thereby may
compromise localized mucosal immune response to arthroconidia and derived spherule initials.
Two of these proteases have been isolated and characterized as 19-kDa and 34-kDa components
of the SCWF [86]. These and other macromolecules of the SCWF may negatively influence
host defense mechanisms and contribute to survival of C. immitis in vivo.

The Th1/Th2 paradigm has also intrigued investigators in coccidioidomycosis research.
It is suggested that T-helper cells can be divided into at least two classes: those that secrete
interleukin (IL-2) and interferon-� (Th1), and those that secrete IL-4, IL-5, IL-6, and IL-10
(Th2). The Th1 cells secrete cytokines that activate macrophages, while the Th2 cytokines
stimulate B-cells to produce antibodies and do not participate in the DTH response. There is
evidence that a correlation exists between resistance/susceptibility to C. immitis and the profile
of cytokine response that is elicited in mice [87–91]. Relevant to this point is a study conducted
by Magee and Cox [91] on the administration of recombinant IL-12 to mice prior to challenge
with C. immitis. IL-12 promotes production of IFN-� and thus influences the balance of Th2 and
Th1 responses. Administration of IL-12 to susceptible mice either before or after intraperitoneal
challenge with C. immitis significantly reduced the fungal load in these animals compared to
controls. Analysis of cytokine gene expression in the lungs of animals immunized with IL-12
indicated a shift from a Th2 to a Th1 pathway of immune response. The authors also showed
that neutralization of IL-12 in infected, resistant animals using anti-IL-12 antibody resulted in
a significant increase in the fungal burden. Recognition of the pivotal nature of the Th1/Th2
balance in host defense against coccidioidal infection has helped to explain the elevated risk
of pregnant females in their third trimester to contract disseminated coccidioidomycosis. Th2
cytokines, which are secreted at the maternal-fetal interface, may suppress cell-mediated immu-
nity and thereby provide a privileged environment for development of a coccidioidal infection.

Susceptible strains of mice (BALB/c, C57BL/6 [B6], and CAST/Ei) infected with C.
immitis have been shown to make more IL-10 and IL-4 mRNA than resistant strains [92]. It is
known that IL-10 inhibits stimulation of the Th1 pathway, blocks cytokine release from macro-
phages, and plays a regulatory role in the production of IL-12 [93]. A particularly interesting
observation is that C. immitis–infected, IL-10-deficient mice were as resistant to coccidioidomy-
cosis as DBA/2 mice, which suggests that upregulation of IL-10 expression may contribute to
susceptibility to coccidioidal infection in certain strains of inbred mice [92]. Fierer and coworkers
[92] have suggested that in both human and murine coccidioidomycosis, too much IL-10 can
direct the immune response along the Th2 pathway. However, little is known about patterns of
cytokines produced by humans during coccidioidal infections. It is reasonable to speculate,
nevertheless, that immunodominant antigens of C. immitis which stimulate a profound increase
in IL-10 and IL-4 production may compromise the effectiveness of the immune response to
clear the pathogen. Mice that are genetically resistant to Leishmania major preferentially mount
a Th1 response to the organism; those mouse strains that are genetically susceptible to the
parasite predominately mount a Th2 response [94]. The idea that similar events occur in coccidi-
oidomycosis is reasonable since antibody responses and DTH seem to be inversely correlated
with activation of cell-mediated immunity. However, the myriad factors which influence the
ratio, mobilization, and cytokine expression of T-cells in genetically susceptible versus resistant
mice, or in patients with limited infection versus disseminated disease, is still not totally appreci-
ated.

V. VACCINE RESEARCH

A. Methods Used to Identify T-Cell-Reactive Antigens

For many years, researchers have attempted to develop a human vaccine against coccidioidomy-
cosis without success. However, several C. immitis vaccines have proved to be effective in
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animal systems. A killed spherule vaccine was shown to protect mice and a variety of other
animals from experimental infection with C. immitis [95]. Between 1980 and 1985 a double-
blind human study was conducted using a vaccine consisting of formalin-killed spherules versus
a placebo [96]. The study involved almost 3000 people, but only a minority of the vaccinated
volunteers became skin test positive to C. immitis. There was no difference in the number of
cases of coccidioidomycosis or the severity of the disease in the formalin-killed spherules-
vaccinated group compared to the placebo group. One explanation for the ineffectiveness of
this vaccine may be that relatively small numbers of killed organisms could be injected into
humans without unacceptable local side effects of pain and swelling. Nevertheless, the vaccine
trial made it clear that whole killed spherules do not provide immunoprotection against coccidioi-
domycosis in humans. More recently, the formalin-killed spherules vaccine product was fraction-
ated to yield an immunoreactive, soluble, subcellular fraction which was isolated as a 27,000
xg pellet [97]. This multicomponent preparation, when accompanied by adjuvant, was shown
to be immunoprotective in mice against lethal intranasal and intravenous challenge with C.
immitis. With the exception of this antigenic preparation, and an alkali-soluble, water-soluble
extract of the spherule wall described by Lecara and coworkers [98], none of the crude, soluble
T-cell-reactive antigens of C. immitis which have been generated over the years have been
shown to be immunoprotective in experimental animal models. It is entirely reasonable to expect,
however, that a mixture of C. immitis antigens may be necessary to confer protective immunity
rather than a single antigen.

Since the cell wall of C. immitis contains a large amount of material that is nonantigenic
for T-lymphocytes, the whole organism is not the ideal vaccine candidate. One would like to
immunize patients with selected, immunogenic antigens that have been purified, biochemically
characterized, and shown to protect experimental animals from infection challenge. It has been
difficult to identify these antigens, and there is no consensus at the moment as to which antigens
should be selected. Several different approaches have been used to try to obtain antigenic frac-
tions. The first was to fractionate lysates of the mycelial (coccidioidin) and spherule (spherulin)
phases [99]. Other investigators have used alkali treatment to extract antigens from the arthrocon-
idial and spherule walls [98]. Another approach has been to use mechanical disruption to obtain
C. immitis antigens [85]. The advantages of this last method are that it avoids chemical extraction
and autolysis, which may alter the native structure of antigens, and it yields reproducible prepara-
tions of intact proteins. Cole and coworkers [85] found that by removing the outer conidial wall
from arthroconidia, the organism released a variety of proteins in the SCWF described above.
In addition to proteolytic antigens, which could have a negative impact on the host response,
this mixture of proteins has been shown to be extraordinarily effective in stimulating immune
murine T-cell proliferation. In addition, the spherule phase of the organism spontaneously re-
leases a membranous material consisting primarily of glycosylated proteins and lipids known
as the spherule outer wall (SOW) [100]. This wall fraction has been shown to be a potent antigen
in T-cell-mediated immune responses in both mice and humans [101].

Another approach to the problem of generating pureC. immitis antigens is to use techniques
of molecular biology. The major advantage of the molecular approach is that once antigens are
cloned and a suitable prokaryotic or eukaryotic vector expresses proteins, an endless supply of
completely defined antigen is available. Therefore, one would not have to repeatedly grow C.
immitis, extract the antigen, and purify it from a complex mixture. In addition, the molecular
approach has the advantage of being able to deliver antigens as part of a viable vaccine system,
such as via an attenuated bacterial or viral vector, should that be required to effectively immunize
people against coccidioidomycosis. We believe that the systematic identification and evaluation
of C. immitis T-cell-reactive antigens in experimental animals is a rational approach to the
ultimate development of a vaccine.
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Figure 9 Diagrammatic summary of T-cell immunoblot methodology used to identify, isolate, and test
immunoreactivity of C. immitis fusion proteins.

We initially used a modified T-cell immunoblot procedure, which was developed to iden-
tify mycobacterial antigens [102], for isolation of the first C. immitis gene that encodes a T-
cell-reactive antigen [103]. A diagrammatic summary of this procedure is presented in Figure
9. The antigen of interest was expressed as a fusion protein with �-galactosidase. The T-cell-
reactive fusion protein (TCRP) consisted of a 66-amino acid recombinant peptide encoded by
the C. immitis cDNA. The TCRP was shown to be a potent stimulant of immune T-cells derived
from mice which were immunized with an attenuated strain of C. immitis. Antibody raised
against this fusion protein was used to immunolabel the antigen in C. immitis cells. The TCRP
was localized primarily in the wall of arthroconidia and cytoplasm of parasitic cells. Development
of molecular strategies for identification of T-cell antigens has proved to be a productive approach
toward the generation of a human vaccine against C. immitis infection.

B. Candidate Antigens for an Experimental Vaccine

FourC. immitis antigens selected on the basis of their ability to stimulate immune T-cell prolifera-
tion have been cloned, expressed as recombinant proteins, and evaluated as vaccine candidates
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Table 5 Features of C. immitis Antigens Which Have Been Identified as Candidates for a Vaccine Against
Disseminated Coccidioidomycosis

MW (kDa)

Native Recom- Efficacy of
Antigen Source Localization Ag binant Ag Immunoresponse immunoprotection References

T-cell-reactive Saprobic Cytoplasmic, but 50.4 48 rTCRP recognized Approx. 10-fold fewer 104,105
protein and parasitic also detected by patient Ab; organisms in lungs
(TCRP) phases in filtrate of stimulates murine than control mice

parasitic phase immune T-cell after IP challenge
(CD4�) with 50 viable
proliferation; arthroconidia (strain
stimulates IFN-� C735)
production in vitro

Spherule outer Parasitic Cell wall 58–82 29.1–39.5 rSOWgp elicits both Clears organism from 100,101,
wall phase specific B cell and PBMC lungs and spleen of 106,107
glycoprotein response in skin 60% and 20% of
(SOWgp) test-positive immunized mice,

volunteers; respectively after IP,
stimulates IFN-� challenge with 50
production in vitro viable arthroconidia

(strain C735)
Urease (URE) Saprobic Cytoplasmic, but 101 63 rURE stimulates Reduces CFUs of 108

and parasitic also detected murine immune T- organism in lungs
phase at cell surface cell (CD4�) and spleen by 3–4

endospores proliferation; log10 units; 40% of
stimulates IFN-� immunized mice
production in vitro survive IP, challenge

with 50 viable
arthroconidia (strain
C735) for � 40 days
postinoculation

Protein-rich Saprobic Cell wall 33 19.4 rPRA/Ag2is rPRA/Ag2 expressed 120,121,
antigen 2 and parasitic recognized by by GST vector 124,128
(PRA/Ag2) phase patient Ab and showed little to no

stimulates murine protection of mice
immune T-cell challenged with 250
proliferation arthroconidia

(Silveira strain) by
IP route; rPRA/Ag2
expressed by pET
vector showed
protection (reduction
of � 2 log10 units of
CFUs in lungs and
spleen of immunized
mice challenged IP
[50 arthroconida]
with the R.S. strain)

in murine models of coccidioidomycosis. A summary of the biochemical and immunogenic
features of these antigens is presented in Table 5.

1. Recombinant TCRP Antigen

One of these vaccine candidates is the recombinant T-cell-reactive protein (rTCRP) described
above. The original cDNA, which encoded the fusion peptide, was used to screen a C. immitis
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genomic library, and the full-length TCRp gene was sequenced [104]. The translated hydrophobic
protein revealed 50% identity and 70% homology to a mammalian cytoplasmic enzyme, 4-
hydroxyphenylpyruvate dioxygenase, involved in the degradation of phenylalanine to tyrosine.
The 48-kDa recombinant TCRP was expressed by E. coli transformed with pET28b-TCRp and
shown to be a potent stimulant of immune T cell proliferation in vitro [105]. BALB/c mice
immunized with formalin-fixed spherules also showed a good cellular response to the purified
rTCRP in the in vitro T-cell proliferation assays. This suggested that the native antigen is
presented to the host upon exposure to the parasitic phase of C. immitis. Phenotypic analysis
of the responsive cells indicated that they were primarily CD4 T cells. The rTCRP stimulated
production of IFN-� by the responsive T-cells at a level comparable to that of immune T-cells
exposed to the crude SCWF antigen. On the basis of these collective data, we concluded that
the TCRP is an immunogenic component of C. immitis spherules which elicits a Th1 response
in the immunized host.

The results of our evaluation of the immunoprotective efficacy of rTCRP were disappoint-
ing [105]. The data derived from T-cell proliferation assays, therefore, are not necessarily good
predictors of which parasitic cell proteins are most likely to elicit a protective response in the
murine model. The immunoprotective capacity of the rTCRP was determined by use of the same
immunization schedule that elicited a strong murine T-cell proliferation response. The adjuvants
used in combination with the recombinant protein may have significantly influenced the outcome
of this experiment. The first two immunizations were conducted subcutaneously with the rTCRP
(4 �g) plus 100 �L AdjuPrime (Pierce, Rockford, IL) on days 1 and 14. The final immunization
was performed 14 days later in the footpads and base of the tail with 7.5 �g of rTCRP in 100
�L complete Freund’s adjuvant (CFA; Sigma). Neither AdjuPrime nor CFA is an ideal adjuvant
for stimulation of the Th1 pathway of immune response. An inoculum of C. immitis, known to
cause lethal disease in BALB/c mice, was used [72]. The inoculum was delivered by the IP
route, which may not be as rigorous a test of potential vaccine candidates as intranasal challenge.
However, we used the IP route of infection because we have found that it is more reproducible
than intranasal challenge. Furthermore, mice do not begin to die from IP challenge with arthro-
conidia for at least 10–14 days postinoculation, which should permit the specific T-cell immune
response to control the spread of the pathogen. In three separate experiments, the immunized
mice had �10-fold fewer organisms in their lungs than did the control animals. Immunization
with formalin-killed spherules [96], on the other hand, led to sterile lungs.

2. Recombinant SOWgp Antigen

The membranous outer wall layer released from the surface of in vitro–grown spherules (SOW)
[106] induces a potent proliferative response of immune murine T-cells [100,101]. The crude
SOW was used to immunize BALB/c mice subcutaneously to evaluate its ability to immunopro-
tect against a lethal challenge of C. immitis by the IP route. The immunized mice showed a
dramatic reduction of 5 log10 colony-forming units (CFUs) in lung homogenates at 2 weeks
postchallenge compared to infected control mice (Fig. 10A). To identify the antigenic compo-
nent(s) of SOW, the crude wall material was first subjected to Triton X-114 extraction, and a
water-soluble fraction derived from this treatment was examined for protein composition and
reactivity in humoral and cellular immunoassays [101]. Protein electrophoresis revealed that the
aqueous fraction of three different isolates of C. immitis each contained one or two major
glycoproteins (SOWgp), distinguished by their molecular sizes which ranged from 58 to 82
kDa. The SOWgps, however, showed identical N-terminal amino acid sequences, and each was
recognized by sera from patients with C. immitis infection. Antibody raised against the 58-kDa
glycoprotein (SOWgp58) of the Silveira isolate was used for Western blot and immunolocaliza-
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Figure 10 Evaluation of spherule outer wall (SOW) and spherule outer wall glycoprotein (SOWgp) as
candidate vaccine antigens. (A) CFUs of C. immitis in lungs of mice immunized with SOW compared to
control mice. (B) In vitro proliferation of PBMCs of skin test positive and negative human volunteers in
response to native SOWgp isolated from the Silveira strain of C. immitis. (C) Structure of the SOWgp
gene isolated from the C735 strain. (D) Expression of selected cytokines (IFN-�, IL-5, IL-10) by splenocytes
of mice immunized with recombinant SOWgp protein from Silveira strain, compared to nonimmunized
mice. Expression of the hypoxanthine phosphoribosyltransferase (HPRT) gene was used to control for
amount of cDNA template used in the RT-PCR. (E) Evaluation of immunoprotective efficacy of native
SOWgp isolated from Silveira strain.
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tion analyses. The antiserum recognized SOWgps of other C. immitis strains, demonstrated that
expression of the SOWgp is parasitic phase specific, and localized the antigen in the membranous
SOW at the surface of spherules. The purified SOWgp was tested for its ability to stimulate
proliferation of human peripheral blood monocytic cells (PBMC). These were obtained from
healthy volunteers with positive skin test reaction to spherulin, and volunteers who showed no
skin test reaction to the same antigen. The native SOWgp was shown to stimulate proliferation
of PBMC from skin test–positive but not skin test–negative donors (Fig. 10B), and the activated
cells secreted IFN-�. It was concluded that SOWgp is a major parasitic cell surface–expressed
antigen that elicits both humoral and cellular immune responses in patients with coccidioidal
infections.

The N-terminal and internal amino acid sequences of the purified SOWgp from the C735
strain of C. immitis were used to design oligonucleotide primers for PCR amplification of a
genomic fragment of the SOWgp gene. The PCR product was then used as a hybridization probe
to isolate the full-length gene from a C. immitis genomic library [107]. A summary of the
structural features of the SOWgp gene cloned from C. immitis isolate C735 is shown in Figure
10C. The predicted signal peptide includes 20 residues, and the molecular weight (MW) of the
mature protein was estimated to be 39.5 kDa. However, the MW of the secreted, native glycopro-
tein in SDS-PAGE gels is 82 kDa. Although the native protein is glycosylated, the sugar residues
do not account for the difference in the estimated molecular mass. This is due to the high proline
content of the SOWgp. Most of the proline residues are present in the six repeat sequences shown
in Figure 10C. The significance of these proline-rich repeats with respect to immunoreactivity of
SOWgp is still unknown.

The cDNA sequences of the SOWgp genes of three isolates of C. immitis were obtained
and aligned. The differences in MW of the native proteins, noted above, is due to differences
in the number of proline-rich, tandem repeats. If the repeat sequences represent immunoreactive
epitopes (i.e., T-cell- rather than B-cell-reactive epitopes), then the sequence variation of SOWgp
may influence host response to different isolates of the pathogen. Preliminary studies of the
SOWgp gene structure in 60 different isolates of C. immitis has revealed that the number of
tandem repeats ranges from three to eight, but the majority of isolates have either four or five
repeats.

The SOWgp gene has been expressed by E. coli and antiserum was raised against the
recombinant protein (rSOWgp). Northern hybridization and Western blot analyses of expression
of the gene during growth of C. immitis in vitro confirmed that SOWgp is expressed only in
the parasitic phase. The maximum level of expression of the gene-specific transcript was detected
in presegmented spherules, decreased during spherule maturation, and was then elevated again
in second-generation, presegmented spherules. The production of the SOWgp antigen appears
to be cyclic, is highly regulated during the parasitic phase, and is most likely presented to the
host immune system throughout the course of the disease. Based on these observations and the
confirmed immunoreactivity of SOWgp as demonstrated by human PBMC proliferation assays,
we initiated evaluations of the recombinant protein as a vaccine candidate using our murine
model of coccidioidomycosis.

BALB/c mice were immunized by the subcutaneous route with 15 �g rSOWgp of the
Silveira strain plus incomplete Freund’s adjuvant. Two and four weeks later, the immunization
protocol was repeated first with IFA and then CFA. Control mice were immunized with adjuvant
alone. The two groups of animals were challenged with 50 arthroconidia of C. immitis (Silveira
strain) by the IP route at 42 days after initiation of the immunization protocol, and then sacri-
ficed and evaluated for clearance of the organism 2 weeks postinoculation. Two additional
groups of mice were immunized with rSOWgp or adjuvant alone as above and sacrificed
at 42 days without challenge with C. immitis. These animals were used to compare the
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cytokine profiles of spleen cells of nonimmune to rSOWgp-immunized mice. The results of
these preliminary studies are presented in Figure 10D and E. Analyses of transcript levels of
selected cytokines expressed by splenocytes indicate a significant increase in IFN-� but not IL-
5 or IL-10 expression in mice immunized with rSOWgp compared to mice immunized with
adjuvant alone (Fig. 10D). These results suggest that subcutaneous immunization of mice with
rSOWgp stimulated a Th1 pathway of immune response. Evaluation of the immunoprotective
efficacy of rSOWgp indicated that the recombinant protein provides a modest level of protection
against lethal challenge (Fig. 10E). A significant number of the SOWgp-immunized mice showed
total clearance of the pathogen from their lungs (60%) and spleen (20%), while all control mice
were infected with large numbers of CFUs ofC. immitis in both organs. The recombinant SOWgp
antigen appears to be another potential candidate for a coccidioidomycosis vaccine cocktail.

3. Recombinant Urease

The full-length urease (URE) gene of C. immitis has been cloned and a 1.7-kb fragment of the
gene has been expressed by E. coli [108]. Antibody raised against the 63-kDa recombinant
protein (rURE) has been used to show that the level of production of the native urease is highest
during the endosporulation phase of the parasitic cycle (Fig. 11A). The peak of expression of
theURE gene apparently correlates with the release of ammonia from endosporulating spherules,
which was discussed earlier in this chapter (see Sec. II.C.6). Helicobacter pylori, which also
produces a urease, is the causative agent of gastritis and peptic and duodenal ulcers, and is
associated through its chronic infection of mucosal tissue with gastric cancer [109,110]. The
urease of H. pylori generates a layer of ammonia at the bacterial cell surface which neutralizes
its immediate environment and permits the bacteria to survive the acid pH of the stomach long
enough to reach and invade the less acidic mucin layer. As expected, the ammonia produced
by H. pylori urease activity is cytotoxic to gastric epithelial cells [111] and is therefore at least
partly responsible for necrosis of host tissue at the site of colonization. A feature of the bacterial
urease which influences the host response to H. pylori is that the cytosolic enzyme is apparently
cotransported across the cell membrane with a heat-shock protein [112], at least in late logarith-
mic phase, and is thereby presented to host immune cells. TheH. pylori urease has been shown to
be a potent stimulus of mononuclear phagocyte activation and inflammatory cytokine production
[113]. The local production of cytokines by urease-stimulated mononuclear phagocytes may
play a central role in the development of H. pylori gastroduodenal inflammation.

The amino acid sequence of the C. immitis urease shows 52% identity to that of the H.
pylori urease [108]. T-cells from BALB/c mice immunized with the 63-kDa rURE showed a
strong in vitro proliferative response to the homologous antigen. The mRNA isolated from
rURE-stimulated T-cells showed a significant rise in transcript levels of Th1-type cytokines,
including IFN-� and Il-2. A proliferative response was also induced in vitro by rURE in the
presence of T-cells isolated frommice that had been immunized with formalin-killed, endosporu-
lating spherules (FKES). These results confirm that the native urease is presented to the host
by the parasitic cells, perhaps at the endospore cell surface. On the basis of these in vitro data,
we elected to test the immunoprotective capacity of rURE in the mouse model challenged with
C. immitis by the IP route.

Earlier immunization protocols used for evaluating rTCRP and rSOWgp as vaccine candi-
dates employed CFA and IFA as adjuvants. As previously mentioned, these are not the most
appropriate reagents for priming the Th1 pathway of host immune response. Recent studies have
shown that the innate immune system is able to distinguish certain prokaryotic DNAs from
vertebrate DNAs by detection of unmethylated bacterial CpG dinucleotides in particular base
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Figure 11 Evaluation of C. immitis urease as candidate vaccine antigen. (A) Detection of urease protein
in total cell homogenates of different stages of parasitic cycle by immunoblot analysis using antiserum
raised to purified recombinant protein (rURE). (B, C) Immunoprotective efficacy of rURE plus adjuvant
(CpG-ODN/IFA) based on residual fungal burden in lungs and spleen (B) and survival of mice (C) after
IP challenge (50 viable arthroconidia; 735 strain).

contexts (i.e., CpG motifs) [114]. CpG DNA is thought to directly activate dendritic cells and
macrophages, which function as antigen-presenting cells (APCs), to produce cytokines that
create a Th1-like milieu in lymphoid tissue [115]. Administration of synthesized CpG-containing
oligonucleotides (CPG-ODNs) to mice has been shown to induce cytokine secretion by the
activated APCs, including IL-6, TNF-�, IL-1, IL-12, and IFN-� [116]. An important observation
relevant to the use of CpG-ODN as an adjuvant is that coadministration of CpG-ODNs with
soluble protein antigens in IFA promotes Th1 responses [117]. CpG-ODNs have been used
effectively as adjuvants to enhance immunoprotection against several infectious diseases. For
example, infection of BALB/c mice with the parasite Leishmania major in the presence of CpG-
ODNs shifted the T-cell response toward Th1 cytokines and resulted in protection against a
normally lethal infection [118].

BALB/c mice were immunized either with rURE plus CpG-ODN/IFA, or CpG-ODN/IFA
alone, and then challenged by the IP route with a lethal inoculum of C. immitis arthroconidia.
The results of analysis of the residual fungal burden and survival of these two groups of mice
are shown in Figure 11B and C, respectively. The CFUs in the lungs and spleen of immunized
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mice were reduced by �3 Log10 units compared to controls, and 50% of the immunized animals
had cleared the organism from these two organs at the time of sacrifice. In addition, 44% of
immunized animals survived for�40 days postchallenge in contrast to none of the control mice,
which died between 12 and 22 days after inoculation. These data provide support for further
investigations of the rURE as a vaccine reagent by itself or in combination with other vaccine
candidates.

4. Recombinant Proline-Rich Antigen 2

Earlier studies showed that immunoreactive components of the spherule cell wall could be
extracted by alkali treatment [119] or toluene exposure, followed by deglycosylation with hydro-
gen fluoride (HF) [120]. In both cases, the crude extracts or subfractions of these products were
shown to be immunoprotective in mice against a lethal challenge of C. immitis [98,121]. Zhu
and coworkers [122,123] cloned a spherule protein that was present in the alkali-soluble, water-
soluble preparation of the parasitic cell wall, and referred to it as antigen 2 (Ag2). This nomencla-
ture was based on a reference system, which relies on two-dimensional immunoelectrophoretic
separation of coccidioidin and spherulin antigens [99]. The Ag2 gene was reported to encode a
protein with a predicted molecular mass of 19.4 kDa. The deduced amino acid sequence was
reported to contain 10 proline repeats (TXXP), a predicted N-terminal signal sequence and C-
terminal glycosyl phosphatidylinositol (GPI) anchor, eight cysteine residues which could be
associated with disulfide linkages, and 24 potential sites of O-glycosylation. At about the same
time as the Ag2 gene was isolated, Galgiani’s laboratory cloned an identical gene encoding an
immunoreactive protein which was shown to stimulate human T-cells [124]. The MW of this
T-cell-reactive polypeptide, originally isolated by HF deglycosylation of components of a lysate
of C. immitis spherules, is 33 kDa [120]. Specific antibodies reactive with the 33-kDa proline-
rich antigen (PRA) have been detected both in sera [125] and CSF of patients with coccidioidal
infections [126]. The heavily glycosylated PRA/Ag2, therefore, presumably contains mainly O-
linked carbohydrate, is spherule wall bound [127], and elicits both T-cell and antibody responses
in patients with coccidioidomycosis. Recombinant PRA/Ag2, (rPRA/Ag2) was expressed by E.
coli and the protein was tested for antigenic activity. Serum IgG antibodies in 37 of 42 patients
recognized the purified recombinant protein with culture-proven, progressive pulmonary or ex-
trapulmonary coccidioidal disease. None of the patients with self-limited coccidioidomycosis
had detectable antibodies in serum samples collected up to 141 days after illness began. It
appeared, therefore, that the PRA/Ag2 might have prognostic value in clinical studies to identify
patients with disseminated C. immitis infections.

T cells from rPRA/Ag2-immunized BALB/c mice showed a modest in vitro proliferative
response to the recombinant protein [121]. Furthermore, immunization with rPRA/Ag2 con-
firmed protection against IP challenge. Figure 12A shows that the numbers of organisms in the
lung and spleen were reduced by 2–2.5 Log10 units in mice immunized with rPRA/Ag2�IFA/
CFA compared to mice immunized with adjuvant alone [121]. These data suggest that the rPRA/
Ag2 does elicit an immunoprotective response in mice, and underscore the earlier caution that
the magnitude of the T-cell-proliferative response to the antigen in vitro may not be a good
predictor of its efficacy as a vaccine candidate.

Studies of the immunoprotective efficacy of rPRA/Ag2 in Cox’s laboratory using an
alternative bacterial expression vector revealed a modest but significant decrease of CFUs in
tissues of immunized BALB/c mice after IP challenge with 250 arthroconidia [128]. However,
the rPRA/Ag2-immunized mice did not show increased survival compared to control mice during
a 30-day period postinfection. In contrast, however, the authors showed that immunization of
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Figure 12 Evaluation of PRA/Ag2 as candidate vaccine antigen. (A) Box plot of CFUs found in lungs
and spleen of immune or control mice 14 days after IP challenge (50 arthroconidia; R.S. strain) (121).
(B) Survival of BALB/c mice immunized by the intramuscular route with pVR1012-PRA/Ag2 mammalian
plasmid vector construct and challenged IP with 2500 arthroconidia (Silveira strain). (From Ref. 128.)

mice with PRA/Ag2 DNA ligated into the pVR1012 mammalian plasmid vector elicited 100%
protection against IP challenge with 2500 arthroconidia, and against IN challenge with 50 arthro-
conidia (Fig. 12B). Mice immunized with the plasmid construct also mounted a strong DTH
response to the parent alkali-soluble, water-soluble fraction, and splenocytes isolated from these
same animals secreted IFN-� in vitro upon exposure to the crude antigenic material. The use
of DNA for immunizations against infectious diseases introduces new strategies for modulation
of Th1 and Th2 pathways of immune response. The exciting results demonstrated by this first
study of a DNA vaccine against C. immitis infection provide hope that immunoprotection of
humans against coccidioidomycosis might be an achievable goal within the next decade.
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VI. SUMMARY AND FUTURE RESEARCH

In spite of the fact that C. immitis has been recognized as a human pathogen for more than a
century, relatively little is known about the biology of the fungus or details of its interaction
with host innate and acquired immune defenses. There is renewed national interest in coccidioido-
mycosis, however, because of the rise in density of the population in endemic regions, and the
increasing numbers of immunosuppressed patients who are highly susceptible to this disease
[129]. C. immitis is a diphasic microbe, which lives in the soil as a hyphal form, and resides in
the host as coenocytes. The parasitic cells each give rise to 200–300 endospores by an unusual
process of segmentation of their multinucleate cytoplasm. The cell biology of this fungus is
largely unexplored and offers challenging research problems related to its intriguing mechanisms
of regulation of such morphogenetic events as the formation of alternate conidia and autolytic
cells from fertile hyphae, synchronous initiation of segmentation wall growth in young spherules,
and differentiation of endospores from uninucleate, cytoplasmic compartments of the parasitic
cells. Unfortunately, the number of researchers who work with this micro-organism is small.
This is largely due to the fact that C. immitis is a primary human pathogen that must be handled
in a biological level 3 containment laboratory. The fungus cannot be easily exchanged between
investigators because of its inclusion on a list of microbes that could presumably be used in
acts of bioterrorism.

Diagnosis of coccidioidal infection is typically based on positive cultures and serology.
Specific DNA/RNA detection methods have significantly improved the sensitivity of detection
of C. immitis, but these tests have limited use in clinical laboratories. There is need for a specific,
sensitive, and inexpensive antigen detection method which could be applied to patient urine,
serum, and cerebrospinal fluid. Treatment of patients with coccidioidal infections has limitations
that are typical of other systemic fungal diseases. Not all patients who need antifungal therapy
respond to treatment, and many of those who do respond relapse once the drug therapy is
stopped. New drug targets need to be discovered to encourage development of less toxic and
more efficacious compounds to treat coccidioidomycosis.

Themajor goal of at least five research laboratories in the United States, which are currently
focused on studies of coccidioidomycosis, is to develop a human vaccine against this respiratory
disease. The feasibility of producing a prophylactic vaccine is based on the observation that
individuals who have recovered from symptomatic coccidioidomycosis retain lifelong immunity
against the disease. Current research on development of a coccidioidomycosis vaccine is based on
a systematic, molecular approach to the identification of antigens that stimulate T-cell-mediated
responses in vivo. The final experimental product to be tested in the next human trial may
consist of a cocktail of recombinant antigens, perhaps including a cytokine antagonist (e.g., IL-
12) [130], or may involve an immunization protocol which includes a combination of an initial
DNA vaccination to prime the host T-helper 1 pathway of immune response followed by subcuta-
neous or intranasal delivery of a T-cell-reactive recombinant protein [131]. The beginning of
the 21st century is marked by an increased understanding of the nature of immune response to
fungal diseases, and this has led to renewed interest amongst medical mycologists in the feasibil-
ity of development of fungal vaccines [132]. Technological advances in the areas of new adjuvant
development, viable vector delivery of immunogens to specific host tissues, and DNA immuniza-
tion [133] have offered hope that the generation of a human vaccine against San Joaquin Valley
fever may be achieved.
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I. INTRODUCTION

The kingdom of Fungi comprises a number of species that are associated with a wide spectrum
of diseases in humans and animals, ranging from allergy and autoimmunity to life-threatening
infections. Most fungi (such as the pathogenic Histoplasma capsulatum, Paracoccidioides bra-
siliensis,Coccidioides immitis, Blastomyces dermatitidis,Cryptococcus neoformans, Aspergillus
fumigatus, and Pneumocystis carinii) are ubiquitous in the environment. Some, including Can-
dida albicans, establish lifelong commensalism on human body surfaces. Not surprisingly, there-
fore, human beings are constantly exposed to fungi, primarily through inhalation or traumatic
implantation of fungal elements.

Nevertheless, beside the frequent occurrence of allergic hypersensitivity, only a very lim-
ited number of fungi cause severe infections. It is often argued that fungi have evolved for a
saprophytic existence and that mammalian infection is not necessary for the survival of any
fungal species. However, in this context, it would make little teleological sense that fungi have
low inherent virulence. Inversely, the observation that most are opportunists that show infectivity
only in patients with a variety of immunologic defects, indicates that a high degree of coexistence
has evolved between fungi and their mammalian hosts which deviates into overt disease only
under certain circumstances.

Although not unique among infectious agents, fungi possess complex and unusual relation-
ships with the vertebrate immune system, partly due to some prominent features. Among these
is their ability to exist in different forms and to reversibly switch from one to the other in
infection. Examples are the dimorphic fungi (H. capsulatum, P. brasiliensis, C. immitis, and B.
dermatitidis) which transform from saprobic filamentous molds to unicellular yeasts in the host,
the filamentous fungi (such as Aspergillus spp.) that, inhaled as unicellular conidia, may trans-
form into a multicellular mycelium, and some species ofCandida, capable of growing in different
forms such as yeasts (blastospores), pseudohyphae, and hyphae. This implicates the existence
of a multitude of recognition and effector mechanisms to oppose fungal infectivity at the different
body sites. For commensals, two prominent features are also important, including the highly
effective strategies of immune evasion they must have evolved to survive in the host environment
and the prolonged antigenic stimulation of the host that can have profound immunoregulatory
consequences. Thus, in the context of the antagonistic relationships that characterize the host-
pathogen interactions, the strategies used by the host to limit fungal infectivity are necessarily
disparate ([1] and references therein) and, in retaliation, fungi have developed their own elaborate
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tactics to evade or overcome these defenses [2–5]. This may have resulted in an expanded
repertoire of crossregulatory and overlapping antifungal host responses that makes it extremely
difficult to define the relative contribution of individual components of the immune system in
antifungal defense.

Within the limitations imposed by these considerations, this chapter is an advanced attempt
to analyze the role of natural immunity in resistance to pathogenic fungi. Innate and acquired
cell-mediated immunity have been acknowledged as the primary mediators of mammalian resis-
tance to fungi ([1] and references therein). Traditionally considered only as a first line of defense,
it is now clear that innate immunity plays an instructive role in the adaptive response to pathogens,
by inducing key costimulatory molecules and cytokines [6,7].

Through the involvement of different pattern recognition receptors [8], cells of the innate
immune system not only discriminate between the different forms of fungi, but also contribute
to discrimination between self and pathogens at the level of the adaptive T-helper (Th) immunity.
Thus, the traditional dichotomy between the functions of innate and adaptive immunity in re-
sponse to fungi has been recently challenged by the concept of an integrated immune response
to fungi ([1] and references therein). These important and novel aspects of innate immunity to
fungi will be emphasized throughout the chapter.

II. NATURAL IMMUNITY AGAINST PATHOGENIC FUNGI

In general, humans have a high level of resistance to fungi, and most infections are mild and
self-limiting [9,10]. The majority of fungi are detected and destroyed within hours by innate
defense mechanisms that are not antigen specific and do not require a prolonged period of
induction. The innate immune mechanisms act immediately and are followed some hours later
by an early induced response, which must be activated by infection but does not generate lasting
protective immunity. These early phases help to keep infection under control. Thus, the seminal
observation of Metchnikoff, in the 19th century, on the innate immune defense of the water flea
(Daphnia) against fungal spores is fully acknowledged. In vertebrates, however, if the infectious
organism can breach these early lines of defense an adaptive immune response will ensue, with
generation of antigen-specific Th effector cells that specifically target the pathogen and memory
cells that prevent subsequent infection with the same microorganism. As different Th cell subsets
exist that are endowed with the ability to release a distinct panel of cytokines, capable of
activating and deactivating signals to effector phagocytes, the activation of the appropriate Th
subset is instrumental in the generation of a successful immune response to fungi ([1] and
references therein).

III. INNATE IMMUNITY AS A FIRST LINE OF DEFENSE AGAINST FUNGI

Figure 1 illustrates cells, factors, and functions of the innate immune resistance to fungi.

A. The Natural Barriers

Adherence to host tissues is considered the pivotal first step in the pathogenesis of fungal
infections [9]. Fungi possess a variety of complementary structures which adhere to cell surfaces
and the extracellular matrix [3,4]. They also secrete a variety of enzymes, such as phospholipases
and proteases, considered to be major virulent factors, as they cause host cell damage and lysis
and impair antifungal host defenses [5]. Nevertheless, surface epithelia make up a natural barrier
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Figure 1 The innate immune resistance to fungi: cells, factors, and functions.

to fungal infections. Intact skin serves as a primary barrier to any infection caused by fungi that
primarily colonize the superficial, cutaneous, and subcutaneous layers of skin. The epithelia
lining the respiratory, gastrointestinal, and genitourinary tracts acts as a mechanical, microbiolog-
ical, and chemical barrier to fungi. Nonpathogenic microorganisms attached to epithelia may
prevent the overgrowth of fungi, thereby decreasing the likelihood of mucosal and systemic
spread by several mechanisms, which include nutritional competition, blocking receptors for
fungal adhesins on epithelial cells, production of antifungal compounds, increasing epithelial
cell renewal rates, alteration of pH, and production of an anaerobic oxidation-reduction potential.
Indeed, lactobacilli and bifidobacteria have shown efficacy in the biotherapy of candidiasis [11].

The attachment of fungi to epithelial cells appears to occur through lectin-, laminin-, and
fibronectin/vitronectin-mediated binding to complementary receptors on epithelial surfaces, and
does not necessarily disrupt the metabolic, structural, or barrier function of epithelia [3,4,9,10].
Inversely, a number of important mediators, including defensins, chemokines, and cytokines,
are released upon epithelial cell encounter with fungi [12–14]. These findings suggest that
the epithelial cells are crucially involved in orchestration of the subsequent inflammatory and
immunological responses to fungi. In addition, epithelial cells themselves may be endowed with
some antifungal effector activities, as shown by the ability of epithelial cells from the vagina
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to inhibit C. albicans growth ([1] and references therein) and of those from lungs to internalize
A. fumigatus conidia [15]. However, internalization of Aspergillus conidia by type II pneumo-
cytes may not prevent hyphal formation, suggesting that in pulmonary defense mechanisms
against filamentous fungi, epithelial cells do not participate in the host control of conidial germi-
nation and hyphal growth.

When hematogenous dissemination to visceral organs is an important step in the pathogene-
sis of the infection, adherence and penetration to the endothelial lining of blood vessels to invade
the deep tissues may likely occur ([1] and references therein). Moreover, as binding of fungi
to platelets has been observed [15–18], it is also likely that platelets may participate in host
defense within the intravascular compartment.

A variety of factors contribute to innate antifungal defense on mucosal surfaces, among
which are secretory IgA (see Sec. III.C) and locally produced enzymes and mediators with
antifungal and proinflammatory activities, such as antileukoprotease, intestinal peptides, de-
fensins, and pulmonary surfactant [1,12,19–23].

Defensins are small antimicrobial peptides (containing �100 aminoacids) that act, at least
in part, by disrupting the structure or function of the microbial cell membrane, by virtue of their
cationic nature. Although structurally and functionally similar, defensinlike peptides also abound
in invertebrates and plants, but only recently has the relevance of vertebrate defensins in host
defense been appreciated [21]. In the case of fungi, defensins are known to have direct antimicro-
bial activity against C. albicans [12] and C. neoformans [20] and to enhance that of phagocytes
against H. capsulatum [24].

Pulmonary surfactant is a complex mixture of lipids and proteins that lowers surface
tension at the air-liquid interface of the lung. Surfactant proteins (SPs) are members of the
collectin family, known to be an important constituent of the innate immunity through microbe
opsonization and activation of phagocytic cells [23]. Through recognition of carbohydrate struc-
tures, SPs can bind both acapsular and encapsulated C. neoformans [25], A. fumigatus conidia
[26], and P. carinii [27]. Binding to SPs, however, may result in disparate effects, depending
on fungal species. Phagocytosis is enhanced against A. fumigatus [26], but prevented against
C. neoformans [25] and P. carinii [27]. Therefore, the increased level of SP-A may also act as
a pathogenetic determinant of the infection. This should not be taken to contradict the beneficial
role SPs may have in pulmonary host defense against fungi. SPs have long been known to
beneficially dampen the persistent inflammatory response evoked by inhaled antigens; indeed,
SP-A downregulated the production of proinflammatory cytokines by alveolar macrophages in
response to C. albicans [28]. Interestingly, SP-A shares sequence homology with the mannose-
binding protein, a serum lectin that binds different fungi and promotes complement deposition
[29]. Thus, collectins represent a common first-line antifungal defense that is operative from
the mucosal to distal levels.

B. The Complement

The complement system is a group of proteins, activated in a cascade fashion to provide a rapid
humoral defense against micro-organisms. There are three pathways of complement activation.
The classical pathway is triggered by the antibody (mainly IgG and IgM), and is thus part of
the adaptive humoral immune response; the alternative pathway initiates directly on pathogen
surfaces, does not depend on antibody, and is thus an important natural defense in nonimmune
host; the lectin pathway is activated by the binding of mannose-binding lectin to mannans [30].
Despite different activation mechanisms, all three lead to the three main effector functions of
complement: opsonization of microbes, through deposition of C3b and its breakdown product
iC3b on particles, recruitment of inflammatory cells, and direct killing of pathogens.
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The importance of the complement system in host resistance to fungi has been extensively
described elsewhere [31]. C5 and C3 deficiencies greatly reduce resistance to C. neoformans,
C. albicans, A. fumigatus, and P. brasiliensis. The absence of complement activation by cryp-
tococci in brain tissue may thus provide an explanation for the niche that the central nervous
system provides to C. neoformans.

All fungi studied to date have the ability to activate the alternative pathway leading to
deposition of opsonic C3 on cell surfaces. This process is relatively low. However, C3 deposition
is greatly accelerated through activation of the classical pathway by antibodies specific for
antigens on the cell surface. This finding, while suggesting that different pathways normally
operate together, also points to the important role served by antibodies directed to the cell surface
in amplifying C3b deposition and opsonization, once either the classical or lectin pathway has
been activated. This may occur with anticapsular monoclonal antibodies that, depending on
their epitope specificity, differentially influence C3 binding and deposition on encapsulated
cryptococci and, most likely, with naturally occurring antibodies, such as the antimannan IgG
in candidiasis or antibodies reactive to �-glucan in blastomycosis [31].

It is interesting to note that activation of the different pathways also depends on the
morphologic and structural characteristics of fungi. Encapsulated cryptococci are powerful acti-
vators of the alternate complement system, while nonencapsulated cryptococci initiate the classi-
cal pathway. The capsular size and serotype are major variables that influence activation of the
complement system. Likewise, resting conidia, swollen conidia, and hyphae of Aspergillus differ
in the mode of initiation of the complement cascade [15].

C3b deposition on fungal surfaces signals the ultimate destruction of the pathogen by
phagocytic cells. This occurs by the specific recognition of bound complement components by
complement receptors (CRs) on phagocytes. There are several known types of CRs on phagocytic
cells, of which the CR3 mediates the binding of fungi. The importance and consequences of
the CR3 recognition in the innate response of fungi will be dealt with below. CR3 is also
expressed on C. albicans yeasts and hyphae [3], and evidence exists for its role in virulence.
Indeed, complement receptors act as fungal adhesins [3] and play a role in iron acquisition by
the fungus [32]. Expression of iC3b binding activity by C. albicans enabled the organism to
bind complement-coated erythrocytes and provided a means of obtaining heme-derived iron for
growth.

As we will discuss further below, there is an emerging concept that the complement system
and CRs on phagocytes not only fulfill the requirement of a first-line defense against pathogens,
but also control and promote subsequent adaptive immunity. Not surprisingly, therefore, comple-
ment components are involved in the secretion of cytokines by polymorphonuclear cells in
response to fungi [33].

C. The Antibodies

There are many ways in which antibodies contribute to protection against fungi: prevention of
adherence, neutralization of extracellular enzymes, inhibition of yeast-to-mycelium transition,
agglutination, opsonization, complement activation, and activation of a variety of effector cells
bearing Fc receptors (FcRs), specific for the Fc portion of antibodies (reviewed in [34,35]).
Different accessory cells bear FcR for antibodies of different isotypes, and therefore the isotype
of the antibody determines the final effector mechanism recruited in response to fungi. That
isotypes determine the protective efficacy of antibodies is best illustrated in a murine model
of cryptococcal infection. Both polysaccharides and proteins of C. neoformans elicit antibody
responses, but only antibodies to the capsular glucuronoxylomannan (GXM) are opsonic and
mediate protection upon passive transfer. However, among anti-GXM monoclonal antibodies,
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protective, nonprotective, and deleterious antibodies could be distinguished [34,35]. This finding
is particularly intriguing, as it suggests that antibodies may increase fungal infectivity as well.
The demonstration that isotype switching converts a nonprotective IgG3 antibody to an IgG1
protective antibody [36] is relevant. In the same model, it is shown that epitope specificity is
an important determinant of the protective efficacy [37] and also influences C3 activation and
deposition on fungal surface. It is important to emphasize here that the specific antibody influ-
ences cytokine production and lymphoproliferation [38], and the protective efficacy of antibodies
relies on an intact T-cell function [39]. These findings clearly point to the interdependency
between humoral and cellular immunity in fungal infections.

The existence of protective and nonprotective monoclonal antibodies to C. neoformans
and C. albicans have greatly helped in clarifying the controversial issue on the role of antibodies
in fungal infections. It is conceivable that differences in the composition and proportion of
protective and nonprotective antibodies produced in infection may underlie the variable results
obtained with polyclonal sera in experimental infections, as well as the lack of correlation of
the presence of specific antibody with protection against infection [34]. Indeed, while studies
in B-cell-deficient mice have clearly shown that B-cells are important in the host response
against fungi [40–42], the elevated serum levels of polyclonally activated and specific antibodies
frequently observed in mice and humans with progressive fungal infections [34] suggest that
the levels of circulating antibodies do not correlate with protection. However, the presence of
serum antibody is associated with favorable prognosis in cryptococcal meningitis [34], and
antibodies to a 47-kDa breakdown product of heat shock protein 90 are associated with recovery
from C. albicans infections and protection against disseminated disease in patients with AIDS
[43]. Sera from patients who had recovered from disseminated candidiasis confer protection
upon passive transfer into infected mice. Epitope mapping with sera from infected patients
identified an immunodominant linear epitope, LKVIRK, which is recognized by immune sera.
Both murine monoclonal and human recombinant antibodies produced against this epitope are
protective in murine models of disseminated candidiasis. Immunoelectron microscopy suggested
that the 47-kD antigen is present in the cytoplasm but also in the cell wall of C. albicans, thus
being accessible to antibody ([1] and references therein).

Additional evidence points to the existence of protective antibody. Firstly, both polyclonal
sera and IgM monoclonal antibodies to a mannan adhesin fraction passively transfer protection
against disseminated and vaginal candidiasis in mice ([1] and references therein) [44]. A crude
extract of the phosphomannan complex encapsulated into a liposome and, given to intact or
immunocompromized mice, elicited a protective response, clearly attributable to agglutinating
antibodies [44]. Here again, the sharing of the same isotype, specificity, and agglutinating func-
tion is not sufficient to confer a protective value to monoclonal antibodies.

Secondly, antibodies specific for the idiotype of antibodies reactive with yeast killer toxin
(anti-idiotypic antibodies) are lethal to strains of C. albicans expressing the receptor for toxin
([1] and references therein) [45]. Naturally occurring antibodies with killer toxin-like activity
are present in the vaginal fluid and serum of patients with vaginal candidiasis. Anti-idiotypic
antibodies as well as single-chain variable antibodies confer protection upon passive transfer in
a rat model of vaginal candidiasis [46]. Thus, antibody-dependent protection can also be operative
in mucosal defense. Here again, evidence exists for and against a protective role of locally
produced antibodies. IgA deficiency is not usually associated with C. albicans infections, and
levels of vaginal IgA and IgG to C. albicans are similar in women with and without vaginal
candidiasis ([34] and references therein). Secretory IgA both enhance [47] and reduce [48]
adherence of fungi to epithelial cells. However, vaginal vaccination with a monoclonal antibody
with specificity for yeast killer toxin elicited a secretory IgA anti-idiotypic response which
protects rats from challenge withC. albicans [49]. The secretory anti-idiotype IgAs are fungicidal
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for C. albicans, presumably as a result of molecular mimicry of yeast killer toxin. Moreover,
passive protection occurs with vaginal fluid containing antibodies to mannan constituents and
the aspartyl proteinase of C. albicans [50].

Finally, indirect evidence for the protective role of antibodies, at least in candidal and
cryptococcal infections, comes from the observation that C. albicans and C. neoformans have
evolved strategies to evade antibody immunity, such as the production of proteases which may
degrade immunoglobulin, antigenic variation, and release of capsular polysaccharide antigen,
causing antibody unresponsiveness and tolerance [34].

D. The Phagocytes

Fungal surfaces undergo profound changes during morphogenesis that modify the host phago-
cytic response [51]. In vertebrates, the professional phagocytes against fungi are represented
by polymorphonuclear leukocytes (neutrophils and eosinophils) and mononuclear leukocytes
(monocytes and macrophages).Macrophages, continuously maturing from circulatingmonocytes
and circulating neutrophils, once in tissues, engulf opsonized and unopsonized fungi through
various receptors, including the CRs, FcRs, and the mannose receptors (MRs).

The MRs belong to a family of lectins that mediate nonopsonic phagocytosis of fungi
([52] and references therein). It is a 175-kDa type I membrane glycoprotein expressed in most
differentiated macrophages, sinusoid endothelium, and dendritic cells (DCs). The MR preferen-
tially recognizes �-linked oligomannoses with branched structures. MR ligation by fungi can
be linked to induction of effector functions, but the link is dependent on activation.

CR3 is a heterodimeric molecule (CD11b/CD18) which belongs to the �2-integrin family
of cell adhesion molecules and is expressed on monocytes and macrophages, polymorphonuclear
leukocytes, and natural killer (NK) cells. Integrins constitute the critical link between cells and
the extracellular matrix with the ability to activate intracellular signaling complexes. A remarka-
ble characteristic of CR3 is its broad capacity for recognition of diverse ligands, such as iC3b,
�-glucan, and zymosan. Thus, the multiplicity of binding sites for CR3 results in both opsonic
and nonopsonic binding. CR1 and CR3 mediate binding of fungi and, when appropriately acti-
vated, they also mediate phagocytosis. However, they are incapable of initiating other cellular
activities that ensue upon FcR ligation, such as the generation of oxidative burst.

The FcR comprises a family of molecules that bind to the Fc portion of immunoglobulin
molecules, each member of the family recognizing immunoglobulin of one or a few closely
related isotypes. Like T-cell receptors (TCRs), FcRs are multisubunit proteins in which only
one of the chains is required for specific recognition. The other chains are required for transport
to the cell surface and for signal transduction when Fc is bound. Crosslinking of FcRs by
antibody-coated pathogens activates phagocytosis with enhanced antigen presentation, increases
the production of fungicidal oxidants and promotes cytokine and chemokine release by phago-
cytic cells, such as macrophages and polymorphonuclear neutrophils. Release of stored mediators
by other cells, such as NK cells, eosinophils, and mast cells, also occurs as a result of FcR
engagement.

As further discussed in Section IV.E, these receptors govern the ability of phagocytes to
discriminate not only among fungi but also between the different forms of fungi and to originate
discriminative responses to them. The interaction of fungi with phagocytes has many purposes
and important consequences. The main purpose is the destruction of the pathogen through either
a phagocytic process that provides an immediate innate cellular immune response against fungi
residing intracellularly or through the secretion of microbicidal compounds against uningestible
fungal elements. Fungal infectivity, however, can also be efficiently opposed by interfering with
transition from less virulent to more virulent fungal forms. One important consequence of the
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interaction of phagocytes with fungi is the release of chemokines and cytokines, antigen uptake
and processing, and the induction of costimulatory activity on phagocytic cells, all processes
necessarily impacting on the induction of the adaptive immune response.

Polymorphonuclear neutrophils (PMNs) represent an important line of defense against
hyphae [53]. Not surprisingly, therefore, quantitative or qualitative defects of neutrophils are
major predisposing factors to disseminated candidiasis and aspergillosis ([1] and references
therein). However, human PMNs are also able to exert inhibitory effects against other forms of
fungi, such as swollen conidia of A. fumigatus [15,54], conidia of B. dermatitidis [55], arthroconi-
dia and spherules of C. immitis ([1] and references therein), and yeasts of Candida [56], C.
neoformans [57], Trichosporon beigelii [57], and the dimorphic fungi ([1] and references
therein), [58]. In general, killing efficiency against these fungal forms is relatively low, unless
PMNs have been activated previously with activating cytokines (see below).

Against C. albicans, for instance, although phagocytosis and killing of blastospores by
PMNs are superior to that of germ tubes and longer hyphae [59], only a fraction of engulfed
Candida yeasts are digested [60,61]. Phagocytosis of C. albicans yeasts by PMNs occurs in the
absence of serum opsonins, but opsonins are required for optimal intracellular killing of the
fungus [60]. Factors found to limit the intracellular killing of C. albicans by PMNs include,
among others, the ability of some ingested cells to produce germ tube, a defective sealing of
phagolysosomes, inhibition of PMN degranulation by fungal products, and defective opsoniza-
tion ([61] and references therein). Other studies have shown that phagocytosis of unopsonized
fungi by PMNs stimulates only limited oxidative burst when occurring through a mannose-
inhibitable mechanism [62]. Thus, it appears that phagocytosis through a mannose-inhibitable
receptor may not be coupled in PMNs with the activation of the metabolic burst. In contrast,
internalization through CR3 activates the respiratory burst of, and the release of azurophilic
granules by, PMNs against opsonized H. capsulatum yeasts [63]. It seems therefore that binding
and internalization of fungi by PMNs may occur through the MR [62], CR3 [62–65], and FcR
[64,66], although effective phagocytosis and killing of fungi by PMNs occurs via targeting
Fc�RI or Fc�RI.

In contrast to ingestible yeasts, extracellular hyphal elements are very susceptible to attack
by PMNs [67,68]. PMNs are considered an essential line of defense against germinating conidia
and hyphae of Aspergillus [68]. Human neutrophils are highly efficient in clearing germinating
Candida cells from endothelial cell monolayers ([56] and references therein). Studies in mice
confirm the important role of PMNs in the innate control of fungal infections, as shown by
increased susceptibility to fungal infections of mice with quantitative [56,69–72] or qualitative
[73] defects of neutrophils, by the ability of neutrophils to exert fungistatic and fungicidal
activities [58,60,62,64,74,75] and by the ability of fungal cells or their products to affect neutro-
phil functions [76,77].

Macrophages are a heterogeneous population that vary according to their species of origin,
anatomic location, state of activation, and culture conditions. All these variables greatly influence
macrophage interactions with fungal cells [78–80]. Binding and internalization of fungi by
mononuclear phagocytes may occur through the MR [81–85], CR1 [64,86,87], CR4 [88], Fc�Rs
[89], and CD14 [86] receptors.

Macrophages serve as a protected environment in which the pathogenic dimorphic yeasts
multiply and disseminate from the lung to other organs [1,80,86]. They fail to restrict the intracel-
lular growth of these fungi by several mechanisms, which include defective phagosome-lysosome
fusion ([1] and references therein), regulation of phagosomal pH [90], release of calcium-binding
protein [91], lack of inhibition of conidia to yeast transition [92], and suppression of the respira-
tory burst [89]. However, it is interesting to note that FcR-mediated phagocytosis rescues the
suppression of the respiratory burst [89], which may suggest a possible mechanism through
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which T-cells enhance the antifungal activity of macrophages and may explain the failure of
macrophages from HIV-infected subjects to efficiently oppose fungal infectivity [93–95].

As already emphasized, the engagement of each receptor may result in profoundly different
downstream intracellular events that have important consequences in the expression of the anti-
fungal effector functions of phagocytosis. For instance, the internalization of P. carinii through
the macrophage MR [82] accounts for the ability of alveolar macrophages to restrict the growth
of P. carinii to such an extent that the downregulated mannose receptor expression in alveolar
macrophages of HIV-infected persons is considered to contribute to susceptibility to P. carinii
pneumonia [96]. However, internalization via constitutively competent MR does not represent
an effective way of clearing yeasts, such as C. neoformans and C. albicans. The ingestion of
unencapsulated cryptococcal yeasts by murine macrophages in vitro occurs via the mannose
and beta-glucan receptors [97], but in vivo opsonins are required for uptake of the organism
and fungal growth inhibition [98,99]. SP-A and -D, and mannose-binding proteins are effective
opsonins of unencapsulated cryptococci in the lungs [100]. However, the high levels of CO2 in
the lungs favor capsule formation by C. neoformans [101], which impairs phagocytosis [102]
by increasing the negative cellular charge [103], and these opsonins are ineffective against
encapsulated organisms [100]. Encapsulated cryptococci can be opsonized by C3b and by antic-
apsular antibodies [27], and binding of encapsulated cryptococci may occur through multiple
receptors [88]. Once internalized, however, the fungus may survive in an acidic phagolysosome
[104] or secrete putative virulence molecules [105], which may account for its intracellular
parasitism [106].

Interaction and phagocytosis of human macrophages with Candida yeasts is influenced
by many factors, including C3 [107], soluble mannose-binding proteins [108], and vibronectin
[109]. Even unopsonizedC. albicans yeasts can be internalized through themacrophageMR [83];
however, the highest killing activity is observed against opsonized yeasts [110,111]. Actually, the
enhancement of phagocytosis and killing of C. albicans by macrophages correlated with a
decreased number of mannose receptors [111].

The candidacidal activity of macrophages largely depends on the anatomical location and
the forms of the fungus [112]. Thus, fresh murine peritoneal macrophages have lower fungicidal
capacity than either murine or human monocytes and alveolar macrophages. The low fungicidal
activity of macrophage precursors is restored by culture in the presence of macrophage colony-
stimulating factor (M-CSF) [113].

In infected tissues, Candida yeasts and hyphae are seen both within cells and extracellu-
larly. Studies in vitro have shown that the two forms of the fungus differ in their mode of entry
in and killing by macrophages. The filamentous form ofCandida is not phagocytosed by a murine
macrophage cell line [114], but could penetrate intact macrophages even when phagocytosis is
blocked [115].

The two forms of the fungus also show different susceptibility to proteolytic activity of
macrophages [116]. Although the two forms of the fungus utilize different mechanisms of entry,
phagocytosis of yeasts and germ tubes is followed by the rapid recruitment of late endosomes
and lysosomes in macrophages [115].

Little is known about mechanisms of recognition and entry of A. fumigatus conidia in
pulmonary alveolar macrophages, known to represent the first line of defence against Aspergillus
conidia [15,68]. Murine macrophages have been shown to recognize and attach to A. fumigatus
conidia through lectin-like attachment sites in the absence of opsonins and also human mononu-
clear cells bind conidia by a �-1,4-glucoside-inhibitable receptor [15]. Alveolar macrophages
ingest inhaled conidia very rapidly, destroy them intracellularly, and prevent germination to
hyphae, the invasive form of the fungus. Resting conidia are to some extent more resistant that
swollen conidia to both oxygen-dependent and oxygen-independent metabolites (see below). In
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terminal airways, complement and antibodies cannot be readily available, and therefore alveolar
macrophages are able to recognize and bind conidia even in the absence of opsonins. In addition,
conidia poorly activate the complement system by the classical pathway, and, even when opso-
nized, they only trigger a modest oxidative burst.

Various enzymes, such as elastases and proteases produced by the fungus, might play an
important role in the ability of conidia to evade phagocytosis by alveolar macrophages, to resist
hydrolysis by endogenous peptides, and in the ability of germinating conidia to cross anatomical
barriers [15]. As the second line of defense, circulating poly- and mono-nuclear cells will then
be recruited at the site of infection [15]. Overall, impaired macrophage function, combined with
qualitative or quantitative defects of polymorphonuclear neutrophils, results in invasion of tissue
and vessels, causing the development of invasive pulmonary aspergillosis.

Accumulating evidence points to a unique role of DCs in infections, as they are regarded
as both essential for innate recognition and initiation of Th cell differentiation and functional
commitment [117]. DCs serve as antigen-presenting cells in cryptococcosis [118] and aspergillo-
sis [119]. Recent studies indicate that DCs phagocytose C. albicans [120,121]. Interestingly,
the yeasts and hyphae of C. albicans are internalized through different receptors and phagocytic
mechanisms [121]. Engulfment of yeasts occurs via coiling, overlapping phagocytosis, eventu-
ally leading to phagolysosome formation, where different stages of progressive yeast degradation
are seen. In contrast, internalization of hyphae appears to occur through a more conventional
zipper-type phagocytosis. Internalization of either form is inhibitable, although to a different
extent, by soluble mannan. Once inside the cells, hyphae appear to promote rupture of the
phagosomal membrane and escape into the cytoplasm. Thus, not only are yeasts and hyphae
ingested through different forms of phagocytosis, but, once inside the cells, they reside in distinct
cellular compartments. After phagocytosis of yeasts or hyphae, the downstream cellular events
are clearly different (see Sec. IV.D.). Ingestion of yeasts, but not hyphae, activates DCs for
candidacidal activity, including nitric oxide (NO) production. Thus, dendritic cells may fulfill
the requirement of a cell uniquely capable of sensing the different forms of a fungus in terms
of antifungal effector functions and type of Th immune responses elicited (further discussed in
Sec. IV.D.).

E. Nonphagocytic Cells

NK cells serve as an early defense against some intracellular pathogens, by their ability to kill
infected cells and to produce cytokines activating phagocytic cells. A number of studies suggests
that NK and T-cells participate in early innate defence against fungi, through direct antimicrobial
activity and by the release of cytokines activating phagocytes. Human NK cells bind to fungi
[10]. The interaction of NK cells with fungi may result in inhibition of fungal growth [122] and
either stimulation [123] or inhibition [124] of release of cytokines that activate macrophages to
a fungicidal state. Studies in mice, however, failed to demonstrate an essential role for NK cells
in the early host response to fungi, although fungi may activate NK and large granular lympho-
cytes in vivo [56,125,126] and stimulation of NK cells may increase resistance to fungal infec-
tions [127,128].

Among T-cells, those bearing the �� chain of the TCR are found in most epithelia and
may contribute to immunosurveillance at the body surface. Human T-cells bearing the �� or
the �� TCR respond to P. brasiliensis and P. carinii and are crucially involved in supporting
polyclonal B-cell activation [129]. TCR ��+ cells enhance the candidacidal activity of macro-
phages at themucosal surface through release of activating cytokines [130], but they are dispensa-
ble in host resistance to P. carinii [131]. Direct antimicrobial activity, reduction of fungal
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adherence, and release of interferon (IFN)-� have all been observed upon binding of fungi to
human CD3+ cells [132,133].

IV. NATURAL IMMUNITY IN ACTION

A. Effector Mechanisms

Freshly isolated mononuclear and polymorphonuclear cells express intrinsic antifungal activity.
However, numerous studies have clearly demonstrated that expression of the full antifungal
function requires activation by either CSFs or by T-cell-derived cytokines (see Sec. IV.B.).

As already pointed out, the antifungal functions of effector phagocytes include mechanisms
of killing and growth inhibition of fungi as well as pathways to oppose fungal infectivity,
including effects on dimorphism [134] and phenotypic switching [135]. The restriction of fungal
growth occurs by both oxygen-dependent [55,83,84,111,136–138] and oxygen-independent
mechanisms [64,136,139–141], intracellular or extracellular release of effector molecules [140],
defensins [23], neutrophil cationic peptides [64,139–141], and iron sequestration [142].

The oxidative killing occurs through production of toxic reactive oxygen intermediates
(ROIs), the nature of which varies depending on the nature of pathogens and type of phagocytic
cells. In retaliation, fungi have evolved strategies to selectively inhibit the respiratory burst
[143]. The production of ROIs is initiated by the nicotinamide adenine dinucleotide phosphate
(NADPH)-oxidase complex. The activation of NADPH-oxidase can be elicited by microbial
products (lipolysaccharide; LPS), by IFN-�, interleukin (IL)-8, or by IgG binding to FcR. The
primary product of the reaction catalyzed by the NADPH-oxidase is superoxide (O�

2 ), which
can be converted to H2O2 by superoxide dismutase (SOD), to hydroxyl radicals (⋅OH) and
hydroxyl anions (OH�) by the iron-catalyzed Haber-Weiss reactions or, after dismutation to
H2O2, to hypochlorous acid (HOCl) and chloramines by either myeloperoxidase-dependent or -
independent mechanisms [144]. Precisely which molecules are responsible for killing specific
fungi are difficult to determine experimentally. One approach to implicate specific ROIs is to
examine the effects of specific inhibitors or scavengers on oxidative killing by phagocytes, such
as SOD to scavenge O�

2 , catalase to destroy H2O2, mannitol or DMSO to scavenge OH� and
istidine to scavenge single oxygen (1O2). It is worth mentioning that some of these inhibitory
factors represent important virulence determinants of fungi [2–4,137].

The hydrogen peroxide–myeloperoxidase–halide system is the main oxidative pathway
utilized by human PMNs to kill fungi [137,145,146]. Production of ROIs is sufficient for hyphal
killing by PMNs, even though oxidant generation may not always be sufficient to mediate hyphal
killing without complementary nonoxidative mechanisms [141]. It is worth emphasizing that
opsonization can greatly affect the early pertussis-sensitive events in the activation of the respira-
tory burst of PMNs, such as phospholipase C activation, the rise in cytosolic free Ca2+ ions,
and actin polymerization [147–149].

Myeloperoxidase is a lysosomal hemoprotein found in azurophilic granules of neutrophils
and in monocytes but not monocyte-derived macrophages, which lack myeloperoxidase [83]. It
acts by itself as a mediator in the oxygen-dependent killing of fungi [107,150,151]. However,
myeloperoxidase deficiency, while predisposing to candidiasis [150], does not predispose to
invasive aspergillosis [152], suggesting that a defective myeloperoxidase-independent pathway
may predispose to invasive aspergillosis. That defective NADPH-oxidase complex likely repre-
sents a predisposing factor to infection is demonstrated by the high susceptibility to aspergillosis
of patients with chronic granulomatous disease [153,154] and by the failure of PMNs from these
patients to kill C. neoformans [155].
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Oxidant release also represents one major mechanism of fungal growth inhibition by
activated human monocytes or monocyte-derived macrophages [1,83,84,111]. Human macro-
phages respond to H. capsulatum engulfment with a vigorous respiratory burst, an activity
potentiated by binding to collagen [156] and inhibited by the yeast [157]. Monocyte/macrophages
from nonimmune persons also effectively phagocytoseC. immitis, but fail to restrict its intracellu-
lar growth by lack of phagosome-lysosome fusion, an activity restored by exposure to T-cell-
derived cytokines ([1] and references therein). The expression of optimal antifungal activity
against P. carinii [158] and C. neoformans [159] mainly occurs through the production of
superoxide. However, production of oxidant scavengers such as melanin and mannitol can protect
C. neoformans from killing by mediators such as NO, HOCl, and H2O2 [137,160].

Additional toxic molecules produced by phagocytes are the reactive nitrogen intermediates
(RNIs). Different NO synthases convert the amino acid L-arginine and molecular oxygen to L-
citrulline and NO. It is remarkable that the NO synthase of macrophages is stimulated by LPS
and oppositely regulated by Th1 and Th2 cytokines (it is induced by IFN-� and TNF-� and
inhibited by IL-4, IL-10, IL-13, and TGF-�) [144]. Production of NO occurs in rat [161–163]
and murine [164–167] macrophages in response to fungi; in retaliation, fungi also inhibit NO
production [168,169]. The pleiotropic activity of NO, which includes a direct activity on fungal
growth and on transition through different forms [170], as well as a negative immunomodulatory
activity [144], precludes a general conclusion on the significance of NO production in fungal
infections. It is not surprising, therefore, that a positive correlation [161–164,166] or no correla-
tion [171–173] has been found between NO production and inhibition of fungal growth. Since
there is no definitive evidence that human macrophages synthesize NO, the contribution of this
nitrogen intermediate to human host defenses is still unknown.

Iron is an essential nutrient for fungi. Iron sequestration in response to infection is a
demonstrated host defense mechanism, and thus, iron acquisition is an important pathogenetic
determinant [142]. Iron restriction by activated macrophages represents a mechanism to control
not only fungal viability, but also intracellular transition from conidia to yeasts [174] and synthe-
sis of cryptococcal polysaccharide capsule [175]. Tight regulation of phagolysosomal pH is
important to limit iron acquisition by fungi, as the element is not accessible at a pH � 6.5.
Thus, raising the phagolysosomal pH increases the antifungal activity of human mononuclear
phagocytes [176].

B. Chemokine and Cytokine Release

Upon contact with a pathogen, cells of the innate immune system release a battery of cytokines
that have profound effects on the functional activity of the innate response and on subsequent
events. The local release of these effector molecules serves to regulate cell trafficking of various
types of leukocytes, thus initiating the inflammatory response, and to activate phagocytic cells
to a microbicidal state.

Some of the cytokines released belong to a family of closely related proteins called chemo-
kines, small polypeptides (�8–14 kDa) that are synthesized by PMNs, macrophages, endothelial
cells, keratinocytes of the skin, fibroblasts of connective tissue, and T-lymphocytes. About 40
chemokines have now been identified in humans. They mainly act on neutrophils, monocytes,
lymphocytes, and eosinophils and play a pivotal role in host defense mechanisms. However,
the chemokines have a wide range of effects in many different cell types beyond the immune
system, including various cells of the central nervous system and endothelial cells. Chemokines
have been divided into the two major subfamilies on the basis of the arrangement of the two
N-terminal cysteine residues, CXC and CC, depending on whether the first two cysteine residues
have an amino acid between them (CXC) or are adjacent (CC).
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The long-standing observation that fungi have the ability to attract leukocytes at the site
of infection [10] is now supported by the findings that fungi stimulate release of chemokines from
many cells [177–186]. Monocyte chemotactic protein-1 (MCP-1) and macrophage inflammatory
protein �1 alpha (MIP-1 alpha) and TCA3, together with other chemokines, are essential in
mediating local leukocyte recruitment in the lung of mice with cryptococcosis
[177,178,180,181,187], P. carinii pneumonia [183], and aspergillosis [184]. Local production
of chemokines are also observed in mice with vaginal candidiasis [185]. In vitro studies have
indicated that the macrophage chemokine response to C. albicans is not mediated by the MR
[182]. Of interest, the chemokine response of macrophages to C. neoformans and C. albicans
is not different in persons with and without HIV infection [186], a finding suggesting that the
scant inflammatory response often seen in AIDS patients with cryptococcosis and candidiasis
is not secondary to suboptimal beta-chemokine release. Studies in mice with genetically disrupted
chemokine receptors [188–192] or chemokine gene [193] further add to the important role of
chemokines in the early inflammatory response as well as to the type 1 and type 2 cytokine
balance.

Cytokines are small protein or glycoprotein messenger molecules that convey information
from one cell to the other. Most are secreted but some can be expressed on the cell surface or
held in reservoirs in the extracellular matrix. More than 200 have now been identified including
the interleukins, growth factors, chemokines, interferons, and a host of others. All cytokines
bind to specific receptors expressed on the surface of the target cell, thereby triggering complex
intracellular signaling cascades, which ultimately control gene expression required for the cellu-
lar response.

Interaction of host cells with fungi results in the release of many cytokines. However,
what is important is to define the biological significance and the role of a given cytokine in the
context of the infection. This may not be an easy task, given the pleiotropic, redundant, synergis-
tic, and antagonistic activities of cytokines. The definition of the biological significance also
depends on parameters of infection selected relative to the cytokine effect, as, for instance,
levels of cytokines may [194] or may not [195] correlate with clinical severity of the infection.
Moreover, a particular cytokine by itself is beneficial or deleterious, its ultimate effect depending
on the context in which it is produced or operates.

The pattern of early cytokine production distinguishes susceptible and resistant mice with
cryptococcosis, candidiasis, aspergillosis, histoplasmosis, paracoccidioidomycosis, and coccidi-
oidomycosis ([1] and references therein). The CSFs augment the number of circulating phago-
cytes and their precursors. Moreover, CSFs have been shown to enhance activation of the fungici-
dal capacity of phagocytic cells in vitro ([1] and references therein) Ablation of granulocyte-
macrophage CSF increases susceptibility of mice to fungal infections and is associated with
depressed macrophage activation [196,197].

TNF-�, IL-1�, and IL-6 are proinflammatory cytokines readily produced upon interaction
of phagocytes with fungal cells, in vitro and in vivo, in mice and humans. TNF-� is an essential
cytokine in the innate control of infections caused by C. albicans [1,198–200], C. neoformans
[1,201], A. fumigatus [184,190,202], P. carinii [127], and H. capsulatum [203]. It regulates the
recruitment of inflammatory cells [190,198,200] through induction of chemokine release [190],
triggers the respiratory burst [204] and NO production [203] in phagocytes, and induces costimu-
latory molecules [199]. TNF-� is not required for IL-12 production [199,201], as it is for IL-6
[127,199]. TNF-� production by PMNs [205] and monocytes [206] is opsonic dependent and
inhibited by cryptococcal polysaccharide [207].

Although IL-1 shares many properties with TNF-�, IL-1�, similarly to IL-6, mainly acts
through recruitment of PMNs. IL-1� does not seem to be as essential as TNF-� in the innate
antifungal response. Administration of IL-1� has been beneficial in mice with candidiasis;
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nevertheless, IL-1 deficiency does not increase the susceptibility of mice to the infection as it
does IL-6 deficiency [1,208,209].

IFN-� is a key cytokine in the innate control of fungal infections [210,211]. It is produced
by T-cells and NK cells in response to both IL-12 and IL-18 released by PMNs, macrophages,
and DCs upon exposure to fungi. IFN-�, in turn, stimulates migration, adherence, phagocytosis,
and oxidative killing of PMNs and activates macrophages for fungicidal activity. In addition,
IFN-� may stimulate the antifungal activity of endothelial cells and decrease the expression of
lung-surface integrins, thus reducing fungal attachment [212]. Studies in mice [1,56,213] and
humans [214–216] have clearly shown the importance of IFN-� as one major determinant
of resistant to fungal infections. However, studies in IFN-�-deficient mice have revealed the
dispensability of IFN-� as effector molecule [217,218], thus unraveling the complex role of
IFN-� in the intimate intricacy between the innate and the adaptive immunity to fungi. It was
found that IFN-� promotes Th-1 reactivity by its ability to maintain IL-12 responsiveness on
CD4+ cells [218].

Although IL-12 enhances the antifungal activity of phagocytes independently of IFN-�
[219], the induction of IFN-� is the main activity of IL-12 [220] and IL-18 [221] in fungal
infections. Upon phagocytosis of fungi, IL-12 is produced by different cells, including PMNs
[71,222], macrophages [223], and DCs [121]. The production of IL-12 very likely depends on
the mode of entry of the fungus (see Sects. IV.D and IV.E). Studies in mice have shown that
IL-12 is essential for the induction of protective Th1 responses to fungi [202,220,224–226].
Studies in humans, however, have failed to unequivocally confirm the association of IL-12
with the occurrence of protective responses to fungi [220]. For instance, IL-12 expression and
production in response to C. neoformans and C. albicans were similar in persons with and
without HIV infection [227].

One most important cytokine produced in the course of fungal infections is IL-10. It is
readily produced by PMNs [71,228] and macrophages [228,229] upon phagocytosis of fungi
and plays a crucial role in determining susceptibility to fungal infections ([1] and references
therein). IL-10 acts by impairing the antifungal effector functions of phagocytes [230,231],
including secretion of inflammatory cytokines [230] and IL-12 [232], and by inhibiting the
development of protective cell-mediated immunity [233]. It also acts as one major cytokine
discriminating between virulent and less virulent forms of fungi [71,233,234]. However, later
on the course of the infection, high-level production of IL-10 may contribute to resolution of
the infection and the inflammatory response ([1] and references therein).

Similar to IL-10, transforming growth factor (TGF)-� is produced by macrophages in
mice with candidiasis, and appears to discriminate between virulent and low-virulence C. albi-
cans [235].

Numerous studies indicate that, in addition to IL-10, IL-4 may act as one major discrimina-
tive factor of susceptibility and resistance in certain fungal ([1] and references therein). Ablation
of IL-4 renders susceptible mice resistant to candidiasis and aspergillosis [236,237]. Although
IL-4 may inhibit the fungicidal activity of phagocytes ([1] and references therein), it also activates
phagocytes [224,238]. Thus, one likely mechanism of the inhibitory activity of IL-4 in infections
relies on its ability to promote Th2 reactivity, thus dampening protective Th1 responses. One
major unresolved issue concerns the cell source of IL-4 in infection. Only recently has decisive
evidence been obtained in this regard. It has been found that DCs produce IL-4 upon phagocytosis
of hyphae but not yeasts of C. albicans [121], thus sensing the different forms of the fungus in
terms of production of directive cytokines. This issue will be further discussed below (Section
IV.D.).
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C. The Inflammatory Response

The recruitment of inflammatory cells at sites of the infection requires the coordinated action
of proteolytic enzymes [239], leukotriens [240,241], chemokines [177,178,181,183,184,187],
and cytokines [213,242]. Beside PMNs and macrophages, eosinophils may be an important
component of the inflammatory reaction to fungi [242,243]. Because of their toxic granule
contents, eosinophils are potentially toxic to host tissues. Thus, it is difficult to distinguish
between eosinophils as antimicrobial effector cells and eosinophils as participants in tissue
damage after recruitment by inflammatory signals. Indeed, their presence is indicative of a poor
prognosis in human coccidioidomycosis [243]. Nevertheless, evidence indicate that eosinophils
phagocytose opsonized C. albicans [244] and C. neoformans [245], thus suggesting that eosino-
phils may behave as effector antifungal cells. However, the paucity of information implicating
eosinophils in human infections precludes a better definition of the role of eosinophils in the
fungus-host interaction.

The inflammatory response to fungi may serve to limit the infection but may also represent
an important determinant of pathogenicity [246]. Recovery from infection does not always
correlate with resolution of inflammation. In experimental candidiasis, the course and outcome
of the infection in different strains of mice correlate with fungal load but also with immunopathol-
ogy [56]. Ashman has provided evidence of the existance of at least two Mendelian-type resis-
tance genes (Carg1 and Carg2) that control the host response to systemic C. albicans infection
in mice. The genes appear to affect distinct parameters of infection, Carg1 determining the
extent of tissue distruction and Carg2 influencing the susceptibility of the kidney. Allocation
of presumptive ‘‘resistant’’ and ‘‘susceptible’’ alleles of these genes among various inbred
strains gives an excellent correlation with the various measures of infection ([1] and references
therein).

D. The Instructive Role

Data are now accumulating for an essential role of the innate immunity in orchestrating the
subsequent adaptive immunity to pathogens [6–8]. In the vertebrate host, the innate and adaptive
immune responses are now considered to be integrated as a single immune system, with the
innate response preceding, and being necessary for, the adaptive immune response. Through
recognition of invariant molecular structures shared by large groups of pathogens (also known
as PAMPs, pathogen-associated molecular patterns) by a set of germline-encoded receptors
(referred to as pattern recognition receptors, PRRs) of host cells, the innate immune system
fulfills the requirement of discrimination between different types of pathogens
[6–8,52,247–249]. The products of these recognition events are the production of various antimi-
crobial peptides in mammals and insects as well as the expression of cytokines, chemokines,
and costimulatory molecules through which the innate immune system instructs and contributes
to the discrimination of pathogens from self in adaptive immunity.

The instructive role of the innate immune system in the adaptive immune responses to
fungi occurs at different levels. The initial handling of a fungal pathogen by cells of the innate
immune system plays a major role in determining CD4+ Th development. Indeed, qualitative
or quantitative defects of antifungal effector and immunoregulatory functions of phagocytic cells
results in the development of anticandidal Th2, rather than Th1, cell responses [71]. As CD4+

Th cell differentiation in vivo is critically affected by the tissue fungal load, an important role
of phagocytic cells relies on their ability to control the fungal growth through various antifungal
effector mechanisms. In addition to this, the instructive role of the innate immune system in the
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adaptive immune response to fungi may be operative at the levels of expression of costimulatory
molecules [250,251], and chemokine and cytokine production (see above).

In candidiasis, neutrophils, more than macrophages, are endowed with the ability to pro-
duce directive cytokines, such as IL-10 and IL-12. Most importantly, IL-12 appears to be released
in response to a Candida strain that initiates Th1 development in vivo but IL-10 is released in
response to a virulent strain [71]. By producing directive cytokines, such as IL-10 and IL-12,
neutrophils influence antifungal Th cell development, as evidenced by the inability of neutropenic
mice to mount protective anticandidal Th1 responses. However, Th1-mediated resistance is
increased upon IL-12 administration in neutropenic mice or IL-10 neutralization in nonneutro-
penic mice. Thus, neutrophils, through the differential production of directive cytokines, may
directly contribute to discriminative Th responses to virulent and nonvirulent forms of the fungus.
Human neutrophils also produce bioactive IL-12 in response to a mannoprotein fraction of C.
albicans, capable of inducing Th1 cytokine expression in peripheral blood mononuclear cells
[222]. Because of the large number of neutrophils present in the blood or inflammatory tissues
in infection, it is likely that neutrophil production of cytokines may influence the development
and/or maintenance of the Th repertoire toC. albicans. Interestingly, it has recently been reported
that neutrophils quickly release Candida antigens upon phagocytosis [252]. Thus, it is likely
that the immunoregulatory role of neutrophils in infections may go beyond their cytokine produc-
tion, to include signaling through antigen presentation and costimulation. Ultimately, this would
be a likely expectation shared with other cells of the innate immune system.

DCs are exquisitely sensitive to the different forms of C. albicans. One important virulence
factor of the fungus is its ability to reversibly switch from a unicellular yeast form into various
filamentous forms, all of which can be found in tissues [3]. However, whether it is the yeast or
the hyphal form that is responsible for pathogenicity is still an open question. One possibility
is that the filamentous growth form is required to evade the cells of the immune system, whereas
the yeast form may be the mode of proliferation in infected tissues. To make it likely, a cell
should exist that finely discriminates between the two forms of the fungus in terms of class of
immune response elicited. DCs phagocytose both yeasts or hyphae of the fungus. However, the
downstream cellular events after internalization of either form of the fungus, are clearly different.
In vitro, ingestion of yeasts activates dendritic cells for IL-12 and NO production and priming
of Th1 cells, while ingestion of hyphae inhibits IL-12, NO, and Th1 priming. In vivo, generation
of antifungal protective immunity is observed upon injection of DCs ex vivo pulsed with C.
albicans yeasts but not hyphae. The immunization capacity of yeast-pulsed dendritic cells is
lost in the absence of IL-12, whereas that of hypha-pulsed dendritic cells is gained in the absence
of IL-4 [121]. These results indicate that DCs fulfill the requirement of a cell uniquely capable
of sensing the virulent and nonvirulent forms of C. albicans in terms of type of immune responses
elicited. Thus, DCs appear to meet the challenge of Th priming and education in C. albicans
saprophytism and infections.

E. The Discrimination: PRRs and Toll-Like Receptors

Unlike the adaptive response, the innate responses to pathogens involve recognition mechanisms
that are based on relatively invariant receptors, and they do not lead to the lasting protective
immunity against the inducing pathogen that is the hallmark of adaptive immunity. The Toll-
like receptors (TLRs) can be considered as PRRs that subserve this recognition [8]. Toll was
originally defined as a Drosophila gene important for ontogenesis and antimicrobial resistance.
Interestingly enough, Toll and other genes are all required for the rapid transcriptional induction
of the gene encoding an antifungal peptide, drosomycin, in response to infection [247]. The
recognition of sequence similarity between the cytoplasmic portion of Toll and that of signaling
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IL-1 receptor represented the merging point of Drosophila work with more conventional
cytokine/innate immunity research.

TLRs are type I transmembrane proteins that are grouped into the same gene family based
on their sequence similarity. Six human members have been cloned and partially characterized,
but there is evidence for 14 TLRs in the human genome. TLRs cross the cytoplasmic membrane
once, and their intracellular portion is extremely similar to the cytoplasmic domain of the IL-
1 receptor and related molecules. TLRs activate specialized antifungal genes through the activa-
tion of NF-kB family members.

Distinct TRLs now appear to be involved in the recognition of PAMPs on different classes
of pathogens: LPS of gram-negative bacteria, lipoteichoic acid and peptidoglycan of gram-
positive bacteria, mannan and glucan of fungi, and phosphoglycan of parasites [8]. TLR4, identi-
fied as an essential component of the LPS receptor signaling complex, is expressed on cells of
the immune system, and its overexpression causes the release of cytokines (IL-1 and IL-6) and
the expression of costimulatory molecules that are essential for activation of the adaptive immu-
nity. The evidence suggests that CD14 recruits LPS to TLR proteins, thereby facilitating optimal
signal transduction. TRL2, in contrast, mediates responses to gram-positive bacteria and yeasts
[253].

A striking common feature of microbial patterns is their polysaccharide chains. It is there-
fore not surprising that a large number of TLRs identified in vertebrates are lectin. TLRs are
borne by particular types of cells such as macrophages, DC and NK cells, and probably also
epithelial and endothelial cells in the lung, kidney, skin, and gastrointestinal tract. The recognition
of pathogens by TLRs triggers their engulfment and the release of cytokines IL-1, IL-6, and
TNF-�. Mammalial TLRs include MRs, scavenger receptors, integrins, collectins, and some
clusters of differentiation antigens [52].

MRs and other �-glucan receptors are known receptors on neutrophils, macrophages, and
DCs that may work as TLRs recognizing PAMPs of fungi. The early observation that phagocytes
from different anatomical districts exhibit an heterogeneous secretory response to the different
forms of C. albicans [112] may thus be revisited in terms of cell heterogeneity in the use of
TLRs upon contact with fungal PAMPs.

Although the study of the involvement of TLRs and of other recognition receptors in
response to fungi is a relatively novel and emerging field, several considerations can be drawn.
CR3 engagement is the most efficient in uptake of opsonized yeasts. However, for effective
killing and cytokine release to occur, the concomitant engagement of the Fc�RI or Fc�RI
receptors is required [60,64,66,89]. Thus, signaling through CR3 may not lead to phagocyte
activation. It has long been known that interaction with macrophage CR3 leads to suppression
of the immune response to C. albicans [84]. Recently, it has been demonstrated that signaling
via CR3 downregulates IL-12 production in response to H. capsulatum [254]. Thus, failure to
induce IL-12 may account for the lack of development of a protective response to fungi. This
means that the use of the different recognition receptors, either alone or simultaneously, may
result in coupling or uncoupling phagocytosis with inflammatory and immunological responses
and that this enables the innate immune system to decide whether or not to implicate the adaptive
immune system.

It has recently been shown that suppression of IL-12 production also occurs in dendritic
cells in response to the hyphae of Candida [121]. This finding suggests that the use of different
PRRs by different forms of fungi may represent one important strategy of immune evasion and
parasitism. If different PRRs are used by opsonized and unopsonized fungi, this implies that
the activation of phagocytes to a fungicidal state in vivo may vary under divergent conditions
at specific localized sites of infection.
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One further important observation is that the functioning of the TLRs and PRRs is sensitive
to cytokines. The mannose receptor-mediated uptake of unopsonized Candida yeasts may lead
to phagocyte abuse if not accompanied by the coordinate activation of the cell cytotoxic machin-
ery [84]. Increased expression of the receptor with no induced cytotoxicity is induced upon
exposure of macrophages to IL-4 [238]. In contrast, IFN-� downregulates the expression of
macrophage mannose receptors and nevertheless results in effective killing, presumably via
increased coupling of the receptor to cytotoxic functions [84]. Thus, cooperation between Th1
and Th2 cytokines may be required for optimal stimulation of mannose receptor-mediated phago-
cytosis [255].

Production of cytokines and chemokines in response to fungi also appears to involve
different PRRs. Production of some cytokines, such as IL-1�, IL-6, and GM-CSF, is mediated
by the MRs, while some chemokine responses may be mediated by other receptors [182]. This
may help to explain why hyphae of Candida, although not internalized by a macrophage cell
line, are capable of inducing production of inflammatory cytokines to an higher extent than
phagocytosed yeasts [114].

Finally, the relative importance of each PRR in the antifungal innate reactivity is high-
lighted by several findings, as already discussed in section IV.A. The internalization of P. carinii
through the macrophage MR accounts for the ability of alveolar macrophages to restrict the
growth of the fungus [82], such that the downregulated mannose receptor expression in alveolar
macrophages of HIV-infected persons was considered to contribute to susceptibility to P. carinii
pneumonia [96]. However, internalization via constitutively competent macrophage MR does
not represent an effective way of clearance of yeasts, such as C. neoformans and C. albicans
(see Sec. IV.A.). Against these yeasts, it is interesting to note that signaling through CD14
greatly increases the fungicidal and secretory activity of effector phagocytes [256,257]. Thus,
it is clear that TLRs are differently involved in recognition of PAMPs on fungi.

It would appear that the different PRRs have hierarchical organization. In terms of activa-
tion potential, at least tiers can be identified. The lower tier comprises diverse PRRs, including
CR3, MRs, scavenger receptors, and CD14, receptors which tend to be abundant on the surfaces
of first-response leukocytes (such as PMNs, mononuclear phagocytes, and NK cells) and are
called upon to serve as early-warning systems that rapidly recognize and respond to microbial
invaders in an antigen-independent manner. Nevertheless, although the ability to react rapidly
to an infectious challenge is important, it is equally important that the response be measured
and in proportion to the magnitude of the threat. Thus, it is not surprising that the ability of the
first-tier receptors to activate, in isolation, various effector functions is limited; in this regard,
CR3 is clearly representative of the entire class. Cell activation therefore requires additional
signals, such as receptor clustering, the presence of cytokines, and cooperation with other types
of receptors.

The second tier of recognition receptor is adaptive and antigen specific; the prototype is
Fc�RIII. Ligation of Fc�RIII alone is usually sufficient to trigger phagocytosis, a vigorous
oxidative burst, and generation of proinflammatory signals. Ultimately, recognition of antibody-
opsonized particles represents a high-level threat.

V. EVOLUTION OF THE IMMUNE RESPONSE TO FUNGI

Not only has the innate immune system a decisive role in the orchestration of subsequent adaptive
Th immunity to fungi, but cells of the adaptive immune system may feedback on the innate
immune system. The optimal expression of the antifungal effector activity of cells of the innate
immune system is attained in association with antigen-driven immune responses ([1] and refer-
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ences therein). This may occur through the release of cytokines with activating (IFN-�, TNF-
�) and deactivating (IL-4/IL-10) signals to effector phagocytes [211], which may include an
activity on phagosome to lysosome fusion within phagocytes [258]. The finding that Th1 and
Th2 cytokines may affect the expression of TLRs [255] provides us with a novel ground of
interaction between the innate and adaptive immune system to fungi.

VI. CONCLUSIONS

For many years, innate immunity has been considered as a separate entity from the adaptive
immune response to pathogens and has been regarded to be of secondary importance in the
hierarchy of immune functions. It is now clear that the innate and adaptive immune systems
cooperate in response to fungi, being the functioning of lymphocytes bearing clonally rearranged
receptors dependent on signal provided by the innate recognition system (Fig. 2). The identifica-
tion of PRRs as a critical component of the innate recognition system is a fundamental break-
through in immunology, but much remains to be learned. The discoveries of PRRs, including
TLRs, may have important clinical implications. Neutrophils from patients with advanced HIV
infection have impaired CR function and preserved Fc�R function [259]. It appears that targeting
the PRRs is an attractive strategy of vaccination and therapy of fungal diseases.

Figure 2 The integrated view of the innate and adaptive immune responses to fungi. The innate immune
system discriminates between different fungi and different forms of them, and produce sets of chemokines,
cytokines, and costimulatory molecules through which signals to the adaptive T-helper (Th) immune
system. Together, they contribute to the inflammatory response.
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I. INTRODUCTION

An effective immune response is the major contributor to host defense against opportunistic
mycoses. This is best illustrated by the finding that invasive mycoses (IM) primarily occur when
immune components are absent or dysfunctional. Profound neutropenia, such as develops in
patients with cancer and/or bone marrow transplantation (BMT) secondary to the underlying
disease or to the treatment, is a major risk factor for IM. Other risk factors include corticosteroid
treatment and phagocytic dysfunction resulting from immunocompromising disorders such as
infection with human immunodeficiency virus (HIV), chronic granulomatous disease, and graft
versus host reaction.

While infections due to Candida spp. and Aspergillus spp. are the most common, previ-
ously rarely encountered fungi have emerged as important opportunistic pathogens. As examples,
Trichosporon beigelii, Fusarium spp., Scedosporium spp., and Penicillium marneffei can all
cause invasive disease. During neutropenia, overall mortality due to candidiasis exceeds 60%
[1] while aspergillosis and fusariosis can cause a mortality of �90% [2,3]. Unfortunately, these
infections are often only minimally responsive to antifungal therapy, especially in patients with
prolonged neutropenia where even the most efficient antifungal agents have a limited efficacy
[4].

During the last decade, advances in understanding the host response to these infections,
combined with the discovery and availability of a number of cytokines have opened new avenues
for antifungal therapy. Based on in vitro and in vivo models of mycoses, the critical roles of
intact innate and acquired immunities have become evident and reconstitution of immune
function has been attempted. This has been experimentally achieved by either reconstitution
of effector cells numerically and/or functionally with cytokines and/or white blood cell
transfusions (WBCTx), or by manipulation of cytokine dysbalance. The results from these
studies examining the potential role of immunoreconstitution as therapy for opportunistic
mycoses are described in this chapter.
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II. IN VITRO MODULATION OF PHAGOCYTIC CELL FUNCTIONS IN
RESPONSE TO FUNGI

A number of cytokines have been found to influence the host response to fungi such as Candida
and Aspergillus spp. by modulating cellular functions. Th1 cytokines are important in deep-seated
candidiasis, when the recruitment of antigen-specific lymphocytes and locally high cytokine
concentrations are required to stimulate the anticandidal activities of nonspecific effector cells,
including neutrophils (PMN) and macrophages [5]. On the other hand, downregulation of Th1
responses may allow Candida to evade intracellular destruction by phagocytes [6,7]. In addition,
hemopoietic, Th1, and Th2 cytokines have been shown to be significant regulators of host
defenses against aspergillosis in vitro and in vivo [8–10]. As described in detail below, granulo-
cyte colony-stimulating factor (G-CSF), granulocyte-macrophage colony-stimulating factor
(GM-CSF), macrophage colony-stimulating factor (M-CSF), interferon-� (IFN-�), tumor necro-
sis factor-� (TNF-�), interleukin (IL)-1, IL-4, and IL-10 have all been shown to be important
factors in the host response to these organisms.

A. Candida spp.

G-CSF has been shown to exert many effects on PMN. In addition to increasing the number of
mature circulating PMN, G-CSF has been found to enhance their oxidative burst in response
to Candida albicans blastoconidia and pseudohyphae [11], as well as their antifungal activity
against C. albicans pseudohyphae. Of note, the fungicidal PMN activity against blastoconidia
was unaffected by G-CSF in studies where PMN were incubated with blastoconidia for �2 hr
[12,13], whereas enhancement was detected in studies using incubation periods ranging from
18 to 24 hr [14,15]. The latter enhancement may be due to the antifungal effect of calprotectin
which is released upon PMN death [16] and/or to an impact of G-CSF on phagolysosome
formation and the enclosure of the organism within the phagolysosome [13,14]. G-CSF also
has been shown to enhance PMN-induced damage of pseudohyphae of certain non-albicans
Candida species such as Candida tropicalis and Candida parapsilosis [17]. In agreement with
these results, G-CSF administered to healthy volunteers significantly enhanced PMN-mediated
damage of C. albicans pseudohyphae during the treatment period [18]. PMN from HIV-infected
patients have been found to exhibit reduced candidacidal activity which is partially corrected
by G-CSF treatment [19], although others were not able to show an anticandidal defect of PMN
from HIV-infected patients [20,21].

GM-CSF was one of the earliest hemopoietic cytokines reported to enhance anti-Candida
activities of both human PMN [22–24] and mononuclear cells (MNC) [25]. Specifically, it has
been shown to enhance fungicidal activity of human PMN [13,15] and MNC [25,26] against
Candida blastoconidia.

M-CSF is known to accelerate proliferation and differentiation of MNC, to activate mature
macrophages, and to recruit peripheral blood monocytes to sites of infection [27]. This cytokine
has been shown to modulate such mononuclear phagocyte functions as H2O2 production, phago-
cytosis, and killing of C. parapsilosis blastoconidia [27]. In addition, M-CSF enhances produc-
tion of IL-1, IFN-�, and TNF-�. Murine macrophages exhibit enhanced fungicidal activity
against C. albicans blastoconidia when treated with M-CSF [28,29]. In vitro treatment of rabbit
splenic adherent cells with M-CSF increased their phagocytic activity against C. albicans blasto-
conidia [30].

During a Phase I study of M-CSF administration to cancer patients, MNC were elutriated
from the blood of patients before initiation of therapy and 3 days after the first dose of M-CSF.
Superoxide anion (O�

2 ) production by these MNC in response to N-formyl methionyl leucyl
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phenylalanine (FMLP) and fungicidal activity against blastoconidia of C. albicans were signifi-
cantly enhanced at day 3 of therapy as compared to both controls and pretherapy values [31].
In another study, single intravenous administration of M-CSF was found to enhance phagocytosis
and intracellular killing of Candida blastoconidia by MNC as well as O�

2 production in response
to FMLP [32].

IFN-�, a potent Th1 immunomodulator, enhances phagocytic function against fungi [33]
and, in particular, the anti-Candida activity of both PMN and MNC [34,35]. Depending on the
experimental conditions such as time of incubation and assay used, IFN-� has been shown to
have an enhancing effect [34] or no effect [36,37] on fungicidal activities of human or murine
PMN against C. albicans blastoconidia.

Despite its toxicity, TNF-� is a promising agent for adjunctive therapy because of its
potency as an immunoenhancing cytokine. It can augment the production of other cytokines,
such as GM-CSF, as well as enhance several PMN functions. Fungicidal activity of PMN against
blastoconidia of C. albicans and Candida glabrata have been shown to be enhanced [34,38],
whereas the results with pseudohyphae of C. albicans have been equivocal [35]. The variable
effects of TNF-� on fungicidal activity of PMN against different growth forms of the same
organism underscore the complicated interactions of cytokines with the antifungal mechanisms
of phagocytes [39,40].

The Th2-type cytokines, such as IL-4, primarily exert a suppressive effect on immune
cells. IL-4 has been shown to suppress the oxidative burst of MNC, as measured by O�

2 produc-
tion in response to phorbol myristate acetate (PMA), and the killing of C. albicans blastoconidia
[41]. In addition, IL-10, a similar potent Th2 cytokine, affects PMN function by suppressing
their phagocytic activity against blastoconidia and by reducing PMN-induced damage of C.
albicans pseudohyphae [42].

Newer Th1-type interleukins such as IL-12 and IL-15 appear to be important in upregula-
tion of host defenses against resistant opportunistic mycoses [43–45]. In particular, IL-15 has
been shown to augment anti-Candida activities of human PMN [46] and MNC [47] and is a
promising cytokine for adjunctive antifungal therapy. The in vitro results described above are
summarized in Table 1.

B. Aspergillus fumigatus

As with Candida, G-CSF has been shown to modulate several antifungal functions of PMN
against A. fumigatus. These findings are summarized in Table 2. Specifically, it enhances PMN
O�

2 production in response to serum opsonized or unopsonized hyphae of A. fumigatus and
increases PMN-mediated damage of A. fumigatus hyphae [48]. Incubation of corticosteroid-
treated PMN with G-CSF prevents the corticosteroid-induced suppression of antifungal activities
[49]. While PMN from HIV-infected patients possess decreased ability to cause damage to A.
fumigatus hyphae, in vitro treatment of these PMN with G-CSF has been shown to restore their
antifungal ability to normal levels [50].

In a study utilizing PMN harvested from healthy adult volunteers treated with five daily
doses of 300 �g G-CSF there was enhanced anti-A. fumigatus activity as compared to activity
of PMN harvested before therapy [51]. Antifungal activity was evaluated as oxidative burst
(chemiluminescence) in response to extracts of A. fumigatus and as PMN-mediated killing of
A. fumigatus conidia. Both G-CSF and GM-CSF were found to enhance PMN-mediated damage
of A. fumigatus hyphae, and voriconazole exhibited a synergistic effect with these cytokines
[52].

Incubation of human MNC with GM-CSF has been shown to enhance O�
2 production in

response to PMA and to increase MNC-mediated damage of A. fumigatus hyphae [53]. On the
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Table 1 In Vitro Effects of Cytokines on the Antifungal
Function of Phagocytes in Response to Candida spp.

Cytokines PMN MNC/macrophages

G-CSF
Phagocytosis ↑
Oxidative burst ↑
Conidial damage ↑
Hyphal damage ↑

GM-CSF
Phagocytosis ↑ ↑
Conidial damage ↑ ↑
Hyphal damage ↑

M-CSF
Phagocytosis ↑
O�

2 ↑
Conidial damage ↑

IFN-�
Phagocytosis ↑ ↑
Conidial damage equivocal No

TNF-�
Conidial damage ↑
Hyphal damage equivocal

IL-4
Oxidative burst ↓
Conidial damage ↓

IL-10
Phagocytosis ↓ ↑
Oxidative burst ↓
Hyphal damage ↓ ↓

↑: increase, ↓: decrease, No: no effect.

other hand, while treatment of MNC with dexamethasone (DEX) suppresses O�
2 release and

hyphal damage, GM-CSF appears to prevent these deleterious effects, suggesting a potential
therapeutic role for this cytokine in patients at risk for or suffering from invasive aspergillosis
(IA) due to corticosteroid treatment [54].

Similar potent enhancement of antifungal activities of phagocytes has been achieved with
M-CSF. In one study, MNC-induced damage of A. fumigatus hyphae was significantly increased
by treatment with M-CSF and this was associated with enhanced O�

2 production in response to
PMA. Phagocytosis of A. fumigatus conidia by MNC-derived macrophages and pulmonary
alveolar macrophages (PAM) was strongly enhanced by M-CSF [55]. Mononuclear cells har-
vested from patients who received prolonged courses of M-CSF showed enhanced O�

2 production
and antifungal activity by MNC against A. fumigatus hyphae [31]. These results demonstrate
that M-CSF augments antifungal activity of mononuclear phagocytes against A. fumigatus co-
nidia and hyphae.

Incubation of PMN with IFN-� has been shown to increase oxidative burst and PMN-
mediated damage in response to both serum-opsonized and unopsonized hyphae of A. fumigatus
[48]. The combination of IFN-� and G-CSF exhibited an additive effect compared to either
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Table 2 In Vitro Effects of Cytokines on the Antifungal Function of
Phagocytes in Response to Aspergillus spp.

Cytokines PMN MNC/macrophages

G-CSF
O�

2 -production ↑
Hyphal damage ↑
Corticosteroid immunosupression restoration

GM-CSF
O�

2 production ↑ ↑
Hyphal damage ↑ ↑
Corticosteroid immunosupression restoration

M-CSF
Phagocytosis ↑
O�

2 production ↑
Conidial damage ↑
Hyphal damage ↑

IFN-�
Oxidative burst ↑ ↑
Hyphal damage ↑ ↑
Corticosteroid immunosupression restoration restoration

TNF-�
Phagocytosis ↑
O�

2 production ↑ ↑
Conidial damage No
Hyphal damage ↑ ↑

IL-4
Phagocytosis No
Conidial damage No
Hyphal damage ↓

IL-10
Phagocytosis ↑
O�

2 production ↓
Conidial damage No
Hyphal damage ↓

↑: increase, ↓: decrease, No: no effect.

cytokine alone. Similarly, treatment of human MNC with IFN-� resulted in enhanced O�
2 produc-

tion in response to and increased damage of A. fumigatus hyphae, and there was an additive
effect when combined with GM-CSF [53]. These findings led to the conclusion that the effects
of IFN-� on anti-Aspergillus activities of human PMN and MNC can be combined with the
effects of either G-CSF or GM-CSF, and serve as a basis for potential experimental animal and
clinical use of combinations of these cytokines.

In addition to suppressing hyphal damage, DEX prevents macrophages from inhibiting
germination of Aspergillus conidia. While IFN-� enhanced the antimicrobial activity of DEX-
treated macrophages against bacteria, it did not enhance activity against Aspergillus conidia,
which are handled mostly by nonoxidative antimicrobial mechanisms [56,57]. However, while
hydrocortisone and DEX suppressed the antifungal activity of human PMN and MNC against
A. fumigatus hyphae as measured by decreased O�

2 production and decreased hyphal damage,
IFN-� was able to restore these activities [49,54].
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Of note, Gaviria et al. [58] compared the three cytokines, G-CSF, GM-CSF, and IFN-�.
Specifically, the antifungal activities of PMN and MNC taken from healthy donors were evalu-
ated against C. albicans, A. fumigatus, and F. solani. The study showed that IFN-� exhibited
the broadest antifungal activity and enhanced hyphal damage of A. fumigatus.

In general, TNF-� has enhancing effects on the antifungal activities of human PMN, MNC,
and PAM against A. fumigatus. While the effects on MNC functions are moderate, incubation
of PMN with TNF-� has been shown to significantly enhance O�

2 production in response to
and hyphal damage of unopsonized A. fumigatus hyphae. When PAM were incubated with TNF-
�, there was increased phagocytosis of A. fumigatus conidia but no significant increase in
intracellular killing of conidia (Table 2) [59].

On the other hand, treatment of cells with the Th2-type cytokines generally resulted in
some suppression of antifungal activity of phagocytes. IL-4, for example, significantly sup-
pressed MNC-induced damage of A. fumigatus hyphae. In contrast, it did not alter phagocytic
activity or inhibition of conidial germination. These results suggest a lack of pathogenic role
of IL-4 on the early phase and a suppressive role on the host response in the late phase of IA
[60]. MNC pretreated with IL-10, another Th2-type cytokine, exhibited suppressed O�

2 produc-
tion in response to PMA, FMLP, and unopsonized A. fumigatus hyphae [61]. Anti-IL-10 antibody
neutralized this suppressive effect. Furthermore, treatment of MNC with similar concentrations
of IL-10 decreased MNC-mediated damage of Aspergillus hyphae. In comparison, the phagocyto-
sis of conidia was enhanced and the intracellular conidiocidal activity was not significantly
affected by IL-10. Thus, IL-10 suppresses oxidative burst and antifungal activity of MNC against
A. fumigatus hyphae (a late host response event), whereas it increases their phagocytic activity
(an early host response event). In this study, IFN-�, and GM-CSF but not M-CSF appeared to
counteract suppressive IL-10 effects [61].

C. Other Fungi

T. beigelii, a drug-resistant fungus, is ingested and killed by PMN much less efficiently than
C. albicans [62] and can cause fatal deep infections in patients with prolonged neutropenia [63].
While the host defenses against Trichosporon are incompletely understood, the cytokines GM-
CSF, IFN-�, and M-CSF all have been shown to enhance fungicidal activity of human MNC
against this organism [62].

Fusarium spp. have emerged as important pathogens in immunocompromised patients
[3,64]. Risk factors for fusariosis include prolonged neutropenia and treatment with corticoste-
roids. A recent study showed that G-CSF, GM-CSF, and IFN-� enhance antifungal activity of
human phagocytes against F. solani [58]. However, administration of G-CSF in volunteers did
not enhance the ability of their PMN to damage F. solani hyphae [18].

Scedosporium apiospermum (Pseudallescheria boydii) and S. prolificans both cause inva-
sive infections that are resistant to conventional antifungal therapy. Risk factors for infection
by these rare fungi are prolonged neutropenia and corticosteroid therapy [65–68]. Incubation
of PMN with IFN-� and GM-CSF has been shown to enhance O�

2 production in response to S.
prolificans hyphae [69].

P. marneffei is another emerging filamentous fungus that may cause fatal disease in immu-
nocompromised patients. M-CSF enhanced O�

2 production by MNC in response to serum-opso-
nized and unopsonized P. marneffei conidia similar to the M-CSF-enhanced response to A.
fumigatus [70].

III. IMMUNORECONSTITUTION: EXPERIMENTAL ANIMAL STUDIES

Cytokines either increase the number of phagocytes or regulate (enhance or suppress) the function
of these cells. Examples in the first category are G-, GM-, and M-CSF; examples in the second
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category are IFN-�, IL-4, and IL-10. While hemopoietic cytokines have been extensively used
to shorten the duration of chemotherapy-induced neutropenia [71–75] and as adjunctive therapy
in patients with fever and neutropenia [76,77], few data on their utility in defined mycoses are
available [78]. Thus, current interpretations of the potential utility of cytokines are substantially
based on animal models and on a minimal amount of uncontrolled clinical data.

A. Administration of Immunoenhancing Cytokines

Several animal models have been used to study the role of cytokines in the management of IM
in immunocompromised (neutropenic or immunosuppressed) hosts. In one of the earliest studies
of cytokines in animal models of mycoses, G-CSF given to cyclophosphamide-treated mice was
reported to offer protection from subsequent development of aspergillosis. In that study, steroid-
treated mice were protected only when simultaneous antifungal chemotherapy was administered
[79]. In a more recent study, mice immunosuppressed either with hydrocortisone or with 5-
fluorouracil were infected intranasally with A. fumigatus. Beginning 3 days before infection,
groups of mice were given either recombinant G-CSF or the antifungal triazole posaconazole,
or both. In the corticosteroid-pretreated mice, G-CSF strongly antagonized the antifungal activity
of posaconazole. While the drug achieved reduced counts in lung tissue and prolonged survival,
the combination therapy with G-CSF reversed this effect. In contrast, mice made neutropenic
with 5-fluorouracil and then infected with A. fumigatus benefited from either G-CSF or triazole,
and the effect of the combination was additive. These findings suggest that host factors contribute
in different ways to the outcome of cytokine therapy in aspergillosis [80].

The effect of G-CSF was investigated in a nonneutropenic murine model of acute dissemi-
nated C. albicans infection. Mice treated with a single dose of G-CSF showed a significant
reduction in mortality and in fungal growth from kidneys, spleen, and liver [81]. On the other
hand, the combination of G-CSF with fluconazole had a synergistic effect on clearance of C.
albicans from organs of infected nonimmunocompromised mice but not on the survival of these
animals [82]. These variant results may have been due to inconsistent effects of G-CSF, or to
adverse effects of G-CSF affecting overall activity.

In neutropenic mice with disseminated trichosporonosis, G-CSF (30–100 �g/kg/day) ad-
ministered either before or after infection improved the survival rate from �25% up to 100%
and led to organ clearance. However, GM-CSF (0.8–2 �g/kg/day) decreased the survival rate.
This may be related at least in part to the finding that GM-CSF increased PMN counts less
significantly than did G-CSF, and that there was a highly elevated level of TNF-� in bronchoal-
veolar lavage fluid which may have had an adverse effect on local phenomena. These results
suggest that other host defense mechanisms, such as TNF-� overproduction in the lungs, have
an important role in the prognosis of trichosporonosis [83].

Unlike the findings with trichosporonosis, administration of recombinant murine GM-CSF
to cyclophosphamide-treated mice enhanced their resistance to lethal challenge with C. albicans
[84]. Similarly, in mice with acute candidiasis, Cenci et al. found that M-CSF administration
protected them from subsequent lethal challenge with C. albicans. In this model, increased
survival and reduced recovery of fungi from the organs was observed [29].

Further, the effects of M-CSF (100–600 �g/kg/day) in augmenting pulmonary host defense
against A. fumigatus have been studied in neutropenic rabbits with pulmonary aspergillosis. In
these studies, rabbits were given M-CSF starting 3 days preinoculation and then throughout
neutropenia. Rabbits receiving prophylactic M-CSF had significantly increased survival and
decreased pulmonary injury as evidenced by computerized tomographic scanning and histopa-
thology. Microscopic studies demonstrated greater numbers and more activated PAM in lung
tissue of rabbits receiving M-CSF in comparison to controls. PAM harvested from M-CSF-
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treated rabbits exhibited significantly greater phagocytosis of A. fumigatus conidia as compared
to PAM from control rabbits [85].

In vivo studies using IFN-� to enhance immune responses against invading fungi have
had somewhat disparate results. One intravenous dose of IFN-� shortly before or simultaneously
with the challenge of nonimmunosuppressed mice with C. albicans decreased the growth of the
organism from kidneys, spleen, and liver. However, it did not reduce the growth of C. albicans in
cyclophosphamide-pretreated mice. These findings suggest that IFN-� enhances host resistance
against acute disseminated C. albicans infection in mice through activated PMN [86].

In another study, administration of IFN-� to naive mice and their subsequent challenge
with C. albicans resulted in a higher infectious burden and increased mortality [87]. Of interest,
this detrimental effect of IFN-� was not observed if the mice had been immunized with C.
albicans as infants. The same exacerbation of murine candidiasis was observed after treatment
of mice with IL-12, a cytokine that augments secretion of IFN-� [43]. Clearly other factors are
also important for in vivo modulation of host defenses, and the administration of cytokines may
be accompanied by significant toxicity.

TNF-� is a cytokine that may be beneficial but whose toxicities are very limiting. In
corticosteroid-treated mice with IA, IFN-� and TNF-� have been shown to decrease mortality
(from 40–60% to 0%) and fungal burden in organs as demonstrated by culture and histology
[88]. In addition, TNF-� was shown to have a protective role in a murine model of systemic
infection by C. albicans [89]. In contrast, neutralization of TNF-� and GM-CSF by treatment
of mice with monoclonal antibodies reduced the influx of PMN into the lungs and delayed fungal
clearance following pulmonary challenge with A. fumigatus [90]. In another study, intratracheal
challenge of both neutropenic and nonneutropenic mice with A. fumigatus conidia resulted in
an increase of lung TNF-� levels, which correlated with the histologic development of a peribron-
chial infiltration of PMN and MNC. Neutralization of TNF-� resulted in increased mortality in
both normal and cyclophosphamide-treated animals, which was associated with increased lung
fungal burden. Depletion of TNF-� resulted in a reduced lung PMN influx in both normal and
cyclophosphamide-treated animals, which occurred in association with decreased lung levels of
the chemokines macrophage inflammatory protein-2 and macrophage inflammatory protein-1�.
In cyclophosphamide-treated animals, intratracheal administration of a TNF-� agonist peptide
3 days before the administration of Aspergillus conidia resulted in improved survival. This study
indicated that TNF-� is a critical component of innate immunity in both immunocompromised
and immunocompetent hosts, and that pretreatment with a TNF-� agonist peptide in a compart-
mentalized fashion can significantly enhance resistance to A. fumigatus in neutropenic animals
[91]. Unfortunately, however, due to excessive toxic adverse effects it is difficult to evaluate
the antifungal effects of TNF-� clinically.

Studies have also shown a beneficial role for IL-1 against systemic candidiasis in immuno-
compromised mice. Pretreatment of mice with IL-1 protected them from acute disseminated
candidiasis [92] and decreased the number of C. albicans in kidneys and spleens of the animals
[93,94]. Although the mechanism of IL-1-induced protection is not well understood, IL-1 in
combination with antifungal agents administered during neutropenia could improve outcome
from difficult-to-treat cases of candidiasis [94]. The main findings of the experimental animal
studies are summarized in Table 3.

Understanding the synergistic activity of phagocytes, cytokines, and antifungal agents is
an area of active research with potential clinical usefulness. In vitro studies have shown additive
effects of G-CSF or GM-CSF and azoles (fluconazole and voriconazole) when combined with
PMN or MNC against either C. albicans or A. fumigatus [15,52]. Moreover, additive effects
have been found between M-CSF-treated PAM and amphotericin-B lipid complex [100]. In
murine models of IM, synergism has been shown between G-CSF and posaconazole in neutro-
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Table 3 Use of Cytokines in Animal Models of IM

Cytokines Animal model Organism Antifungal Rx Outcome

G-CSF Cyclophosphamide- Aspergillus Protective effect [79]
treated mice

N mice Aspergillus posaconazole Additive effect [80]
Immunocompetent Candida fluconazole Additive effect, ↑

and N mice survival and renal
clearance [95]

Cyclophosphamide- Candida alone ↑ survival, ↓ the
treated mice number of candida

in kidneys
�amphotericin-B ↑↑ survival [96]

Non-N mice Candida ↓ mortality and fungal
growth of organs
[81]

Cyclophosphamide- Candida Protective effect
treated mice Aspergillus ↓ candida growth of

kidney [97]
N mice Trichosporon Improved survival

and organ
clearance [83]

GM-CSF Cyclophosphamide- Candida ↑ resistance, ↓ candida
treated mice recovery from the

organs [84]
M-CSF Non-N mice Candida ↑ survival

↓ Candida recovery
[29]

Non-N rats Candida fluconazole Improved survival
[98]

Cyclophosphamide- Candida �fluconazole ↑ survival
treated mice �amphotericin B ↑↑ survival [99]

N rabbits Aspergillus ↑ survival
↑ PAM activation

[85]
IFN-� Nonimmunosuppressed Candida ↓ Candida growth

mice [86]
Naive mice Candida ↑ mortality [87]

IFN-�, TNF-� Corticosteroid- Aspergillus ↓ mortality and organ
treated mice clearance [88]

TNF-� Non-N mice Candida Protective effect
↑ resistance [88]

TNF-�, GM- Non-N mice Aspergillus Role in recruitment
CSF of neutrophils (↑

fungal clearance)
[90]

TNF-� N mice Aspergillus ↑ survival [91]
agonist

IL-1 Cyclophosphamide- Candida ↑ survival [92]
treated mice

Immunosuppressed Candida ↓ number of Candida
mice in organs [93]

N mice Candida fluconazole ↓↓ number of Candida
in organs [94]

N: neutropenia.
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penic mice with aspergillosis [80] and between M-CSF and amphotericin-B against candidiasis
[99].

B. Modulation of Immunosuppressive Cytokines

Recent studies suggested that IL-4 and IL-10 regulate phagocytic cell function in vivo. For
example, in a murine model of IA, resistance to A. fumigatus was correlated with intact functions
of conidial killing and hyphal damage by lung phagocytes [10]. In these mice, resistance could
be augmented either by neutralization of IL-4 or by IL-10 deficiency accomplished with gene
knockout methodology. Conversely, susceptibility to IA was correlated with impaired conidial
killing and hyphal damage and with increased IL-4 and IL-10 production.

Furthermore, administration of Th2 cytokines to mice with IA supports the above results.
For example, administration of IL-4 and IL-10 increases susceptibility to the challenging fungus
and reduces survival after infectious challenge. In contrast, administration of soluble IL-4 recep-
tor, a blocking agent for IL-4, enhances the resistance of mice to A. fumigatus and improves
their survival [101].

IV. IMMUNORECONSTITUTION—CLINICAL STUDIES

A. Cytokines

1. Chronic Granulomatous Disease (CGD)
a. Prevention. Patients with CGD are at high risk for IA. Indeed, IA is common cause

of pneumonia and mortality in these patients [102]. IFN-� has been shown to enhance the
oxidative burst of PMN and MNC derived from patients with CGD [103–105]. In a large
prospective, randomized, placebo-controlled trial, the incidence of serious infections in the group
of CGD patients who received 50 �g/m2 IFN-� three times a week was reduced from 24% of
controls to 4% in 2 years [106]. In an ex vivo accompanying study of some patients from the
above investigation, PMN from IFN-�-treated patients caused more damage to Aspergillus hy-
phae than PMN from controls [107]. In a subsequent double-blind randomized study, PMN
harvested from CGD patients treated with 100 �g/m2 IFN-� for 2 consecutive days exhibited
higher oxidative burst and increased damage to A. fumigatus hyphae as compared to cells har-
vested from patients treated with 50 �g/m2 IFN-� or before initiation of IFN-� administration
[108]. These findings may be relevant to the decreased incidence of serious infections observed
in CGD patients treated with IFN-� prophylactically.

b. Therapy. Randomized clinical studies are very difficult to perform with unusual
moulds, making controlled in vitro and animal studies very important. Based on in vitro and
animal data, some clinicians have chosen to treat these life-threatening mold infections with
combination therapy. The majority of IM cases have been due to Aspergillus spp., many of
whom were cured with combined antifungal therapy and IFN-� (Table 4).

These patients were not receiving IFN-� prophylactically. Use of other immunotherapies
has been rare in CGD patients. One patient with invasive multifocal infection due to A. nidulans
was reported to be successfully treated by HLA-genoidentical BMT, G-CSF-elicited PMN,
G-CSF, and liposomal amphotericin-B. The infection had been unresponsive to treatment with
amphotericin-B and IFN-�. At 2 years post-BMT, the patient was well with full immune reconsti-
tution and no sign of Aspergillus infection [111].

2. HIV Infection
Invasive mycoses, especially aspergillosis, have become important opportunistic infections in
HIV-infected patients [118–120]. PMN and MNC-derived macrophages from HIV-infected pa-
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Table 4 Case Reports of CGD Patients with Fungal Infections Who were Treated with Combined
Antifungal Therapy and a Cytokine

Type of fungal
Reference infection Fungal isolate Antifungal therapy Cytokine

Williamson Soft tissue Paecilomyces Amphotericin-B IFN-�
[109] infection on the varioti followed by

right heel itraconazole
Phillips [110] Disseminated Pseudallescheria Amphotericin-B IFN-�

infection boydii
Ozsahin Invasive multifocal A. nidulans Liposomal G-CSF

[111] infection amphotericin-B G-CSF-elicited
PMN

Roilides Lobar pneumonia Chrysosporium Liposomal IFN-�
[112] and tibia zonatum amphotericin-B

osteomyelitis
Cohen-Abbo Multifocal Paecilomyces Amphotericin-B IFN-�

[113] osteomyelitis varioti followed by
itraconazole

Pasic [114] Osteomyelitis A. fumigatus Itraconazole IFN-�
Touza Rey Brain abscesses A. fumigatus Various antifungal IFN-�

[115] agents and
surgery

Bernhisel- Pulmonary A. fumigatus Amphotericin-B IFN-�
Broadbent infection and flucytosine
[116]

Tsumura Tibia osteomyelitis A. fumigatus Amphotericin-B IFN-�
[117]

tients possess decreased ability to damage hyphae and to ingest conidia of A. fumigatus, respec-
tively [50,121]. These defects may be related to the well-described CD4� T-helper lymphocyte
dysfunction in these patients [122]. Of interest, the PMN defect is partially correctable by G-
CSF in vitro [50]. In addition, in a randomized, multicenter, controlled trial of patients with
advanced HIV infection, G-CSF decreased incidence and duration of severe neutropenia, inci-
dence of bacterial infections, number of hospital days, and duration of intravenous antibiotics
[123]. No mention, however, of any mycoses was included in the study.

3. Cancer-Related Therapy

Malignancies and the related immunodeficiencies constitute the broadest field of acquired defects
in host defenses and the greatest need for immune reconstitution. Thus, most of the preclinical
and clinical studies have focused on this patient population. To date, although the cytokines have
been extensively studied preclinically, no randomized studies have been designed to specifically
examine the role of cytokines against IM in immunocompromised patients. The main reason
for this is that the number of IM as infectious sequelae of immunocompromise is relatively
small, and no study performed with other objectives has had the statistical power to demonstrate
a significant difference in the proportion of IM. Thus, conclusive clinical data are still missing,
making the issue of cytokine use in the management of IM controversial.
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Table 5 Case Reports of Cancer Patients with Fungal Infections Who were Treated with Combined
Antifungal Therapy and a Cytokine

No. of Underlying
Reference pts condition Fungal infection Cytokines Outcome

Grauer [124] 1 AML & T. beigelii G-CSF Cured
AlloBMT septicemia

Poynton [125] 2 AL Hepatosplenic IFN-� � GM- Cured
candidosis CSF

Spielberger 1 Neutropenia Disseminated GM-CSF Cured
[126] Fusarium (PMN

infection transfusion)
Gonzalez [127] 1 Neutropenia Invasive G-CSF Cured

zygomycosis
Hennequin 1 Neutropenia Fusarium G-CSF Cured

[128] oxysporum
infection

Fukushima 1 ALL Invasive G-CSF Cured
[129] thoracopulmonary

mucormycosis
Dornbusch 5 Neutropenia Invasive pulmonary G-CSF 2 died

[130] aspergillosis 2R (with S)
1 CR
(without S)

R: response; CR: complete response; S: surgery.

a. Case Reports. Several case reports have suggested the value of hemopoietic cyto-
kines in treating IM in cancer patients (Table 5).

b. Studies of Cytokine Administration. There have been two studies reported using
GM-CSF as adjuvant therapy in neutropenic patients with controversial conclusions. In an initial
pilot study of eight neutropenic patients with IM there were six responses with four of them
being complete responses. Among the eight patients, there were two patients with Aspergillus
(one responded), five Candida spp. cases (four responded), and one Trichosporon (responded)
[131]. The dose of GM-CSF used in this study was excessively high, ranging up to 700 �g/m2,
and was followed by increased toxicity.

A subsequent open study of GM-CSF in proven IM in neutropenic cancer patients con-
ducted in 17 patients did not show similar favorable results. Eight of the patients suffered from
candidemia, eight from pulmonary aspergillosis, and one from fusariosis. They were treated
with GM-CSF 5 �g/kg and amphotericin-B 1 mg/kg. There were six deaths and the authors felt
that this regimen failed to improve outcome [132].

A multicenter study examining the utility of the administration of G-CSF in nonneutropenic
patients with invasive candidiasis has been conducted in Europe. Although no significant dif-
ference in survival was observed [133], the patients who had higher numbers of PMN due to
G-CSF had more favorable outcome than the patients who did not increase their PMN counts.

In another randomized trial, the efficacy of G-CSF in 119 severely neutropenic patients
with hematological malignancies after intensive chemotherapy and infection was investigated.
Patients received either ceftazidime plus amikacin, or the same antimicrobial regimen plus
G-CSF (5 �g/kg/day). Patients who received antibiotics plus G-CSF had more clinical responses
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(82% vs. 60%), less superinfections, fewer days in hospital, reduced antibiotic use, and reduced
mortality. Although only four fungal infections occurred, they were all encountered in the group
receiving antibiotics alone. Toxicity secondary to G-CSF was absent [134]. Unfortunately, this
study is a typical example of the problem of lack of power for determining a significant differ-
ence.

Similarly, in a retrospective study of patients with autologous bone marrow transplantation
(ABMT) for lymphoid cancer, the incidence of infections 28 days post-ABMT was compared
in patients who had or had not taken GM-CSF. Overall, fewer infections were observed (13%
vs. 40% of controls; P � .001), a trend of fewer IM (4% vs. 14%; P � .09), and fewer days
of amphotericin-B usage (median 2 vs. 8.5 days; P � .03) with GM-CSF treatment [135].

The strongest data supporting adjuntive cytokine administration in IM come from the
Eastern Cooperative Oncology Group study, a prospective, randomized, placebo-controlled
Phase III study of GM-CSF. In this study, 124 older patients with acute myelogenous leukemia,
55–70 years of age, were given GM-CSF or placebo from day 11 postinduction. A higher rate
of complete response and longer overall survival were observed among the patients treated
with GM-CSF. In addition, lower infection-related toxicity was observed. Among patients with
pneumonia, mortality was as follows: 2/14 patients (14%) in the GM-CSF group, and 7/13
(54%) in the placebo group (P � .046). Fungal infection-related mortality in the GM-CSF
group was 1/52 (2%) as compared to the placebo group, which was 9/47 (19%; P � .006)
[136,137].

In a more recent publication from this trial, the etiological agents present at the time of
death were reported [138]. Among the patients who received GM-CSF or placebo, there were
11 patients with aspergillosis, seven with candidiasis, and two with infections due to other fungi.
Only one of eight patients who had been randomized to receive GM-CSF and developed fungal
infection died (13%). This contrasted to nine among 12 patients on placebo (75%; P � .02).
No apparent difference between aspergillosis and candidiasis was noted with these very small
numbers of patients.

In one of the early nonrandomized studies, M-CSF was administered to 46 neutropenic
cancer patients with IM. Among them, 30 patients suffered from invasive candidiasis, 15 from
IA, and one from mucormycosis. Overall, there was a trend of decreased incidence of mycoses.
There was, however, a significantly greater survival in patients with candidiasis and Karnofsky
score �20% compared with historical controls (P �.05) [139]. This study was followed by a
double-blind controlled study of M-CSF in patients with acute myelogenous leukemia and febrile
neutropenia. Although no impact on disease-free survival was found, an outcome heavily depen-
dent on many confounding factors in these high-risk patients, a decreased incidence and duration
of febrile neutropenia and a significant decrease in the use of systemic antifungals were observed
[140]. The results of the above preventive and therapeutic studies on outcome of the patients
are summarized in Table 6.

The issue of cost-effectiveness of G-CSF with regard to IM was addressed in a recently
published study. Neutropenic patients with presumed IM were randomized to receive either
amphotericin-B alone or in combination with G-SCF (3–5 mg/kg daily). There were 62% re-
sponders to combination versus 33% to amphotericin B-alone (P � .027). Of note, all nonre-
sponders received liposomal amphotericin-B. Based on drug acquisition, hospital stay, and treat-
ment duration, the combination regimen was more cost-effective [141].

B. Cytokine-Elicited White Blood Cell Transfusions [142]

WBCTx therapy for patients with neutropenia and infections was first attempted �60 years ago
[143], but it was not until the 1960s that this therapy was frequently used and studied. As
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Table 6 Clinical Studies of Use of Cytokines for Prevention or Treatment of IM in Cancer Patients

Cytokine Outcome References

Prevention
GM-CSF Overall ↓ infections, a trend of ↓ IM and ↓ days of amphotericin-B usage [135]
GM-CSF More complete responses, ↑ survival, ↓ fungal infection-related mortality [136,137]
G-CSF More clinical responses, ↓ superinfections, hospitalization, antibiotic use, [134]

mortality
Fungal infections only in the group treated with antibiotic alone

M-CSF ↓ incidence and duration of febrile neutropenia, ↓↓ use of systemic [140]
antifungals

Cytokine Fungal infections Outcome References

Treatment
GM-CSF Candida 5 6/8 responses, 4/8 complete responses [131]

Aspergillus 2
Trichosproron 1

GM-CSF Candida 8 No effect on outcome (6 deaths) [132]
Aspergillus 8
Fusarium 1

GM-CSF Candida 3 ↓ mortality (13% in GM-CSF group, 75% in placebo [138]
Aspergillus 4 group, P � .02)
Other 1

G-CSF Candida No significant difference in survival [133]
M-CSF Candida 30 Trend of ↓ mycoses [140]

Aspergillus 15 Significant improvement of survival of patients with
Other 1 candidiasis and Karnofsky score � 20%

discussed by Schiffer [144], early studies described benefits of WBCTx using large doses of
PMN from donors with chronic myeloid leukemia (CML). Although these were uncontrolled
trials, dramatic clinical changes were observed in patients who were doing poorly with antibiotic
treatment alone. As CML donors are not always readily available, more sophisticated apheresis
techniques were developed that resulted in collection of higher numbers of PMN. With this, the
focus shifted to the use of WBCTx obtained from normal donors.

Seven experimental animal studies demonstrated the efficacy of WBCTx therapy for the
eradication of infection [145–151]. Based on encouraging results from these studies, a series
of clinical trials were conducted in patients with neutropenia-related infections [152–158]. In
these studies, most patients had refractory bacterial infections, and they were randomized to
receive treatment with WBCTx plus antibiotics versus antibiotics alone. Most of them showed
that WBCTx could be lifesaving among those patients with prolonged neutropenia
[152,153,156,157] or could improve overall survival [154]; two showed no benefit of WBCTx
therapy [155,158]. Data from three uncontrolled studies [159–161] showed a response rate
�60% when WBCTx were given as adjunctive therapy to patients who were not responding to
antibiotic treatment alone.

However, methodological problems, issues related to the high cost of the procedure, signifi-
cant adverse effects to the recipient (fever, chills, hypotension, pulmonary infiltrates, respiratory
distress, transmission of cytomegalovirus, graft-versus-host disease, alloimmunization, and
haemolytic reactions), and insufficient quantities of PMN used for transfusion [162] made
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WBCTx less attractive. Because of these problems and the development of newer and more
effective antibiotics, WBCTx were almost abandoned in the late 1980s.

In the 1990s, a new need for WBCTx therapy became apparent due to the increased
incidence of neutropenia-related mycoses and the limited efficacy of antifungal agents in this
setting. However, in order to have a good response to WBCTx it was necessary to evaluate and
modify those factors that could have been responsible for the marginal efficacy and severe
toxicity of the WBCTx reported previously. Those factors were impaired quality of PMN ob-
tained from older leukapheresis techniques, alloimmunization status of some WBCTx recipients,
and insufficient quantities of PMN used for transfusion [162]. Indeed, all reported data suggested
that adequate WBCTx therapy depends on selection of the right recipient, the best collection
technique, and the best donor. By optimizing these factors, transfusion of a high number of
good-quality PMN can be achieved.

Patients with evidence of alloimmunization (platelet refractoriness, antileukocyte antibod-
ies, repeated febrile transfusion reactions, or posttransfusion pulmonary infiltrates) may not
benefit from WBCTx [163]. They usually have a low posttransfusion increment [164] and more
pulmonary reactions secondary to longer retention of PMN in the lungs [165]. In addition,
transfused PMN seem to be unable to migrate to the sites of infection in alloimmunized infection
[166].

One experimental [150] and three clinical [160,161,167] studies have shown that the higher
the number of cells transfused per square meter of body surface area, the better the clinical
response to WBCTx. The filtration leukapheresis technique used in the 1970s was inexpensive
but yielded damaged PMN [168]. In addition, transfusion of cells collected with this procedure
was associated with a high incidence of transfusion reactions and poor recovery of cells after
transfusion [169]. More recently, continuous-flow centrifugation with the addition of a rou-
leauxing agent such as hydroxyethyl starch to effectively separate PMN from erythrocytes is
the preferred leukapheresis technique and produces a higher yield of better-quality PMN [170].

The best donor would be a person who is blood related (to avoid toxicity related to
incompatibility) and who can yield a high number of PMN. Even with the best leukapheresis
technique, the number of PMN that can be collected is still relatively small (Table 7).

Under optimal conditions, transfusion of 1010 PMN should produce a posttransfusion
increment of 103 PMN/�L in a 70-kg adult [169]. This value is close to 1.12 � 1011, the
estimated daily production of PMN for a 70-kg person [171]. Alterations in leukocyte kinetics
due to fever, infection [169], and profound neutropenia [167] may further increase the transfusion
requirements, and it has been suggested that doses of 1011 PMN may be required to give a
higher proportion of successes after WBCTx [167].

Table 7 Number of PMN at the Time of Starting White Blood Cell Transfusion Therapy

PMN � 1010 References

Daily production of PMN by healthy person 11 [171]
Number of PMN needed to achieve an ANC � 1000/�L 10 [169]
Mean yield of PMN per WBCTx collection using:

CML donors 5.8 [167]
Dexamethasone-treated healthy donors 2.5 [172]
G-CSF-treated healthy donors 3.9 [173]

Source: Ref. 142.
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Given the apparent limits of collection methodology, additional work has focused on
finding donors that might provide higher yields. Patients with CML were successfully used as
donors by Freireich et al., and provided an average of 5.8 � 1010 PMN per transfusion [167].
However, patients with CML are not convenient as donors, and further work focused on treating
healthy donors with steroids to increase their circulating WBC. Dexamethasone was the most
promising alternative (mean PMN yield was 2.5 � 1010) [172] but never produced the very
high yields thought desirable for consistent success [167].

Subsequently, recombinant G-CSF has been shown to stimulate the proliferation and differ-
entiation of PMN in vitro and to increase the absolute neutrophil count (ANC) safely in patients
with neutropenia [174]. These results raised the possibility that administration of G-CSF to
WBC donors would increase their ANC to levels that would lead to a higher yield of better-
quality PMN (Table 7). Bensinger et al. treated eight donors with the same dosage of G-CSF
and obtained comparable PMN yields (mean 4.1 � 1010) and 24-hr posttransfusion ANC (me-
dian 570/�L), but no data about clinical efficacy of WBCTx were provided [173]. These results
are consistent with in vitro studies that have demonstrated that cytokine regimens containing
G-CSF can prolong the survival and function of PMN, even if the PMN are irradiated [175–177].

In a pilot study, G-CSF-elicited WBCTx were used to treat 15 adult neutropenic patients
(�500/�L) with documented and refractory mycoses [178]. All 15 adult patients had hematologi-
cal malignancies, and seven had been treated with BMT. The cases included 11 mould infections
(seven aspergillosis, three fusariosis, one unidentified) and four yeast infections (three candidia-
sis, one trichosporonosis). Eight of the patients had evidence for widely disseminated infection.
At the time of institution of WBCTx, all of the infections had been progressive despite appropriate
antifungal treatment for a median of 10 days and the patients had been neutropenic for a median
of 23 days. At the end of WBCTx therapy, 11 of 15 patients had a favorable response (nine
improved and two stabilized), and in seven of these patients, the favorable response appeared
substantially due to WBCTx. Those patients in whom WBCTx therapy was started early during
neutropenia and shortly after diagnosis of fungal infection were more likely to respond. The
favorable responses were still seen 3 weeks after the end of WBCTx therapy in eight of 11
responders. Due to special efforts to select only blood-related donors and nonalloimmunized
recipients, the frequency of adverse reactions was �5%. Donors tolerated the treatment well
and achieved a median PMN count of 29.4 � 103/�L that led to a mean PMN yield of 4.1 �
1010, and a mean 1-hr and 24-hr posttransfusion PMN count of 594 and 396/�L, respectively.
This pilot study demonstrated that G-CSF-enhanced WBCTx therapy can be lifesaving for pa-
tients with refractory neutropenia-related mycoses. More information about long-term safety of
donors’ treatment with G-CSF is needed before recommendations on use of G-CSF-elicited
WBCTx are made [142].

More recently, Peters et al. reported the results of a prospective study of WBCTx in
patients with malignancies or hematological disorders and serious bacterial and fungal infections
during neutropenia. WBCTx were derived from blood-related donors and after G-CSF or prednis-
olone treatment. The WBCTx were safe and there were greater numbers of WBC after G-CSF
elicitation than prednisolone elicitation. Nine patients suffered from IA and 4 from Candida
infections. Among the nine patients with IA, five had a complete clearance of infection, and
among the four patients with Candida infection, two recovered completely following WBCTx
therapy [179].

In another report, G-CSF-primed PMN transfusions were administered to two neutropenic
patients with C. tropicalis fungemia in combination with amphotericin-B, resulting in elimination
of the infection [180]. Furthermore, Catalano et al. used combined treatment with amphotericin-
B and G-CSF-stimulated WBCTx in an aplastic patient with IA undergoing BMT with complete
recovery from the infection [181].
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In contrast, a retrospective study of administration of WBCTx to neutropenic patients with
IM did not find any benefit showing an equally low infection resolution rate of 29% in the
transfused group and 23% in the nontransfused group for noncandidal mycoses and 56% versus
50% for candidal sepsis, respectively [182]. Clearly, more investigations are needed before this
technique becomes a standard of care for life-threatening IM in neutropenic patients.

V. RESTORATION OF LYMPHOCYTE RESPONSE POST PERIPHERAL
BLOOD STEM CELL TRANSPLANT BY ADDITION OF AUTOLOGOUS
DENDRITIC CELLS

Patients who have received BMT or peripheral blood stem cell transplant (PBSCT) are suscepti-
ble to IA even after engraftment [183,184]. It is known that patients receiving chemotherapy
or BMT/PBSCT have decreased numbers of dendritic cells (DC) [185]. These patients also
display lymphopenia and poor proliferative response to mitogenic stimuli for approximately
4–6 months posttransplant, as well as a prolonged impairment of specific T-lymphocyte response
to antigens [186]. The lack of response to antigens is multifactorial, but one factor could be the
decreased number of DC. Therefore, to evaluate whether DC could improve the proliferative
response of lymphocytes 1 month after transplant, Grazziutti et al. prepared DC from a cryopre-
served sample of apheresis blood collected pre-PBSCT. When peripheral blood MNC from five
PBSCT recipients were collected 1 month posttransplant and exposed to heat-killed A. fumigatus
in the absence of exogenously added DC, no proliferative response was observed in vitro.
However, if pre-PBSCT DC were added to these cultures, there was a significant proliferative
response to heat killed A. fumigatus in two of five patients. Similar experiments using MNC
from pre-PBSCT apheresis blood in place of DC showed no improvement in the proliferative
response to heat killed A. fumigatus compared with the response of peripheral blood MNC alone.
This inefficiency of MNC may have been due to an increased sensitivity of MNC to the deleter-
ious effects associated with cryopreservation/thawing [187].

VI. T-CELL ADOPTIVE THERAPY—PROSPECTS OF VACCINATION

Studies have begun to assess the ability of fungal antigens to induce Th1-type reactivity as
potential candidates for fungal vaccines. Similar to what has occurred upon nasal exposure to
viable A. fumigatus conidia, treatment of immunocompetent mice with Aspergillus crude culture
filtrate antigens resulted in the development of local and peripheral protective Th1 memory
responses. These were mediated by antigen-specific CD4� T cells producing IFN-� and IL-2
capable of conferring protection upon adoptive transfer to naive recipients. Protective Th1 re-
sponses could not be observed in mice deficient of IFN-� or IL-12. These results showed that
Aspergillus antigens exist with the ability to induce Th1-type reactivity during infection [188],
which suggests the existence of fungal antigens useful as a potential candidate vaccine against
invasive pulmonary aspergillosis [189].

VII. CONCLUSIONS

The increasing incidence of IM and the emergence of previously rare opportunistic fungal patho-
gens is of alarming importance in the management of immunocompromised patients. Normaliza-
tion of the host defenses along with antifungal therapy is the cornerstone of successful treatment.
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In the last decade, much has been learned about phagocytic cell and cytokine involvement in
immunopathogenesis of mycoses by in vitro and animal model studies. In parallel with destroying
fungi using potent antifungal agents, reconstitution of immune response by either exogenous
modulation of enhancing/regulatory cytokines or transfusion of cytokine-elicited allogeneic
phagocytes appears to be a promising adjunct to antifungal chemotherapy for these life-threaten-
ing diseases. In particular, G-CSF-elicited WBCTx may represent a valuable new tool for use
in management of these infections. Further evaluation of the safety and efficacy of these immuno-
therapeutic modalities is an urgent priority for research during the start of the new decade. One
may have to distinguish between patients with no PMN or with dysfunctional PMN in order to
choose which cytokines to use [190]. Since even large randomized studies of unselected patients
are not expected to have the statistical power necessary to prove the beneficial role of cytokine
modulation, only very high-risk patients need to be targeted in randomized studies of single or
combined cytokines as potential beneficiaries of immunomodulation. It is only through such
studies that guidelines may be established as to the appropriate use of these agents. A better
understanding of the synergy between cytokines and specific antifungal agents may provide
additional powerful tools for managing these serious infections in the twenty-first century.
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I. MUCOSAL IMMUNE SYSTEM: GENERAL CONCEPTS

The mucosal immune system has long been recognized as the first line of defense against
microbial invaders. The aerodigestive and the urogenital tracts as well as the eye conjunctiva
and the ducts of all exocrine glands are all covered by mucous membranes with their highly
specialized immune system. As described by Cwerkinsky et al. [1], this consists of an integrated
and communicating network of lymphoid cells which works in concert with innate host factors to
promote host defense. Major mucosal effector immune mechanisms include secretory antibodies,
largely of immunoglobulin A (IgA) isotype, cytotoxic T-cells, and cytokines, chemokines, and
their receptors. In a healthy human adult, this local immune system contributes almost 80% of
all immunocytes [1]. These cells are accumulated in or transit between various mucosal organs
and glands and together form the mucosa-associated lymphoid tissue (MALT), the largest mam-
malian lymphoid organ system. MALT comprises anatomically defined lymphoid microcompart-
ments, such as the Peyer’s patches in the small intestine, the appendix and solitary follicles in
the large intestine and in the rectum, the nasal mucosa and the tonsils at the entrance of the
aerodigestive tract, which serve as the principal mucosal inductive site where immune responses
are being initiated. MALT contains diffuse accumulations of large numbers of lymphoid cells
that do not associate into apparently organized structures. These cells are either distributed in
the lamina propria or interspersed among epithelial cells in mucosal tissues and glands, giving
rise to the mucosal effector sites where immune responses are being induced and/or expressed.
The gut mucosa is particularly well endowed with such diffuse lymphoid tissues. More important
for the elicitation of an immune response is the fact that immunization at certain inductive sites
may give rise to a humoral immune response preferentially manifested at certain effector sites.
Thus, a given inductive site may serve as a preferential but not exclusive source of precursor
cells for certain mucosal tissues. MALT mainly functions to protect the mucous membranes
against colonization by potentially dangerous microbes as well as to prevent the development
of harmful responses to these antigens (Table 1).

MALT represents a well-known example of a compartmentalized immunological system.
As opposed to the central and peripheral lymphoid organs, MALT contains inhomogenously
distributed B-cells and T-cells whose phenotype, developmental origin, and secretion products
(and probably also functions) are different. First, the prime immunoglobulin isotype produced
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Table 1 Main Functions of Mucosa-Associated Lymphoid Tissue (MALT)

1. Protection of the mucous membranes against colonization by potentially dangerous microbes
2. Prevention of uptake of antigens including foreign protein derived from ingested food and commensal

microorganisms
3. Prevention of development of harmful immune system responses to these antigens if they reach the

internal milieu

and assembled in mucosal tissues is secretory immunoglobulin A (SIgA), which is only present
in trace amounts and usually only early and transiently, in the intravascular compartment. Further,
nonconventional lymphocytes rarely seen in the spleen and peripheral lymph nodes are encoun-
tered at appreciable frequency in different mucosal location such as, for instance, �/� TCR+,
CD4�, CD8� cells, �/� TCR+, CD4� CD8� cells, �+ CD8��� and �/� TCR+, CD4,� CD8�

��CD8 �� T-cells in the gut epithelium. The antigen receptor reportoire is also different in
each location. Furthermore, in contrast to the T- and B-lymphocytes found in central and periph-
eral lymphoid organ, certain �/� and �/� T-cells found in the mucosa, and presumably also the
mucosal CD5+ B-cells do not depend on the thymus or bone marrow for their development,
respectively. Thus, by its cellular composition and compartmentalization, the MALT works with
an essential independence from the systemic immune apparatus.

II. INDUCTIVE SITE IN THE GUT-ASSOCIATED LYMPHOID TISSUES
(GALT)

The gut contains the most abundant lymphoid tissues and includes organized as well as diffuse
lymphoid elements. Organized lymphoid tissues comprise two units: B-cell follicles and para-
or interfollicular T-cell areas—assembled within a matrix of loose connective tissue. These
follicles occur singly or in groups and harbor variable numbers of macrophages and T-cells [1].

Follicle-dome structures form the main lymphoid component of the Peyer’s patches in the
jejunum and ileum, and are also found in the large intestine, and especially in the appendix
(Fig. 1). These structures appear to play an important role in the induction of immune responses
to oral vaccines. Typically, the follicles contain a majority of B-cells, approximately half of
which are activated. The T-cell zone comprises a majority of CD4+ T-cells; CD8+�� TCR T-
cells are mainly located in the parafollicular area whereas CD8+ �� TCR T-cells are rare. The
dome is covered by a specialized epithelium or ‘‘follicle’’-associated epithelium, containing
antigen-transporting M cells.

Clusters of follicles are also found adjacent to the anorectal junction. The potential impor-
tance of the rectal lymphoid tissues as IgA-inductive sites and as a source of IgA plasma cell
precursors is suggested by several studies [1]. First, the predominance of IgA2 cells over IgA1

cells in the lamina propria of the large intestine clearly diverges from the relative apportioning
of the two in other mucosal tissues such as in the small intestine and in the upper large intestine.
Further, rectal immunization of humans, nonhuman primates, and rodents has been shown to
induce strong secretory antibody responses in the rectal mucosa. In some instances, rectal vacci-
nation could induce specific antibodies in serum, and also in secretions from remote mucosal
organs such as saliva and genital secretions.
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Figure 1 Gut-associated lymphoid tissues (GALT). (From Ref. 1.)

III. INDUCTIVE SITES IN THE GENITAL TRACT MUCOSA

Although long considered as immunologically incapable of supporting an active immune re-
sponse against locally encountered antigens (perhaps as perception of the fact that it must tolerate
semen antigens), the female reproductive tract mucosa has been shown to contain all cell popula-
tions required for initiating an immune response. HLA-DR� Langerhans cells with elevated
antigen presentation capability have been identified in the vaginal and cervical epithelia, being
most abundant in the vulval epithelium. Intraepithelial T-cells have been found at all sites and
comprise primarily CD8+ cells. A significant proportion of these cells express TIA-1 [1], sugges-
tive of a cytolytic capacity. In contrast, CD4+ T-cells are rarely found in these epithelia but
predominate in the submucosa of the vagina, cervix, and Fallopian tubes. Remarkably, the
proportion of CD4+ and CD8+ T-cells may vary in the tissue districts. Although all components
of the mucosal immune system are present in the female reproductive tract, the precise sites of
induction of secretory immune responses in this organ are largely unknown. Moreover, even
large differences in the cellular composition and distinct phenotypes have been reported in the
same genital district of the different mammals. An example is the very different proportion
of CD4+ and CD8+ T-lymphocytes in the subepithelial layers of mouse and rat vagina [2,3].
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Interestingly, the CD4+/CD8+ T cell ratio in healthy women is much more similar to that of the
rat than that of the mouse [4].

IV. PREDISPOSING FACTORS TO MUCOCUTANEOUS CANDIDIASIS

Physical or functional impairment of the mucosal barrier, deficient functioning of the SIgA,
and T-cell deficiency syndromes make patients prone to develop mucosal or mucocutaneous
candidiasis [5,6].

A. Breaches of the Integrity of the Mucosal Surface

Corticosteroid treatment and cytotoxic chemotherapy may result in impairment of mechanical
integrity of the mucous membranes (mucosal erosion or disruption) and predispose to mucosal
candidiasis. Outgrowth of Candida on mucosal surfaces can also occur because of the alteration
of the bacterial flora. Elevation of the glucose concentration in saliva or vaginal fluid may
increase the ability of Candida to adhere to the epithelium or to replicate at the mucosal surface.

B. Secretory IgA Deficiency

Patients with disorders of the SIgA immune system (deficiency of the secretory component or
decreased production of SIgA) are prone to develop chronic diarrhea and recurrent intestinal
candidiasis without an increased susceptibility to disseminated candidiasis.

C. Primary T-Cell Deficiency

Oropharyngeal thrush is a common complication of primary T-cell deficiency such as Di George
syndrome, and persistent mucosal candidiasis is a hallmark in infants with combined immunode-
ficiency disorders. Patients with chronic mucocutaneous candidiasis with defective in T-lympho-
cytes have protracted candidal infections of the mucous membrantes, nails, and skin. These
patients, however, are not susceptible to invasive candidiasis.

D. Acquired T-Cell Deficiency

Oral and gastrointestinal candidal infection are common manifestations of human immunodefi-
ciency virus infection, and esophageal candidasis is one of the diagnostic criteria of the acquired
immunodeficiency syndrome. Disseminated candidiasis is not frequent in this form of immuno-
deficiency and occurs only in the late stages of disease when other immune functions (for
instance, the phagocytosis) are also severely impaired.

Mucocutaneous candidiasis is increasingly common in patients with defective cell-me-
diated immunity (CMI), including AIDS patients. The majority of human Candida infectious
occur at mucosal surfaces. However, in contrast to systemic candidiasis, relatively little is known
about the role of mucosal immunity in protection against Candida.

V. MUCOSAL IMMUNE RESPONSE TO CANDIDA

Candida species, especially C. albicans, are commensals of the oral cavity and the gastrointesti-
nal and genitourinary tracts of healthy humans. Odds [5] has suggested that 40–50% of any
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given sample population temporarily or parmanently carries this fungus in their gastrointestinal
tract. The shift of C. albicans from commensal to invasive pathogen is primarily the consequence
of suppression of the host’s cellular immune system as well as the virulence of the indigenous C.
albicans strains [7–10]. Mucosal colonization with C. albicans induces both antibody-mediated
immunity and CMI. However, C. albicans can persist on the mucosal surfaces of healthy individ-
uals despite demonstrable adaptive anti-Candida immunity. In mere, alimentary tract coloniza-
tion or oral immunization with C. albicans induced both A secretory and a cellular immune
response in mice [11]. Oral immunization with C. albicans induced in mice a Th-1-type response
in the spleen, but a Th-2 type-response in Peyer’s patches. According to Xu-Amato et al. [12],
this dichotomous T-helper cell response may explain why Candida-induced humoral and cellular
immune response of the host does not result in clearance of Candida from the intestine and
C. albicans continues to persist on the mucosal surfaces despite the persistence of systemic
immunity.

Dissemination, which occurs under conditions that compromise the host immune system,
such as quantitative or qualitative defects in phagocytic cell activity, results in a progressive
disease associated with a high rate of mortality. In the majority of healthy human subjects,
Candida commensalism is promptly revealed by the presence of appreciable levels of anti-
Candida antibodies as well as by a state of T-cell-mediated delayed-type hypersensitivity (DTH)
response to fungal antigens as an indicator of CMI responses in vivo. The DTH response to the
fungus is presumed to prevent mucosal colonization from progression to symptomatic infection
[13]. In fact, defective DTH reactivity and elevated levels of Candida specific IgE, IgA, and
IgG [14] are often observed in immunocompromised individuals with recurrent or persistent
Candida infection. As pointed out by Cassone et al. [15,16], Candida albicans possesses several
molecules or molecular complexes in its cell wall which potentially have a great impact on the
host. Since the cell wall and its polymers released into the external milieu are the main compo-
nents which interact with the host, it is not surprising that Candida cell wall proteins and
mannoproteins, particularly, are potent inducers of DTH in humans. Moreover, the ability of
this fungus to develop, in vivo, into different growth forms is associated with its resistance to
the host’s clearance mechanisms. Thus, detectable mechanical obstacles imposed on phagocytes
or more subtle mechanisms of immune evasion such as antigenic variation, binding of comple-
ment or other serum factors, secretion of immunoinhibitory constituents, low level of chemokine
stimulation, and other factors may contribute to persistence of the organism [15,16] (Cassone
et al., unpublished data).

Persistent but localized foci of colonization by Candida in the gastrointestinal (GI) tract
of healthy individuals may be important reservoirs from which dissemination occurs under
conditions that compromise the host immune defense system. For instance, this fungus is prone
to invade the oropharyngeal and esophageal mucosa in AIDS patients [17] and internal organs
in severly neutropenic subjects [8]. In such cases, C. albicans is likely to modify to a certain
extent the nature of some of its cell wall constituents under the selective pressure of in vivo
growth and the need for survival in new organ environments. Gastric candidiasis may also
occur in these individuals especially if extensive esophageal Candida infection is involved. The
expression of pH-regulated proteins in different environments, and its relationship to specific
host tissue invasion, is a remarkable example of C. albicans adaptation [10].

Although the importance of T-cell-dependent immunity in chronic mucocutaneous candidi-
asis has been clearly established, the exact mechanisms of protection have not been clearly
defined. Cellular immune responses at the mucosal level have been studied especially by La
Casse et al. [18] in an experimental model of murine oral candidiasis. A massive migration of
CD4+T cells and macrophages into the epithelium has been observed. The number of CD4+T-
cells remained high in the basal layer for up to 30 days postinfection. After a second topical
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challenge, the infection subsided within 48 hr in contrast to the 5 days of local infection observed
after the first challenge. Histologic studies showed a typical delayed-type hypersensitivity reac-
tion. From these data it is inferred that CD4+ T-lymphocytes may act locally against candidal
infection by releasing cytokines and inducing delayed-type hypersensitivity reactions.

Clinical data and animal experiments generally support a role for CD4+ T-cells in resistance
to mucosal candidiasis [19]. AIDS patients with a reduced population of CD4+ cells are suscepti-
ble to oropharyngeal candidiasis but they seldom develop disseminated candidiasis [17]. Overall,
CD4+ T cells-mediated resistance to candidiasis is thought to take place via the production of
Th-1 cytokines and the subsequent activation of innate effector mechanisms (see below).

VI. SECRETORY IMMUNE RESPONSE

It is generally accepted that after oral immunization, antigens are taken up by Peyer’s patches
via a follicle-associated epithelium where microfold cells endocytose luminal antigen [20]. After
antigen stimulation, locally induced specific secretory IgA+ B-cells and T-cells migrate to mu-
cosal effector tissues in the lamina propria regions of the gastrointestinal, upper respiratory, and
genitourinary tract via a common mucosal immune pathway [21]. T-cells in intestinal lamina
propria represent 30–40% of the total lymphocytes with a CD4+/CD8+ ratio of about 2:3. Both
subgroups of CD3+ CD4+ Th-cells are present in lamina propria. Cytokines produced by Th-2
cells, especially interleukin (IL)-4, IL-5, and IL-6, may act directly on secretory IgA+ B-cells
and induce them to differentiate into IgA-producing cells [22]. Thus, an adequate number of
functioning T-cells is mandatory for the development of a normal secretory immune response
to Candida: in fact, T-cells seem to play a critical role in stimulating differentiation of IgA+ B-
lymphocytes to produce SIgA.

The mucosal tissues of human and animal reveal a remarkable preponderance of IgA-
producing plasma cells which, as demonstrated in animal models, are delivered by precursors
in the organized gut- and bronchus-associated lymphoid tissues (GALT, BALT) [23]. As reported
by Maldoveanu et al. [24], it is plausible that GALT, BALT, and other sources (peritoneum,
tonsil, and rectal lymphoid follicles) may preferentially supply IgA-committed antigen-sensitized
cells to restricted (frequently adjacent) mucosal region. This possibility has considerable practical
impact: inhalation or intranasal immunization might stimulate immune response preferentially
in the upper respiratory and digestive tracts rather than in the genital or lower intestinal secretions,
whereas ingestion of antigens or rectal immunization would stimulate responses preferentially
in corresponding areas and less in nasal secretions or tears. However, our recent data show that
immunization with Candida antigen intranasally or intravaginally in oophorectomized rats gives
equivalent Ab-mediated protection against candidal vaginitis. Although the induction of antibod-
ies in saliva, tears, and milk by mucosal immunization indicates that different inductive sites
overlap in their ability to seed IgA-secreting cells to various effector sites, the extent to which
the common mucosal immune system is compartmentalized or fully communicating is not clear.

As many pathogens display distinct tropisms for certain mucosal sites, exploitation of
compartmentalization within the common mucosal immune system to direct an immune response
to a particular site where the infection can be effectively counteracted would not only be efficient
but also might avoid undesirable effects elsewhere, and this information may be valuable in the
design of vaccines and appropriate immunization routes.

VII. ANIMAL MODELS OF GASTROINTESTINAL CANDIDIASIS

The mechanisms of mucosal colonization and survival of C. albicans in the alimentary tract
and the nature of the mucosal immune and nonimmune cell response to the fungus are still
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poorly understood. Animal models have figured prominently in the examination of the nature
of the host’s innate and acquired immune defense mechanisms against gastrointestinal (GI)
candidiasis.

Rodents, particularly mice, have been widely used as models of Candida infection of the
GI tract. Pope et al. [25] were the first to describe an infant mouse model of GI candidiasis
Guentzel and Herrera [26] suggested that C. albicans oral-intragastric inoculation of infant mice
leads to persistent infection of the GI tract and provides an excellent model for studying the
role of compromising agents and procedures in the exacerbation of GI and systemic candidiasis.

Other animal models have also focused on aspects of dissemination of Candida from the
GI tract leading to systemic candidiasis [27–30] Problems with establishing experimental GI
candidiasis were encountered when conventional adult animals were used without administration
of immunocompromising agents, broad-spectrum antibiotics, and X-ray irradiation [31]. Cole
and collaborators [32] have employed an infant mouse model of GI candidiasis which simulates
the situations found both in normal humans with C. albicans as a component of GI microflora
and in immunocompromised patients with resident C. albicans in the GI tract representing a
reservoir of the pathogen for potential disseminated disease. CFW (SW) BR infant mice (6 days
old) were oral-intragastric inoculated with 2 � 108 cells of C. albicans by a 24-gage animal
feeding needle. In this model, oral-intragastric inoculation leads to colonization of the GI tract;
in the absence of an immunocompromising treatment (by cyclophosphamide and cortisol), Can-
dida was primarily localized in the stomach and intestines of mice. In immunocompromised
animals proliferation of C. albicans in the stomach and intestine was evident with a high density
of invasive hyphal growth and systemic spread. In most mice, abscesses containing both C.
albicans hyphal and yeast cells were frequently observed in the liver and occasionally in the
lungs and kidneys of immunocompromised mice 20 days postinoculation.

The authors suggest that the animal model described may be particularly useful for explor-
ing methods which may prevent dissemination of C. albicans from localized foci of colonization
in the GI tract after exposure of the host to immunocompromising drugs. In fact, the model
permitted examination of the mechanisms of systemic spread of C. albicans from the gut. The
model also provided for investigations of the histopathology of long-term Candida colonization
of the GI tract and the nature of the mucosal immune and nonimmune cell responses to chronic
yeast infection [33]. CFW infant mice inoculated orally with 2 � 108 yeast of C. albicans were
examined for lesions of the oesophageal and gastric mucosa on 3 weeks postchallenge.

Histological sections of these regions revealed intraepithelial abscesses associated with
infection by C. albicans. Thickening of the mucosal tissue (acanthosis) had occurred at the sites
where fungal hyphae were visible. Indications of hyperkeratosis were also visible in these re-
gions. Abundant PMN were found in cluster within the epithelial layer and adjacent to C.
albicans cells, and comprised the majority of inflammatory cells present in the abscess.

The neutrophils had migrated to the site of Candida infection and were presumably en-
trapped between dividing epithelial cells and keratinocytes. Products released by the aggregation
of the degranulated PMN within the abscess such as oxygen radicals associated with myeloperox-
idase derived from the neutrophil granules and other antimicrobial compounds may contribute
to the death of Candida cells trapped within the abscess.

Evidence has been presented that neutrophil lysis also causes the release of a cytoplasmic
protein which can inhibit the growth of C. albicans without killing the organism [34]. Both
candidacidal and candistatic activity may occur within and adjacent to the mucosal abscesses
in the stomach of infected mice. These activities may contribute cooperatively to the gradual
clearance of GI candidiasis from the immunocompetent mice.

To examine further the mobilization of the host cells to site of Candida infection in the
gastric mucosa, Cole and collaborators [33] examined abscesses as well as various regions of
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the lamina propria of gastric mucosa of infected mice by immunofluorescence. Macrophages
were also identified in the lamina propria of the gastric mucosa of infected mice, although in
much lower number.

The numbers of T-lymphocytes and macrophages were significantly higher in infected
than noninfected animals for all segments on regions of both lamina propria and submucosa.
These observations led the authors to suggest that mobilization of both T-lymphocytes and
macrophages occurred in the gastric mucosa in response to C. albicans infection, and that
protection is associated with cell-mediated host response to persistent GI candidiasis along with
the cooperative efforts of PMNs, macrophages, and monocytes.

Cole et al. [35] have also described a mouse model of GI candidiasis associated with an
AIDS-related murine immunodeficiency syndrome. The model is based on infection of C57BL/6
mice with a viral complex known as murine AIDS (MAIDS virus) which demonstrates many
characteristics of human AIDS. Both B-cell and T-cell functions have been found to be abnormal
in these retroviral-infected mice. Impaired T-cell proliferative response has been suggested to
be related to an intrinsic defect of the CD4+ T-cells but not CD8+ T-cells [19].

In the studies by Cole and collaborators [35], C57B2/6 infant mice were infected with C.
albicans by oral-intragastric inoculation and 30 days later with the retrovirus via the intraperito-
neal route. The infected mice developed murine AIDS and developed eruptive and suppurative
lesions in the stomach containing C. albicans. In fact, the retrovirus induced immunosuppressive
in mice which maintain C. albicans as an apparent commensal in their GI tract which promoted
a significant increase in the number of C. albicans cells in the esophagus, stomach, and intestine
and invasion of the gastric submucosal tissue. Large numbers of yeast cells and hyphae were
visible between the outer keratin layers and epithelium. An intensive inflammatory cell response
was evident in histological sections of the gastric mucosa of these animals in conjunction with
the proliferation and invasiveness of the fungus.

Extensive mononuclear cell and neutrophil responses were evident in the lamina propria
and submucosa of the infected mice adjacent to sites of C. albicans invasion. Immunofluores-
cence microscopy on sections of the gastric mucosa showed that a significant number of these
mononuclear cells were macrophages and also revealed that abundant neutrophils were present.

Cole et al. [35] suggest that the inflammatory response in the immunodeficient murine
model is due to several factors. Candida releases chemotactic factors as well as lytic enzymes
capable of causing tissue damage. Lysis of keratinocytes occurs at the squamous epithelial
surface of the GI tract, which potentiates the release of interleukin-1, proinflammatory cytokine
for mucosal tissues, besides being a well-known chemotactic factor of PMN and mononuclear
cells. In addition to these innate host defense mechanisms, C. albicans is known to release
antigens which induce an immune response. This acquired host defense mechanism normally
evokes local immunoprotection at the mucosal level, mediated by secretion of specific IgA and
the presence of sensitized T-lymphocytes.

Several possible dysfunctions of the cell-mediated immunity exist in mice which have
coexisting C. albicans and retrovirus (MAIDS) infections. These include T-cell activity in ab-
scess formation as well as phagocytosis and killing of C. albicans by macrophages and neutro-
phils in the GI tract. The immunoregulatory disturbances associated with MAIDS exacerbate
C. albicans infection of the gastric mucosa.

The murine models of GI candidiasis described by Cole et al. [32,33,35] permitted exami-
nation of the nature of C. albicans interaction with the gastric mucosa both in the immunocompe-
tent host under conditions in which the yeast exists predominantly as a commensal organism
and in the immunosuppressed host during progressive stages of AIDS induced by a retroviral
infection.
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It is well known that mucosal immunization in addition to protecting mucosal surfaces
can also induce systemic immunity. In fact, Cantorna and Balish [36] demonstrated in a murine
model of candidiasis that mucosal immunization with C. albicans confers protection against
systemic challenge. They analyzed the protective immune response evoked by mucosal immuni-
zation.

The same observations were made by Fidel et al. [37] in the mouse model of vaginal
candidiasis. Jones-Carson et al. [38] observed that B-cell-deficient JHD mice have normal T-
cell responses to antigens inoculated systematically and manifest resistance to acute systemic
candidiasis after oral colonization with C. albicans, and that the resistance correlated with CMI
acquisition to C. albicans, thus inferring that the protective acquired immunity of mucosally
immunized B-cell-deficient mice was due to B-cell-independent T-cell response evoked by
colonizing the gastrointestinal tract with C. albicans. Their studies demonstrated that mucosal
and not IV immunization with C. albicans leads to a B-cell-independent expansion and selection
of memory T-cells which resulted in resistance to C. albicans. Thus, T-cells participate in
mucosal immunity to C. albicans in the absence of B-cells, and CD4+ and thymic educated
CD8+ TCR �/� memory subsets evoked by mucosal but not parenteral (IV) challenge, contribute
to protective immunity to systemic candidiasis.

It is known that CD8+ T-cells are found in large numbers in most mucosal tissues. However,
the role of CD8+ T-cells in resistance to mucosal candidiasis is scanty and somewhat controver-
sial. For the most part, CD8+ intestinal intraepithelial lymphocytes are known to play important
roles in suppression and cytolytic activities. The fact that the CD8+ T-cell population is not as
severely depressed in AIDS patients as CD4+ T-cells indicates the former may be involved in
resistance to systemic candidiasis of endogenous origin. Also, mice infected with retroviruses
that reduce the population of their CD4+ T-cells, but not their CD8+ T-cells [38], also manifest
increased gastric but not systemic candidiasis. In addition, studies by Fidel et al. [39] in mice
treated with monoclonal antibodies (Mab) to deplete CD8+ T-cells suggest that they do not play
a role in a resistance to vaginal candidiasis. There are also a few observations about a population
of CD8+ T-cells capable of killing C. albicans hyphae upon stimulation in vitro with high doses
of IL-2, but no in vivo evidence is available to substantiate this interesting finding [40].

Balish and coworkers [41] studied the effect of major histocompatibility complex class I
(MHCI)-restricted responses to mucosal candidiasis in �2-microglobulin knockout mice. These
mice express little MHCI protein on their cell surface and are deficient in CD8�/� T-cell receptor
�/� (TcR �/�) T-cells. Their data demonstrated that immune defects that accompany the loss of
�2-microglobulin play an important role in murine resistance to gastric candidiasis of endogenous
(intestinal tract) origin and that, in contrast, those mice had resistance to candidiasis in other
intestinal, vaginal, and cutaneous tissues.

Mucosal tissues (such as the esophageal-gastric tract) in �2-microglobulin-deficient mice
did show susceptibility to candidiasis and, in contrast other mucosal tissues (intestinal and
vaginal), displayed resistance to candidiasis suggesting that CD4+, CD8�/�, TcR�/�, CD8�/�,
TcR�/� T-cells, and phagocytic cells vary in their capacity to prevent candidiasis at different
anatomic sites. The authors hypothesized that mucosal tissues may rely on different populations
of thymic or extrathymic matured (�2m-dependent or -independent) T-cells for resistance to
candidiasis.

Rahman and Challacombe [42] used an oral model of candidiasis in gnotobiotic mice to
study the humoral and cellular immune responses after induction of mucosal infection by C.
albicans. They observed significantly reduced salivary counts of C. albicans in orally immunized
mice in comparison with controls. Anti-Candida SIgA antibodies were detected in intragastric
(IG) immunized mice but not in intraperitoneal (IP) immunized mice while serum anti-Candida
IgG antibodies were found in IP-immunized mice but not in IG-immunized mice.
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Adoptive transfer of mesenteric lymph node cells after IG immunization led to significantly
reduced numbers of Candida in the saliva of recipients compared with controls. Adoptive transfer
of either mesenteric lymph node cells or CD8-enriched cells from orally immunized donors
resulted in a significant reduction of oral Candida carriage, but transfer of CD4-enriched cells
did not give the same protection. On the other hand, adoptive transfer of spleen, CD4, or CD8
cells from IP-immunized donors resulted in a reduction in oral Candida carriage. The authors
suggest that both oral and systemic immunization can protect against Candida colonization at
mucosal surfaces but that different mechanisms may operate.

Bistoni and collaborators [43,44] studied the course of mucosal C. albicans infections in
various inbred strains of mice. In particular, these authors demonstrated that in genetically
resistant BALB/c and C57BL/6 mice, an anticandidal protective immunization is achieved by
mucosal infection with the fungus whereas the same primary mucosal infection fails to elicit a
protective response in the susceptible DBA/2 strain. In fact, IG infection of adult DBA/2 mice
resulted in significant yeast recovery from the stomach and small intestine for at least 4 weeks;
however, the dissemination to visceral organs was not observed. The presence of yeast and
filamentous forms of the fungus in the stomach instead was associated with localized self-
limiting foci of mucosal involvement, which eventually cleared. On the basis of these findings,
it appears that effective mechanisms of local anticandidal defense occur. These authors also
observed that a second intragastric yeast inoculation 2 weeks after primary challenge did not
result in more prolonged colonization. The analysis of patterns of Th responses by mucosal
tissues in yeast-colonized mice showed impaired local Th-2-associated functions.

In fact, defective production of IgA, IL-4, and IL-5 by Peyer’s patches CD4+ lymphocytes
and increased numbers of interferon-�-producing T-cells in mesenteric lymph nodes and spleen
along with high levels yeast-specific IgG-2A antibodies with lower IgG1, IgA, and IgE titers
have been observed. Mice also exhibited strong footpad responses and increased resistance to
systemic reinfection. The authors proposed that the absence of strong mucosal Th-2 reactivity
associated with systemic expansion of Th-1 cells may prevent proliferation and invasiveness by
the fungus, which remains, instead, confined to the outer layers of the stratified epithelium
and is excluded from the mucosa. Thus, the authors point out that, unlike systemic challenge,
gastrointestinal colonization by C. albicans of DBA/2 mice appears to be an effective stimulus
for the systemic development of protective Th-1 responses.

The contribution of local Th-1 and Th-2-like responses to the course of primary and
secondary gastrointestinal candidasis was also examined in Balb/c mice [45]. Gastrointestinal
candidiasis in Balb/c mice appeared to be more severe than that occurring in the DBA/2 strain.
High numbers of Candida cells were recovered from the stomach and, to a lesser extent, from
the small intestine of Balb/c mice 1–8 weeks after challenge. Clearance of the fungus began
�8 weeks after infection and was complete within 10 weeks. Candida-colonized Balb/c mice
had signs of mucosal invasion.

After 1 week, but more extensively 2 weeks after infection, multiple eruptive abscesses
occurred throughout the keratinized epithelium. Large numbers of hyphal elements, yeast cells,
and inflammatory cysts (mainly neutrophils) were visible between the outer keratin layers and
the epithelium. Clearance of the fungus was accompanied by the disappearance of mucosal
histopathologic changes.

Both Th-1 cytokines, such as interferon-�, and Th-2 cytokines, IL-4 and IL-5, were pro-
duced by CD4+ cells from Peyer’s patches and mesenteric lymph nodes when the fungus was
cleared from the stomach and intestine. Better induction of antigen-specific Th-2-like responses
by treatment with the strong mucosal adjuvant cholera toxin did not modify the course of disease.
In contrast, treatment with soluble IL-4 receptor, which tipped the cytokine balance toward
Th-1 cells, was associated with enhanced yeast clearance. Moreover, the animals clearing the
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primary infection were resistant to the second challenge, as shown by the absence of yeast cells
recovered from organs 2 weeks after challenge. IFN-� but not IL-4 mRNA was detected in
Peyers’s patches and spleen CD4+ cells in mice resistant to a second GI inoculation.

This study demonstrates that both Th-1-like and Th-2-like responses were present in mice
recovering from GI candidiasis; however, protective immunity was associated with the induction
of a local Th-1-like response that would ultimately be dominant over Th-2 reactivity. Activation
of Th-1-like but not Th-2-like responses may be necessary locally for controlling GI candidiasis
and generating protective immunity.

The same authors have shown that development of protective anticandidal Th-1 responses
requires the concerted actions of several cytokines such as IFN-� [46], TGF-� [47], IL-6 [43],
TNF-� [48], and IL-12 in the relative absence of inhibitory Th-2 cytokines such as IL-4 and
IL-10. Neutralization of Th-2 cytokines (IL-4 and IL-10) allows for the development of Th-1
rather than Th-2 cell responses. However, in highly susceptible mice, exogenous IL-12 did
not exert beneficial effects on the course and outcome of mucosal infection [49]. Moreover,
administration of IL-4 failed to convert an already established Th-1 response into a Th-2 re-
sponse, and late IL-4 depletion exacerbated chronic infection, suggesting that in this model the
Th differentiation may be locked in and persist.

To further delineate the role of cytokines in the development of murine candidiasis, these
authors also analyzed the course of primary and secondary infections with distinct gene deletions,
such as those involving cytokines, cytokine receptors, IL-1�-converting enzyme, or major histo-
compatibility complex class II antigen. Mutant and wild-type mice were injected intragastrically
and after reinfected and the results showed that susceptibility to primary and secondary infections
greatly varies in the different knockout mice.

Cytokine-gene deletion resulted either in specific defects of antifungal immunity or fully
rescued immune mechanisms. For instance, TNF-� and IL-6 deficiencies rendered mice highly
susceptible to primary gastric infection and impaired the successful development of innate and
acquired immunity. In fact, both qualitative and quantitative changes in antifungal effector
functions of phagocytic cells, particularly neutrophils and the activation of non protective Th-
2 responses, were observed in these animals. In particular, more extensive fungal growth was
detected in stomach and esophagus of cytokine-deficient mice compared to normal mice. All
functions were improved upon administration of recombinant TNF-�. In gastric candidiasis
protection relies on the induction of antifungal Th1 responses possibly occurring through stimula-
tion of antifungal effector functions and the costimulatory activities of phagocytic cells [48].
In contrast, resistance to primary and secondary infections was not impaired in the absence of
IL-1� or CD4+ cells. In addition IL-12, IL-4, or IFN-� deficiencies, while not affecting resistance
to primary infections, rendered mice susceptible to reinfection. It was demonstrated that suscepti-
bility to primary and secondary gastric infections in knockout mice correlates with the failure
to develop anticandidal protective Th-1 responses and with the occurrence of nonprotective
IL-4 and IL-10-producing Th-2 cells.

In conclusion, studies performed in genetically modified mice, including cytokine-deficient
mice, have resulted in an understanding of cytokine-mediated regulation of Th cell development
and effector functions in mucosal candidiasis and have revealed complex levels of immunoregu-
lation that were previously unappreciated. Early in infection, production of some proinflamma-
tory cytokines (TNF-� and IL-6) more than others (IL-1�) appears to be essential for the success-
ful control of infection and the resulting protective Th-1-dependent immunity. Both IL-12
production and IL-12 responsiveness are required for the development of Th-1 cells, whose
activation depends on the presence of physiological levels IL-4 and IL-10. Thus, a finely regu-
lated balance of cytokines, such as IL-4, IL-10, and IL-12, appears to be required for optimal
development and maintenance of Th-1 reactivity in mice with candidiasis. As a whole, these
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experiments go beyond the more usual paradigm of Th-1 and Th-2 cytokine-associated protection
or susceptibility, respectively, to infection by Candida. Rather, they suggest that local and dose-
dependent regulation of both Th-1 and Th-2 cytokines is needed for effective anti-Candida
protection, a situation likely to be valid for many other models of infections.

VIII. MUCOSAL IMMUNITY IN CANDIDA VAGINITIS

Vulvovaginal candidiasis (VVC) is a widespread common mucosal infection caused by a few
Candida species that affects a significant number of child-bearing-age women [40–52]. Acute
VVC occurs under one or more predisposing factors, including antibiotic and oral contraceptive
usage, pregnancy, uncontrolled diabetes mellitus, immunosuppressive therapy, and HIV infection
[51,52]. Recurrent vulvovaginal candidiasis (RVVC) is usually defined as idiopathic with no
known predisposing factors and seems to affect � 5% of all women [50]. In RVVC patients,
antifungal therapy is highly effective for individual symptomatic attacks, but does not prevent
subsequent recurrence. Also, there is little evidence that antifungal resistance plays a role in the
pathogenesis of RVVC [53].

Susceptibility to RVVC is postulated to be immune based; some women experience re-
peated symptomatic episodes as a result of some immunological deficiencies. However, the
pathogenesis of RVVC remains unknown. While, Fidel and collaborators have suggested that
local rather than systemic cell-mediated immunity is an important defense against vaginal candi-
diasis [4,13,37,55], the specific host defense mechanism(s) functioning at the vaginal mucosa
is (are) undefined. While it is clear that CD4+ cells are an essential component of the homeostatic
anti-Candida response, whether these or other T-cells (e.g., CD8+) are ultimate anti-Candida
effectors has never been proven. In contrast, animal models suggest that T-cell-dependent anti-
body responses against specific virulence determinants of the fungus may play a substantial
effector role (see below).

IX. EXPERIMENTAL ANIMAL MODELS OF VAGINITIS

In order to investigate host defense mechanisms against C. albicans at the vaginal mucosa,
animal models of vaginal candidiasis have been employed. The aim of using animal models is
to study various aspects of the pathogenesis and immune response in Candida vaginitis under
conditions possibly mimicking human infection. In these models Candida infections may be
established under controlled and reproducible conditions. To date, many of the data have come
from both a mouse and rat model; recently a primate model has also been explored.

The mouse model of candidal vaginitis has been used by Taschdjan et al. [56], Ryley and
Mc Gregor [57], Valentin et al. [58], and Fidel et al. [37,54]. This model requires that animals
be in a state of pseudoestrus at the time of intravaginal inoculation to obtain a persistent infection
which can be studied for immunological or therapeutic studies.

A corresponding rat model was initially generated to study the efficacy of antifungal
therapy [59–66] and has been adapted to study virulence factors of Candida and their role in the
pathogenesis of vulvovaginal candidiasis [10,67–70] and also to investigate the immunological
mechanisms of protection against Candida at the vaginal level [71,72].

The induction and the maintenance of ‘‘pseudoestrus’’ in rats require oophorectomy and
estrogen administration [73]. Within 48 hr of estrogen administration, the vaginal mucosa is
composed of stratified, squamous epithelium overlaid by keratin. C. albicans only colonizes the
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Figure 2 Section of rat vagina taken on day 7 from C. albicans–infected rat. The section is stained by
the periodic acid Schiff method. Magnification �400. (Courtesy of Dr. L. Morelli, Lab. Veterinary Medi-
cine, Istituto Superiore di Sanità, Rome, Italy.)

vagina when the epithelium is fully keratinized (Fig. 2). Induction of germ tube (hyphal) forma-
tion, adherence, and induction of aspartyl proteinase activity are virulence factors which maybe
essential for disease progression. In addition, during estrous phase there is a low-grade leukocyte
infiltration, but the role of these cells in protection is not known. The hormonal dependence of
candidal vaginitis in rats correlates well with the role of estrogen in human vaginitis. Although
not exactly defined, this role can easily be inferred by the rarity of Candida vaginitis in premenar-
chal and postmenopausal ages, while its incidence greatly increases and is exacerbated in the
week prior to menses [74].

Fidel and collaborators [13,39,75] using the mouse model, showed that systemic cell-
mediated immunity (CMI) was not protective against vaginitis. In fact neither CD4+ Th-1 type
CMI nor the presence of Candida-specific suppressor T-cells had any effect on vaginal fungal
titers. The authors suggest that some form of locally acquired mucosal immunity (T-cell and/
or antibody-mediated immunity) could be operative for protecting against vaginal C. albicans
infection, and that some level of systemic immunological independence or immune compartmen-
talization exists. There data correlated well with clinical studies showing that RVVC patients
had normal levels of Candida-specific Th-1-type CMI in the peripheral circulation during symp-
tomatic episodes of vaginitis [52]. In addition, women with RVVC are generally not susceptible
to oral, esophageal, or other forms of cutaneous candidiasis [50], and women with chronic
mucocutaneous candidiasis are rarely susceptible to RVVC [5]. On the basis of the results
obtained in murine model of vaginitis and from the observations made in clinical studies, Sobel
and Fidel have postulated that the immune deficiency in RVVC patients is localized to the
vaginal mucosa and does not involve systemic CMI [13,39,52,54,75].

Thus, Fidel and collaborators [76] focused on the presence of T-cell subpopulations at
the vaginal mucosa and reported that vaginal lymphocytes are phenotypically distinct from those
in periphery, confirming the observation of Ibraghimov et al. [77]. In fact, the authors, through
flow cytometric analysis, found that although CD4+�/� TCR+ cells are predominant among T-
cells in the vaginal mucosa, similar to lymph node cells, there is a higher percentage of �/�
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TCR+ cells (15%) and very few if any CD8+ cells (normally 20% in blood). According to the
authors [76,78–80] these observations further support the concept of immune compartmentaliza-
tion of vaginal T-cells. Moreover, Fidel and collaborators have shown that with some anti-CD4
antibodies, vaginal CD4+ T-cells express the CD4 protein in a different conformation compared
to lymph node cells. In addition they showed that antibodies specific for T-cells given intrave-
nously depleted T-cells in the peripheral blood but not in the vaginal mucosa, whereas the
intravaginal administration of the same antibodies depleted T-cells in both the vagina and the
peripheral blood [78].

These observations correlate with those of Jones-Carson et al. [81] who showed that mice
depleted of �/� T-cell had an increased susceptibility to vaginitis. There data together suggest
a potential role of �/� T-cells as a first-line defense mechanism of the vaginal mucosa. Moreover,
in studying the genetic basis of anticandidal resistance in the vagina, Mulero-Marchese et al.
[82] demonstrated that it is possible to adoptively transfer vaginal protection by splenic Candida-
specific T-cells, mostly of the CD4+ phenotype. However, when analyzing the vaginal cell
populations by flow cytometry immunohistochemistry and RT-PCR, they found little or no
change in the percentage or types of vaginal T-cells during either primary or secondary experi-
mental vaginitis [2]. Furthermore, to evaluate the role of innate immunity in protection against
vaginitis, these same authors examined the effects of polymorphonuclear leucocytes (PMNL)
in nonestrogen and estrogen C. albicans–infected mice and showed that the depletion of PMNL
had no effect on vaginal fungal burden under either hormonal condition [2].

Cantorna and coworkers [83] showed that animals immunodeficient in phagocytic cells
(beige/beige) were not anymore susceptible to C. albicans vaginal infection under nonestrogen-
ized conditions. These results indicate a lack of demonstrable effects by systemic CMI or innate
immunity (mediated by PMN) against vaginitis. Fidel and collaborators have suggested that if
local T-cells are important, they are functioning without showing significant increases in numbers
within the vaginal mucosa during infection. However, the data obtained in the rat model of
vaginitis do not support this conclusion (see below).

Fidel and collaborators also evaluated the role of ‘‘unconventional’’ immune cells such
as epithelial and endothelial cells present in the vaginal mucosa as potential anti-Candida effector
cells [86]. In fact, Hedges and collaborators [84] showed that epithelial cells produce cytokines
and chemokines, and Fratti et al. [85] demonstrated that endothelial cells can phagocytize Can-
dida. The results of Fidel and collaborators [86] demonstrated that vaginal epithelial cells of
naive mice or from human and primate vaginal layers inhibited the growth of C. albicans in
vitro, suggesting that epithelial cells may represent important innate resistance effector cells
against C. albicans at the vaginal mucosa.

The local production of chemokines associated with the chemotaxis of T-cells, macro-
phages (RANTES, MIP-1�, MCP-1), and polymorphonuclear neutrophils (MIP-2) during experi-
mental vaginal candidiasis was analyzed [87]. The results showed significant increases in
MCP-1 protein and mRNA in vaginal tissue of infected mice 2 and 4 days after Candida infection,
respectively, which persisted through 21 days. In contrast RANTES, MIP-1�, and MIP-2 were
not detected in the vaginal tissue of infected mice. Furthermore, intravaginal immunoneutraliza-
tion of MCP-1 with anti MCP-1 antibodies resulted in a significant increase in vaginal Candida
colonization early during the infection, suggesting that MCP-1 plays a role in reducing the
fungal burden during vaginal infection [87].

In the rat model of vaginitis, we have shown that, after clearing the primary C. albicans
infection, the animals were highly resistant to a second vaginal challenge with the fungus (Figs.
3, 4). The vaginal fluid of Candida-resistant rats contained antibodies directed against mannan
constituents and aspartyl proteinase of C. albicans and was capable of transferring a degree of
anti-Candida protection to naive, nonimmunized rats. Preabsorption of the antibody-containing
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Figure 3 Outcome of vaginal infection in oophorectomized, estradiol-treated rats. The first and the
second infections (denoted by � and �, respectively) were performed with an intravaginal challenge of
107 cells on day 0. Each curve represents the mean (�SE) of the fungal CFU of five rats.

fluids with either or both mannan and proteinase sequentially reduced or abolished the level of
protection [71]. A degree of protection against vaginitis was also conferred postinfection by
intravaginal administration of antiproteinase and antimannan monoclonal antibodies and by
intravaginal immunization with a mannan extract or a highly purified SAP2 preparation [71].

The protective role of antibodies against specific factors of the fungus that we observed
is somewhat in contrast with previous suggestions [88]. In fact, there are few data to suggest
that serum antibody and complement in vitro can independently kill C. albicans [88]. Addition-
ally, there are no reports showing that patients with congenital or acquired B-cell deficiencies
are susceptible to mucosal or systemic candidal infections [88]. However, this should not exclude
the possibility that anti-Candida IgA or IgG antibodies have a protective role at the mucosal
level, since seldom if ever have the specificity and isotype of the elicited Ab been established.
It is quite clear that the above-mentioned factors need to be determined for assessing a protective
Ab response.

Recently, this controversial role of humoral immunity has been reviewed by Casadevall
[89] who postulated that protective, nonprotective, and immunologically indifferent antibodies
exist in the milieu of antibody present during an infection. In addition, antibody-mediated anti-
Candida protection was recently confirmed by Cutler and collaborators in an estrogen-dependent
mouse vaginits model [90]. As a corollary, and possibly also as a link between CMI and Ab
responses, we have recently demonstrated that CMI exerts a critical regulatory role in the antican-
didal response, as witnessed by the lack of protection induced by active Candida antigen immuni-
zation in congenitally athymic nude rats [72].
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A

B

Figure 4 Vaginal scrapings taken from rats infected with C. albicans showing development from yeast
(A, day 0) to mycelial (B, day 7) cells. The smears were stained by the periodic acid Schiff method.
Magnification �200. (Courtesy of Dr. L. Morelli, Lab. Veterinary Medicine, Istituto Superiore di Sanità,
Rome, Italy.)

Thus, the study of T-cell activation at the vaginal level remains a key point for understand-
ing local host immunity. In this context, we have recently attempted to identify T-cell populations
in the vaginal mucosa of naive and Candida-infected rats, in line with the previously mentioned
differences in the T-cell population between mouse and rats [3]. We found that in the rat vagina
60% of vaginal lymphocytes (VL) were CD3+ T-cells, while two-thirds of those expressed the
�/� and one-third the �/� T-cell receptor (TCR), with some slight fluctuations occurring during
C. albicans infection. Importantly, however, we noticed remarkable changes in the CD4+/CD8+

T-cell ratio, during subsequent fungal infections, particularly for the cell bearing the CD25
(IL-2 receptor �) activation marker. In fact, an increased number of both CD4+ �/� TcR and
CD4+/CD25� VL was observed after the second and the third Candida challenge, reversing
the high initial CD8+ cell number of control, estrogen-treated but uninfected rats. During a
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third Candida challenge, VL showed proliferative activity, in a dose-dependent manner, with a
mannoprotein fraction of C. albicans. These local T-cell modulations, which have no apparent
counterparts in the local T-cell modulations in the mouse model, were not paralleled by similar
changes at the systemic levels. However, these cells were fully responsive to polyclonal stimu-
lants, demonstrating that in our model anti-Candida CMI at vaginal level was a true finding
and was coupled with an alteration in T-cell vaginal repertoire (Fig. 5). This was also confirmed
by the analysis of the cytokines secreted in the vaginal fluid of Candida-infected rats. In fact,
high levels of IL-12 during the first, immunizing infection, followed by progressively increasing
amounts of IL-2 and IFN-� during the second and the third infections but not IL-4 or IL-5 were
found. Altogether, these results show that a Th-1-restricted response can be induced at the
vaginal level by repeated, protective Candida vaginal challenge. What remains to be established
in future studies is the relationship between CMI, Th-1 elicitation, and protective Ab responses.
In addition, our results open the way to addressing the question of adoptive transfer of vaginal
T-cells.

A

B

Figure 5 Section of rat vagina taken on day 7 after the first (A) and the third (B) infections by C.
albicans. In the last infection, infiltration or local multiplication of mononucleate cells are visible. The
sections are stained with hematoxylin-eosin. Magnification �200. (Courtesy of Dr. L. Morelli, Lab. Veteri-
nary Medicine, Istituto Superiore di Sanità, Rome, Italy.)



478 De Bernardis and Boccanera

Evidence similar to our own has been obtained in a murine model of a genital Chlamydia
trachomatis infection. It was demonstrated that vaginal lymphocytes were increased in infected
mice and that there cells responded to Chlamydia antigens by proliferation [91–93].

A recent study evaluated primates as an alternative model to study pathogenesis of Candida
vaginal infection [94]. The authors found that, as in the human, both rhesus and pigtailed ma-
caques were found to have detectable yeast colonization at mucosal sites and evidence of immune
sensitization at mucosal and systemic levels. In fact, Candida-specific peripheral blood re-
sponses, Candida-specific vaginal immunoglobulin, and cytokine secretions in vaginal fluids
were found. Although in this model the host defense mechanisms have not yet been investigated,
thus model could provide critical information on vaginal anticandidal responses. Undoubtedly,
the use of animal models has been and will continue to be invaluable to elucidating host defense
mechanisms important for protection against C. albicans vaginal infection.

X. GENERAL CONCLUSIONS AND PERSPECTIVES

The data summarized above strongly suggest that local mucosal immunity is critically important
as a defense mechanism against Candida infections. Particularly, clinical data and animal experi-
ments support a role for CD4+ T-cells in resistance to mucosal candidiasis. These cells may act
locally against and/or be involved as critical regulators of defined-isotype antibody response to
candidal infection through the production of Th-1 cytokines. The analysis of gastrointestinal
candidiasis reproduced in genetically modified mice including cytokine-deficient mice has pro-
vided important clues to our understanding of cytokine-mediated regulation of Th cell develop-
ment and has revealed complex levels of immunoregulation in mucosal candidiasis.

The use of animal models has been invaluable to investigate and understand host defense
mechanisms protecting against Candida vaginal infection. A common finding is that systemic
cell-mediated immunity is not protective against vaginitis, while some form of locally acquired
mucosal immunity could be protective. This clearly strenghtens the current idea of immunologi-
cal independence or immune compartmentalization.

Our results obtained in a rat model of Candida vaginitis have demonstrated the presence
of protective antibodies against specific virulence factors of the fungus, together with the activa-
tion of mucosal T-cell, particularly of the CD4+ vaginal lymphocytes, during anticandidal protec-
tive immunization. The problem of the interrelationship between vaginal T-cell population and
protective Ab responses remain to be answered.

Elucidating the mechanisms that determine the recognition of different Candida antigens
that contribute to active immunity is critically required for the development of effective mucosal
vaccines against candidiasis. These vaccines (both prophylactic and therapeutic) should be devel-
oped especially against the refractory episodes of recurrent vaginitis or oral disease. The results
of different studies have demonstrated that it is unlikely that unique Candida immunogens and
a limited set of immune responses are responsible for the whole protective mechanisms, which
must be site- or organ-specific and be directed against distinct immunogens [16]. Thus it may
be that an antigen is protective in one model of disease and not in another (e.g., mucosal vs.
deep-seated candidiasis), and that the modalities of its administration and the cofactors (adjuvant
and others) exert a critical role. All this requires increased attention and more focused research,
whose labor may well extend beyond the area of mucosal candidiasis to the more general and
cutting-edge study of mucosal biology.
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I. INTRODUCTION

Candida albicans is an opportunistic fungal pathogen commonly found in the human gastrointes-
tinal tract and the female lower genital tract [1]. It is a unique parasite capable of colonizing,
infecting, and persisting on mucosal surfaces, and also of stimulating mucosal responses. As a
pathogen C. albicans is associated with a wide spectrum of diseases in humans, ranging from
allergy, severe intractable mucocutaneous diseases, to life-threatening bloodstream infections
[1]. Candidal infections are a significant clinical problem for a variety of immunocompetent
and immunocompromised patients [1–5]. In the latter group, neutropenia and AIDS epitomize
the two major conditions, i.e., the defect in antifungal effector function and the defect in T-
cell directive immunity [6], that predispose to invasive and superficial infections, respectively.
Although much progress has been made toward developing effective yet nontoxic antifungal
therapies [7–10], the goal of finding an ideal agent for severe candidal infections is far from
being achieved, and the morbidity and mortality rates associated with infections remain high.

Candida spp. now rank fourth on the list of microbes most frequently isolated from blood
cultures [11], and mortality rates from systemic candidiasis can be as high as 50%. Since early
diagnosis of invasive infection is difficult, strategies for prevention would seem to be more
attractive. Antifungal prophylaxis has been effective in reducing Candida infection in neutro-
penic patients with hematologic malignancies; however, there has been no proven benefit regard-
ing the reduction in the overall mortality [12]. The beneficial effect of immunomodulators in
clinical and preclinical models of the infection [13–15] suggests that maneuvers aimed at restor-
ing the host defective antifungal immune responsiveness can be exploited in adjunctive antifungal
therapies [10,15–18]. However, an essential point to be considered is the acknowledgment of
the redundancy of the immune responses with respect to protection. This means that antigen
targets, effector cells, and molecules must be precisely defined in terms of protection. Therefore,
understanding the components of this host response at a basic level is likely to lead to a better
understanding of the pathogenesis of C. albicans infections and diseases in humans, and result
in optimization of preventive and therapeutic antifungal strategies.

This chapter will review our knowledge of the nature of protective and nonprotective
effector mechanisms in primary and acquired resistance to C. albicans infections, the role of
the innate and adaptive immune systems, and their reciprocal regulation. The intention is to put
forward a unitary view for cell-mediated immunity in anticandidal resistance without diminish-
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ing, but rather complementing, the roles that the different components of the innate and adaptive
immunity play in specific forms of candidiasis.

II. PROTECTIVE AND NONPROTECTIVE IMMUNITY TO C. ALBICANS

A. Correlates of Protection in Humans

As a commensal, C. albicans is endowed with the ability to elude the host’s immunological
surveillance, thus allowing its persistence on mucosal surfaces. Antigens that encounter the
intestinal immune system can initiate two types of immune response leading to the induction
of immunity or tolerance [19]. In the case of C. albicans, underlying acquired immunity to the
fungus, such as the expression of a positive delayed-type hypersensitivity (DTH), is demonstrable
in adult immunocompetent individuals and is presumed to prevent mucosal colonization from
progression to symptomatic infection [20–25]. Human lymphocytes show strong proliferative
responses after stimulation with Candida antigens [26] and produce a number of different cyto-
kines [27]. Due to their action on circulating leukocytes, the cytokines produced by Candida-
specific T-cells may be instrumental in mobilizing and activating anticandidal effectors [6,28,29],
thus providing prompt and effective control of infectivity once Candida has established itself
(in mucosal tissue) or spread (to internal organs) via a combination of virulence factors and
impairments to the host innate defense mechanisms [30–32]. The former include factors related
to species and strains, adherence, dimorphism, molecular mimicry of mammalian adhesion mole-
cules, toxin and enzyme production, and cell surface composition [30,31]. Among the latter,
decreased neutrophil number and functions that work jointly with the breakdown of anatomic
defenses are critical in systemic infections [32]. Therefore, host resistance to Candida albicans
appears to be dependent on the induction of cellular immunity, mediated by T-lymphocytes and
nonspecific effector cells, mainly granulocytes and tissue macrophages [6,33,34]. Not surpris-
ingly, DTH to Candida antigens is a standard in vivo assay for T-cell-mediated immunity in
humans. The expression of this cutaneous reactivity is often defective in immunocompromised
individuals as well as in patients with recurrent or persistent infection with the yeast, or immuno-
pathology associated with it [35]. In most cases of chronic mucocutaneous candidiasis [6,36]
and recurrent vaginal candidiasis [37–39], antigen-specific T-cell anergy and altered production
of cytokines are observed.

While representing amajor factor predisposing tomucocutaneous candidiasis, downregula-
tion of cell-mediated immunity may be a consequence of C. albicans infection, as demonstrated
by much experimental and clinical evidence [40–43]. Polysaccharide antigens of C. albicans
generate a complex series of interactions that result in the suppression of both T- and B-cell
responses to the homologous antigen [44–46]. These effects are mediated by antigen-nonspecific
inhibitory factors that are able to block the synthesis of cytokines by human monocytes [47]
and T-cells [48]. In atopic subjects [49–55], in women with recurrent vaginal candidiasis [56,57],
and in patients with chronic mucocutaneous candidiasis [36], the suppressed delayed skin re-
sponses to the fungus show an inverse relationship, with elevated levels of Candida-specific
IgE, IgA, and IgG. These data argue for the reciprocal regulation of humoral and cell-mediated
immunity to the fungus, and also point to a pathogenetic role of Candida-specific IgE in allergy
[49–52], in asthma [53–55], and in vulvovaginal candidiasis [56,57].

If the ability of C. albicans to establish a disseminated infection involves a multiplicity
of yeast and host-related factors, including neutropenia, its ability to persist in infected tissues
may primarily involve downregulation of host cell-mediated (i.e., phagocytic-dependent) immu-
nity [41]. Immediate hypersensitivity responses, including production of high antibody and IgE
levels, will then become prominent characteristics of the response to Candida, with possible
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implications for immunopathology and autoimmunity [58]. Therefore, the yeast/host relationship
in saprophytism and disease presents features compatible with T-helper (Th)1/Th2 paradigm of
acquired immunity [59], as further discussed later. A Th1-type reactivity may characterize the
saprophytic yeast carriage of healthy subjects, whereas Th2-type responses would be mostly
associated with susceptibility to recurrent or persistent infection and allergy. Indeed, acquired
immunity to the fungus correlates with the expression of local or peripheral anticandidal Th1
reactivity [27,60,61]. Th1 reactivity is downregulated in symptomatic infections where a biased
Th2 response to the fungus is observed [62–66]. In addition, a pathogenic role of Candida-
specific Th2-type responses may be operative in asthma [53–55], recurrent vaginitis [56,57],
atopic dermatitis [49–52,67,68], and immunopathology associated with several diseases states
[69], including some of the unusual skin disorders that are by contrast common in AIDS [70].

It is important to note that experimental [71,72] and clinical evidence [73,74] indicate
that differences may exist in cell and cytokine requirement for antifungal resistance at mucosal
or systemic levels, a notion exemplified by the long-recognized association between systemic
candidiasis and qualitative [75] and quantitative [76] defects of neutrophils, and between chronic
mucosal infections and T-cell abnormalities [6,20,35]. The concept of a reciprocal regulation
between the phagocyte system and the T-cell compartment may provide a unifying thread be-
tween the systemic immune responses and events occurring on the mucosal surface. As observed
previously [6,22], this notion emphasizes that the anticandidal responses characterized in sys-
temic and mucosal infections are not unique to either condition. It is very likely that the relative
contribution of each type of immune effector mechanism may vary depending on site [77]
and duration of infection, eventually leading to the compartmentalization of host antifungal
resistance.

B. Correlates of Protection in Mice

The clinical circumstances in which recurrent Candida infections occur definitely suggest an
association with impaired cell-mediated immunity, yet only in the last decade has direct evidence
of this relationship been obtained in experimental models of mucosal or systemic candidasis
[6,20,21]. Studies in mice have clearly defined the role played by T-cells in infections caused
by C. albicans [78–86] and have shed new light on the interplay between the different arms of
the immune system in the control of infections [87,88].

In conditions where the animals are overwhelmed by a high dose of intravenous virulent
yeast, mice of different inbred strains die within a few days. Therefore, any contribution of T-
cell-mediated immunity could hardly be assessed in this setting. Thus, resistance of native mice
to the acute systemic infection mostly reflects the activity of natural immune mechanisms (see
below). However, upon intravenous challenge with sublethal fungal doses [89,90], or with low-
virulence yeast cells [91], or after gastrointestinal infection [92,93], an enduring infection can
be obtained that enables evaluation of the contribution of both nonspecific and specific effector
immune mechanisms in the control of the infection and its pathology. Although with some
controversial results [94–97], earlier studies indicated that mice rendered functionally T-cell
deficient by various maneuvers [78,85,98–100], had increased susceptibility to C. albicans
infections, particularly at the mucosal level. The clearance of mucosal candidiasis is impaired,
and antigen-specific lymphoproliferation and footpad responses cannot be demonstrated in T-
deficient mice. However, a combination of defects in both phagocytic cell function and T-cell-
mediated immune responses predisposes mice to severe mucosal and systemic candidiasis of
endogenous origin [101], thus emphasizing the interdependency between the innate and adaptive
immune systems in candidiasis. Corroborative evidence was provided by the transfer of a Can-
dida-specific T-cell line into sublethally irradiated mice [80]; the T-cell line confers resistance
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to primary systemic challenge. Further evidence indicated that both CD4+ and CD8+ cells contrib-
ute to the host response against the infection [79,81,82,85]. More recent evidence indicates that
C. albicans induces selective expansion of T-lymphocytes bearing a particular T-cell receptor
(TCR) V� specificity, raising the possibility that molecules with superantigen activity may be
present on the fungus [102]. Differential expansion of T-lymphocytes of a particular V� specific-
ity is also associated with a pattern of susceptibility and resistance to C. albicans infection
(unpublished observations), and treatment with staphylococcal enterotoxin-B confers protection
against systemic candidiasis [102]. These results point to a role for CD4+ TCR V�8+ cell anergy
in the modulation of acquired immunity to Candida. Indeed, anergy reversal by treatment with
IL-2 is associated with high susceptibility to the infection [103].

Beside T-lymphocytes bearing the �� T-cell receptor (TCR), TCR ��+ T-cells may play
an important role in antifungal host defense by acting as a first line of defense at the mucosal
level. Polyclonal �� T-cells were found to be expanded in the gastric mucosa of mice orally
infected with C. albicans, and TCR �-chain-deficient mice were found to be susceptible to
mucosal orogastric candidiasis, although to a lesser extent than �� T-cell-deficient mice [104].
The general thrust of the above results indicates that the major function of the T-lymphocytes
in Candida infections is the production of cytokines with activating and deactivating signals
for fungicidal effector phagocytes.

The discovery that subsets of CD4+ Th cells could be distinguished according to their
ability to produce discrete patterns of cytokines [105,106], offered the conceptual framework
of adaptive immunity in C. albicans [20–25]. Th1 cells, by their production of interferon-gamma
(IFN-�) and lymphotoxin, are responsible for directing cell-mediated immune responses leading
to the eradication of intracellular pathogens, but they may also cause immunopathology and
organ-specific autoimmune diseases if dysregulated. Th2 cells, by producing interleukin (IL)-
4 and and IL-5, known to activate mast cells and eosinophils, have been strongly implicated in
atopy and humoral immunity. Helper T-cells and clones that produce both Th1- and Th2-type
cytokines (termed Th0) have also been described [106]. It is possible that Th0 cells are involved
in eliminating many pathogens, where a balance of both regulated cell-mediated immunity and
an appropriate humoral response will eradicate an invading pathogen with minimum pathology
[106]. However, chronic conditions may result in polarized Th1- and Th2-type responses which
might not only be mutually exclusive [106] because of the counterregulatory effects of the
cytokines brought about by the reciprocal subsets, but also pathogenic. Many studies now suggest
that alternative regulatory populations exist which are somehow associated with, but distinct
from, Th2 cells [107]. Regulatory T-cells, including Th3 [108] and Tr1 [109], can inhibit cell-
mediated immune responses and/or inflammatory pathologies, and are involved in the mainte-
nance of self-tolerance [110]. Much of this suppression has been attributed to transforming
growth factor � (TGF-�) [107–110].

The Th1/Th2 paradigm, although somewhat simplistic, has allowed us a better understand-
ing of the reciprocal regulation between the innate and adaptive immune systems in candidiasis.
The relative importance of the different Th cells and of effector phagocytes to the outcome of
the infection depends on numerous factors, including localization [92,93] and virulence
[91,111,112] of the primary infection, early cytokine response of the host to the fungus
[103,113–123], and predominant type of Th cells activated by challenge, namely host-protective
Th1 or nonprotective Th2 cells [22–25,124]. The qualitative pattern of cytokines secreted by
T-cells will ultimately determine the efficacy of the effector response mediated by phagocytes.

In evaluating the relative contributions of various Th-dependent effector mechanisms in
murine candidiasis, it is important to distinguish between those responsible for recovery from
the primary infection and those that mediate protection upon reinfection.
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1. Primary Resistance

Studies done with two agerminative, avirulent variants of C. albicans, one of which induces
protective immunity and the other nonprotective immunity, indicate that CD4+ cells specific for
the latter were found to inhibit the adoptive transfer of yeast-specific DTH when admixed with
CD4+ cells primed to the protective variant [112]. This confirmed the notion that DTH suppressor
T-cells are induced by C. albicans constituents in mice [40]. Moreover, in studying the immune
response to C. albicans in genetically distinct mice, Ashman [34] reported circumstantial evi-
dence that active suppression of protective immunity might occur in inbred strains of mice that
are classified as genetically susceptible to candidiasis and characterized by high antibody levels
and poor DTH responses. More recent studies indicate that susceptibility and resistance to
primary disseminated infection with low-virulence C. albicans vary among inbred strains of
mice of different MHC haplotypes [84,88,122,125] (Table 1). C57BL/6 and BALB/c mice are
resistant to primary infection and acquire resistance to reinfection; C3H/HeJ and CBA/J mice
show moderate resistance to primary infection; and DBA/2, 129/Sv, SJL, and FVB mice are
highly susceptible to primary infection.

Resistance or susceptibility to infection does not correlate with the antifungal effector
functions of phagocytic cells, as no significant differences are observed among strains (Fig. 1).
Likewise, resistance or susceptibility to infection does not correlate with the number of interferon
(IFN)-�-producing cells that are observed not only within strains, but also between resistant and
susceptible strains, being actually higher in susceptible strains (Fig. 2). Thus, neither a defective
antifungal effector function nor the extent of IFN-� production correlates with resistance or
susceptibility to the infection. However, the activation of protective Th1 and nonprotective Th2
CD4+ cells is observed in these different strains, as revealed by the inverse correlation between
IFN-� and IL-4 production in the different strains (Fig. 3). One week after infection, CD4+ cells
from resistant strains produce more IFN-� than susceptible strains, and the reverse is true for
IL-4. Further studies reveal that induction of Th1 response requires IFN-� [113], IL-12 [118,119],
and CD4+ cells [81] in the afferent induction, and involves IFN-�-releasing CD4+ cells expressing
the �2 chain of the IL-12 receptor (IL-12R) [122], and CD8+ [82] cells in the effector phase.
At the same time, CD4+ cells and IFN-� are needed for elicitation of yeast-specific DTH [81],

Table 1 Strain Distribution of Resistance to Systemic Infection with Low-Virulence Candida
albicans

Resistance to infection

Strain Haplotype MST D/T Th status

C57BL/6 b �60 0/22 Th1
BALB/c d �60 4/22 Th1
C3H/HeJ k 28 12/20 Th1 � Th2
CBA/J k 33 14/20 Th1 � Th2
DBA/2 d 7 20/20 Th2
129/Sv b 14 12/12 Th2
SJL s 14 8/8 Th2
FVB q 8 8/8 Th2

Mice were intravenously infected from low-virulence C. albicans and assessed for parameters of infection (MST, median
survival time in days, and D/T, number of dead animals over total animals infected) and Th immunity (antigen-specific
cytokine and antibody production).
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Figure 1 Candidacidal activity of effector phagocytes (splenic-adherent macrophages) from mice with
different levels of resistance (BALB/c and C57BL/6 having greater resistance than C3H/HeJ and CBA/J)
to primary infection with low-virulence Candida albicans. Splenic adherent cells were taken during the
first week of the infection and assessed for candidacidal activity in vitro in the presence (�) or not (�)
of IFN-�. *P � .05 IFN-�-exposed vs. non-IFN-�-exposed cells. **P � .05 infected vs. uninfected mice.

and antigen-specific CD8+ cells, with the capacity to lyse yeast-primed macrophages, can be
detected in vitro [86]. Nonspecifically activatedmacrophages and granulocytes with microbicidal
properties act as the final effector cells of this response [111,126–128].

The induction of CD4+ Th1 cells requires the presence of an activated innate immune
system, such as the ability of phagocytic cells to inhibit fungal growth and to release cytokines
[88,122]. However, an activated innate immune system is not sufficient per se to induce the
activation of CD4+ Th1 cells [122]. Thus, proper integration between innate and antigen-specific
immunity is required for efficient control of a subacute C. albicans infection. In contrast, high-
level production of Th2 cytokines, such as IL-4 and IL-10, are observed early in infection and
until the death of mice not surviving the primary infection. CD4+ cells from these mice release
Th2 cytokines in vitro in response to specific antigens [91].

In yeast-infected DBA/2 mice, neutralization of IL-10 early in infection restores ‘‘natural’’
antifungal effector functions, allows the activation of CD4+ Th1 cells, and renders mice resistant
to the primary and secondary infections [115]. These data indicate that IL-10 may have a patho-
genic role in primary candidiasis. As similar results were obtained upon IL-4 neutralization
[114], the general conclusion from these studies is that resistance to C. albicans infection is
determined by nonspecific phagocytic mechanisms, the activity of which is augmented or rein-
forced by Th1 cytokines and impaired by Th2 cytokines. The results also suggest that susceptibil-
ity to candidal infection is linked to the occurrence of a dominant and suppressive Th2 response,
rather than an intrinsically insufficient Th1 response. Such a conclusion may have important
implications for immunotherapy of candidal infections (see below).
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Figure 2 Number of IFN-�-producing cells in mice with different levels of resistance (BALB/c and
C57BL/6 having greater resistance than C3H/HeJ and CBA/J) to primary infection with low-virulence
Candida albicans. The number of cytokine-producing cells in splenocytes taken during the first week of
infection were determined by Elispot assay. (�) Uninfected and (�) infected mice. *P � .05, infected
vs. noninfected mice.

Figure 3 IFN-� and IL-4 production by CD4+ T-cells from mice with different levels of resistance
(BALB/c and C57BL/6 having greater resistance than C3H/HeJ and CBA/J) to primary infection with
low-virulence Candida albicans. At 1 week of infection, CD4+ T-cells, purified from spleens, were cultured
in vitro with irradiated splenocytes and heat-inactivated Candida cells for 48 hr before determination of
the cytokine contents in culture supernatants by specific ELISA. *P � .005, infected (�) vs. noninfected
(�) mice.
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The systemic activation of host-protective CD4+ Th1 cells, detected in mice with mucosal
yeast colonization of limited grade and duration [92,93,129,130], is of interest. This condition,
which simulates saprophytic yeast carriage by healthy humans with peripheral Th1-type reactiv-
ity [26], is associated with increased resistance to systemic reinfection [92,131]. Therefore, the
expression of Th1-mediated resistance at both mucosal and nonmucosal effector sites may in-
volve common mechanisms in humans who develop systemic immunity as a consequence of
their mucosal colonization. This could explain why the absence of CD4+ cells is consistently
detrimental in mucosal colonization with the fungus (where a strong Th1 response typically
develops). Paradoxically, ablation of T-cells or CD4+ cells may be beneficial in conditions of
vigorous Th2 cell activation, such as systemic infection with virulent yeast [79]. Therefore, T-
cell or CD4+ cell deficiency can be expected to affect resistance to infection largely conditioned
by the Th1/Th2 ratio in the elicited response.

Recent studies on the genetic control of the host susceptibility and/or resistance to C.
albicans infection highlight the role of antifungal cell-mediated immunity. Besides the fifth
component of complement as a major influence on susceptibility and resistance [132], Ashman
has recently provided evidence of the existence of at least two Mendelian-type, resistance genes
that control the host response to systemic C. albicans infection in mice [77,133,134]. These
genes appear to affect distinct parameters of infection, such as tissue destruction and kidney
colonization. Allocation of presumptive ‘‘resistant’’ or ‘‘susceptible’’ alleles of these genes
among various inbred strains correlates extremely well with the various measures of infection.
One important implication of this finding is that effector mechanisms of antifungal resistance
would be both genetically determined and site specific. This would be in line with the experimen-
tal and clinical evidence that induction of antifungal cell-mediated immunity is highly compart-
mentalized [20,73]. Indeed, the susceptibility of mouse strains to systemic candidiasis does not
correlate with susceptibility to mucosal, gastrointestinal, or vaginal candidiasis [135]. Likewise,
women who are susceptible to oral and esophageal candidiasis are generally not more susceptible
to vaginal candidiasis [74].

2. Acquired Resistance

In models of sustained protective anticandidal responses, such as mucosal exposure to the fungus
or vaccine-induced resistance, CD4+ T-lymphocytes [85,129,136,137] and IFN-� [138], but not
B-lymphocytes [139], are required for the expression of acquired resistance to the fungus. Th1
reactivity is associated with acquired resistance to either disseminated [122] or vaginal [136]
infection. Acquired resistance to the latter infection is under the control of host genetic factors,
to such an extent that protection after subcutaneous immunization with C. albicans extracts is
achieved in BALB/c, but not C57BL/6 mice [136]. Interestingly, C57BL/6 mice demonstrate a
higher level of innate resistance to vaginal candidiasis than do BALB/c mice, a finding pointing
to the complex levels of crossregulation between the innate and adaptive immune system in
vaginal candidiasis.

That acquired immunity to C. albicans correlates with the expression of local or peripheral
Th1 reactivity has also been confirmed by studies in healthy adult humans [27,60,61]. Therefore,
the expression of acquired resistance at both mucosal and nonmucosal effector sites may involve
common mechanisms in humans who develop systemic immunity as a consequence of their
mucosal colonization. These mechanisms probably operate through the action of Th1 lympho-
cytes, the cytokines they release, and nonspecifically activated effector cells. The unitary role for
cell-mediated immunity in anticandidal resistance would imply thatg, for example, eradication of
an established infection, whether superficial or deep seated, could be accelerated by recruitment
of antigen-specific cells which provide the high cytokine concentrations needed locally for
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optimal activation of the ‘‘natural’’ anticandidal effectors, granulocytes and monocytes/macro-
phages [140,141]. A mechanism of this type operates in DTH, where injection of antigen into
the skin leads to activation of memory CD4+ cells that act extravascularly to recruit circulating
nonspecific effector leukocytes at the site of antigen challenge. A unitary role of cell-mediated
immunity in candidiasis also implies that interference with the development or function of Th1
reactivity may greatly affect susceptibility to chronic or recurrent infection.

Recent findings have thrown light on the cytokine-mediated regulation of acquired resis-
tance to C. albicans. Experiments in IL-4 knockout mice revealed that these mice, although
capable of mounting anticandidal Th1 responses upon primary infection, are nevertheless unable
to show resistance to reinfection [142]. Memory Th1 resistance is restored upon exogenous IL-
4 administration in IL-4-deficient mice and impaired upon IL-4 neutralization in IL-4-sufficient
mice, a finding suggesting the requirement for this cytokine in the expression of acquired immu-
nity to the fungus. Experiments of cytokine neutralization performed in vaccine-induced resistant
mice indicated that IL-10 and TGF-� are also required for the expression of acquired resistance
(unpublished data). Thus, cytokines with inhibitory activity in developing Th1 cell responses
are indeed required for sustained Th1 reactivity to the fungus. The possible regulatory cells
and mechanisms underlying the expression of immunological memory to C. albicans are not
understood for the time being. However, it is intriguing that different Th cells and cytokines
are produced in response to different fungal antigens [143]. It is possible that the temporally
distinct expressions of different antigens during fungal growth in vivo have a role in the expres-
sion of immunological memory responses to C. albicans, through the induction of regulatory
T-cells.

III. REGULATION OF Th1- AND Th2-DEPENDENT IMMUNITY

A. The Role of Cytokines

Th1 and Th2 CD4+ T-cells develop from a common naive CD4+ T-cell precursor and several
parameters have been reported to influence the pathway of differentiation of CD4+ T-cell precur-
sors [22,124]. Among these, cytokines appear to play a major role, acting not only as modulators
of antifungal effector functions but also as key regulators in the development of the different
Th subsets from precursor Th cells. Studies in mice have shown that development of protective
anticandidal Th1 responses requires the concerted actions of several cytokines such as IFN-�
[113,138], TGF-� (117), IL-6 [120], tumor necrosis factor (TNF)-� [121], and IL-12 [118,119],
in the relative absence of inhibitory Th2 cytokines, such as IL-4 and IL-10, which inhibit
development of Th1 responses [123]. Early in infection, neutralization of Th1 cytokines (IFN-
� and IL-12) leads to the onset of Th2 rather than Th1 responses, while neutralization of Th2
cytokines (IL-4 and IL-10) allows for the development of Th1 rather than Th2 cell responses
[113–115,119]. However, in highly susceptible mice, exogenous IL-12 does not exert beneficial
effects on the course and outcome of disseminated and mucosal infections [119]. Moreover,
administration of IL-4 fails to convert an already established Th1 response into a Th2 response
[123,144], and late IL-4 depletion exacerbates chronic infection [144]. These findings indicate
the existence of complex immunoregulatory circuits underlying cytokine activity in mice with
candidiasis.

Studies performed in genetically modified mice, including cytokine-deficient mice, have
furthered our understanding of cytokine-mediated regulation of Th cell development and effector
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Table 2 Innate and Adaptive Immunity to Candida albicans Infection in Cytokine-Deficient Mice

Resistance to:
Antifungal

Mice effector activity Primary infection Secondary infection Th status Reference

TNF/LT-��/� ↓ ↓ ↓ Th2 121
IL-6�/� ↓ ↓ ↓ Th2 120
Caspase-1�/� ↑ � ↓ Th2 unpublished
IFN-�R�/� ↑ ↑ ↓ Th2 138
IL-4�/� ↑ ↑ ↓ Th2 142
IL-12p40�/� ↑ ↑ ↓ Th2 151
IL-10�/� ↑ ↑ ↑ Th1 187

For details of the innate and adaptive Th immunity measurements, see the references. ↓, ↑,�, means decreased, increased,
or unchanged compared to wild-type mice.

functions in candidiasis and have revealed complex levels of immunoregulation that were previ-
ously unappreciated (Table 2).

Caspase-1-deficient mice have revealed the important role of IL-18 in sustaining the
expression of Th1 reactivity to the fungus. In the absence of IL-18, production of IFN-� and
IL-12 is not as impaired early in infection, as it is later on. Indeed, caspase-1 deficiency does
not affect susceptibility to the acute systemic infection, but impairs the Th1-mediated resistance
to reinfection, which is, however, restored by exogenous administration of IL-18 (unpublished
observation). In contrast, TNF-� and IL-6 deficiencies render mice highly susceptible to primary
C. albicans infections, by impairing the development of successful innate and acquired immunity
[120,121]. Both qualitative and quantitative changes in antifungal effector functions of phago-
cytic cells, particularly neutrophils, and the activation of nonprotective Th2 responses are ob-
served in these mice [120,121].

One likely mechanism of Th2 development in mice with candidiasis is the increased fungal
burden in the organs, as the production of IL-4, and hence Th2 activation, is strictly dependent
on the fungal dose [144]. Therefore, the defective antifungal effector functions of neutrophils,
and in part of macrophages, and consequently, the unopposed fungal growth, may account for
the failure of TNF/LT-�- and IL-6-deficient mice to mount a protective Th1 response. However,
TNF-� was also found to be required for optimal expression of costimulatory molecules on
phagocytic cells and for IL-12 responsiveness in CD4+ Th1 cells [121], whereas decreased
production of IL-12 and increased production of IL-10 occurred in the absence of IL-6 [120].
A reduced production of IL-6 is observed in TNF/LT-�-deficient mice infected with the fungus
[121], which may suggest that downstream production of IL-6 could also contribute to the
absolute requirement of TNF-� in the development of protective anticandidal Th1 reactivity.

Studies in mice with IFN-� deficiency have revealed that IFN-� is not necessary for
induction and expression of anticandidal Th2 responses [138], a finding in line with those
obtained in mice with a disrupted IFN-� gene and infected with C. albicans under conditions
of Th2 cell activation [145,146]. Instead, the high susceptibility of IFN-�-deficient mice to C.
albicans infection correlates with the failure to mount protective anticandidal Th1 responses
due to an impaired IL-12 responsiveness rather than IL-12 production [138]. The activities of
IL-12 are mediated through a high-affinity receptor composed of two subunits, designated �1
and �2. The latter is more restricted in its distribution, and regulation of its expression is like
a central mechanism by which IL-12 responsiveness is controlled [147]. Indeed, the IL-12R�2
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subunit expression on activated CD4+ Th1 cells is known to correspond to loss of IL-12 respon-
siveness and represents an early step in the commitment of T-cells to the Th2 pathway [148].
Because IFN-� is necessary to override the IL-4-induced inhibition of IL-12�2 receptor expres-
sion in Th1 cells [148], it is likely that in murine candidiasis the Th1-promoting activity of IFN-
� may rely on its ability to maintain IL-12 responsiveness on CD4+ cells, by sustaining the IL-
12R�2 expression. As the production of IFN-� is impaired in TNF/LT-�-deficient mice, this
may account for the impaired IL-12 responsiveness also observed in these mice [121].

The failure of IL-4-deficient mice to amount protective Th1 memory responses correlates
with a defective production of IL-12, a finding in line with the observation that exposure to IL-
12 restores IFN-� production by CD4+ T-cells from IL-4-deficient mice [149]. Although IL-4
induces anticandidal Th2 development [114] and exogenous IL-4 exacerbates candidiasis in
mice [123], the results obtained in IL-4-deficient mice reveal that endogenous IL-4 may also
participate in Th1 development by priming neutrophils for IL-12 synthesis [142]. Interestingly,
priming with IL-4 also resulted in the release of high levels of IL-6, which is known to regulate
IL-4 receptors on murine myeloid progenitor cells [150]. Therefore, it appears that a positive
amplification loop exists between IL-6 and IL-4 at the level of neutrophil response, which may
be one possible mechanism underlying the beneficial effect of IL-6 in mice with candidiasis
[120].

Defective production of IL-12 accounts for the inability of IL-12-deficient mice to develop
acquired protective Th1 immunity upon C. albicans infection. Importantly, the failure to develop
anticandidal Th1 responses correlated with a defective IL-10, rather than IFN-� production, a
finding that points to the existence of a positive regulatory loop between IL-12 and IL-10 in
C. albicans infection. Thus, although IL-10-deficient mice develop an efficient Th1-mediated
resistance, IL-10 may also be required for optimal costimulation of IL-12-dependent CD4+ Th1
development [151].

Altogether, these data suggest that (1) the cytokine requirement for the expression of
innate antifungal defense may be different from that required for the expression of Th1-mediated
protection; (2) a single cytokine may participate in both the innate and the adaptive phase of
the response to the fungus, sometimes exhibiting opposite effects; and (3) a hierarchic pattern
exists of cytokine-mediated regulation of antifungal Th cell development and effector function.
Early in infection, production of some proinflammatory cytokines (TNF-� and IL-6) appears
to be essential for the successful control of infection and the resulting protective Th1-dependent
immunity. Both IL-12 production and IL-12 responsiveness are required for the development
of Th1 cell responses, which are maintained in the presence of physiological levels of IL-4, IL-
10, and IL-18. Thus, a finely regulated balance of directive cytokines, such as IL-4, IL-10, IL-
12, and IL-18, rather than the relative absence of opposing cytokines, appears to be required
for optimal development and maintenance of Th1 reactivity in mice with candidiasis [152].

One further lesson from genetically disrupted mice concerns the complex level of cross-
regulation between the innate and adaptive immune systems to C. albicans. A defective innate
antifungal effector function predisposes mice to susceptibility to infection, eventually biasing
the adaptive specific response toward the Th2 pathway. In contrast, an activated innate immune
system correlates with resistance to the infection, which may or may not be associated with the
activation of antigen-specific Th1 cells in the adaptive compartment. Thus, a two-stage control
appears to be at work in C. albicans infection (Fig. 4). However, rather than behaving as two
separate entities, the two systems appear to be reciprocally regulated, and to work as an integrated
system, as will be discussed further in the next section.

B. The Role of the Innate Immune System

Innate and acquired cell-mediated immunity have been acknowledged as the primary mediators
of host resistance to C. albicans [6,23]. The observation that invasive candidiasis occurs in
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Figure 4 The two-stage control of Candida albicans infection. Studies done with genetically disrupted
mice of different strains indicate that the level of activation of the innate immune system (indicated by
� and � on the left) may efficiently oppose infectivity in the early stage of infection but also determines
the quality of the subsequent adaptive Th immunity (on the right).

concomitance with defects in neutrophil number and functions [76], together with the detection
of cells and mediators of the innate immune system with antifungal effector activities [6], has
led to the central dogma of resistance to candidiasis, i.e., that resistance to invasive candidiasis
is mediated by the innate immune system, which includes circulating neutrophils and monocytes,
tissue macrophages, natural killer (NK) cells, and soluble molecules, including opsonins (specific
antibodies, and components of classical and alternative complement pathways, see below), man-
nose-binding proteins, and defensins [6,76,87,153–158]. Data suggest, however, that platelets
[159] endothelial [160] and epithelial [161] cells may serve as nonconventional antifungal effec-
tors as well. While the effectiveness of this effector system is undoubtedly acknowledged, recent
evidence would suggest a more complex and important role of the innate immune system. The
data being gathered should not overshadow the traditional effector functions of neutrophils and
macrophages in candidiasis, but rather magnify the importance of these cells in the overall
antifungal immune resistance.

For many years, innate immunity has been considered as a separate entity from the adaptive
immune response to pathogens and has been regarded as being of secondary importance in the
hierarchy of immune functions. Evidence is accumulating on the essential role of the innate
immunity in orchestrating the subsequent adaptive immunity to pathogens [162,163]. Through
the involvement of different pattern recognition receptors, cells of the innate immune system
not only discriminate between different forms of the fungus, but also contribute to discrimination
between self and pathogens at the level of the adaptive Th immunity. In the vertebrate host,
innate and adaptive immune responses are now considered to be integrated as a single immune
system, with the innate response preceding, and being necessary for, the adaptive immune
response. In the following section, we will first discuss the role of the innate immunity as an
antifungal effector system, and then look at recent advances in revealing its function as both
guide and instructor of the adaptive immunity.

1. The Innate Antifungal Effector Function

Fungal cells possess a variety of cell surface analogs of the integrin family and complement
receptors [164–167] and adhesins [168,169], which may facilitate attachment (opsonization)
and phagocytosis by phagocytic cells [170].

In accordance with human studies [171], polymorphonuclear neutrophils, more than
monocyte/macrophages, represent the first line of defense in the control of experimental C.
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albicans infections [6]. The evidence recently accumulating uniformly indicates that defects in
neutrophil number or function increase susceptibility to disseminated [101,120,172–176], but
also mucosal [177], C. albicans infection. Instead, the suppression of the antifungal activity of
neutrophils by progesterone was taken to indicate a possible mechanism underlying the vulnera-
bility of pregnant women to vaginal candidiasis [178]. In contrast, elimination of splenic macro-
phages, either increased [140] or decreased [179] susceptibility to experimental disseminated
candidiasis. It has even been suggested that macrophages play a major role in the pathology of
disseminated candidiasis [180]. Therefore, as binding of the fungus to macrophages occurs in
vivo [181], macrophages clearly play a complex role in the host response to Candida, as sug-
gested [182].

The killing of yeast and hyphal forms of C. albicans by activated macrophages and neutro-
phils is phagocytosis or contact dependent, and involves both oxidative and nonoxidative burst
[170,183]. Production of nitric oxide (NO) also contributes to the antifungal activity of these cells
[184,185]. Indeed, the ability of C. albicans to inhibit NO production by murine macrophages is
one possible strategy to evade host defense mechanisms [186]. Moreover, production of IFN-
�-dependent NO mediates antifungal resistance at the mucosal [185,187] and peripheral levels
[184,188]. However, due to the pleiotropic activities of NO on cells of the immune system, as
well as on C. albicans itself [189], the effect of NO production in candidiasis appears to be
quite complex.

Interactions of C. albicans yeast cells, germ tubes, and hyphae with neutrophils has been
described in vitro [190,191]. Phagocytosis and killing of blastospores occur at a much higher
rate than for small germ tubes. Longer germ tubes are not phagocytosed [190]. Receptors on
neutrophils that are important for uptake of fungi include Fc receptors (FcR), complement
receptors (CR1 and CR3), and receptors that interact with carbohydrate [192]. This last group,
including scavenger and mannose receptors, is still poorly defined [193]. Effective phagocytosis
and killing of C. albicans occurs through Fc�RI (CD64) and Fc�RI (CD89) receptors [194],
a finding supporting the notion that opsonization is required for effective killing of the fungus
after phagocytosis [195–198]. Phagocytosis of antibody-opsonized yeasts also induces TNF-�
release [199], although beta-2 integrins have a major role in the regulation of cytokine gene
expression in neutrophils [200]. However, a degree of cooperation between FcR- and CR-depen-
dent processes appears to exist [201]. The beta-2 integrin CD11b/CD18 or CR3 or Mac-1 binds
to iC3�-opsonized fungal particles, a finding indicating that candidal cells have receptors for
cleavage fragments of C3 [202]. Stimulation of CR3-dependent phagocytosis or degranulation
requires the simultaneous ligation of two distinct sites within CR3–one specific for iC3b, and
a second specific for the fungal cell wall �-glucan [203].

Initiation of the oxidative metabolic burst and hydrogen peroxide production by neutrophils
in response to unopsonized Candida blastospores is a property of the C. albicans mannan and
occurs via a mannose-inhibitable mechanism [204]. Thus, the same mannose-specific mechanism
may provide a means by which the fungus can suppress neutrophil activation as well. Opsonized
or unopsonized hyphae also induce intracellular events and trigger a respiratory burst in neutro-
phils [205–207], although with some differences, such as the requirement of intracellular cyto-
solic calcium in the elicitation of the respiratory burst [208]. This means that if different events
mediate neutrophil activation by opsonized and unopsonized hyphae, candidacidal activity in
vivo may vary under divergent conditions with specific localized sites of infection. As IFN-� and
TNF-� have disparate effects on the fungicidal activity of neutrophils [209,210], the candidacidal
activity in vivo also reflects the local cytokine microenvironment.

Macrophages are recruited in tissues, and yeast and filamentous forms of Candida can be
detected both intracellularly and extracellularly [211]. Interestingly, the phagocytic and microbi-
cidal activities of macrophages are enhanced bymyeloperoxidase released by neutrophils [212], a
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finding suggesting possible cell cooperation in the activation of macrophages at sites of infection.
Phagocytosis of Candida is mediated by a combination of lectin-like receptor-, FcR-, and CR3-
dependent processes [213–215]. The most efficient uptake is dependent on CR-3-mediated
phagocytosis of both serum opsonized and unopsonized yeasts, a process inhibitable by cell
wall components of the fungus [213]. However, interaction with macrophage CR-3 leads to
suppression of the immune response to the micro-organism [213]. Interestingly, signaling via
CR-3 downregulates IL-12 production in response to the fungus Histoplasma capsulatum [216].
Through the different receptors, macrophages phagocytose opsonized and unopsonized Candida
yeasts [156]. This has important consequences because the candidacidal activity and secretory
function of macrophages largely depend on the cell source [217,218] and the mode of internaliza-
tion: uptake of opsonized yeasts results in higher killing activity with increased activation of
respiratory burst, compared with unopsonized yeasts [219–221]. Accordingly, the mannose
receptor-mediated uptake of unopsonized Candida yeasts may lead to phagocyte abuse if not
accompanied by the coordinate activation of the cell cytotoxic machinery [222]. Increased
expression of the receptor with no induced cytotoxicity is induced upon exposure of macrophages
to IL-4 [223]. In contrast, IFN-� downregulates the expression of macrophage mannose receptors
and nevertheless results in effective killing, presumably via increased coupling of the receptor
to cytotoxic functions [221]. Moreover, production of some cytokines, such as IL-1�, IL-6, and
granulocyte macrophage-colony stimulating factor (GM-CSF), are mediated by the mannose
receptor, while some chemokine responses may be mediated by other receptors [224]. It is
interesting that ingestion of C. albicans downregulates mannose receptor expression on macro-
phages [225], suggesting that subversion of phagocytic entry can be exploited as evasion strategy
by the fungus.

Uptake of Candida yeast and filamentous forms occur differently in macrophages. Hyphae
are not internalized by a macrophage cell line, although they are capable of inducing production
of inflammatory cytokines to a greater extent than phagocytosed yeasts [226]. Instead, uptake
of Candida yeasts and germ tubes by macrophages occurs through a phagocytic mechanism,
requiring intact actin filament, protein kinase C activity, and participation of an nonmannose
receptor [227]. Once inside the cells, Candida phagosomes rapidly fuse with late endosomes
and lysosomes. However, the yeasts may develop germ tubes within phagolysosomes, escaping
from them and destroying the macrophages [227]. Thus, the rapid recruitment of late endocytic/
lysosomal compartments by C. albicans may favor its survival and virulence.

Although freshly isolated phagocytic cells clearly express intrinsic anti-Candida activity,
numerous studies have demonstrated that expression of the full candidacidal function of both
neutrophils and monocyte/macrophages requires activation by CSFs [6,14,228–230]. However,
optimal expression of the antifungal effector activity of cells of the innate immune system is
attained in association with antigen-driven immune responses [231,232]. This may occur through
the release of cytokines with activating (IFN-�/TNF-�) and deactivating (IL-4/IL-10) signals
to effector phagocytes [28,29]. As already pointed out, increasing evidence indicates that effector
mechanisms of antifungal resistance are site specific and genetically determined [77]. There
is considerable heterogeneity in the effector function of macrophages derived from different
anatomical sites [218], which probably reflects the response to local homeostatic mechanisms.
For instance, alveolar macrophages produce arachidonic acid metabolism in response to alpha-
mannan and beta-glucan constituents of C. albicans [217]. In addition, at infection sites, local
control of the infection may be exerted by cells other than professional phagocytes, such as
epithelial cells in the vagina [161] and, to some extent, endothelial cells [160].

In regard to the antifungal activity of NK cells, neither human [233] nor murine NK [234]
cells have direct killing activity toward C. albicans, although the fungus may interact with NK
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cells and affect NK cell function [233]. This interaction, however, may initiate the release of
cytokines affecting the activity of phagocytic effector cells [235–239].

Recent studies indicated that dendritic cells (DC) also behave as potent antifungal effector
cells in C. albicans infection [152,240]. These cells may be of particular importance in candidia-
sis, considering that the fungus behaves as a commensal as well as a true pathogen of skin and
mucosal surfaces [1] known to be highly enriched of DC. DC phagocytose both yeast and hyphal
forms of the fungus. Apparently, DC phagocytose more yeasts than do neutrophils. Uptake of
yeasts and hyphae occurs through different phagocytic mechanisms and are differently sensitive
to inhibition by mannan. Engulfment of yeasts occurs via coiling overlapping phagocytosis,
eventually leading to phagolysosome formation, where different stages of progressive yeast
degradation are seen. In contrast, internalization of hyphae appears to occur through a more
conventional, zipper-type phagocytosis. After phagocytosis of yeasts, DC produce elevated levels
of NO and this correlates with the high fungicidal activity against yeasts. In contrast, the produc-
tion of NO and the fungicidal activity are lower after phagocytosis of hyphae [240].

In vivo studies have provided convincing evidence that the complement system is an
important component of innate resistance to fungi, through opsonization and induction of inflam-
matory response [158]. Mice with congenital deficiencies in C5 production show decreased
resistance to disseminated candidiasis, probably due to a failure to mount an adequate inflamma-
tory response [241,242]. C. albicans yeasts activate the complement cascade through both the
classical and alternative pathways of initiation, eventually leading to deposition of C3 on the
cell surface [158]. Indeed, C3 deposition is greatly accelerated through activation of the classical
pathway by naturally occurring antimannan IgG antibody. This last observation also points to
an important role of antibodies in the protective immune response to the fungus [157,243–253].
The expression of complement receptors is influenced by growth conditions and by morphology,
being greater on hyphae than on blastoconidia. Although, the presence of complement receptors
on most pathogenic Candida spp. suggests a role in pathogenesis [158], data indicating a role
for complement receptors in virulence are largely correlative.

Besides the role played in initiation and regulation of complement activation by the fungus
[158], inactivation of important virulence factors or augmentation of host immune defenses are
possible mechanisms of antibody-mediated protection in candidiasis. For many years the role
of antibodies in candidiasis has been neglected, mainly due to the observation that B-cell defi-
ciency does not increase susceptibility to infection [71], and also because experiments with
polyclonal sera have produced evidence for and against an important role of antibodies in host
defense [157]. The use of monoclonal antibodies, however, has shown that protective and nonpro-
tective antibodies can be detected in the course of C. albicans infection [157,245]. Antibodies
recognizing a specific epitope within the phosphomannoprotein complex of C. albicans protect
susceptible mice against disseminated candidiasis [247,248]. The protection afforded by a conju-
gate vaccine against disseminated and vaginal candidiasis is mediated by the induction of a
protective antibody response [249]. Clinical observations suggest that naturally occurring fungi-
cidal antibodies, mimicking the activity of microbial products, are present in humans and may
participate in the host defense against mucosal candidiasis [243,250]. Moreover, the outcome of
disseminated candidiasis correlates with the evolution over time of a specific antibody response
directed against the 47-kDa antigen of HSP90 [251–253]. Sera from patients who had recovered
from disseminated candidiasis confer protection upon passive transfer into infected mice [252].
All together, these results indicate that humoral immunity, either independently or through
augmentation of complement activity or protective cell mediated immunity, may contribute to
host resistance to C. albicans.
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2. The Instructive Role of the Innate Immune System

Numerous studies of host defense against microbial pathogens have demonstrated that the func-
tioning of effector lymphocytes bearing clonally rearranged receptors is absolutely dependent
on signals provided by the innate recognition system. Through recognition of invariant molecular
structures shared by large groups of pathogens (also known as PAMPs, pathogen-associated
molecular patterns) by a set of germline-encoded receptors (referred to as pattern recognition
receptors; PRRs) of host cells, the innate immune system fulfills the requirement of discrimina-
tion among different types of pathogens [162,163,254–257]. The products of these recognition
events is the release of various antimicrobial peptides in mammals and insects [258,259] as well
as the expression of cytokines, chemokines, and costimulatory molecules through which the
innate immune system instructs and contributes to the discrimination of pathogens from self in
adaptive immunity.

The instructive role of the innate immune system in the adaptive immune responses to C.
albicans occurs at different levels [88]. The initial handling of the fungal pathogen by cells of
the innate immune system plays a major role in determining CD4+ Th development. Indeed,
qualitative or quantitative defects of antifungal effector and immunoregulatory functions of
phagocytic cells results in the development of anticandidal Th2, rather than Th1, cell responses
[124]. As CD4+ Th cell differentiation in vivo was found to be critically affected by the tissue
fungal load [144], an important role of phagocytic cells relies on their ability to control the
fungal growth through the antifungal effector mechanisms discussed above. In addition to this,
the instructive role of the innate immune system in the adaptive immune response to the fungus
is operative at the levels of chemokine [260,261] and cytokine production [124,174,175] and
expression of costimulatory molecules [121,151,262].

An important immunoregulatory role has recently been attributed to neutrophils and den-
dritic cells. Neutrophils, more than macrophages, are endowed with the ability to produce direc-
tive cytokines, such as IL-10 and IL-12. Most importantly, IL-12 appears to be released in
response to a Candida strain that initiates Th1 development in vivo, but IL-10 is released in
response to a virulent strain [124,174,175]. By producing directive cytokines, such as IL-10 and
IL-12, neutrophils influence antifungal Th cell development, as evidenced by the inability of
neutropenic mice to mount protective anticandidal Th1 responses. However, Th1-mediated resis-
tance is increased upon IL-12 administration in neutropenic mice or IL-10 neutralization in
nonneutropenic mice. Thus, neutrophils, through the differential production of directive cyto-
kines, may directly contribute to discriminative Th responses to virulent and nonvirulent forms
of the fungus. Human neutrophils also produce bioactive IL-12 in response to a mannoprotein
fraction ofC. albicans, capable of inducing Th1 cytokine expression in peripheral blood mononu-
clear cells [263]. Production of IL-12 by neutrophils occurs independently of TNF-� (121) and
IFN-� [138] and is impaired upon iron overload [264], but increases upon in vitro priming with
IL-4 [142], through upregulation of IL-4 receptor expression. Thus, the IL-12-promoting activity
of IL-4 may account for its requirement in sustaining memory Th1 cell responses to the fungus
[142]. Because of the large number of neutrophils present in the blood or inflammatory tissues
in infection [124], it is likely that neutrophil production of cytokines may influence the develop-
ment and/or maintenance of the Th repertoire to C. albicans. Interestingly, it has recently been
reported that neutrophils quickly release Candida antigens upon phagocytosis [265]. More than
that, neutrophil granulocyte-committed cells can be driven to acquire DC characteristics [266].
Thus, it is likely that the immunoregulatory role of neutrophils in candidiasis may go beyond
their cytokine production, to include signaling through antigen presentation and costimulation.
Ultimately, this would be a likely expectation shared with other cells of the innate immune
system.
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Human studies confirmed the multiple and complex role neutrophils may have in candidia-
sis. First, risk factors for invasive fungal infections are not the same in all neutropenic patients
[267]. Second, chronic systemic candidiasis initiated by neutropenia may persist in spite of
normal neutrophil counts and adequate antifungal therapy [268]. Third, some patients, particu-
larly transplant recipients who have adequate or even normal neutrophil counts, may be at high
risk for invasive mycoses [269].

Among the important virulence factors of C. albicans [30] is its ability to reversibly switch
from a unicellular yeast form into various filamentous forms, all of which can be found in tissues
[1,270,271]. Although recent studies have clearly shown that the ability to switch from yeast
to filamentous form is required for virulence [167,272], whether it is the yeast or the hyphal
form that is responsible for pathogenicity is still an open question. One possibility is that the
filamentous growth form is required to evade cells of the immune system, whereas the yeast
form may be the mode of proliferation in infected tissues. To make it likely, a cell had to exist
that finely discriminated between the two forms of the fungus in terms of class of immune
response elicited. Accumulating evidence points to a unique role of DC in infections, as they
are regarded both as a sentinel for innate recognition and as initiator of Th cell differentiation
and functional commitment [273,274].

In candidiasis, this performance required that DC be exquisitely sensitive to the different
forms of the fungus, a finding in line with the increasingly recognized importance of pattern
recognition receptors in host defense. This was indeed the case. DC are uniquely able to phagocy-
tose both yeasts or hyphae ofC. albicans. However, the downstream cellular events after internal-
ization of either form of the fungus are clearly different. In vitro, ingestion of yeasts activates
DC for IL-12 and NO production and priming of Th1 cells, while ingestion of hyphae inhibits
IL-12, NO, and Th1 priming. In vivo, generation of antifungal protective immunity is observed
upon injection of DC ex vivo pulsed with C. albicans yeasts but not hyphae. The immunization
capacity of yeast-pulsed dendritic cells is lost in the absence of IL-12, whereas that of hypha-
pulsed dendritic cells is gained in the absence of IL-4 [152,240]. These results indicate that
dendritic cells fulfill the requirement of a cell uniquely capable of sensing the virulent and
nonvirulent forms of C. albicans in terms of type of immune response elicited. Considering that
the morphogenesis of C. albicans is activated in vivo by a wide range of signals [275] and that
human DC also phagocytose C. albicans [276] and activate T-cell responses to the fungus [277],
DC appear to meet the challenge of Th priming and education in C. albicans saprophytism and
infections.

IV. THE Th PARADIGM IN CANDIDIASIS

A. The Shortcomings

As different Th cell subsets are endowed with the ability to release a distinct panel of cytokines,
capable of activating and deactivating signals to effector phagocytes, the activation of an appro-
priate Th subset may be instrumental in the generation of a successful immune response to a
fungal pathogen. In its basic conception, the paradigm calls for (1) an association between Th1
responses and the onset/maintenance of phagocyte-dependent immunity, critical for opposing
infectivity of the commensals or clearing pathogenic fungi from infected tissue; (2) the occur-
rence of Th2 responses in fungal infections and fungal diseases; and (3) the reciprocal regulation
of Th1 and Th2 cells, occurring either directly or through regulatory T cells, resulting in a
dynamic balance between these two types of reactivity, which may operate from commensalism
to infection andmay contribute to the induction andmaintenance of protectivememory antifungal
responses with minimum immunopathology. However, there is something beyond Th1 and Th2:
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(1) individual cytokines can produce opposing effects depending on dose and timing of their
participation in the immune response; (2) some cytokines exert their effects on both the innate
and adaptive immunity; and (3) there are clearly redundant pathways in achieving a Th1 or a
Th2 response.

B. The Implications for Therapy

As clinical resistance represents a significant component of the overall drug resistance of the
antifungals [9], the first strategy to prevent antifungal drug resistance is to improve the immune
functions of the immunocompromised host. Despite antifungals that appear to have excellent
activity in vitro against the fungus, the host response is often weakened and failures occur.
Although it is possible that problems with in vitro susceptibility testing methods contribute to
this discrepancy, and some cases of relapse or failure may be due to compliance issues or
pharmacokinetic factors, at least some of the cases simply represent the need for an adequate
host response to succeed.

A variety of cytokines and growth factors proved to be beneficial in experimental fungal
infections [10,13–18,278]. However, establishing the clinical utility of cytokines as therapy for
fungal infections in patients has been difficult. The basic strategies pursued include the increase
of number, function, and mobility of phagocytic effector cells, as it is now accepted that cyto-
kines, effector cells [279], and antifungals work synergistically to oppose fungal growth. Re-
cently, however, the Th1/Th2 balance itself was found to be the target of immunotherapy as well
[280–283]. The therapeutic efficacy of antifungals in experimental candidiasis is significantly
increased by the concomitant inhibition of Th2 cytokines, such as IL-4 and IL-10, more than
the addition of Th1 cytokines, such as IL-12 [281,282]. Interestingly, the efficacy of combination
therapy with the antifungals and selected cytokines appears to be largely dependent on the host
immune reactivity. Thus, the efficacy of the combined treatment with amphotericin-B and IL-
4 antagonists was superior in neutropenic, as compared to nonneutropenic, mice [282]. In con-
trast, the efficacy of combined treatment with fluconazole and IL-12 was superior in nonneutro-
penic, as compared to neutropenic, mice [282].

V. CONCLUSIONS

A large body of evidence in both preclinical settings and in humans supports the model of
specific immunity to C. albicans infections as being highly susceptible to cytokine influences
and reciprocally regulated by cells of the innate immune system. With the recognition of the
reciprocal influences between the innate and the adaptive Th immunity, it appears that an inte-
grated immune response determines the lifelong commensalism of the fungus at the mucosal
level, as well as the transition from mucosal saprophyte to pathogen. The Th1/Th2 paradigm,
although somewhat simplistic, has provided a better understanding of the reciprocal regulation
between these components, which shed new light on previous uncertainties about the distinct
roles of these components in resistance to C. albicans infection. Although much has still to be
learned at the level of the host/pathogen interaction in candidiasis, the new advances may have
important implications for pathogenesis and therapy.

First, an important corollary of the paradigm may be the possible combined effects on Th
immunity of Candida carriage/infection and various disease states. While immune deficiency
or dysregulation, resulting in an altered cytokine balance, as may occur in AIDS, can reasonably
be expected to increase local infectivity of the fungus, it is even more intriguing that antifungal
chemotherapy resolves some of the unusual skin disorders observed in patients with AIDS
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[284,285]. Besides, an immunopathologic role for Candida has been suggested for atopic derma-
titis [49–51], atopy [52], and other conditions, overtly associated [49–57] or not [69] with
Candida. Thus the Th cell dichotomy to Candida may have implications not only for regulation
of the balance between commensalism and infection, but may also contribute to the onset or
dominance of Th2 response in other disease states.

Second, the Th1/Th2 paradigm appears to be useful in the identification of cytokines
suitable for clinical intervention. Indeed, readdressing the Th balance by combination therapy
with cytokines or cytokine antagonists represents a promising strategy for preventing and treating
superficial and invasive candidiasis. It is our hope that such an integrated view of effector and
regulatory mechanisms operating in C. albicans infection would expand the possibilities in the
search for the cells, cytokines, and molecular pathways that are essential to control fungal
infectivity or oppose fungus-associated immunopathology.
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A Mencacci, E Roilides, L Romani. Cytokines and mycoses. Med Mycol 36(S1):174–182, 1998.

17. DA Stevens. Combination immunotherapy and antifungal chemotherapy. Clin Infect Dis 26:
1266–1269, 1998.

18. L Polonelli, A Cassone. Novel strategies for treating candidiasis. Curr Opin Infect Dis 12:61–69,
1999.
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142. A Mencacci, G Del Sero, E Cenci, C Fè d’Ostiani, A Bacci, C Montagnoli, M Kopf, L Romani.
IL-4 is required for development of protective CD4+ T helper type 1 cell responses to Candida
albicans. J Exp Med 187:307–317, 1998.

143. A Cassone, F De Bernardis, CM Ausiello, MJ Gomez, M Boccanera, R La Valle, A Torosantucci.
Immunogenic and protective Candida albicans constituents. Res Immunol 149:289–289, 1998.

144. A Mencacci, R Spaccapelo, G Del Sero, K-H Enssle, A Cassone, F Bistoni, L Romani. CD4+ T-
helper-cell responses in mice with low-level Candida albicans infection. Infect Immun 64:
4907–4914, 1996.

145. Q Qian, JE Cutler. Gamma interferon is not essential in host defense against disseminated candidiasis
in mice. Infect Immun 65:1748–1753, 1997.

146. E Balish, RDWagner, A Vasquez-Torres, C Pierson, TWarner. Candidiasis in interferon-� knockout
(IFN-��/�) mice. J Infect Dis 178:478–487, 1998.

147. MK Gately, LM Renzetti, J Magram, AS Stern, L Adorini, U Gubler, DH Presky. The interleukin-
12/interleukin-12-receptor system: role in normal and pathologic immune responses. Annu Rev
Immunol 16:495–521, 1998.

148. SJ Szabo, AS Dighe, U Gubler, KM Murphy. Regulation of the interleukin (IL)-12R�2 subunit
expression in developing T helper 1 (Th1) and Th2 cells. J Exp Med 185:817–824, 1997.



508 Romani and Bistoni

149. T Nakamura, Y Kamogawa, K Bottomly, RA Flavell. Polarization of IL-4- and IFN-�-producing
CD4+ T cells following activation of naive CD4+ T cells. J Immunol 158:1085–1094, 1997.

150. GM Feldman, S Ruhl, M Bickel, DS Finbloom, DH Pluznik. Regulation of interleukin-4 receptors
on murine myeloid progenitor cells by interleukin-6. Blood 78:1678–1684, 1991.
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I. INTRODUCTION

Aspergillus fumigatus is a saprophytic fungus that plays an essential role in recycling environ-
mental carbon and nitrogen. It grows naturally on decaying organic material in the soil and
sporulates abundantly. The conidia are present in all environments, indoors and outdoors, with
a range of concentration between 0 to 100 conidia/m3. They have a diameter small enough (2–3
�m) to reach all lung compartments. Inhalation of conidia by the immunocompetent host rarely
has any adverse affect since they are eliminated relatively efficiently by innate immune mecha-
nisms. Thus, until recently, A. fumigatus was viewed as a rather weak and infrequent pathogen
responsible for aspergilloma, an overgrowth of the fungus in preexisting lung cavities, and
allergic bronchopulmonary aspergillosis, a complication occurring in patients suffering from
atopic asthma or cystic fibrosis [1,2]. Because of the increase in the number of immunocompro-
mised patients and the degree of severity of modern immunosuppressive therapies, the situation
has changed dramatically in recent years. Over the past 10 years, A. fumigatus has become the
most prevalent airborne fungal pathogen, causing severe and usually fatal invasive infections
mainly among hematology patients. This situation mainly results from (1) a difficult clinical
and laboratory diagnosis; (2) a relatively ineffective antifungal therapy, mainly based on the
use of amphotericin-B, which has severe secondary toxic effects for humans; and (3) a poor
understanding of the physiopathology of invasive aspergillosis (IA).

The lack of knowledge of the host and fungal factors involved in the establishment of the
disease can be seen at the level of the fungal cell wall (CW) which plays a central role in the
pathogenic life of A. fumigatus. Several biological facts demonstrate the role of the CW during
fungal infection: (1) the cell wall is continuously at the interface between the host and the fungal
pathogen during the course of the disease; (2) it is rich in antigens and enzymes, the latter
helping the fungus to invade the host tissues; and (3) it protects the fungus against an aggressive
environment, in particular against phagocytic reactions and antifungal drugs.

This chapter will summarize our current knowledge of the cell wall of the conidia and
mycelium of A. fumigatus with special emphasis on its role during infection. Comparative
analysis of biochemical/genetic features found in the less pathogenic species of Aspergillus such
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Figure 1 Surface carbon-platinum replicas of conidia of wild-type (A) and rodletless mutant (B) of A.
fumigatus. Bar, 100 nm.

as A. nidulans and A. niger should help identify molecules or pathways specific for the pathogenic
behavior of A. fumigatus.

II. CONIDIUM CELL WALL

A. Outer Layer and Adhesion

1. Hydrophobins

The outermost cell wall layer of A. fumigatus conidia is characterized by the presence of inter-
woven rodlet fascicles. This layer, which is composed of hydrophobic proteins (hydrophobins),
confers hydrophobic properties to A. fumigatus conidia. The hydrophobins are a family of homol-
ogous proteins, present on the surface of dry conidia of all aerial fungal species [3,4]. All
hydrophobins have eight conserved cysteine residues, similar hydropathy patterns, low Mr in
the range of 10–20 kDa, and they are extremely resistant to chemical degradation, which allows
their extraction using concentrated acids. The gene encoding the rodlet protein RodAp of A.
fumigatus has been cloned, and a rodletless mutant has been generated [3] (Fig. 1). In A. fumiga-
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tus, the absence of this rodlet layer resulted in the apparition of conidia which become more
hydrophilic than the conidia of the parental strain. Accordingly, conidia from this mutant bound
less readily to proteins with hydrophobic pockets such as albumin or collagen. Binding to other
proteins such as laminin and fibrinogen was not altered in the mutant, suggesting that the
localization of specific host adhesins occurring on top of the rodlet layer is not modified in the
�rodA mutant. In animal models of invasive pulmonary aspergillosis, mortality was comparable
for the parent and rodletless strains, but the inflammatory response was lower with the �rod
mutant [5]. Thus, RodAp appears to play a role in the hydrophobic interactions between the
fungus and the host, but these interactions do not appear to be essential for the virulence of the
fungus.

RODA genes from A. nidulans and A. fumigatus are highly homologous (75% identity).
The RODA gene from A. nidulans can indeed complement the A. fumigatus �rodA mutant [6].
However, a comparative analysis using aqueous solvent partitioning assays, latex microsphere
adhesion, and microelectrophoresis showed that the rodlet layer on surface of A. nidulans and
A. fumigatus is associated with different physicochemical properties of the conidia of both
species [7]. Microelectrophoresis experiments show that the conidia of A. nidulans are less
negatively charged than those of A. fumigatus. Removal of the rodlet layer induced a greater
loss of conidial hydrophobicity, as seen by a reduction in binding to latex microspheres for the
A. nidulans �rodA mutant, whereas no difference was seen between A. fumigatus �rodA mutant
and wild-type strain. In addition, in A. fumigatus, the absence of the rodlet layer led to the
appearance of a weak basic and acid character, whereas it induces a strong basic character in
A. nidulans. Although morphologically or structurally related, the rodlet layer organization is
different and confers different surface properties to these two species of Aspergillus. Similarly,
restoration of the rodlet structure and hydrophobicity of the conidia of Magnaporthe grisea can
be obtained with hydrophobin genes from distantly unrelated species without fully restoring the
biological activity due to the presence of the parental rodlet [8].

Associated with the different physicochemical properties of A. fumigatus and A. nidulans
conidia, it was recently shown that the composition of hydrophobins differed in the two species.
In A. fumigatus, a 14-kDa hydrophobin (named RodBp) which coextracts with the 16-kDa
RodAp protein has been recently identified (Paris et al., unpublished). Sequence analysis has
shown that RODB, which has not been found in A. nidulans, was also different from DEWA, a
second hydrophobin present in A. nidulans [9], which has not been identified in A. fumigatus.
Differences in the physicochemical properties of the conidia of the two species could also result
from the occurrence of different molecules on the surface of the rodlet layer since immunocyto-
chemical data indicated that adhesins and receptors to host proteins and cells occur on top of
the rodlet layer [10]. Unfortunately, only A. fumigatus adhesins have been analyzed to date.

2. Adhesins

Conidia of A. fumigatus bind specifically to various circulating or basement membrane-associ-
ated host proteins (fibrinogen, laminin, complement, fibronectin, albumin, immunoglobulins,
collagen, and surfactant proteins) and to lung epithelial and phagocytic cells [10–22]. Only a
few of the existing adhesion systems have been characterized in A. fumigatus to a biochemical
level (Table 1).

Carbohydrate and protein molecules on the conidial surface are involved in binding to
host proteins. For example, an unknown carbohydrate molecule on conidia bound in a calcium-
dependent manner to pulmonary surfactant proteins A and D. Fucose– and sialic acid–specific
lectins also associated with adhesion have been identified on the conidial cell wall. Western
blot analysis has shown that complement binds to a 54 to 58-kDa doublet protein found on the
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Table 1 Adhesion of A. fumigatus to Host Proteins and Cells

Binding to host Fungal cells Fungal adhesins

Cells
Alveolar (pneumocyte II) and coa ?
bronchial epithelium

Endothelium co ?
Alveolar macrophage/monocyte co/mycb ? (carbohydrate ?)
Polymorphonuclear neutrophil co/myc ?

Proteins
Fibrinogen, laminin co 72 or 37 kDac

Fibronectin myc 23/30 kDad

Immunoglobulins co/myc Proteins/polysaccharides
Complement co/myc 54/58 kDa
Surfactant co ?
Collagen, Albumin co 14 kDa rodA

a co � conidium.
b myc � mycelium.
c Depending on the publication; not inhibited by RGD peptides but inhibited by sialic acid.
d Inhibited by RGD peptides.

surface of the conidia. The receptor for laminin is a 72-kDa glycoprotein also present on the
surface of the conidium. Binding of fibrinogen, laminin, fibronectin, and complement is associ-
ated with the outer and inner wall layer of the conidia with a different localization for each
protein, suggesting that different Aspergillus proteins bind specifically to unique host proteins.

Receptors involved in recognition and binding of conidia by alveolar macrophages have
been poorly studied, although lectinlike interactions are thought to be primarily responsible
for adherence and ingestion of conidia. This interaction would be expected since the alveolar
environment of the resident macrophage is probably free of opsonic factors such as complement
and immunoglobulins. The mannosyl-fucosyl receptor and two other receptors (inhibited by �-
glucan and chito-oligosaccharides) have been suggested to mediate conidial binding, but specific
receptors have not been identified.

Polymorphonuclear neutrophils (PMN) were thought to act exclusively on hyphae, as
opposed to conidia, of A. fumigatus. Neutrophils also adhere to the surface of the hyphae, but
the process of adhesion to the hyphae has been poorly studied. It is known that even though
complement and antibodies bind avidly to hyphae, their presence is not required for the interac-
tion between hyphae and neutrophils [20]. Conidial or mycelial fungal and PMN receptors
involved in this interaction remain to be identified.

Although it has been repeatedly mentioned that adhesion of A. fumigatus to host cells and
proteins is a prerequisite for infection, there is presently no evidence of such a role for A.
fumigatus adhesins. None of the specific A. fumigatus adhesins have been purified to date, and
their role in the establishment of disease will remain debatable until a mutant devoid of adhesive
capacity is obtained. Another research avenue to assess the role of adhesins in the infectious
process is a comparative analysis of adhesins of the pathogenic A. fumigatus with the least
pathogenic species, A. nidulans or A. niger. A study by Henwick et al. [23] suggested that
complement binding was increased in the nonpathogenic Aspergillus species. A careful reassess-
ment of their data as well as recent studies in our laboratory indicated that nonpathogenic species
such as A. niger are phagocytosed by alveolar macrophages as quickly and as efficiently as A.
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fumigatus (B. Philippe, personal communication, 2000), suggesting that adhesion is not a species-
specific event. Aldehyde-fixed conidia or 2-�m latex microspheres are engulfed by phagocytes,
questioning the role of specific adhesin-receptors during phagocytosis. Moreover, the modifica-
tion of the adhesin pattern and physicochemical surface properties of the conidial surface seen
when the fungus is grown under different culture conditions also suggests that adhesion should
not be a specific event required for host infection [11,24].

B. Inner Layer and Its Role in Resistance to Phagocytosis

1. Composition of the Inner Layer and Melanin Biosynthesis

Transmission electron microscopy observations have shown that the conidial cell wall is consti-
tuted of a dense pigmented outer layer and a translucent inner layer. The chemical composition
of the conidial cell wall of A. fumigatus has not been characterized yet, with the exception of
the melanin component whose biosynthesis has been the focus of several studies in the last few
years [25–28]. The groups of Kwon-Chung and Brackhage have recently shown that A. fumigatus
synthesizes its pigment through the dihydroxynaphthalene (DHN)-melanin pathway (Fig. 2).
Molecular studies have identified to date six genes involved in the DHN-melanin biosynthetic
pathway (Fig. 2). The six genes form a cluster spanning 19 kb and are all developmentally
regulated and expressed during conidiation. ALB1 (�PKSP) encodes a putative protein of 234
kDa which exhibits a high degree of similarity with a polyketide synthase and is homologous
to WA of A. nidulans. The product of ALB1 has not been identified. ARP1 and ARP2 encode a
scytalone dehydratase and a 1, 3, 6, 8 THN reductase respectively, as shown by the analysis of
accumulated intermediates of the DHN melanin using �arp1 and �arp2 mutants in media �
scytalone � tricyclazole. ABR1 and ABR2 have signature sequences characteristic of oxidases:
ABR1 shares sequence homologies with multicopper oxidase while ABR2 has a 65% similarity
to a laccase encoded by YA of A. nidulans. The function of the sixth gene (AYG1) remains
unknown. The inhibition of conidial pigmentation by tricyclazole and the identification of the
function of ALBI, ARPI, and ARP2 gene products suggest that the green pigment of A. fumigatus
is synthesized via a DHN-melanin pathway. In contrast to A. fumigatus, A. nidulans pigmentation
is not inhibited by tricyclazole, and no homolog ofARP1was identified in A. nidulans, suggesting
the presence of dissimilar pathways in A. nidulans and A. fumigatus pigment synthesis [29].

Besides its interest in pigment biosynthesis, it is the first gene cluster identified in A.
fumigatus. Clustering allows regulatory elements to be shared between genes but this suggestion
has not been investigated. Clustering of genes involved in melanin and mycotoxin related path-
ways have already been identified in other fungi including non-fumigatus Aspergillus spp. [30].

In Figure 3 our current knowledge of the structure of the conidial cell wall with rodlets
and melanin is shown. This figure illustrates how little we know about the interactions among
the different components (adhesins, hydrophobins, constitutive polysaccharide and melanin,
stored proteins) of the cell wall, and particularly their localization which is essential to host-
pathogen interactions.

2. Cell Wall–Associated Resistance to Phagocytic Reactions

In humans, conidia of A. fumigatus are engulfed and killed by the alveolar macrophage. Even
in the immunocompetent host, killing of conidia of A. fumigatus is extremely slow (3 days to
reach 100%) (B. Philippe, personal communication, 2000). The slow conidial killing is at least
partly associated with the protective role of the cell wall. The use of mutants with white conidia
has shown that the melanin layer of the cell wall plays a major role in the protection against
the phagocytic reactions. Both in vivo and in vitro studies have shown that white conidia were
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Figure 3 Hypothetical structure of the conidial cell wall.

more efficiently damaged by phagocytes than green conidia. When conidia were incubated in
vitro with reactive oxygen species (ROS) like NaOC1 or hydrogen peroxide, white conidia were
about 10-fold more sensitive to ROS than green conidia [29]. This finding indicates that the
pigment gives A. fumigatus conidia some protection against ROS, which could be responsible
for the higher survival of green conidia in monocytes. Very similar results were obtained with
the dematiaceous fungi or the melanin-producing yeast C. neoformans, where the ability to
scavenge ROS has been already linked to the presence of the pigment. The conidia ofA. fumigatus
were also tested for their ability to cause ROS production in human monocytes and polymorpho-
nuclear leukocytes (PMN) [29]. Conidia of the wild-type strain only led to a small release of
ROS, which agreed well with previously reported results [13,31,32]. By contrast, conidia of the
white mutant caused a 10-fold higher ROS release from both cell types. In fact, conidia of both
strains induced an identical oxidative burst, but the resulting ROS was scavenged by the pigment
present in wild-type conidia. Compared with A. fumigatus, similar results were obtained with
A. nidulans; i.e., �WA conidia triggered a 10-fold increase in ROS release compared with wild-
type conidia. These data indicate that ROS scavenging also occurs in pigmented A. nidulans
conidia (B. Jahn, personal communication, 2000). Consequently, pigment confers a similar
degree of protection against damage caused by ROS to both species and cannot account for the
lower pathogenicity of A. nidulans.

Mutations in the melanin pathway resulted in A. fumigatus a modification or reorganization
of the cell wall since white conidia have a smooth surface whereas wild-type conidia show a
distinct ornamentation on their surface [26,33]. Although conidia of the white mutants and wild-
type strains of A. fumigatus have very different surface morphologies, the global chemical
composition of the conidial cell wall does not seem quantitavely altered in this species (J.P.
Latgé, unpublished), and the chemical modifications associated with the change in surface orna-
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mentation remain unknown. Hence, besides a lack of pigmentation, the mutants showed another
morphological phenotype which might be important for the interplay between conidia and im-
mune effector cells. The latter assumption was also supported by the findings that conidia of a
white mutant exhibited significantly elevated complement component C3 binding capacity com-
pared with wild-type conidia [26–28]. Also, white conidia seemed to be engulfed by alveolar
macrophages much quicker than wild-type conidia, suggesting a modification of the conidial
surface receptors recognized by the alveolar macrophage. A significant reorganization of the
conidial cell wall has been indeed identified in A. nidulans as a consequence of a mutation in
the melanin pathway. An increase in �1-3 glucan is noted in the cell wall of white conidia of
the WA mutant [34]. Changes in conidial ornamentation are difficult to assess in the A. nidulans
�WA since data are conflicting (B. Jahn, personal communication, 1999) [34].

Reduction in fungal pathogenicity due to the inhibition of the melanin pathway remains
limited, however. In an intravenous murine infection model, the virulence of white conidia
was only significantly reduced by approximately 20–50% of that observed with wild type.
Nonpigmented conidia were still able to induce IA when inoculated intranasally into steroid-
treated mice without any statistically significant difference with pigmented conidia (J.P. Latgé,
unpublished). Nevertheless, in a study with mixed infections with wild-type white and green
strains of A. fumigatus, strains with white conidia were recovered in lower amounts than strains
with green conidia (Fig. 4), confirming they are less virulent than green strains even in an
immunocompromised experimental murine model (unpublished). However, the role of melanin
in virulence may have minor implications in our understanding and control of IA since�99.99%
of airborne conidia are green while their invading mycelia are hyaline (a situation different from
most plant fungal pathogens such asMagnaporthe grisea or the human pathogen C. neoformans
where the invading organisms are pigmented or produce melanin).

Taken together, these results suggest that the conidial cell wall, and in particular pigment
and/or associated structures, contributes to the resistance of A. fumigatus to killing by profes-
sional phagocytes. However, the role of melanin during A. fumigatus infection is not entirely
clear. For example, Tsai et al. [28] indicated that an ARP2 deletant does not have a significantly
reduced virulence relative to the wild-type strain although it occurs upstream of ARP1 in the

Figure 4 Recovery of strains from mice experimentally infected with a mixture of wild strains of A.
fumigatus with white (W) and green (G) conidia. Strains were recovered after mouse death.
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melanin cascade. The authors suggest that accumulated metabolites may be more important than
the conidial pigment itself in influencing the virulence of A. fumigatus.

3. Phagocytic Mechanisms Involved in the Killing of A. fumigatus Conidia

The antimicrobial system(s) responsible for killing conidia have not been identified to date.
Data obtained especially with white mutants suggest that reactive oxygen intermediates do not
play an essential role in the killing of A. fumigatuswild-type conidia by macrophages [13,35–37].
The role of nitric oxide in the killing of A. fumigatus conidia has been insufficiently investigated.
Fungicidal activity of alveolar macrophages was unaltered in the presence of the competitive
inhibitor N-monomethyl L-arginine, suggesting that nitric oxide was not involved in the killing
capacity of murine and human macrophages. Cationic peptides have been shown to have potent
antifungal activity in vitro, but their role in vivo has not been assessed [38–40]. Lysosomal
hydrolases could also play a main role in conidial alterations since the conidia are completely
digested in the phagocyte (glycosyl hydrolases and in particular chitinases have been identified
in phagocytes). These glycosylhydrolases, in conjunction with proteases which are known to
be induced during macrophage phagocytosis, could play a main role in conidial killing [41].
The use of transgenic mice should be of major interest to identify the metabolic cascades involved
in conidial killing.

III. THE MYCELIAL WALL

The mycelial wall has been long considered as an inert organelle. Recent studies, mainly based
on the analysis of the yeast cell wall, suggest that the fungal cell wall is indeed a dynamic
structure where constitutive polymers (polysaccharides and eventually proteins) are chemically
modified and covalently linked together to form the mature cell wall [42]. In addition, in A.
fumigatus, as in other fungi, the cell wall acts as a sieve and a reservoir for molecules such as
antigens and enzymes playing an active role during infection [43]. Analysis of the biological
properties of the A. fumigatusmycelial cell wall requires as a prerequisite a thorough understand-
ing of the composition and arrangement of the structural components of the cell wall. Such
studies have been undertaken only recently and are summarized below.

A. Structure

Cell wall polymers of fungi are classically divided into two groups depending on their solubility
in hot alkali. In A. fumigatus, the alkali soluble fraction is composed of �(1-3) glucans and
galactomannan [44]. The alkali-insoluble fraction of the A. fumigatus cell wall, which is the
fraction believed to be responsible for fungal cell wall rigidity, has been extensively analyzed
[45]. Using enzymatic digestion with recombinant endo-�1-3 glucanase and chitinase, several
fractions that contained specific interpolysaccharide covalent linkages were purified by liquid
chromatography and characterized by GC-MS and NMR. Galactomannan, chitin, and �1-3
glucan were the main components of the alkali-insoluble fraction. A galactosaminogalactan has
been also found in the alkali-insoluble fraction of the cell wall but it does not seem to be linked
to the structural cell wall polysaccharides [45,46]. This heteropolymer is reminiscent of a similar
polysaccharide secreted by A. parasiticus [47,48]. A linear �1-3/1-4 glucan, never previously
described in fungi, was also found in A. fumigatus. The �1-3 glucan is a branched polymer with
4% of �1-6 branch points. Chitin, galactomannan, and the linear �1-3/1-4 glucan were covalently
linked to the nonreducing end of �1-3 glucan side chains. As in Saccharomyces cerevisiae [49],
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Figure 5 Hypothetical representation of the polysaccharide organization in the structural alkali-insoluble
core of the A. fumigatus cell wall.

chitin was linked via a �1-4 linkage to �1-3 glucan. Branching of �1-3 glucan is a prerequisite
and an early event in the construction of the cell wall resulting in an increase in potential acceptor
sites; it precedes the formation of covalent linkages between the �1-3/1-6 glucan core and the
other constitutive polysaccharides of the three-dimensional network of the A. fumigatus cell
wall (Fig. 5). Such chronology in the biosynthetic events can be also applied to the yeast cell
wall core. However, ‘‘decorating and finishing’’ are different in the cell wall of yeast and
filamentous fungi. �1-6 glucan and proteins associated to �1-3 glucan or chitin in yeast [50]
have not been found in A. fumigatus, suggesting that the entire model for the yeast cell wall
architecture cannot be applied to filamentous fungi or at least to A. fumigatus. The mycelial cell
wall of A. nidulans has been poorly investigated [51], but it appears that the polysaccharide
composition of the cell wall is similar in both Aspergillus species.

B. Biosynthesis

Enzymes involved in the biosynthesis of themajor polysaccharides of the alkali-insoluble fibrillar
core of the cell wall, viz. �1-3 glucans and chitin, have been extensively investigated in Asper-
gillus.

Chitin synthases (CS) catalyze the polymerization of GlcNAc fromUDP-GlcNAc. Because
of the importance of chitin in the filamentous fungi, CS have been extensively studied in model
organisms of moulds such as N. crassa or A. nidulans [52–54]. It has also been investigated in
A. fumigatus, which is the fungal species with the greatest number of chitin synthases identified
[55–57]. Chitin synthases are split into VI classes according to their amino acid sequences.
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However, belonging to a chitin synthase class does not necessarily signify functional conserva-
tion, as was shown, for example, with chitin synthase C and G of A. fumigatus or for different
mutant phenotypes seen after disruption of CS genes of the same family [57] (Table 2).

Each CS gene is composed of three regions, including a hydrophilic conserved region at
the N-terminus, a neutral highly conserved region, and a hydrophobic region at the C-terminus,
which is thought to anchor the enzyme at the membrane and contain the catalytic domain. The

Table 2 Chitin Synthases in A. fumigatus and in A. nidulans

Chitin synthase genes

A. Expression/
Class A. nidulans fumigatus localization Phenotype of mutantb

I C Conidiophore/ No
(�ScCHS1) hyphae

A ? No
II A Conidiophore Noc

(�ScCHS2) (hyphae)
B ? No

III B Conidiophore Severe defect in hyphal
(hyphae) growth (hyperbranching

with abnormal structure).
Reduction (50%) of
conidiation

C ? No
G ? Reduced growth rate.

Increased hyphal
branching

IV E (�D. Takagi) Conidiophore/ No
(�Sc hyphae
CHS3)

F ? ?
V D (� CSmA Conidiophore Normal growth rate but

Takagi) mycelium swollen; more
sensitive to Calcofluour
and Congo red and lysed
in absence of osmotic
protectant

E ? Abnormal hyphae (swollen
structure) and
conidiophore morphology
(reduced conidiation).
Slightly reduced growth
rate

VI D ? No

a I, II, III zymogenic; IV, V, VI nonzymogenic.
b Phenotype not linked to the amount of chitin of cell wall mutant. CS activity difficult to assess due to the lack of
measurement under the same conditions for all mutants.

c Phenotype (reduced conidiation) in the double mutants �ChsAChsD and �ChsAChsC.
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N-terminal and central regions are thought to face the cytoplasmic side of the plasma membrane.
No recombinant chitin synthase protein has been produced, and the organisation of this enzyme
remains totally hypothetical. Biochemical data have suggested that classes I–III are zymogenic,
i.e., stimulated in vitro by trypsin whereas classes IV–VI are nonzymogenic. However, in Asper-
gillus as in yeast, the protease(s) putatively involved in the activation of the zymogenic chitin
synthase in vivo have not been identified. Class III and V have been only identified in filamentous
fungi. Interestingly, mutants with the most altered phenotype belong to these two classes (Table
2) [54,55]. Mutations in AfChSE, AfChSG, and the A. nidulans homologs (CHSD and CHSB)
result in the reduction of hyphal growth, periodic swellings along the length of hyphae and a
block in conidiation that is partially restored by growth in presence of an osmotic stabilizer
[52,54,57]. A direct correlation between the severity of the mutant phenotype and the amount
of chitin left in the cell wall as a consequence of the chitin synthase gene disruption is not
apparent (Table 2). Multiple (�2) gene disruptions have not been performed so as to really
understand the additive or synergistic roles of the various chitin synthases in chitin deposition.
Such a study should be done to identify the redundancy of genes in the chitin synthase gene
family.

Studies in S. cerevisiae have shown that chitin incorporation in the cell wall follows an
equilibrium between synthesis and lysis due to chitinases. In filamentous fungi, the dichotomy
of synthases/hydrolases in the organization of chitin cell wall has been studied much less. Several
chitinases have been detected in A. fumigatus [58,59]. Much of the cellular chitinase activity
does not bind to Con A and is heat sensitive. In contrast, secreted chitinases are heat stable,
bind to Con A, and are the most immunologically reactive components as judged by their binding
to antibodies from sera of aspergillosis patients. Most chitinases detected have an acidic pI
of 3.3–4.5. However, with the exception of a 45-kDa polypeptide, no chitinases have been
biochemically purified or even identified by their Mr. Three chitinases have been cloned in A.
fumigatus, but no mutant has been constructed yet (D. Adams, personal communication, 2000).
Chitinases in A. nidulans have not been studied.

�(1-3) glucans of D. fumigatus are synthesized by a plasma membrane-bound glucan
synthase complex, which uses UDP-glucose as a substrate and extrudes �(1-3) glucan chains
through the membrane into the periplasmic space [42,60]. A gene homologous to the FKS genes
of S. cerevisiae which encodes the putative catalytic subunit of �(1-3) glucan synthase has been
identified in A. fumigatus (A. Beauvais, personal communication, 2000). The FKS ORF of A.
fumigatus has 6.5 kb with 2 introns at the C and N termini and is almost identical to the A.
nidulans FKS gene (90% amino acid identify and conservation of the intron positions). It is an
integral membrane protein with a cytoplasmic N-terminus and 16 transmembrane domains. All
attempts to express FKS have failed. No biochemical evidence has shown that FKS is the catalytic
domain of the glucan synthase. In contrast, the regulatory RHO1 subunit of the A. fumigatus
glucan synthase has been identified. It is 949 bp long with 4 introns which encodes a 21.5-kDa
protein highly homologous to RHO1 of S. pombe and S. cerevisiae (85% and 79% identity,
respectively).

�(1-3) glucan chains produced by the �(1-3) glucan synthase complex remain unorganized
and alkali soluble until covalent linkages occur between �(1-3) glucans and other cell wall
components. Enzymes present in the periplasmic space of the A. fumigatus cell wall which act
on �1-3 glucans have been investigated. Two types of enzymatic activities were sought: (1) �1-
3 glucanases, which should play a role in morphogenetic events such as germination and branch-
ing, both processes which require plasticization and cell wall expansion; and (2) transglycosi-
dases responsible for the linkage between glucans and other polysaccharides which could contrib-
ute to the reticulation and stabilization of the cell wall skeleton.
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A novel �(1-3) glucanosyltransferase (GEL) isolated from the cell wall of A. fumigatus
was recently characterized [61]. This enzyme splits internally a �(1-3) glucan molecule and
transfers the newly generated reducing end to the nonreducing end of another �(1-3) glucan
molecule. The generation of a new �(1-3) linkage between the acceptor and donor molecules
resulted in the elongation of �(1-3) glucan chains. The gene encoding Gel1p has been cloned
and sequenced. The predicted amino acid sequence of Gel1p was homologous to several yeast
protein families (Gasp in Saccharomyces cerevisiae, Phrp in C. albicans, Cggp in C. glabrata,
and Epdp in C. maltosa) [62–69]. Although it was previously shown that the expression of
these genes was required for correct morphogenesis in yeast, the biochemical function of the
encoded proteins was unknown. The biochemical assays performed on purified recombinant
Gas1p of S. cerevisiae, Phr1p and Phr2p of C. albicans, and complementation experiments have
shown that these yeast proteins have a �(1-3) glucanosyltransferase activity similar to that of
Gel1p [62,63]. Biochemical data and sequence analysis have shown that Gel1p is a glycosylated
protein attached to the membrane through a glycosylphosphatidylinositol (GPI) anchor, similarly
to the yeast homologous proteins. The activity has been also detected in membrane preparations,
showing that this glucanosyltransferase is indeed active in vivo. Our results show for the first
time that proteins anchored to the plasma membrane via a GPI have an enzymatic activity which
plays an active role in cell wall synthesis and fungal morphogenesis (Table 3).

Mutations in the genes of these glucanosyltransferase families affect fungal virulence. For
example, PHR1 and PHR2 are required for systemic and vaginal infection, respectively, by C.
albicans [70]. The �GEL2 mutant of A. fumigatus, which has a reduced mycelial growth, is also
less pathogenic than wt strains in an experimental murine model of IA (I. Mouyna, unpublished).

Another glucanosyltransferase (Bgt1p) homologous to the S. cerevisiae and C. albicans
Bg12p [71,72] was found in A. fumigatus [73]. As in yeast, null mutants of A. fumigatus behave
like the parental strains with respect to growth, osmotic stability, sporulation, cell wall composi-
tion, and sensitivity to cell wall inhibitors [74–76]. This transferase displayed the same physico-
chemical and enzymatic characteristics among different species. The protein is lightly glycosyl-
ated (10%), with a Mr around 30 kDa and is extremely resistant to heat. In A. fumigatus, after
boiling for 10 min in a 2% SDS-containing buffer, transferase activity can still be detected (data
not shown). Although present as a major cell wall associated protein in several species of yeast
and filamentous fungi [77], the physiological role of Bgl2p/Bgt1p is unknown. Since the gene
is present as a single copy in the genome, the absence of a phenotype for the null mutant suggests
that this enzyme does not play a major role in cell wall morphogenesis or, in particular, cross-
linking of cell wall polysaccharides as was suggested by Goldman et al. [71]. It also shows that
not all cell wall–associated glucanosyltransferases will have a role in cell wall biosynthesis.

Surprisingly, although �(1-3) glucanases have been suggested for 30 years to play an
essential role in fungal morphogenesis [78], very few studies have been directed toward this
category of hydrolases. We have purified and biochemically characterized an endo�(1-3) gluca-
nase and 3 exo�1-3 glucanases associated with the cell wall of A. fumigatus [79,80]. Molecular
studies were exclusively centered on the endoglucanase for the following reasons:

1. In contrast to other fungal endo�(1-3) glucanases reported in the litterature which are
exocellular, this is the first cell wall–associated fungal �(1-3) endoglucanase identified.

2. Its cellular localization and mode of action (endosplitting activity efficient on a com-
plex polysaccharide structure) suggested that this enzyme could play a role in hydrolyzing
existing cell wall structures allowing for hyphal branching as well as for germ tube emergence
or the formation of numerous free reducing and nonreducing ends necessary for the activity of
�(1-3) glucanosyltransferase [80].

The gene encoding the endoglucanase has been sequenced and analyzed [81]. Expression
studies have shown that ENGL1 is constitutively expressed at all growth stages and that expres-
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Table 3 GPI-Anchored �1-3 Glucanosyltransferases in A. fumigatus and Other Fungal Species

Gene Expression Regulation of expression Mutant phenotype

A. fumigatus
GEL1 � Constitutive No
GEL2 � Constitutive Slow growth, abnormal morphology

(sporulation in liquid culture)
GEL3 � ?

S. cerevisiae
GAS1 � Cell cycle regulated Slightly reduced growth with higher

percentage of budded cells at
stationary phase, increase in chitin and
mannoprotein content of CW,
modification of the �glucan
organization

GAS2 � Sporulation No
GAS3 � No
GAS4 � Sporulation No
GAS5 � No

C. albicans
PHR1 � pH�5 No germ tube formation at neutral/

alkaline pH; increase in chitin and
modification of �glucan of the cell
wall

PHR2 � pH � 5 Same phenotype as PHR1 but at acidic
pH

PHR3 ? ? ?
C. glabrata
CGG1 � constitutive Reduced growth rate (no pH regulation)
CGG2 � constitutive Reduced growth rate (no pH regulation)
CGG3 ? ? ?

C. maltosa
EPD1 � pH and nutritional No pseudohyphal growth at pH 7;

composition of culture reduced growth at pH 4 with
medium morphological defects in the yeast

cells
EPD2 � pH and nutritional Pseudohyphal growth reduced at pH 7 on

composition of culture hexadecane medium
medium; pattern of
expression inverse of that
of EPD1

sion of ENGL1 was not stimulated by the addition of a �(1-3) glucan substrate such as laminarin
or curdlan into the culture medium. The lack of differential expression of the endo�(1-3) gluca-
nase under different culture conditions would exclude a role for this enzyme in hydrolyzing
exocellular soluble and insoluble �(1-3) glucans for fungal catabolism and would reinforce a
putative role for this enzyme in cell wall morphogenesis. However, the absence of phenotype
of the null ENGL1mutant (even in presence of compounds such as deoxycholate which increases
branching in A. fumigatus, and the absence of ENGL1 homolog) showed indeed that the endo�(1-
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3) glucanase activity of Engl1p does not play a morphogenetic role in A. fumigatus. This result
is reminiscent of previous studies in yeast where disruption of exo�(1-3) glucanase did not
affect cellular growth [82]. Other endo�(1-3) glucanases occur in A. fumigatus (T. Fontaine,
personal communication); their role in cell wall morphogenesis is under study in our laboratory.

C. Role of the Mycelial Wall During Infection

1. Protection Against Host Defense Reaction

As the conidium cell wall protects the fungus in the alveolar macrophage, the cell wall protects
the mycelium against phagocytosis by PMN [35]. Contact between neutrophils and hyphae
triggers a respiratory burst, secretion of reactive-oxygen intermediates, and degranulation
[35,83–85]. In contrast to the killing of conidia by macrophages, hyphal damage by PMN is
rapid in that 50% of the hyphae are killed after a 2-hr incubation. Killing of hyphae required
oxidants, but PMN oxidant release could not mediate hyphal killing without concomitant fungal
damage by granule constituents. In addition, experiments with cells from patients with chronic
granulomatous disease (CGD) or myeloperoxidase deficiencies have shown that at least two
oxidative pathways are involved, but the target biomolecules of oxidant-mediated damage (lipid
peroxidation, protein oxidation, or DNA degradation) are unknown. Functional defects in the
oxidative mechanisms need not necessarily preclude killing since IFN-� treatment of PMNs
of patients with CGD increases hyphal killing without restoring oxidant production. Electron
microscopic observations have shown that PMN-induced cell wall damage was detectable before
killing occurred. Incubation of biotinylated hyphae with granules isolated from PMN resulted
in a very rapid release of cell wall glycoproteins (�30 min). Hyphal surface glycoproteins that
are released during attack by PMN have not been characterized. The enzymes responsible for
cell wall injuries also have not been identified. However, polysaccharide hydrolases and pro-
teases which have been isolated from phagocytes may play an essential role in this process.
Aside from these mechanisms, cationic peptides, such as the defensins, may be active against
hyphae and germinating conidia as well [38]. It is clear that the mechanisms responsible for
killing have not been fully identified.

2. The Mycelium as a Source of Molecules That Play a Role During Infection

a. Enzymes. Several enzymes (Table 4) identified as playing a putative role in A. fumi-
gatus infections are exocellular proteins with a typical signal peptide that are found in high
concentration in the cell wall. For example, immunocytochemical detection indicated that the

Table 4 A. fumigatus Cell Wall–Associated Toxin and Enzymes with a
Putative Role in Virulence

Category Role in vivo Molecule

Toxin Host cell death Ribonuclease (18 kDa)
Proteases Promote lung matrix Serine protease (33 kDa)

Colonization and/or Aspartic protease (38 kDa)
Degrade humoral Metalloprotease (40 kDa)
Factors Dipeptidylpeptidase (88 kDa)

Oxidases Antioxidants during Catalases (350 kDa, ?)
phagocytosis Superoxide dismutases (27, 67 kDa)
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A B

Figure 6 (A) Reactivity of the anti-ALP antiserum with the wall of a hyphal element in the lung of an
infected mouse. (a) Anti-ALP and (b) preimmune sera were diluted 1/500 and antirabbit IgG immunoglobu-
lin conjugated to colloidal gold (10 nm) was diluted 1/40 w, Mycelial wall; c, cytoplasm (�51 000). (B)
Reactivity of mycelia in the lung of an immunocompromised mouse infected with A. fumigatus. Indirect
immunofluorescence was achieved with anti-ALP rabbit antiserum diluted 1/100 and fluoresceinylated
antirabbit IgG antiserum diluted 1/100.

18-kDa ribotoxin [86] or 33-kDa serine protease [87] were found in the cell wall of the mycelium
during growth in vivo (Fig. 6). A similar situation was seen with the A. fumigatus catalases
[88]. The cell wall localization of these enzymes can have two purposes: protection against
destruction by the host, and intimate contact with the host cells and extracellular matrix proteins
that these enzymes should attack to provide nutrients for fungal growth. However, disruption
of genes encoding enzymes with a putative role in infection (proteases, catalases, ribotoxin)
have led to the production of mutants which are as pathogenic as the parental wild-type strain
[88–90]. These results suggest that either the target was wrongly selected or, more likely,
virulence in A. fumigatus is polygenic and disruption of a single gene will never cause the loss
of the fungal virulence. In agreement with the latest concept, a REMI-STM approach did not
identify specific virulence genes in A. fumigatus [91]. Multiple gene involvement is presently
studied by a transcriptome analysis of mycelium grown in vivo versus in vitro.

b. Antigens. The most important antigens used in the diagnosis of aspergillosis in the
immunocompetent or immunocompromised host are cell wall associated (Table 5). The most
characterized antigens, which include a ribonuclease [92], a catalase [88], and a dipeptidylpepti-
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Table 5 Cell Wall–Associated Molecules Reported in the Literature as Useful
for the Diagnosis of Aspergillosis

Molecules Antibody/antigen Immune status of patient

(Glyco)proteins
18-kDa ribonucleasea Ab Immunocompetent
28-kDa? Ab Immunocompetent
33-kDa serine protease Ab Immunocompetent
38-kDa aspartic protease Ab Immunocompetent
40-kDa metalloprotease Ab Immunocompetent
36 (70?)-kDa? Ab Immunocompetent
88-kDa dipeptidypeptidase Va Ab Immunocompetent
360-kDa catalasea Ab Immunocompetent

Polysaccharides
Galactomannanb Ag Immunocompromised
�1-3 glucan Ag Immunocompromised

(1) Most useful for the detection of anti-fumigatus antibodies
(2) Most useful for antigen detection in IA

dase [93] (used for the detection of specific antibodies in immunocompetent patients), and the
galactomannan [94,95] (used for the detection of antigens in immunocompromised patients) are
described in the following section.

The mycelial catalase of A. fumigatus that has been characterized extensively is a tetrameric
protein with monomeric subunits of 90 kDa. The oligomeric subunit contains an N-linked sugar
moiety of 7 kDa which bears no antigen epitopes. The protein is remarkably stable, being
relatively insensitive to high temperatures as well as to reducing and denaturing agents. The
structural gene for the protein, CAT1, has been cloned and sequenced [88]. Analysis of the
deduced amino acid sequence shows that CAT1 has both a signal peptide of 15 amino acids and
a propeptide of 12 amino acids, with a pair of basic amino acids Arg26–Arg27 acting as a cleavage
signal for a KEX2-like endopeptidase. Comparison of the CAT1 sequence with other catalase
genes suggests conservation of the tripeptide His102 Ser141 and Asn175 which is involved in the
binding of proteins to its heme prosthetic group.

A dipeptidylpeptidase V which releases specific dipeptides from the N-terminus of poly-
peptides has been identified as the so called chymotrypsin antigen. It is a monomeric protein
with a Mr of 88 kDa that contains a N-linked carbohydrate of 9 kDa. Like Cat1p, the peptide
moiety bears antigenic epitopes [93]. Comparison of the A. fumigatus DPPV sequence with
other DPPs shows the presence of a Gly558-X-Ser562-X-Gly562 consensus motif of serine hy-
drolases with a putative catalytic triad of the DPP arranged as Ser560Asp643Thr675.

The ribonuclease of A. fumigatus is composed of 149 amino acids with a 27 amino acid
leader sequence and a putative active site composed of the six amino acids H49, E95, F96, P98,
R120, H136. This RNAase cleaves a single phosphodiester bond in a highly conserved region
and releases a 300- to 400-base fragment from the 3′ end of the large ribosomal RNA [86].

Polysaccharide antigens are mostly used in the serodiagnosis of immunocompromised
patients. In contrast to the immunocompetent host, growth of A. fumigatus in the tissues of an
immunosuppressed host is not correlated with an increase in anti-Aspergillus antibody titers. In
fact, the serological diagnosis of IA today is based on the detection of circulating polysaccharides
in biological fluids, e.g., serum, urine, and bronchoalveolar lavages, from patients. Among these
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polysaccharides, galactomannan (GM) has been the only polysaccharide antigen characterized
from A. fumigatus. Although data differ slightly, a consensus structure has been established:
the mannan core has a linear configuration containing �(1-2)- and (1-6)-linked residues in a
ratio of 3�1, and the antigenic, acid-labile side chains, branched on two �(1-2)-linked mannose
residues, are composed of �(1-5) galactofuranosyl residues with an average degree of polymer-
ization of 4 [94]. Monoclonal antibodies directed against the galactofuran side chains of the
galactomannan are the basis of the only ELISA antigen detection kit commercially available
[95].

The other polysaccharide used for diagnosis is �1-3 glucan which can be detected at a
very low concentration. �1-3 glucan, which is another component of the aspergilli fungal cell
wall, can also be used diagnostically even though it is not an immunogenic molecule. In this
case, the detection system is based on the activation of a proteolytic coagulation cascade, which
is an essential defense mechanism of arthropods against the invasion of their hemocoele by pro-
and eucaryotic microorganisms [96,97]. The components of the assay include factor G, which
triggers specifically the �1-3 glucan–sensitive hemolymph clotting pathway, and a chromogenic
Leu-Gly-Arg-pNA tripeptide, which is specifically cleaved by the last component of this proteo-
lytic cascade. The assay can measure pg amounts of �1-3 glucans and has been used to show
the presence of this polysaccharide during fungal systemic fungal infections [98]. The low
amount of �1-3 glucans found in serum can be explained by the fact that �1-3 glucan is an
integral component of the cell wall skeleton and, in contrast to GM, is not released normally
from the fungal cell.

IV. CONCLUSIONS AND PERSPECTIVES

Obviously, the cell wall plays an essential role in host–A. fumigatus relationships. This role
is directly associated with morphogenetic changes in dimorphic fungi where only one of the
morphological forms is invasive for man. Interestingly, if Candida albicans is considered to be
a very ‘‘smart’’ dimorphic fungus, nobody seems to recognize that all filamentous fungi are
also dimorphic, the mycelial form being the invading structure. In A. fumigatus, the conidial
cell wall seems to be mainly involved in the protection against phagocyte aggressions whereas
the mycelial cell wall may function more as an active efflux pump, causing the release of
enzymes into the external medium in the vicinity of the mycelial apex. The physicostructural
organization of the cell wall has been poorly studied. Influx and efflux of molecules through
the cell wall (including antifungals) have been totally ignored, although it should be a great
area of research. When we begin to consider the cell wall as a living organelle, we could learn
a lot from studies of its role in permeability.

The cell wall is a unique organelle of fungi. This review has shown how little we know
of the biosynthetic events occurring at the cell wall level during growth. Comparative biochemis-
try and now genomics should allow us to identify species-specific or common pathways which
should lead to a better understanding of cell wall morphogenesis and its adaptation to the
surrounding environment. This area of research has been today scientifically neglected whereas
signal reception and transduction should be different when A. fumigatus is submitted to 70�C
in a compost or in the lysosome environment of a phagocyte.
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glucanosyltransferase from the cell wall of Aspergillus fumigatus. J Biol Chem 271:26843–26849,
1996.

62. I Mouyna, T Fontaine, M Vai, M Monod, WA Fonzi, M Diaquin, L Popolo, RP Hartland, JP Latgé.
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I. INTRODUCTION

Cryptococcosis has emerged as a major cause of morbidity and mortality in patients with impaired
cell-mediated immunity, especially those with acquired immune deficiency syndrome (AIDS)
[1]. Human immunodeficiency virus (HIV)-associated cryptococcosis is particularly common in
Africa and Asia [2]. In the tropics, infection due to C. neoformans var. gattii in immunocompetent
patients also results in significant mortality and blindness despite conventional therapy [3,4].
In developed countries, while antiretroviral therapy has contributed to a recent decrease in HIV-
related infections, cases of cryptococcosis in immunocompromised cancer and transplant patients
may continue to rise as the number of such patients increases. In addition to presenting a
continuing clinical problem, C. neoformans is being used increasingly as a model organism to
study the pathogenesis of and host defense against fungal infection.

Like many other fungal pathogens, exposure to C. neoformans is thought to result from
the inhalation of airborne organisms. The infectious form may be yeasts or basidiospores. In
nature, yeast cells tend to be small and poorly encapsulated compared with organisms growing
in vivo [5]. Basidiospores are produced in the laboratory as a result of sexual reproduction
between � and a mating types and by haploid fruiting of � strains [6,7]. Given the predominance
of � strains in environmental and clinical isolates, the latter may be more important in nature.
Although their production has yet to be observed outside the laboratory, basidiospores are easily
aerosolized and a suitable size (1–3 �M) for alveolar deposition. Whatever the infecting cell
type, it is likely that bronchoalveolar macrophages are the first host immune cells to interact
with the organism.

Many components of innate and specific immunity have been shown to have activity
against C. neoformans in vitro and assessing their relative importance in vivo is difficult. Expo-
sure to the organism probably only rarely leads to disease, and there may be considerable
redundancy of protective mechanisms. Nevertheless, the epidemiology of human infection and
animal studies clearly demonstrates that specific T-cell-mediated immunity is critical in a protec-
tive immune response. Thus, cryptococcosis is seen with increased frequency in patients with
AIDS, lymphomas, and sarcoidosis, and in those taking immunosuppressive medications such
as corticosteroids, cyclophosphamide, or azathioprine that depress T-cell-mediated immunity.
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Experiments comparing the course of infection in immunocompetent and T-cell-deficient nude
mice have also unequivocally demonstrated the importance of specific T-cell-mediated immunity
in protection against cryptococcosis [8].

As key cells in both innate and specific cell-mediated immunity, mononuclear phagocytes
are central to a protective immune response to C. neoformans. Monocytes and resident macro-
phages, in particular bronchoalveolar macrophages, form a part of the first line of innate cell-
mediated immunity. In addition, mononuclear phagocytes are critical in initiating a specific cell-
mediated immune response through antigen presentation and costimulation of T-cells, cytokine
and chemokine release, and once activated, also serving as effector cells contributing to the
control of infection. On the other hand, it has long been known that under some circumstances
C. neoformans can survive and replicate within macrophages in vitro [9]. In addition, recent
molecular epidemiology studies suggest long-lasting dormant infection may be common in man
[10], and recent studies of pulmonary infection in rats suggest such latency may result from
long-term survival of organisms within macrophages and giant cells [11]. Together, this evidence
suggests C. neoformans is an intracellular pathogen of macrophages as well as an extracellular
pathogen.

Thus, the interaction of C. neoformans with host macrophages, the focus of this chapter,
may be central to both the pathogenesis of, and host defense against, cryptococcosis. A more
detailed understanding of this interaction may lead to new therapeutic approaches aimed at
reconstituting or enhancing host defense, or depriving the organism of the intracellular sanctuary
that macrophages may, in some circumstances, provide.

II. BINDING AND PHAGOCYTOSIS

Phagocytosis of any micro-organism involves two steps. First is a binding step where receptors
on the phagocyte recognize ligands on the surface of the micro-organism. In many cases, binding
is facilitated by the presence of host opsonins such as complement or immunoglobulins. Follow-
ing binding, internalization of the micro-organism, or phagocytosis, occurs. Phagocytosis is an
energy-dependent process that is accompanied by changes in the phagocyte’s cytoskeleton. As
discussed in more detail later, binding does not necessarily lead to phagocytosis.

C. neoformans is unique among medically important fungi in its possession of a polysac-
charide capsule which is the organism’s major virulence factor (for further details see chapter
by Kwon-Chung and Wickes) [12]. In the environment, C. neoformans tends to have a small
capsule which then thickens inside the host in response to physiological conditions such as
bicarbonate and low iron [13,14]. As a consequence, following inhalation, resident bronchoal-
veolar macrophages may encounter thinly encapsulated yeasts (or unencapsulated basidiospores)
whereas other macrophage populations may be challenged by fungi with large capsules [15].
In the presence of large capsules, binding and phagocytosis may be reduced [16,17].

Macrophages avidly bind and phagocytose mutant strains of C. neoformans that lack
capsule, even in the absence of opsonins [18]. Recognition occurs via mannose and glucan
receptors [19]. The physiological significance of this observation is uncertain as virtually all
clinical isolates are encapsulated [15]. Capsule masks potential ligands on the cell wall of
the fungus [20]. Thus, in the absence of opsonins, binding of encapsulated C. neoformans to
macrophages is minimal although exceptions have been noted. For example, human and rat
bronchoalveolar macrophages bind unopsonized C. neoformans [21,22]. Moreover, microglia
(the resident macrophages of the brain) obtained from neonatal pigs phagocytose nonopsonized
encapsulated C. neoformans by a mechanism that is inhibited by antibodies to CD14 [23].
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Following incubation of C. neoformans with normal human serum, complement activation
occurs resulting in deposition on the capsular surface of copious quantities of the third component
of complement (C3), mainly in the form of iC3b [24]. Complement activation proceeds mostly
through the alternative pathway, and can be reproduced using purified alternative pathway com-
ponents in lieu of serum [25]. Roughly 10 times greater numbers of complement molecules get
deposited on encapsulated C. neoformans than on acapsular C. neoformans or other fungi of
comparative size. An in vivo consequence is that complement depletion can result [26]. In such
situations, macrophage recognition of C. neoformans may not occur.

Macrophages possess three major complement receptors (CR) for C3 fragments, designated
CD35 (CR1), CD11b/CD18 (CR3), and CD11c/CD18 (CR4). Monoclonal antibodies directed
against any of the three receptors inhibit cryptococcal binding [18]. Moreover, Chinese hamster
ovary (CHO) cells transfected with CR1, CR3, or CR4 bind serum-opsonized C. neoformans
with the avidity of binding to CR3 being the greatest, followed in decreasing order by CR1 and
CR4 [27]. Binding was not seen if C. neoformans was incubated in serum heat-inactivated to
destroy complement or if CHO cells were transfected with an irrelevant receptor instead of a
CR. Murine resident peritoneal cells also predominantly utilize CR3 to bind serum-opsonized,
encapsulated C. neoformans [28]. The cytokines tumor necrosis factor-alpha and granulocyte-
macrophage colony-stimulating factor (GM-CSF) enhance binding of serum-opsonized, encapsu-
lated C. neoformans by directly upregulating CR3 [28]. Taken together, these data suggest that
CR3, which primarily recognizes iC3b, is the predominant receptor responsible for binding of
serum-opsonized C. neoformans but that CR1 and CR4 also participate.

With both human and murine macrophages, binding of encapsulated C. neoformans is
inefficient compared with acapsular yeast cells, even in the presence of complement opsoniza-
tion, [18,29]. Binding of encapsulated C. neoformans to monocyte-derived macrophages was
profoundly inhibited by incubation in the cold or by inhibitors of receptor capping and actin
microfilaments, suggesting an energy-dependent process [18]. In contrast, binding of acapsular
yeasts proceeds in the cold and does not require actin.

Human serum from uninfected individuals as well as those with cryptococcosis commonly
contains antibodies reactive with C. neoformans capsule [30–33]. However, anticapsular anti-
body found in uninfected individuals is not opsonic [18,33]. Thus, removal of antibody from
normal human serum has no effect on C3 deposition on the fungus or on cryptococcal binding
to macrophages. Capsule is poorly immunogenic, and a strong antibody response is rarely seen
in experimental or clinical cryptococcosis. Moroever, specific antibodies that are generated are
likely to form immune complexes with circulating capsular polysaccharide rather than binding
to intact organisms.

The lack of an effective antibody response has prompted development of vaccination
strategies. Conjugation of capsule to a carrier protein such as tetanus toxoid greatly increases
its immunogenicity [34]. Numerous monoclonal antibodies have been generated following vacci-
nation of mice, some of which are protective in murine models of cryptococcosis [35]. Interest-
ingly, anticryptococcal antibodies of the IgG3 isotype are not protective. However, when
switched to IgG1, IgG2a, and IgG2b isotypes of identical specificity, they become protective.
Mouse macrophages have three different classes of receptors for IgG (Fc�R). Two of these
receptors, Fc�RI and Fc�RIII, share a common gamma chain. Opsonization of C. neoformans
with anticapsular antibodies of the IgG1, IgG2a and IgG2b isotypes leads to macrophage phago-
cytosis and fungal growth inhibition. Anticapsular IgG1, IgG2a and IgG2b antibodies are not
protective in mice that lack the common Fc�R gamma chain (FcR��/�). Moroever, macro-
phages from FcR��/� mice do not phagocytose C. neoformans opsonized with such antibodies.
In contrast, internalization of IgG3-treated organisms does not arrest fungal growth in macro-
phages from normal or FcR��/� mice [36]. In summary, the affinity of IgG subclasses for
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Fc�R receptors on macrophages is a key factor in determining whether anticapsular antibodies
are protective. Protection appears to be mediated by opsonizing C. neoformans for phagocytosis
and killing.

The major component of cryptococcal capsule, glucuronoxylomannan (GXM), is shed
from C. neoformans and circulates in the blood and cerebrospinal fluid of patients with cryptococ-
cosis. In addition to the virulence properties of capsule in situ on C. neoformans, free GXM
has been postulated to contribute to virulence by diverse means including inhibiting leukocyte
migration, modulating cytokine secretion, and causing loss of cellular receptors [37–39]. Interest
has focused on defining cellular receptors for GXM that could be responsible for some of these
effects. Neutrophils bind GXM at least in part via CD18, the beta chain of the beta-2 integrin
family of adhesion molecules [40]. Macrophages also express CD18 [18], although it is not
known whether macrophage CD18 binds GXM. GXM confers a strong negative charge on C.
neoformans [41] and thus it is possible that rather than binding to specific receptors, some
binding could be a result of charge interactions between the anionic GXM and cationic surface
molecules on the cell. In addition to effects mediated by GXM, purified mannoprotein from C.
neoformans stimulates human peripheral blood mononuclear cells to secrete TNF-� via a process
that is dependent upon mannose binding protein and is inhibited by antibodies to CD14 [42].

Once binding of complement-opsonized C. neoformans takes place, phagocytosis (defined
as internalization of the fungus into the macrophage) proceeds. The ability of a micro-organism
to enter a macrophage can be a double-edged sword. Macrophage functions critical to the host,
including antimicrobial activity and antigen processing and presentation, may require phagocyto-
sis. Conversely, many organisms have adapted to intracellular parasitism and thrive within the
macrophage. Compared with most other intracellular pathogens as well as acapsular C. neo-
formans, phagocytosis of encapsulated C. neoformans occurs very slowly. In this regard 30
min following binding, the majority of serum-opsonized encapsulated fungi still have not been
phagocytosed [18]. However, by 2 hr, most fungi have been internalized [17]. C. neoformans
strain 6, which has a particularly large capsule, binds to human monocyte-derived macrophages
in the presence of serum but phagocytosis of bound organisms is �20% even after 2 hr [17].
Phagocytosis is considerably more efficient in the presence of specific anticapsular antibody.
In vivo, capsule thickness can get so large that phagocytosis by individual macrophages is
physically precluded [43]. In such cases, groups of macrophages may surrounded the organism.
Cytokines derived from CD4� T-cells may induce macrophages to fuse to form multinucleated
giant cells containing internalized C. neoformans [44].

III. INTRACELLULAR SURVIVAL AND REPLICATION VERSUS INHIBITION
AND KILLING

Once internalized within the macrophage, one of three outcomes of this host-fungal interaction
is possible. First, the macrophage could fail to exert any antimicrobial activity, in which case
intracellular growth of C. neoformans and eventual destruction of the macrophage would ensue.
Second, the macrophage could inhibit cryptococcal growth but not kill the organism. If growth
inhibition is transient, this can ‘‘buy time’’ for the host by allowing time for a specific immune
response to develop before overwhelming infection occurs. However, prolonged microbial stasis
may result in latency, with the potential for reactivation should host defenses falter. Finally, the
macrophage may kill the fungal cell.

In vivo, all three possible outcomes may occur depending on the stage and site of infection,
the expression of cryptococcal virulence factors, and the state of host immunity. Indeed, in vitro,
the fate of C. neoformans inside the macrophage has been shown to vary depending upon
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macrophage species of origin, anatomical location, and state of activation and differentiation.
Regarding the ability of C. neoformans to survive and replicate within macrophages, several
investigators have been unable to show significant growth inhibition or killing of C. neoformans
by mouse peritoneal macrophages in the absence of activating factors [29,45,46]. Within human
monocyte-derived macrophages cultured on plastic surfaces, C. neoformans may replicate more
rapidly than extracellular organisms cultured under the same conditions except for the absence
of phagocytes [9]. Of particular relevance given the propensity of C. neoformans to infect the
central nervous system, rabbit cerebrospinal fluid macrophages did not inhibit cryptococcal
growth [47] and, in the absence of cytokine stimulation, C. neoformans was observed to repli-
cate within human microglial cells forming large spacious vacuoles and leading to microglial
cell lysis [48]. In addition, recent studies of pulmonary infection in mice and rats have pro-
vided evidence of replication and survival of C. neoformans within macrophages in vivo [11,49]
(Fig. 1).

The mechanisms by which C. neoformans under some circumstances is able to survive and
replicate within macrophages are incompletely understood. A key to the success of intracellular
pathogens that parasitize macrophages is the ability to survive within the hostile acidic environ-
ment of the phagolysosome, to modify phagolysosome pH, or to evade the phagolysosome
altogether. Phagosome-lysosome fusion appears to take place in macrophages that have ingested
C. neoformans [50]. Furthermore, the cryptococcal phagolysosome is acidified normally with
a resulting pH close to 5.0 [50]. However, at least extracellularly, C. neoformans replicates more
rapidly at acidic than neutral pH, and this ability may consitute one factor favoring intracellular
survival [50,51]. In addition, C. neoformans is a relatively weak stimulator of the respiratory
burst, the process whereby phagocytes consume molecular oxygen to generate reactive oxygen
species (e.g., hydrogen peroxide) with microbicidal activity [29]. Furthermore, like most fungi,
C. neoformans is relatively resistant to the microbicidal oxidants generated as a consequence
of the respiratory burst.

Unlike murine resident peritoneal macrophages, murine and rat resident bronchoalveolar
macrophages will kill C. neoformans, an intrinsic antifungal activity that may play an important
role in preventing the establishment of infection following inhalation of organisms [22,52].

Figure 1 Electron micrographs taken (a) 28 days and (b) 7 days after intratracheal infection of C57BL6
mice with C. neoformans. Lung macrophages are shown with phagosomes containing multiple C. neo-
formans of differing size and including budding forms. Bars, 10 �m. (From Ref. 49.)
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Paradoxically, encapsulated organisms are killed more efficiently by murine alveolar macro-
phages than acapsular mutants [52]. Preincubation of murine alveolar macrophages with M-
CSF for 48–72 h increased anticryptococcal activity and in vivo administration of M-CSF by
subcutaneous injection was also shown to increase ex vivo alveolar (and peritoneal) macrophage
fungistasis compared with cells from control mice [53,54]. With rat alveolar macrophages,
antifungal activity diminishes after overnight culture but is partially restored by addition of IFN-
� [55]. GM-CSF also increases the growth inhibitory activity of rat alveolar macrophages but
requires preincubation for 5 days. However, the combination of IFN-� and GM-CSF induces a
rapid and sustained increase in anticryptococcal activity, unlike either cytokine alone [56].

A number of studies have defined conditions whereby murine peritoneal macrophages can
be activated to inhibit C. neoformans growth. Peritoneal macrophages from mice infected with
L. monocytogenes or B. jellisoni but not uninfected mice, were able to partially withstand a
subsequent in vitro challenge with C. neoformans [45]. Granger and colleagues demonstrated
complete fungistasis but only if macrophages were induced by peptone from BCG-infected mice,
and endotoxin and a nonopsonic serum component were present in the culture medium [46,57].
In later experiments, fungistasis was obtained when IFN-� was substituted for BCG [58]. Culture
with IFN-� also activated murine resident peritoneal cells to kill C. neoformans [29]. Granger
and colleagues showed the effect of activated peritoneal macrophages to be dependent on nitric
oxide, and perhaps other reactive nitrogen intermediaries, formed following oxidation of L-
arginine to nitrite, nitrate, and L-citrulline [59,60]. Reagent nitric oxide was found to be fungi-
static at low concentrations and fungicidal at high concentrations [61]. IFN-� can also activate
murine bone marrow macrophages to kill C. neoformans, although in this case, killing was
mainly extracellular and apparently mediated by secreted proteins [62]. In mouse models of
pulmonary and systemic cryptococcosis, IFN-�-induced nitric oxide is necessary for optimal
clearance of C. neoformans [63].

The situation with human macrophages is different. As in other species, freshly isolated
human bronchoalveolar macrophages have some intrinsic anticryptococcal activity although this
is fungistatic rather than fungicidal [64,65]. Freshly isolated human blood monocytes kill C.
neoformans [66,67]. However, as described above, when monocytes are cultured in vitro on
plastic surfaces so that they differentiate into macrophages, anticryptococcal activity is lost.
Culture of monocytes on surfaces coated with fibronectin or poly-L-lysine, though not with
laminin or collagen, resulted in macrophages that inhibited cryptococcal growth, although they
still did not kill the fungus [68].

While it is presumed that cytokines produced during the course of a cell-mediated immune
response are critical for activation of human macrophages to inhibit and kill C. neoformans,
such cytokines have not been readily identified. Specifically, IFN-� not only fails to increase
anticryptococcal activity, but in some systems, treatment of human macrophages with IFN-�
has detrimental effects [68–70]. The likely reason for the disparity between the murine data,
where IFN-� is a powerful activator of fungicidal activity, and the human data relates to nitric
oxide. Human macrophages have not been shown to produce significant quantities of nitric
oxide when stimulated by C. neoformans, even if first activated by IFN-�. Thus, fungistasis
mediated by human macrophages, when it does occur, appears to proceed independently of nitric
oxide production [69]. In contrast to results with IFN-�, preincubation with GM-CSF for 7 days
induces human PBMC, but not monocyte-derived macrophages, to effect complete fungistasis
[68,71]. Preincubation for 3 days with GM-CSF and M-CSF has been shown to increase the
anticryptococcal activity of human monocytes and monocyte-derived macrophages, respectively
[72,73].

The mechanisms by which human macrophages can inhibit cryptococcal growth remain
uncertain but may involve both reactive oxygen intermediates (ROI) and nonoxidative mecha-
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nisms. C. neoformans is sensitive to ROI in vitro and ROI are important in the activity of
neutrophils against C. neoformans, in particular distal ROI, such as hydroxyl radical and hypo-
chlorite, formed by the hydrogen peroxide-myeloperoxidase-halide system or by the metal ion-
dependent Haber-Weiss reaction [66,74,75]. Since freshly isolated monocytes but not monocyte-
derived macrophages possess myeloperoxidase activity, it is tempting to hypothesize that the
reduction in anticryptococcal activity on in vitro culture of monocytes is related to this loss of
myeloperoxidase. Another pathway present in macrophages, the polyamine oxidase-polyamine
system, leads to production of hydrogen peroxide, aminaldehydes, and ammonia from spermine
and spermidine and has been shown in an extracellular system to kill C. neoformans [76]. On the
other hand, there is no evidence directly implicating such oxidative mechanisms in macrophage
anticryptococcal activity—in human or murine systems [29,52,62].

Potential nonoxidative mechanisms include the physicochemical milieu of the phagosome
and antimicrobial proteins and peptides. However, conditions within the phagosome could not
account for the extracellular inhibition of cryptococcal growth by macrophages observed in a
number of studies [46,62,64]. In addition, as discussed above, the acidity of the cryptococcal
phagolysosome may actually promote cryptococcal growth. Iron restriction is an important host
defense strategy against a range of pathogens. One means by which this may be achieved is by
iron-free lactoferrin, released at sites of infection by neutrophils and other cells, that may be
taken up into the phagolysosomes of macrophages thereby restricting the availability of iron to
intracellular pathogens. The role of iron in macrophage activity against C. neoformans is unclear,
but lactoferrin has been shown to kill Candida albicans in vitro [77], and bovine lactoferricin,
a peptide derived from lactoferrin, has activity against C. neoformans [78]. Preliminary data
suggest initial pulmonary clearance of C. neoformans and the outcome of cerebral infection in
mice is adversely affected by prior iron overload [79]. Chloroquine reduces the availability of
iron within macrophages and markedly enhances the anticryptococcal activity of macrophages
[17,80]. Interestingly, chloroquine’s effect in this case is independent of iron deprivation [17].

A number of other antimicrobial proteins or peptides, present in macrophages, that may
play a role in activity against C. neoformans have been identified. Lysozyme has recently been
shown to have anticryptococcal activity in vitro [81]. Defensins are amphipathic polypeptides
of around 30 amino acids that affect pathogen membrane permeability and can kill C. neoformans
[82]. They are found in the azurophilic granules of neutrophils from a range of species, but in
macrophages defensins have thus far been identified only in rabbits. Murine macrophages contain
at least three histonelike cationic proteins with activity against C. neoformans [83]. The molecular
weights of these proteins (36,31, and 16 kDa) were not dissimilar from the apparent molecular
weights (30 and 15 kDa) of proteins secreted by IFN-�-activated bone marrow–derived murine
macrophages and implicated in the extracellular killing of C. neoformans [62]. Human alveolar
macrophages have been reported to contain cationic proteases with anticryptococcal activity
that is upregulated by IFN-� [84]. Calprotectin, a calcium-binding cytoplasmic protein present
in a variety of human cells including monocytes and some macrophages has also been shown
to kill C. neoformans in vitro, although the mechanism was unclear [85].

IV. ROLE OF MACROPHAGES IN THE INTEGRATED IMMUNE RESPONSE
TO C. NEOFORMANS

Development of a specific cell-mediated immune response requires antigen-presenting cells
(APC, of which mononuclear phagocytes are a major component), to process and present fungal
antigen(s) to T-lymphocytes. As described above, exogenous antigens such as C. neoformans
are taken up into acidic vesicles of the endosome-lysosome pathway where integral and secreted
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cryptococcal proteins may be processed into peptide fragments. These peptides bind MHC class
II molecules within the vesicles and the MHC-peptide complexes are then expressed on the cell
surface where they may be recognized by antigen-specific CD4 cells. For T cell activation and
proliferation to occur, a second signal is also required that may be provided by costimulatory
molecules on the APC, such as B7-1 and B7-2 that bind CD28/CTLA-4 on T cells, or by cytokines
secreted by the APC. This antigen presentation and costimulation function of macrophages is
reflected in vitro by their ability to support lymphocyte proliferation in response to cryptococcal
antigens. Murine macrophages and human monocytes and bronchoalveolar macrophages chal-
lenged with C. neoformans stimulate T-cell proliferation [86–88]. Proliferation is greater in
response to acapsular than encapsulated organisms but responses to encapsulated organisms can
be enhanced by opsonizing antibody. In response to C. neoformans, human monocytes upregulate
surface expression of B7-1 and, to a lesser extent, B7-2 [89]. Blockade of either, but particularly
B7-2, reduces proliferation. Recent studies have shown that CD8 cells contribute to the prolifera-
tive response of human PBMC to C. neoformans, although this was dependent on the presence
of CD4 cells for secondary signals [90]. In contrast to CD4 T-cells, CD8 T-cells recognize
peptides, generated in the cytosol through the action of proteasomes, complexed with MHC
class I molecules.

From animal studies, a protective T-cell-mediated response involves both CD4 and CD8
cells and increasing evidence supports the concept that protection is related to a TH1 pattern
of cytokine release. Studies in knockout mice, and of depletion and administration of cytokines,
have shown TNF-�, IFN-�, IL-12, and more recently IL-18 to be involved in protection in the
murine system [63,91–95]. As discussed above, IFN-� is known to activate murine (but not
human) macrophages to kill C. neoformans by a nitric oxide–dependent mechanism. In mice,
both IL-12 and IL-18 contribute to protection by IFN-�-dependent mechanisms [95]. IL-12 and
IL-18 are important in the development of a TH1-type response and macrophages are major
sources of both cytokines. Human monocytes or PBMC release only low levels of IL-12 in
response to whole C. neoformans, although higher concentrations have been measured in re-
sponse to certain mannoprotein fractions [96,97]. Blockade of endogenous IFN-� reduces, and
priming with IFN-� prior to stimulation greatly enhances, IL-12 release [98,99]. Release is also
increased by coculture of monocytes with activated T-cells or anti-CD40 and anti-MHC class
II antibodies, especially together [99].

Studies by Huffnagle and colleagues of pulmonary cryptococcosis in mice have shown
that early production of TNF-�, together with the chemokines MCP-1 and MIP-1�, is important
for the recruitment of monocytes and lymphocytes to the lung [100–102]. TNF-�, with GM-CSF,
also enhances complement-mediated phagocytosis [103]. Whether TNF-� enhances effector cell
function is less clear, although it does not increase the anticryptococcal activity of monocyte-
derived macrophages [68]. TNF-� is produced by human monocytes and alveolar macrophages
stimulated with whole C. neoformans [16] or components of the capsule and cell wall, especially
a mannoprotein fraction [104]. In response to C. neoformans, MCP-1 is also produced by human
monocytes in vitro, although constitutive production of MCP-1 by alveolar macrophages was
not increased [105]. In mice, CCR2, expressed on monocytes and activated T-cells and the
major receptor for MCP-1 [106], is required for normal leukocyte recruitment, development of
a TH1-type cytokine response, and the restriction of cryptococcal growth [107]. Interestingly,
mice lacking CCR5 (also expressed on monocytes and activated T-cells and the receptor for
MIP-1�, MIP-1�, and RANTES) have recently been shown to have increased susceptibility to
C. neoformans due to a defect of leucocyte recruitment to the brain whereas recruitment to the
lungs was unaffected [108]. Since CCR5 is a known coreceptor for HIV gp 120, it is possible
that HIV may interfere with such brain recruitment.

Other cytokines produced by macrophages in response to C. neoformans in vitro include
IL-1 and IL-6 [109]. Their role in vivo is less clear, although they may contribute to resistance
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to cerebral infection. Intracerebral administration of IL-1 and IL-6, but not TNF-�, prior to
intracerebral infection with C. neoformans, has been shown to reduce CFU and prolong survival
of mice [110]. C. neoformans also stimulates release of IL-15 from monocytes, which may then,
with IL-2, induce lymphocyte proliferation and lymphocyte anticryptococcal activity [111].
IL-10 produced by PBMC and monocytes in reponse to whole organisms [112] and purified
glucuronoxylomannan [113], the major capsule constituent, may be important in immune regula-
tion and the immunosuppressive effects of cryptococcal infection and capsular polysaccharide
in particular. In vitro, IL-10 reduces release of TNF-�, IL-1, and IL-12, expression of MHC
class II, and lymphoproliferation in response to C. neoformans [112,114].

Thus, cytokines produced by macrophages in response C. neoformans, are involved in
leukocyte recruitment and determination of the pattern of immune response as well as in immune
regulation. The organism and host factors that affect the production of these cytokines will
clearly impact the outcome of infection and are the subject of ongoing research. Compared with
acapsular strains, encapsulated C. neoformans induce less TNF-�, IL-1�, and IL-12, but more
IL-10 production by human monocytes or PBMC [99,115,116]. Addition of a monoclonal anti-
body against capsular polysaccharide increased TNF-� and IL-1� and reduced IL-10 production
to levels seen with acapsular organisms [117]. Antibody also caused a more modest increase
in IL-12 production [99]. In addition, high melanin production, catalyzed by the cryptococcal
laccase, has been associated with reduced production of TNF-� by murine alveolar macrophages
in vitro and a reduced and ineffective immune response in vivo [118]. Thus, there is evidence
that two of the established virulence factors of C. neoformans, capsule and laccase, may subvert
a protective immune response by altering the interaction of the organism with macrophages.
Host factors that influence the balance between Th1 and Th2-type cytokines and the outcome
of infection have also been examined. Relative sensitivity of BALB/c compared with C.B-17
mice to cryptococcal infection is associated with increased Th2 cytokine and specific antibody
levels that appear to be determined by genes linked to the Ig heavy-chain complex [119]. Re-
sponses of murine macrophages to C. neoformans may differ depending on mouse strain [120].
In this regard, studies of the influence of the bcg/Nramp locus on the interaction of macrophages
with C. neoformans are under way.

A variety of effector cells in addition to macrophages, including neutrophils, NK cells,
and T lymphocytes, have been shown to inhibit or kill C. neoformans under defined conditions
[75,121,122]. The relative importance of these cell types in vivo is not clear, but the importance
of macrophages in the effector arm of the human immune response to C. neoformans is supported
by the pathology of human cryptococcosis. This is highly variable, reflecting both the immune
status of the host and organism factors, and is often notable for the paucity of inflammation
with large numbers of extracellular organisms forming cysticlike spaces in the tissues. Neverthe-
less, when present, inflammation is granulomatous with many fungi in close apposition or
actually inside macrophages and giant cells [123,124]. Similarly, resolution of infection in animal
models is invariably associated with granulomatous inflammation. For example, following an
intratracheal challenge of mice with C. neoformans, multinucleated giant cells surround the
fungus. Mice depleted of CD4 T-cells did not form multinucleated giant cells and were unable
to clear the C. neoformans from the lungs, suggesting that CD4 T-cells produce cytokines at
the site of infection which promote granuloma formation and activate macrophages [44].

V. EFFECTS OF HIV ON MACROPHAGE–C. NEOFORMANS
INTERACTIONS

There is evidence that HIV infection may adversely affect the effector function of monocytes
and macrophages against C. neoformans. Following a 2-hr incubation, PBMC from persons with
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AIDS bound and killed C. neoformans as well as control cells [125]. However, when the incuba-
tion was extended overnight, PBMC and monocytes obtained from persons with HIV infection
had impaired anticryptococcal activity compared with cells from HIV-seronegative donors
[126,127]. Again, phagocytosis appeared to be unaffected, but there was a marked reduction in
oxidative burst as assessed by production of hydrogen peroxide in response to the organism. In
vivo, such functional defects could result from a combination of the direct effects of HIV
infection of blood monocytes (although the percentage of peripheral blood monocytes that are
infected with HIV appears to be low), effects of HIV products such as gp 120, and reduced T-
cell stimulation secondary to the loss of CD4 cells. There is some in vitro evidence to support
each of these mechanisms. Normal human monocytes and peritoneal macrophages (but not
alveolar macrophages) had temporarily reduced anticryptococcal activity after infection with a
monocytotropic strain of HIV [128]. Alveolar macrophages from HIV-infected donors were not
found to have reduced anticryptococcal activity compared with cells from uninfected donors
[129]. However, addition of gp 120 to human bronchoalveolar macrophages significantly reduced
the capacity of human bronchoalveolar macrophages to phagocytose and inhibit the growth of
C. neoformans [65]. Lastly, in a study of rhesus monkeys infected with SIV, alveolar macro-
phages had reduced anticryptoccocal activity associated with reduced superoxide anion produc-
tion late, but not early, in the course of the disease. These defects could be restored by superna-
tants of mitogen-stimulated PBMC from uninfected animals. Restoration was dependent in part
on IFN-�, suggesting that in this case the defect in macrophage function was due largely to
defective activation [130]. In a more recent study, GM-CSF was shown to increase the anticrypto-
coccal activity of monocytes from AIDS patients toward that of cells from uninfected donors
[72]. GM-CSF increased complement receptor expression, phagocytosis, and superoxide anion
generation.

Antigen presentation and cytokine production by macrophages in response to C. neo-
formans may also be affected in HIV disease but there is some evidence that the major effects
of HIV infection on lymphoproliferation and the pattern of cytokine release result from the
marked reduction in IFN-�-producing CD4 cells. Proinflammatory cytokine and chemokine
release by macrophages does not appear to be impaired in HIV disease [105]. In contrast, there
is evidence for a deficit in IL-12 production [131]. As discussed above, IL-12 release from
monocytes in response to whole C. neoformans is at the lower limits of detection in cells from
HIV-infected and uninfected donors. However, when primed with INF-� prior to stimulation,
cells from both HIV-infected and uninfected donors release substantial and similar levels of IL-
12 [98]. IL-12 was reported to restore lymphoproliferative responses to influenza and HIV
envelope antigens in PBMC from HIV-infected donors [132]. As with other recall antigens,
lymphoproliferation in response to C. neoformans progressively wanes during the course of HIV
infection [96,133] but this defect was not corrected by the addition of exogenous IL-12 [96].
The affect of HIV gp120 on cryptococcal antigen presentation by monocytes has recently been
studied by Vecchiarelli and colleagues [134]. HIV gp120 inhibits lymphoproliferation in re-
sponse to C. neoformans if present throughout the assay but enhances lymphoproliferation if it
is removed from the monocyte–C. neoformans culture prior to addition of autologous T-cells.
Interestingly, under both conditions, gp120 decreased IFN-� and increased IL-4 production,
although the effects were small.

Some studies have started to look at the levels of macrophage-derived (and other) cytokines
in AIDS patients with cryptococcosis. In one report, CSF TNF-� levels were found to be mark-
edly raised in comparison with HIV-infected patients with other neurological disorders [135].
However, a second study found relatively low levels of TNF-� with raised levels of IL-1, IL-
6, IL-8, and IL-10 [136]. Plasma TNF-� and IL-10 in HIV patients with cryptococcosis were
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found to be higher in patients with fungemia and disseminated infection than in those with
isolated meningitis [137].

Conversely, macrophage–C. neoformans interactions may have effects on HIV. C. neo-
formans induced viral replication in T-cells freshly infected with HIV by a mechanism that
required monocytic cells but was independent of TNF-� [138]. Furthermore, C. neoformans
enhanced HIV expression in a latently HIV-infected myelomonocytic cell line through a TNF-
�- and NF-�B-dependent mechanism [139].

VI. RELEVANCE OF MACROPHAGE–C. NEOFORMANS INTERACTIONS
FOR PREVENTION AND THERAPY

Given that most patients with cryptococcosis are immunosuppressed, a clear rationale exists for
immunomodulatory therapies. An increased understanding of the details of the interaction of C.
neoformans with macrophages may lead to new approaches aimed at reconstituting or enhancing
host defense. The beneficial effects of selected monoclonal antibodies on phagocytosis, growth
inhibition, cytokine secretion, granuloma formation, and clearance of cryptococcal antigen by
macrophages has been described and one such antibody is going forward to Phase I studies
in AIDS patients recovering from cryptococcal meningitis [140]. The macrophage activating
cytokines IFN-� and GM-CSF are commercially available. Enthusiasm for IFN-�, based on
studies in murine systems, is perhaps tempered by the lack of clear beneficial effects of IFN-
� using human cells in vitro, although this may relate to the artificiality of the conditions. GM-
CSF has been shown to have some beneficial effects on human cells and it has been used in a
small number of patients with cryptococcosis with no apparent adverse effects [141,142]. In
one small comparative study of amphotericin-B with or without GM-CSF in AIDS patients with
cryptococcal meningitis, adjunctive GM-CSF was associated with a trend toward more rapid
sterilization of the CSF [143]. Both agents deserve further study. Of the cytokines produced by
macrophages, IL-12, although at a much earlier stage of development, is of therapeutic interest,
given its role in the development of Th1-type responses and its deficiency in HIV disease.

Study of the effects of antifungal agents on macrophage function has given additional
insights into their possible modes of action in vivo. Amphotericin-B has been shown to induce
TNF-� production [144] and enhance the oxidative burst [145] and IFN-�-induced nitric oxide
production by murine macrophages [146,147]. The latter effect appeared to be mediated in part
by increased TNF-� and IL-1�. Amphotericin-B also increases superoxide production by human
macrophages [148] and accumulates in human monocytes [149]. Furthermore, subinhibitory
concentrations of amphotericin-B appear to reduce cryptococcal capsule size, perhaps by induc-
ing shedding of polysaccharide, and thereby facilitate phagocytosis [150]. Itraconazole and, to
a lesser extent, ketoconazole accumulate within macrophages. In contrast, fluconazole does not
appear to activate or accumulate within macrophages [58].

Given increasing evidence for the role of intracellular infection and latency in cryptococco-
sis, drugs that target intracellular C. neoformans may find a place in future treatment combina-
tions or prophylaxis. In this regard, the antimalarial drugs chloroquine and quinacrine, being
diprotic weak bases, have been shown to accumulate within the acidic cryptococcal phagolyso-
some and within acidic vacuoles within the fungal cell [151] (Fig. 2). They have direct antifungal
activity [151] and, at pharmacologically relevant concentrations, markedly enhance the anticryp-
tococcal activity of macrophages [17,80]. The latter effect probably results from the accumulation
of high drug concentrations within the cryptococcal phagosome and neutralization of phagosome
pH that may slow cryptococcal growth. Chloroquine given intracerebrally has been shown to
prolong the survival of mice subsequently infected intracerebrally with C. neoformans [80]
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Figure 2 Accumulation of quinacrine within phagocytosed C. neoformans. Macrophages were incubated
with C. neoformans in PBS containing 10% PHS and 1 �M quinacrine. After 1 hr, slides were washed
and immediately examined on a laser confocal scanning microscope. (A) Bright field view of a macrophage
containing a single internalised C. neoformans. (B) Fluorescence image of the same cell. (From Ref. 150.)

and, given by intraperitoneal injection, to prolong the survival of mice subsequently infected
intravenously [17].

Regarding immunomodulatory agents, it may be that combinations of two or more will
be needed with complementary or synergistic effects to result in significant benefit for patients.
In addition, some immunomodulating agents, such as cytokines, may have qualitatively different
effects on the immune response depending on the schedule and doses used. These issues pose
a considerable challenge to the ingenuity and perseverance of researchers. Much further work will
need to be done if increased knowledge of the interaction of C. neoformans with macrophages and
other host cells is to be translated into more effective therapies.

REFERENCES

1. A Casadevall, JR Perfect. Cryptococcus neoformans. Washington: ASM Press, 1998.
2. KP Kayembe, M Na, RL Colebunders. Opportunistic infections and diseases. In: M Essex, S Mboup,

PJ Kanki, eds. AIDS in Africa. New York: Raven Press, 1994, pp 373–391.
3. RA Seaton, S Naraqi, JP Wembri, DA Warrell. Predictors of outcome in Cryptococcus neoformans

var. gattii meningitis. Q J Med 89:423–428, 1996.
4. RA Seaton, N Verma, S Naraqi, JP Wembri, DA Warrell. Visual loss in immunocompetent patients

with Cryptococcus neoformans var. gattii meningitis. Trans R Soc Trop Med Hyg 91:44–49, 1997.
5. JB Neilson, RA Fromtling, GS Bulmer. Cryptococcus neoformans: size range of infectious particles

from aerosolized soil. Infect Immun 17:634–638, 1977.
6. KJ Kwon-Chung. A new genus, filobasidiella, the perfect state of Cryptococcus neoformans. Myco-

logia 67:1197–1200, 1975.
7. BL Wickes, ME Mayorga, U Edman, JC Edman. Dimorphism and haploid fruiting in Cryptococcus

neoformans: association with the alpha-mating type. Proc Natl Acad Sci USA 93:7327–7331, 1996.
8. JR Graybill, L Mitchell, DJ Drutz. Host defense in cryptococcosis. III. Protection of nude mice by

thymus transplantation. J Infect Dis 140:546–552, 1979.
9. RD Diamond, JE Bennett. Growth of Cryptococcus neoformans within human macrophages in vitro.

Infect Immun 7:231–236, 1973.



C. neoformans and Macrophages 551

10. D Garcia-Hermoso, G Janbon, F Dromer. Epidemiological evidence for dormant Cryptococcus
neoformans infection. J Clin Microbiol 37:3204–3209, 1999.

11. DL Goldman, SC Lee, AJ Mednick, L Montella, A Casadevall. Persistent Cryptococcus neoformans
pulmonary infection in the rat is associated with intracellular parasitism, decreased inducible nitric
oxide synthase expression, and altered antibody responsiveness to cryptococcal polysaccharide.
Infect Immun 68:832–838, 2000.

12. R Cherniak, JB Sundstrom. Polysaccharide antigens of the capsule of Cryptococcus neoformans.
Infect Immun 62:1507–1512, 1994.

13. DL Granger, JR Perfect, DT Durack. Virulence of Cryptococcus neoformans. Regulation of capsule
synthesis by carbon dioxide. J Clin Invest 76:508–516, 1985.

14. SE Vartivarian, EJ Anaissie, RE Cowart, HA Sprigg, MJ Tingler, ES Jacobson. Regulation of
cryptococcal capsular polysaccharide by iron. J Infect Dis 167:186–190, 1993.

15. SM Levitz. The ecology of Cryptococcus neoformans and the epidemiology of cryptococcosis. Rev
Infect Dis 13:1163–1169, 1991.

16. SM Levitz, A Tabuni, H Kornfeld, CC Reardon, DT Golenbock. Production of tumor necrosis factor
alpha in human leukocytes stimulated by Cryptococcus neoformans. Infect Immun 62:1975–1981,
1994.

17. SM Levitz, TS Harrison, A Tabuni, X Liu. Chloroquine induces human mononuclear phagocytes
to inhibit and kill Cryptococcus neoformans by a mechanism independent of iron deprivation. J
Clin Invest 100:1640–1646, 1997.

18. SM Levitz, A Tabuni. Binding of Cryptococcus neoformans by human cultured macrophages. Re-
quirements for multiple complement receptors and actin. J Clin Invest 87:528–535, 1991.

19. CE Cross, GJ Bancroft. Ingestion of acapsular Cryptococcus neoformans occurs via mannose and
beta-glucan receptors, resulting in cytokine production and increased phagocytosis of the encapsu-
lated form. Infect Immun 63:2604–2611, 1995.

20. TR Kozel, EC Gotschlich. The capsule of cryptococcus neoformans passively inhibits phagocytosis
of the yeast by macrophages. J Immunol 129:1675–1680, 1982.

21. SM Levitz, A Tabuni, R Wagner, H Kornfeld, EH Smail. Binding of unopsonized Cryptococcus
neoformans by human bronchoalveolar macrophages: inhibition by a large-molecular-size serum
component. J Infect Dis 166:866–873, 1992.

22. B Bolaños, TG Mitchell. Phagocytosis and killing of Cryptococcus neoformans by rat alveolar
macrophages in the absence of serum. J Leukoc Biol 46:521–528, 1989.

23. MM Lipovsky, G Gekker, WR Anderson, TW Molitor, PK Peterson, AI Hoepelman. Phagocytosis of
nonopsonized Cryptococcus neoformans by swine microglia involves CD14 receptors. Clin Immunol
Immunopathol 84:208–211, 1997.

24. TR Kozel, GS Pfrommer. Activation of the complement system by Cryptococcus neoformans leads
to binding of iC3b to the yeast. Infect Immun 52:1–5, 1986.

25. TR Kozel, MA Wilson, GS Pfrommer, AM Schlageter. Activation and binding of opsonic fragments
of C3 on encapsulated Cryptococcus neoformans by using an alternative complement pathway
reconstituted from six isolated proteins. Infect Immun 57:1922–1927, 1989.

26. AM Macher, JE Bennett, JE Gadek, MM Frank. Complement depletion in cryptococcal sepsis. J
Immunol 120:1686–1690, 1978.

27. SM Levitz, A Tabuni, TR Kozel, RS MacGill, RR Ingalls, DT Golenbock. Binding of Cryptococcus
neoformans to heterologously expressed human complement receptors. Infect Immun 65:931–935,
1997.

28. CE Cross, HL Collins, GJ Bancroft. CR3-dependent phagocytosis by murine macrophages: different
cytokines regulate ingestion of a defined CR3 ligand and complement-opsonized Cryptococcus
neoformans. Immunology 91:289–296, 1997.

29. SM Levitz, DJ DiBenedetto. Differential stimulation of murine resident peritoneal cells by selectively
opsonized encapsulated and acapsular Cryptococcus neoformans. Infect Immun 56:2544–2551,
1988.



552 Harrison and Levitz

30. RD Diamond, JE Bennett. Prognostic factors in cryptococcal meningitis. A study in 111 cases. Ann
Intern Med 80:176–181, 1974.

31. F Dromer, P Aucouturier, JP Clauvel, G Saimot, P Yeni. Cryptococcus neoformans antibody levels
in patients with AIDS. Scand J Infect Dis 20:283–285, 1988.

32. R Fleurodor, RH Lyles, L Pirofski. Quantitative and qualitative differences in the serum antibody
profiles of human immunodeficiency virus-infected persons with and without Cryptococcus neo-
formans meningitis. J Infect Dis 180:1526–1535, 1999.

33. DC Houpt, GS Pfrommer, BJ Young, TA Larson, TR Kozel. Occurrences, immunoglobulin classes,
and biological activities of antibodies in normal human serum that are reactive with Cryptococcus
neoformans glucuronoxylomannan. Infect Immun 62:2857–2864, 1994.

34. SJ Devi, R Schneerson, W Egan, TJ Ulrich, D Bryla, JB Robbins, JE Bennett. Cryptococcus neo-
formans serotype A glucuronoxylomannan-protein conjugate vaccines: synthesis, characterization,
and immunogenicity. Infect Immun 59:3700–3707, 1991.

35. A Casadevall. Antibody immunity and invasive fungal infections. Infect Immun 63:4211–4218,
1995.

36. R Yuan, R Clynes, J Oh, JV Ravetch, MD Scharff. Antibody-mediated modulation of Cryptococcus
neoformans infection is dependent on distinct Fc receptor functions and IgG subclasses. J Exp Med
187:641–648, 1998.

37. ZM Dong, JW Murphy. Intravascular cryptococcal culture filtrate (CneF) and its major component,
glucuronoxylomannan, are potent inhibitors of leukocyte accumulation. Infect Immun 63:770–778,
1995.

38. ZM Dong, JW Murphy. Cryptococcal polysaccharides induce L-selectin shedding and tumor necrosis
factor receptor loss from the surface of human neutrophils. J Clin Invest 97:689–698, 1996.

39. W Chaka, AF Verheul, VV Vaishnav, R Cherniak, J Scharringa, J Verhoef, H Snippe, AI Hoepelman.
Cryptococcus neoformans and cryptococcal glucuronoxylomannan, galactoxylomannan, and manno-
protein induce different levels of tumor necrosis factor alpha in human peripheral blood mononuclear
cells. Infect Immun 65:272–278, 1997.

40. ZM Dong, JW Murphy. Cryptococcal polysaccharides bind to CD18 on human neutrophils. Infect
Immun 65:557–563, 1997.

41. JD Nosanchuk, A Casadevall. Cellular charge of Cryptococcus neoformans: contributions from the
capsular polysaccharide, melanin, and monoclonal antibody binding. Infect Immun 65:1836–1841,
1997.

42. W Chaka, AF Verheul, VV Vaishnav, R Cherniak, J Scharringa, J Verhoef, H Snippe, AI Hoepelman.
Induction of TNF-alpha in human peripheral blood mononuclear cells by the mannoprotein of
Cryptococcus neoformans involves human mannose binding protein. J Immunol 159:2979–2985,
1997.

43. M Kalina, Y Kletter, M Aronson. The interaction of phagocytes and the large-sized parasite Cryp-
tococcus neoformans: cytochemical and ultrastructural study. Cell Tissue Res 152:165–174, 1974.

44. JO Hill. CD4� T cells cause multinucleated giant cells to form around Cryptococcus neoformans
and confine the yeast within the primary site of infection in the respiratory tract. J Exp Med 175:
1685–1695, 1992.

45. LO Gentry, JS Remington. Resistance against Cryptococcus conferred by intracellular bacteria and
protozoa. J Infect Dis 123:22–31, 1971.

46. DL Granger, JR Perfect, DT Durack. Macrophage-mediated fungistasis in vitro: requirements for
intracellular and extracellular cytotoxicity. J Immunol 136:672–680, 1986.

47. JR Perfect, MM Hobbs, DL Granger, DT Durack. Cerebrospinal fluid macrophage response to
experimental cryptococcal meningitis: relationship between in vivo and in vitro measurements of
cytotoxicity. Infect Immun 56:849–854, 1988.

48. SC Lee, Y Kress, ML Zhao, DW Dickson, A Casadevall. Cryptococcus neoformans survive and
replicate in human microglia. Lab Invest 73:871–879, 1995.

49. M Feldmesser, Y Kress, P Novikoff, A Casadevall. Cryptococcus neoformans is a facultative intra-
cellular pathogen in murine pulmonary infection. Infect Immun July 68:4225–4237, 2000.



C. neoformans and Macrophages 553

50. SM Levitz, SH Nong, KF Seetoo, TS Harrison, RA Speizer, ER Simons. Cryptococcus neoformans
resides in an acidic phagolysosome of human macrophages. Infect Immun 67:885–890, 1999.

51. DH Howard. Some factors that affect the initiation of growth of Cryptococcus neoformans. J Bacte-
riol 82:430–435, 1961.

52. SM Levitz, DJ DiBenedetto. Paradoxical role of capsule in murine bronchoalveolar macrophage-
mediated killing of Cryptococcus neoformans. J Immunol 142:659–665, 1989.

53. E Brummer, F Nassar, DA Stevens. Effect of macrophage colony-stimulating factor on anticrypto-
coccal activity of bronchoalveolar macrophages: synergy with fluconazole for killing. Antimicrob
Agents Chemother 38:2158–2161, 1994.

54. F Nassar, E Brummer, DA Stevens. Effect of in vivo macrophage colony-stimulating factor on
fungistasis of bronchoalveolar and peritoneal macrophages against Cryptococcus neoformans. Anti-
microb Agents Chemother 38:2162–2164, 1994.

55. CH Mody, CL Tyler, RG Sitrin, C Jacksoon, GB Toews. Interferon-gamma activates rat alveolar
macrophages for anticryptococcal activity. Am J Respir Cell Mol Biol 5:19–26, 1991.

56. GH Chen, JL Curtis, CH Mody, PJ Christensen, LR Armstrong, GB Toews. Effect of granulocyte-
macrophage colony-stimulating factor on rat alveolar macrophage anticryptococcal activity in vitro.
J Immunol 152:724–734, 1994.

57. DL Granger, JR Perfect, DT Durack. Macrophage-mediated fungistasis: requirement for a macromo-
lecular component in serum. J Immunol 137:693–701, 1986.

58. JR Perfect, DL Granger, DT Durack. Effects of antifungal agents and gamma interferon on macro-
phage cytotoxicity for fungi and tumor cells. J Infect Dis 156:316–323, 1987.

59. DL Granger, JBJ Hibbs, JR Perfect, DT Durack. Specific amino acid (L-arginine) requirement for
the microbiostatic activity of murine macrophages. J Clin Invest 81:1129–1136, 1988.

60. DL Granger, JBJ Hibbs, JR Perfect, DT Durack. Metabolic fate of L-arginine in relation to microbios-
tatic capability of murine macrophages. J Clin Invest 85:264–273, 1990.

61. JA Alspaugh, DL Granger. Inhibition of Cryptococcus neoformans replication by nitrogen oxides
supports the role of these molecules as effectors of macrophage-mediated cytostasis. Infect Immun
59:2291–2296, 1991.

62. IE Flesch, G Schwamberger, SH Kaufmann. Fungicidal activity of IFN-gamma-activated macro-
phages. Extracellular killing of Cryptococcus neoformans. J Immunol 142:3219–3224, 1989.

63. JA Lovchik, CR Lyons, MF Lipscomb. A role for gamma interferon–induced nitric oxide in pulmo-
nary clearance of Cryptococcus neoformans. Am J Respir Cell Mol Biol 13:116–124, 1995.

64. PB Weinberg, S Becker, DL Granger, HS Koren. Growth inhibition of Cryptococcus neoformans
by human alveolar macrophages. Am Rev Respir Dis 136:1242–1247, 1987.

65. RP Wagner, SM Levitz, A Tabuni, H Kornfeld. HIV-1 envelope protein (gp120) inhibits the activity
of human bronchoalveolar macrophages against Cryptococcus neoformans. Am Rev Respir Dis
146:1434–1438, 1992.

66. RD Diamond, RK Root, JE Bennett. Factors influencing killing of Cryptococcus neoformans by
human leukocytes in vitro. J Infect Dis 125:367–376, 1972.

67. MF Miller, TG Mitchell. Killing of Cryptococcus neoformans strains by human neutrophils and
monocytes. Infect Immun 59:24–28, 1991.

68. SM Levitz, TP Farrell. Growth inhibition of Cryptococcus neoformans by cultured human mono-
cytes: role of the capsule, opsonins, the culture surface, and cytokines. Infect Immun 58:1201–1209,
1990.

69. ML Cameron, DL Granger, JB Weinberg, WJ Kozumbo, HS Koren. Human alveolar and peritoneal
macrophages mediate fungistasis independently of L-arginine oxidation to nitrite or nitrate. Am
Rev Respir Dis 142:1313–1319, 1990.

70. CC Reardon, SJ Kim, RP Wagner, H Kornfeld. Interferon-gamma reduces the capacity of human
alveolar macrophages to inhibit growth of Cryptococcus neoformans in vitro. Am J Respir Cell
Mol Biol 15:711–715, 1996.

71. SM Levitz. Activation of human peripheral blood mononuclear cells by interleukin-2 and granulo-
cyte-macrophage colony-stimulating factor to inhibit Cryptococcus neoformans. Infect Immun 59:
3393–3397, 1991.



554 Harrison and Levitz

72. C Tascini, A Vecchiarelli, R Preziosi, D Francisci, F Bistoni, F Baldelli. Granulocyte-macrophage
colony-stimulating factor and fluconazole enhance anti-cryptococcal activity of monocytes from
AIDS patients. AIDS 13:49–55, 1999.

73. F Nassar, E Brummer, DA Stevens. Macrophage colony-stimulating factor (M-CSF) induction of
enhanced anticryptococcal activity in human monocyte-derived macrophages: synergy with flucona-
zole for killing. Cell Immunol 164:113–118, 1995.

74. ES Jacobson, SB Tinnell. Antioxidant function of fungal melanin. J Bacteriol 175:7102–7104, 1993.
75. V Chaturvedi, B Wong, SL Newman. Oxidative killing of Cryptococcus neoformans by human

neutrophils. Evidence that fungal mannitol protects by scavenging reactive oxygen intermediates.
J Immunol 156:3836–3840, 1996.

76. SM Levitz, DJ DiBenedetto, RD Diamond. Inhibition and killing of fungi by the polyamine oxidase-
polyamine system. Antifungal activity of the PAO-polyamine system. Antonie Van Leeuwenhoek
58:107–114, 1990.

77. T Soukka, J Tenovuo, M Lenander-Lumikari. Fungicidal effect of human lactoferrin against Candida
albicans. FEMS Microbiol Lett 69:223–228, 1992.

78. LH Vorland, H Ulvatne, J Andersen, H Haukland, O Rekdal, JS Svendsen, TJ Gutteberg. Lactofer-
ricin of bovine origin is more active than lactoferricins of human, murine and caprine origin. Scand
J Infect Dis 30:513–517, 1998.

79. JR Boelaert, E Blasi. Cryptococcosis and smoking: the potential role for iron. J Infect Dis 180:
1412, 1999.

80. R Mazzolla, R Barluzzi, A Brozzetti, JR Boelaert, T Luna, S Saleppico, F Bistoni, E Blasi. Enhanced
resistance to Cryptococcus neoformans infection induced by chloroquine in a murine model of
meningoencephalitis. Antimicrob Agents Chemother 41:802–807, 1997.

81. Y Nakamura, R Kano, S Watanabe, H Takahashi, A Hasegawa. Enhanced activity of antifungal
drugs by lysozyme against Cryptococcus neoformans. Mycoses 41:199–202, 1998.

82. T Ganz, ME Selsted, D Szklarek, et al. Defensins. Natural peptide antibiotics of human neutrophils.
J Clin Invest 76:1427–1435, 1985.

83. PS Hiemstra, PB Eisenhauer, SS Harwig, MT Barselaar, R van Furth, RI Lehrer. Antimicrobial
proteins of murine macrophages. Infect Immun 61:3038–3046, 1993.

84. A Vecchiarelli, D Pietrella, M Dottorini, C Monari, C Retini, T Todisco, F Bistoni. Encapsulation
of Cryptococcus neoformans regulates fungicidal activity and the antigen presentation process in
human alveolar macrophages. Clin Exp Immunol 98:217–223, 1994.

85. M Steinbakk, CF Naess-Andresen, E Lingaas, I Dale, P Brandtzaeg, MK Fagerhol. Antimicrobial
actions of calcium binding leucocyte L1 protein, calprotectin. Lancet 336:763–765, 1990.

86. HL Collins, GJ Bancroft. Encapsulation of Cryptococcus neoformans impairs antigen-specific T-
cell responses. Infect Immun 59:3883–3888, 1991.

87. A Vecchiarelli, M Dottorini, D Pietrella, C Monari, C Retini, T Todisco, F Bistoni. Role of human
alveolar macrophages as antigen-presenting cells in Cryptococcus neoformans infection. Am J Respir
Cell Mol Biol 11:130–137, 1994.

88. RM Syme, TF Bruno, TR Kozel, CH Mody. The capsule of Cryptococcus neoformans reduces T-
lymphocyte proliferation by reducing phagocytosis, which can be restored with anticapsular anti-
body. Infect Immun 67:4620–4627, 1999.

89. A Vecchiarelli, C Monari, C Retini, D Pietrella, B Palazzetti, L Pitzurra, A Casadevall. Cryptococcus
neoformans differently regulates B7-1 (CD80) and B7-2 (CD86) expression on human monocytes.
Eur J Immunol 28:114–121, 1998.

90. RM Syme, CJ Wood, H Wong, CH Mody. Both CD4� and CD8� human lymphocytes are activated
and proliferate in response to Cryptococcus neoformans. Immunology 92:194–200, 1997.

91. K Aguirre, EA Havell, GW Gibson, LL Johnson. Role of tumor necrosis factor and gamma interferon
in acquired resistance to Cryptococcus neoformans in the central nervous system of mice. Infect
Immun 63:1725–1731, 1995.

92. KV Clemons, E Brummer, DA Stevens. Cytokine treatment of central nervous system infection:
efficacy of interleukin-12 alone and synergy with conventional antifungal therapy in experimental
cryptococcosis. Antimicrob Agents Chemother 38:460–464, 1994.



C. neoformans and Macrophages 555

93. K Kawakami, M Tohyama, Q Xie, A Saito. IL-12 protects mice against pulmonary and disseminated
infection caused by Cryptococcus neoformans. Clin Exp Immunol 104:208–214, 1996.

94. K Kawakami, MH Qureshi, T Zhang, H Okamura, M Kurimoto, A Saito. IL-18 protects mice against
pulmonary and disseminated infection with Cryptococcus neoformans by inducing IFN-gamma
production. J Immunol 159:5528–5534, 1997.

95. MH Qureshi, T Zhang, Y Koguchi, K Nakashima, H Okamura, M Kurimoto, K Kawakami. Com-
bined effects of IL-12 and IL-18 on the clinical course and local cytokine production in murine
pulmonary infection with Cryptococcus neoformans. Eur J Immunol 29:643–649, 1999.

96. TS Harrison, SM Levitz. Role of IL-12 in peripheral blood mononuclear cell responses to fungi in
persons with and without HIV infection. J Immunol 156:4492–4497, 1996.

97. L Pitzurra, R Cherniak, M Giammarioli, S Perito, F Bistoni, A Vecchiarelli. Early induction of
interleukin-12 by monocytes exposed to Cryptococcus neoformans mannoproteins. Infect Immun
68:558–563, 2000.

98. TS Harrison, SM Levitz. Priming with IFN-gamma restores deficient IL-12 production by peripheral
blood mononuclear cells from HIV-seropositive donors. J Immunol 158:459–463, 1997.

99. C Retini, A Casadevall, D Pietrella, C Monari, B Palazzetti, A Vecchiarelli. Specific activated T
cells regulate IL-12 production by human monocytes stimulated with Cryptococcus neoformans. J
Immunol 162:1618–1623, 1999.

100. GB Huffnagle, RM Strieter, TJ Standiford, RA McDonald, MD Burdick, SL Kunkel, GB Toews.
The role of monocyte chemotactic protein-1 (MCP-1) in the recruitment of monocytes and CD4�

T cells during a pulmonary Cryptococcus neoformans infection. J Immunol 155:4790–4797, 1995.
101. GB Huffnagle, GB Toews, MD Burdick, MB Boyd, KS McAllister, RA McDonald, SL Kunkel,

RM Strieter. Afferent phase production of TNF-alpha is required for the development of protective
T cell immunity to Cryptococcus neoformans. J Immunol 157:4529–4536, 1996.

102. GB Huffnagle, RM Strieter, LK McNeil, RA McDonald, MD Burdick, SL Kunkel, GB Toews.
Macrophage inflammatory protein-1alpha (MIP-1alpha) is required for the efferent phase of pulmo-
nary cell-mediated immunity to a Cryptococcus neoformans infection. J Immunol 159:318–327,
1997.

103. HL Collins, GJ Bancroft. Cytokine enhancement of complement-dependent phagocytosis by macro-
phages: synergy of tumor necrosis factor-alpha and granulocyte-macrophage colony-stimulating
factor for phagocytosis of Cryptococcus neoformans. Eur J Immunol 22:1447–1454, 1992.

104. D Delfino, L Cianci, M Migliardo, G Mancuso, V Cusumano, C Corradini, G Teti. Tumor necrosis
factor–inducing activities of Cryptococcus neoformans components. Infect Immun 64:5199–5204,
1996.

105. SM Levitz, EA North, Y Jiang, S Nong, H Kornfeld, TS Harrison. Variables affecting production
of monocyte chemotactic factor 1 from human leukocytes stimulated with Cryptococcus neoformans.
Infect Immun 65:903–908, 1997.

106. AD Luster. Chemokines—chemotactic cytokines that mediate inflammation. N Engl J Med 338:
436–445, 1998.

107. TR Traynor, WA Kuziel, GB Toews, GB Huffnagle. CCR2 expression determines T1 versus T2
polarization during pulmonary Cryptococcus neoformans infection. J Immunol 164:2021–2027,
2000.

108. GB Huffnagle, LK McNeil, RA McDonald, JW Murphy, GB Toews, N Maeda, WA Kuziel. Role
of C-C chemokine receptor 5 in organ-specific and innate immunity to Cryptococcus neoformans.
J Immunol 163:4642–4646, 1999.

109. D Delfino, L Cianci, E Lupis, A Celeste, ML Petrelli, F Curro, V Cusumano, G Teti. Interleukin-
6 production by human monocytes stimulated with Cryptococcus neoformans components. Infect
Immun 65:2454–2456, 1997.

110. E Blasi, R Barluzzi, R Mazzolla, L Pitzurra, M Puliti, S Salappico, F Bistoni. Biomolecular events
involved in anticryptococcal resistance in the brain. Infect Immun 63:1218–1222, 1995.

111. CH Mody, JC Spurrell, CJ Wood. Interleukin-15 induces antimicrobial activity after release by
Cryptococcus neoformans–stimulated monocytes. J Infect Dis 178:803–814, 1998.



556 Harrison and Levitz

112. SM Levitz, A Tabuni, SH Nong, DT Golenbock. Effects of interleukin-10 on human peripheral blood
mononuclear cell responses to Cryptococcus neoformans, Candida albicans, and lipopolysaccharide.
Infect Immun 64:945–951, 1996.

113. A Vecchiarelli, C Retini, C Monari, C Tascini, F Bistoni, TR Kozel. Purified capsular polysaccharide
of Cryptococcus neoformans induces interleukin-10 secretion by human monocytes. Infect Immun
64:2846–2849, 1996.

114. C Monari, C Retini, B Palazzetti, F Bistoni, A Vecchiarelli. Regulatory role of exogenous IL-10
in the development of immune response versus Cryptococcus neoformans. Clin Exp Immunol 109:
242–247, 1997.

115. A Vecchiarelli, C Retini, D Pietrella, C Monari, C Tascini, T Beccari, TR Kozel. Downregulation
by cryptococcal polysaccharide of tumor necrosis factor alpha and interleukin-1 beta secretion from
human monocytes. Infect Immun 63:2919–2923, 1995.

116. C Retini, A Vecchiarelli, C Monari, F Bistoni, TR Kozel. Encapsulation of Cryptococcus neoformans
with glucuronoxylomannan inhibits the antigen-presenting capacity of monocytes. Infect Immun
66:664–669, 1998.

117. A Vecchiarelli, C Retini, C Monari, A Casadevall. Specific antibody to Cryptococcus neoformans
alters human leukocyte cytokine synthesis and promotes T-cell proliferation. Infect Immun 66:
1244–1247, 1998.

118. GB Huffnagle, GH Chen, JL Curtis, RA McDonald, RM Strieter, GB Toews. Down-regulation of
the afferent phase of T cell–mediated pulmonary inflammation and immunity by a high melanin-
producing strain of Cryptococcus neoformans. J Immunol 155:3507–3516, 1995.

119. JA Lovchik, JA Wilder, GB Huffnagle, R Riblet, CR Lyons, MF Lipscomb. Ig heavy chain complex-
linked genes influence the immune response in a murine cryptococcal infection. J Immunol 163:
3907–3913, 1999.

120. E Brummer, DA Stevens. Anticryptococcal activity of macrophages: role of mouse strain, C5,
contact, phagocytosis, and L-arginine. Cell Immunol 157:1–10, 1994.

121. MR Hidore, N Nabavi, F Sonleitner, JW Murphy. Murine natural killer cells are fungicidal to
Cryptococcus neoformans. Infect Immun 59:1747–1754, 1991.

122. SM Levitz, MP Dupont, EH Smail. Direct activity of human T lymphocytes and natural killer cells
against Cryptococcus neoformans. Infect Immun 62:194–202, 1994.

123. JM McDonnell, GM Hutchins. Pulmonary cryptococcosis. Hum Pathol 16:121–128, 1985.
124. SC Lee, DW Dickson, A Casadevall. Pathology of cryptococcal meningoencephalitis: analysis of

27 patients with pathogenetic implications. Hum Pathol 27:839–847, 1996.
125. RG Washburn, CU Tuazon, JE Bennett. Phagocytic and fungicidal activity of monocytes from

patients with acquired immunodeficiency syndrome. J Infect Dis 151:565, 1985.
126. TS Harrison, H Kornfeld, SM Levitz. The effect of infection with human immunodeficiency virus

on the anticryptococcal activity of lymphocytes and monocytes. J Infect Dis 172:665–671, 1995.
127. TS Harrison, SM Levitz. Mechanisms of impaired anticryptococcal activity of monocytes from

ffrom donors infected with human immunodeficiency virus. J Infect Dis 176:537–540, 1997.
128. ML Cameron, DL Granger, TJ Matthews, JB Weinberg. Human immunodeficiency virus (HIV)-

infected human blood monocytes and peritoneal macrophages have reduced anticryptococcal activity
whereas HIV-infected alveolar macrophages retain normal activity. J Infect Dis 170:60–70, 1994.

129. CC Reardon, SJ Kim, RP Wagner, H Koziel, H Kornfeld. Phagocytosis and growth inhibition of
Cryptococcus neoformans by human alveolar macrophages: effects of HIV-1 infection. AIDS 10:
613–618, 1996.

130. SJ Brodie, VG Sasseville, KA Reimann, MA Simon, PK Sehgal, DJ Ringler. Macrophage function
in simian AIDS. Killing defects in vivo are independent of macrophage infection, associated with
alterations in Th phenotype, and reversible with IFN-gamma. J Immunol 153:5790–5801, 1994.

131. J Chehimi, SE Starr, I Frank, A D’Andrea, X Ma, RR MacGregor, J Sennelier, G Trinchieri. Impaired
interleukin-12 production in human immunodeficiency virus–infected patients. J Exp Med 179:
1361–1365, 1994.



C. neoformans and Macrophages 557

132. M Clerici, DR Lucey, JA Berzofsky, LA Pinto, TA Wynn, SP Blatt, MJ Dolan, CW Hendrix, SF
Wolf, GM Shearer. Restoration of HIV-specific cell-mediated immune responses by interleukin-12
in vitro. Science 262:1721–1726, 1993.

133. JF Hoy, DE Lewis, GG Miller. Functional versus phenotypic analysis of T cells in subjects seroposi-
tive for the human immunodeficiency virus: a prospective study of in vitro responses to Cryptococcus
neoformans. J Infect Dis 158:1071–1078, 1988.

134. D Pietrella, C Monari, C Retini, B Palazzetti, TR Kozel, A Vecchiarelli. HIV type 1 envelope
glycoprotein gp 120 induces development of a T helper type 2 response to Cryptococcus neoformans.
AIDS 13:2197–2207, 1999.

135. CM Mastroianni, M Lichtner, F Mengoni, P Santopadre, V Vullo, S Delia. Marked activation of
the tumour necrosis factor system in AIDS-associated cryptococcosis. AIDS 10:1436–1438, 1996.

136. W Chaka, R Heyderman, I Gangaidzo, V Robertson, P Mason, J Verhoef, A Verhuel, AIM Hoepel-
man. Cytokine profiles in cerebrospinal fluid of human immunodeficiency virus–infected patients
with cryptococcal meningitis: no leukocytosis despite high interleukin-8 levels. University of Zim-
babwe Meningitis Group. J Infect Dis 176:1633–1636, 1997.

137. O Lortholary, L Improvisi, N Rayhane, F Gray, C Fitting, JM Cavaillon, F Dromer. Cytokine
profiles of AIDS patients are similar to those of mice with disseminated Cryptococcus neoformans
infection. Infect Immun 67:6314–6320, 1999.

138. JM Orendi, HS Nottet, MR Visser, AF Verheul, H Snippe, J Verhoef. Enhancement of HIV-1
replication in peripheral blood mononuclear cells by Cryptococcus neoformans is monocyte-depen-
dent but tumour necrosis factor–independent. AIDS 8:423–429, 1994.

139. TS Harrison, S Nong, SM Levitz. Induction of human immunodeficiency virus type 1 expression
in monocytic cells by Cryptococcus neoformans and Candida albicans. J Infect Dis 176:485–491,
1997.

140. A Casadevall, W Cleare, M Feldmesser, A Glatman-Freedman, DL Goldman, TR Kozel, N Lendvai,
J Mukerjee, LA Pirofski, J Rivera, AL Rosas, MD Scharff, P Valadon, K Westin, Z Zhong. Character-
ization of a murine monoclonal antibody to Cryptococcus neoformans polysaccharide that is a
candidate for human therapeutic studies. Antimicrob Agents Chemother 42:1437–1446, 1998.

141. DA Price, JL Klein, M Fisher, J Main, JS Bingham, RJ Coker. Potential role for granulyte-macro-
phage colony-stimulating factor in the treatment of HIV-associated cryptococcal meningitis. AIDS
11:693–694, 1997.

142. R Manfredi, OV Coronado, A Mastroianni, F Chiodo. Liposomal amphotericin B and recombinant
human granulocyte-macrophage colony-stimulating factor (rHuGM-CSF) in the treatment of paedi-
atric AIDS-related cryptococcosis. Int J STD AIDS 8:406–408, 1997.

143. IR Torres, UC Villareal, RM Robles, P Aparicio, DC Cano. Comparative study between two treat-
ment schedules in AIDS patients with meningitis caused by Cryptococcus neoformans: GM-CSF plus
amphotericin B versus amphotericin B alone. In: Leucomax, Current Use and Future Applications.
Lucerne: Adelphi Communications, 1993, p 64.

144. A Louie, AL Baltch, MA Franke, RP Smith, MA Gordon. Comparative capacity of four antifungal
agents to stimulate murine macrophages to produce tumour necrosis factor alpha: an effect that is
attenuated by pentoxifylline, liposomal vesicles, and dexamethasone. J Antimicrob Chemother 34:
975–987, 1994.

145. JE Wolf, SE Massof. In vivo activation of macrophage oxidative burst activity by cytokines and
amphotericin B. Infect Immun 58:1296–1300, 1990.

146. M Tohyama, K Kawakami, A Saito. Anticryptococcal effect of amphotericin B is mediated through
macrophage production of nitric oxide. Antimicrob Agents Chemother 40:1919–1923, 1996.

147. N Mozaffarian, JW Berman, A Casadevall. Enhancement of nitric oxide synthesis by macrophages
represents an additional mechanism of action for amphotericin B. Antimicrob Agents Chemother
41:1825–1829, 1997.

148. E Wilson, L Thorson, DP Speert. Enhancement of macrophage superoxide anion production by
amphotericin B. Antimicrob Agents Chemother 35:796–800, 1991.



558 Harrison and Levitz
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I. INTRODUCTION

The systemic mycoses and especially those fungi that cause opportunistic infections, such as
Candida albicans and Aspergillus fumigatus, pose important problems for the clinican who must
choose from a short-list of antifungals to achieve cure. Why are there only a few choices of
drugs to use and what other problems surface in treating these infections? First, as both the
fungus and host are eukaryotic, the number of compounds specifically toxic for the fungus is
small. Second, amphotericin-B, the ‘‘gold standard’’ of antifungals for the treatment of the
systemic mycoses, invariably causes some degree of toxicity because it also binds to similar
targets of host cells. Third, successful cure is, in part, often compromised by the low sensitivity
of existing detection methods, especially in the case of invasive aspergillosis where laboratory
diagnosis by blood culture most often fails [1]. Fourth, resistance to fluconazole, the azole
which is commonly used to treat several mycoses, is encountered with increasing frequency.
For example, pathogens such as A. fumigatus are resistant to fluconazole, so that again, there
are few choices other than amphotericin B in treating invasive infections caused by this organism
[1]. In the case of C. albicans, resistance to fluconazole has been reported in greater frequency,
and the emergence of non-albicans Candida spp. has become a major problem in a number of
clinical settings because of the inherent resistance of these species to fluconazole. Thus, the
answers to the questions raised above are fairly straightforward, but solutions are not at hand.
Nevertheless, in spite of these problems in treatment, drugs which target ergosterol (amphoteri-
cin-B/azoles) of the human pathogenic fungi remain the logical choices for treatment.

The intent of this chapter is to review the literature in regard to the antifungal drugs which
are used to treat systemic fungal infections; many of these compounds are also active against
the superficial mycoses and are important in the treatment of dermatophytosis, for example. For
almost all fungal infections, the choice of therapeutics is restricted to either inhibitors of ergos-
terol synthesis or compounds which act by binding to ergosterol causing perturbations and loss
of functional activity of the plasma membranes of pathogenic fungi. The former group includes
the imidazoles and triazoles; the latter group, the polyene antifungals. Following a general
description of each of these drugs, we will present some of the current concepts on dealing with
the problems mentioned above. In Chapter 25, new antifungals and the components of fungi
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that are targeted by these new drugs will be discussed in detail. Excellent reviews on polyenes,
azoles, and delivery systems have also been published recently [2–5].

II. GENERAL CONSIDERATIONS

A. Classes of Antifungal Drugs

Systemic antifungals currently in use belong to one of four different classes of compounds (Fig.
1). As stated above, polyenes (inhibitors of plasma membrane function through binding to

Figure 1 Structures of the four principal groups of antifungals: amphotericin-B; selected azoles (ketoco-
nazole, an imidazole and fluconazole, a triazole); 5-fluorocytosine; and terbinafine.
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Figure 2 Pathway for ergosterol synthesis and targets for the azoles and terbinafine antifungals are
indicated. The dashed arrow indicates a second target of the azoles as suggested by others [5]. 4,14-DZ
� 4,14-dimethylzymosterol; 24-MDL � 24-methylenedihydrolanosterol. The pathway does not include
the obtusifoliol conversion to ergosterol via a 15-methylfecosterol intermediate.

ergosterol) and azoles (inhibit the conversion of lanosterol to its demethylated form during
ergosterol synthesis) are the two most commonly used types of antifungals (Fig. 2). The third
group of inhibitors, although used much less frequently in a clinical setting than the first two,
is the fluoropyrimidines (Fig. 1). The only example of a fluoropyrimidine in clinical usage is
5-fluorocytosine (5-FC), and although fungicidal, this compound has a rather limited spectrum
of activity so it is used almost exclusively in combined therapy regimens with amphotericin-B.
A fourth group of compounds, the allylamines/thiocarbamates, are also inhibitors of ergosterol
synthesis. However, their mode of action in inhibiting ergosterol synthesis is different than the
azoles in that the allylamines/thiocarbamates inhibit the enzyme squalene epoxidase, which
together with the enzyme (2,3)-oxidosqualene cyclase, catalyzes a cyclization of squalene to
lanosterol (Fig. 2). In general, however, the allylamines, such as terbinafine, have almost exclu-
sively been used to treat superficial fungal infections, especially dermatophytosis. Their use in
the treatment of systemic disease is still experimental. Specific modes of action of each of these
four groups of inhibitors (azoles, polyenes, fluoropyrimidine, and allylamines) will be discussed
in detail below. Some of their general features are described and summarized in Table 1. The
compounds listed in Table 1 under azoles represent examples of either imidazoles or triazoles
but is not intended to include all known azoles. A detailed discussion of azoles has been published
by Sheehan et al. [4] and of antifungals by Ghannoum and Rice [5] and Georgopapadakou [2].

B. General Features of Antifungals

Table 1 depicts several common characteristics of antifungal agents. First, most of the compounds
listed are fungistatic rather than fungicidal. The exceptions, amphotericin-B and 5-FC, are fungi-
cidal. Second, resistance to all the major groups of compounds has been described, but the extent
of resistance to any particular drug is both organism and drug dependent. In the case of terbinaf-
ine, a drug-resistant strain ofCandida glabrata has been described, and clinical failures have been
reported [5]. Thus, resistance among fungi to drugs that are more commonly used (fluconazole) is
greater than resistance to drugs less commonly used (ketoconazole). On the other hand, clinical
resistance to amphotericin-B is uncommon even though this drug is widely used for treating
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Table 1 General Characteristics of the Major Antifungals

Classes of compounds Trade Other
examples name Clinical usea Cidal or static Target activitiesb Resistanceb

Azoles Static P450DM Yes Common
Broad-spectrum

Imidazoles
Ketoconazole Nizoral system/super
Miconazole Monistat super
Clotrimazole Lotrimin super

Triazoles
Itraconazole Sporonox system/super
Fluconazole Diflucon system/super
Terconazole Terazol vulvovag
Ticonazole Vagistat vulvovag

Allylamines super Static Squalene No Uncommon
Terbinafine epoxidase

Polyenes Fungizone System Broad-spectrum Ergosterol Yes Uncommon
Amphotericin Bc Cidal

Fluoropyrimidines System Cidal Protein No Common
synthesis

5-fluorocytosined

a System � systemic use; super � superficial; vulvovag � vulvovaginal.
b Except for fluconazole and the polyenes, few data are available.
c Primarily binds to ergosterol, causing membrane perturbations; also causes oxidative damage to susceptible cells.
d Limited usefulness, primarily in the treatment of cryptococcal meningitis and some types of candidiasis.

systemic fungal infections. One possible explanation for the scarcity of drug resistance to ampho-
tericin-B in comparison to an azole such as fluconazole is that the former drug is fungicidal
while fluconazole is fungistatic and more likely to result in selection of resistant strains during
treatment. Some species of Candida—e.g., Candida lusitaniae—are inherently resistant to am-
photericin-B. Interestingly, of those mechanisms of resistance which have been described for
pathogenic fungi, modification of a drug resulting in its inactivation has not been described in
fungi. This is in stark contrast to the case in bacteria where such mechanisms are common. Amore
thorough discussion of resistance mechanisms by fungi, especially Candida spp., is presented in
Chapters 26 and 27. The reader is also directed to reviews on resistance [2,5–7].

Third, the compounds listed in Table 1 either have a very narrow activity (narrow spectrum)
or have a rather broad spectrum of activity. For example, amphotericin B and itraconzaole
exhibit a broad specificity while 5-FC is rather limited in its range of activity against pathogenic
fungi. Fourth, the inhibitory activity of a drug might reflect several activities in addition to
affecting a target common to a specific group of compounds. For example, the imidazoles
(miconazole and ketoconazole) affect not only the activity of the P450-dependent 14�-demethyl-
ase (P450DM), but additionally, other membrane-bound enzymes and membrane lipid synthesis
are inhibited [5]. The azoles also inhibit two distinct reactions in ergosterol synthesis (Fig. 2),
although the P450DM target is the most studied. Amphotericin-B not only disrupts membrane
activity in susceptible fungi but also causes oxidative damage to cells which may at least partly
contribute to its fungicidal activity [6]. Fifth, because of the rather narrow biochemical differ-
ences between fungal and mammalian cells, toxicity accompanying antifungal therapy is likely,
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but the extent of toxicity (the therapeutic index) varies from drug to drug. Thus, amphotericin-
B has a narrow therapeutic index, since binding of the compound to mammalian cell cholesterol
results in toxicity to the patient. Likewise, mammalian cholesterol biosynthesis is at least partially
blocked by azoles, and this activity is also associated with binding of the azoles to P450DM.
However, the dose required to inhibit mammalian cell activity is much higher than that required
for the inhibition of fungal enzyme activity [8,9]. For example, voriconazole at 7.4 �M inhibits
50% of the activity of rat liver P450DM, but its activity against fungi is about 250-fold higher
(0.03 �M). It can be expected, therefore, that the higher degree of toxicity of azoles such as
ketoconazole compared to voriconazole is related in part to the greater affinity of the former
drug for the mammalian cell enzyme than the latter one.

Sixth, as to be expected, many factors must be taken into account when decisions are
made in regard to the use of an antifungal in treating, severe Candida infections. This point is
clearly illustrated in a recent publication which summarizes the general recommendations of a
panel of 22 international experts in the management of candidemias and other Candida infections
[4,10] (see Fig. 3). Among the recommendations for the management of severe candidal infec-
tions, the panel considered fluconazole, amphotericin-B (alone or in combination) and intracona-
zole among the agents to be used in treating candidemia, candiduria, peritonitis, chronic dissemi-
nated disease (formerly hepatosplenic), and Candida endophthalmitis. Management strategies
emphasized not only the site of candidiasis but also the presence/absence of neutropenia, drug
susceptibilities of the Candida isolates, the general condition of the patient, and whether the
patient had undergone a solid organ or bone marrow transplantation. The consensus opinions
among these experts included the following: (1) Any patient with candidemia should be treated
and IV catheters should be removed or changed. (2) The choice of a primary therapy in treating

Figure 3 Treatment of patients with candidemias. Selection of an antifungal is dependent upon the
stability of the patient, presence/absence of neutropenia, prior exposure to fluconazole, and the offending
species of Candida. The fractions (i.e., 10/20, etc.) reflect participant’s opinions. (From Refs. 4, 10.)
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candidemia depended upon the stability of the patient, whether neutropenic or nonneutropenic,
the presence or lack of C. krusei (or other known resistant species) from a patient culture, and
whether or not the patient had prior use of fluconazole. Thus, fluconazole was recommended
by a majority of the clinicans in the stable neutropenic, or nonneutropenic, patient unlikely to
have C. krusei, who also had not received prior treatment with fluconazole. Fluconazole was
chosen over amphotericin-B due to its reduced toxicity. (3) If the candidemia is due to a flucona-
zole-resistant organism such as C. krusei or C. glabrata, or occurs in patients receiving flucona-
zole, then amphotericin-B is the preferred choice among drugs. (4) For the unstable neutropenic
or nonneutropenic patient, several drugs are suggested including amphotericin-B with or without
5-FC, although some preference was expressed for fluconazole if in this same patient setting,
fluconazole had not been previously used or C. krusei was not isolated. (5) For patients with a
solid-organ transplant, the choice of amphotericin-B or fluconazole depended upon some of the
same parameters discussed above, i.e., stability of the patient or prior use of fluconazole. (6)
In the clinical setting of Candida peritonitis, chronic disseminated candidiasis (formerly hepatos-
plenic candidiasis, in the nonneutropenic), candiduria, or endophthalmitis, fluconazole was rec-
ommended as a first-line drug by a majority of the experts. This was especially true for the
treatment of candiduria where fluconazole was overwhelmingly chosen as the drug of choice,
provided that a non-albicans Candida sp. is not the pathogen. While the protocol shown in
Figure 3 will likely be modified as new drugs become available, the insights from this study
certainly speak to the complexity of treatment. In addition, the data also point out the importance
of the clinical mycology laboratory in the determination of both the species causing the infection
and the drug susceptibility of that species to various antifungals. These data are then used in
the selection of the most efficacious drug for treating this important group of infections, which
is reported to be third in frequency among all nosocomial diseases [11].

III. SUSCEPTIBILITY TESTING

The determination of a minimal inhibitory concentration (MIC) of a drug for a clinical isolate
would be a useful laboratory test if it were predictive of a therapeutic response. In fact, this
parameter is useful when standardized drug sensitivity testing is limited to several of the azoles,
amphotericin-B, and 5-fluorocytosine with isolates of Candida albicans. It is also recommended
that patient isolates should be limited to mucosal or bloodborne infections [12]. Additional data
must be gathered before correlating MIC with clinical outcome in regard to non-albicans isolates
as well as isolates of Cryptococcus neoformans. As pointed out by Rex et al. [12], antimicrobial
susceptibility testing is a measurement that needs to be interpreted in light of other factors, most
of which often are more important than susceptibility testing. These factors can be of host
origin (underlying disease, phagocytic function, site of the infection as, for example, an abscess,
necrosis, or presence of a foreign body), drug pharmacokinetics (inadequate drug dosing, inade-
quate penetration, chemical instability of the drug, drug interactions, inactivity of the drug due
to protein binding), or the pathogen itself (virulence factors, protected isolation of the pathogen).
While susceptibility testing methods (see below) have been developed for Candida albicans
and Cryptococcus neoformans, standardization has not been achieved with filamentous fungi
and other yeast pathogens. Therefore, the discussion which follows will focus upon methods
that have been developed for these two organisms.

The National Committee for Clinical Laboratory Standards (NCCLS)-approved version
(M27-A) for susceptibility testing of clinical isolates employs either a broth macrodilution (1
mL final volume) or microdilution (0.3 mL final volume) method and must include two quality
control isolates and QC ranges established from a previous procedure (M23) for amphotericin-
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Figure 4 The protocol for in vitro susceptibility testing of Candida spp. isolates as recommended by
the NCCLS2M committee (version M27-A).

B, flucytosine, ketoconazole, itraconazole, and fluconazole. Figure 4 illustrates the parameters
for a typical susceptibility test, including inoculum size, medium, temperature of incubation,
incubation time and end point determinations. Modifications most likely will occur which will
optimize the test even more. For example, with fluconazole it would appear that for isolates of
Candida species, a better correlation between the MIC and an in vivo response is obtained when
a 50% reduction in growth after a 24-hr incubation is used rather than the 80% reduction in
growth after a 48-hr incubation, as indicated in Figure 4 [13].

Once a standardized assay was established, tentative interpretive breakpoints (�g/mL for
Candida isolates against fluconazole and itraconazole) for clinical isolates were developed based
upon an analysis of data packages, which included MIC determinations as well as outcome data
(primarily for oropharyngeal candidiasis [OPC] in AIDS patients), pharmacology, correlation
between MICs and results of animal studies, and clinical data correlating MIC with outcome.
Over 500 Candida isolates (of which 77% were isolates of C. albicans) were tested by the
NCCLSM27-A method. Interpretive breakpoints included susceptible (S), susceptible-dose de-
pendent (S-DD), intermediate (I), and resistant (R) reactions of isolates for both fluconazole
and itraconazole [12]. Conclusions from the study with fluconazole included the following: (1)
Response to fluconazole does vary with MIC [a similar observation was made with studies of
itraconazole]; (2) higher doses of fluconazole can be used to treat patients infected with isolates
for which MICs are higher; and (3) failure of fluconazole therapy is likely when the MIC
determined by the NCCLS M27-A method substantially exceeds the predicted serum level of
fluconazole for a given dosage regimen. As stated above, interpretative breakpoints are not yet
established for C. neoformans.



566 Zhao and Calderone

In addition to the micro/macrodilution standardized assay described above, MIC determi-
nations can be assessed using antimicrobial gradient strips (Etest) which are commercially avail-
able [14–16]. In this regard, the NCCLS M27-A assay was compared to the Etest for the
identification of amphotericin-B-resistant strains of Cryptococcus neoformans [14]. In this study,
both assays were performed using three different media, including RPMI, yeast nitrogen base-
glucose, and antibiotic 3-glucose media. With the NCCLS M-27 assay, reliable discrimination
between susceptible and resistant isolates occurred using the antibiotic 3 medium only. On the
other hand, the identification of amphotericin-B-resistant strains was possible with the Etest
using both the antibiotic 3 medium and RPMI [14]. Of importance, the data from this study
does indicate that the Etest strip assay may be a simple and reliable method to determine the
MICs of C. neoformans. Similarly, in a multicenter evaluation of 18 isolates of Candida spp.
and two of Cryptococcus neoformans, the Etest method was found to be suitable for routine
use with Candida spp. and amphotericin-B and flucytosine [15]. On the other hand, the Etest
assay misclassified both itraconazole and fluconazole-susceptible isolates of Candida spp. as
resistant in 5–62% (itraconazole) and 1.5–15% (fluconazole) of the tests. Although only two
isolates ofC. neoformanswere tested, the Etest incorrectly identified both as resistant to flucytos-
ine, fluconazole, and itraconazole [15]. Amphotericin-B susceptibility/resistance has been further
evaluated in Candida spp. and C. neoformans using the Etest method [16]. When compared to
the NCCLS microdilution assay, an overall agreement of 98.3% was discerned with the Etest
[16].

The data described above are encouraging in regard to the development of MIC assays
which can be used to predict success/failure in treating patients with oropharyngeal and other
forms of candidiasis. However, the determination of breakpoint numbers for other pathogens,
especially the aspergilli, needs to be established. For example, recent data indicate that in vitro
susceptibility testing of Aspergillus spp. was predictive of therapeutic success or failure [17].
Thus, isolates from six patients with an MIC of �2 mg/L survived whereas 22/23 patients with
isolates of MIC �2 mg/L died of invasive aspergillosis.

Likewise, a good correlation of in vitro resistance/susceptibility of A. fumigatus isolates
was observed with the outcome of invasive disease in a mouse model of aspergillosis [18].
Thus, itraconazole prolonged the survival of mice infected with a strain that had a low MIC,
while the drug did not protect animals against a strain with a high MIC (16 mg/L). On the other
hand, other investigators were unable to correlate in vivo (clinical) outcomes with susceptibility
testing of three isolates of A. fumigatus, although a correlation with treatment failure with a
high MIC (2 mg/L) was observed for Aspergillus terreus [19].

IV. MODE OF ACTION OF ANTIFUNGALS

A. Polyenes

The two polyenes which have been most utilized in the treatment of the mycoses are nystatin
and amphotericin B (Fig. 1). Of the two, historically, nystatin has been limited to the treatment
of mucosal forms of candidiasis, but more recently has been replaced for the most part by azoles.
Amphotericin-B remains a broad spectrum fungicidal compound which is used in the treatment
of several of the systemic mycoses. Therefore, most of the discussion below will focus upon
amphotericin-B, whose structure is indicated in Figure 1.

A number of observations support the hypothesis that polyenes bind to ergosterol in the
plasma membrane of susceptible fungi and cause perturbations in membrane function [20–22].
These proofs include the following observations: First, all susceptible organisms contain sterols
in the plasma membranes, and resistant organisms lack sterols in their membranes. This observa-
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tion applies to fungi as well as algae and protozoa and also at least partially explains the toxicity
of amphotericin-B for human cells, which also binds to the principal sterol of mammalian
cells, which is cholesterol. Second, susceptible species can be protected against the effect of
amphotericin-B by providing sterol in the growth medium. Here, it is presumed that the exoge-
nous sterol binds amphotericin-B, or at least enough of it to prevent growth inhibition or cell
death. Third, and perhaps most important, is the observation that binding of polyenes to sterols
has been detected by spectrophotometric analysis. A model for the interaction of polyenes and
membrane sterols, which was proposed several years ago but which is still widely accepted, is
that polyene molecules form an aqueous pore in the membranes of susceptible fungi through
hydrophobic interactions of the polyene (the hydroxy residues are on the inner side of the pore
which is formed within the membrane) with membrane sterols [5]. The consequence of pore
formation is a change in permeability of cells, resulting in leakage of cations initially, and
subsequent cell death.

While amphotericin-B has widespread use in treating many of the systemic fungal infec-
tions, its toxicity has resulted in the search for other drugs which are as effective but less toxic.
However, in spite of its toxicity, one of the virtues of amphotericin-B is the relatively low
numbers of patients from which resistant isolates of fungi have been isolated. On the other hand,
there are several studies on amphotericin-B-resistant fungi, especially among the aspergilli and
Candida spp. [23–29]. Importantly, in cases of invasive aspergillosis where treatment failures
with amphotericin-B are documented, one could speculate that, in part, failures may be a conse-
quence of infections caused by resistant organisms. However, this observation may be difficult
to prove since, as stated above, in some studies the correlation of MIC of several aspergilli with
clinical failure has yielded disparate results [19]. For example, Johnson et al. [19] tested three
strains of A. fumigatus, two of which (AF210 and AF294) were considered susceptible in vivo
to amphotericin-B while a third strain (AF65) was resistant in vivo to the drug. An isolate of
A. terreus also was tested and shown to be resistant in vivo (animal model) to amphotericin-B.
Of the four strains tested for in vitro sensitivities, only the A. terreus isolate had a consistently
elevated MIC (2 mg/L), while the MIC determinations for the A. fumigatus isolates were variable
and not correlated with in vivo results. Changes in cell wall composition have been associated
with the development of resistance to amphotericin B in Aspergillus flavus [28]. Serial transfer
of cells of the organism on agar plates containing increasing concentrations of the drug resulted
in the development of resistant strains. When analyzed biochemically, such strains had higher
levels of 1,3-alpha glucan than the susceptible strains.

Studies on the mechanisms which result in resistance to amphotericin-B have been carried
out with C. albicans or C. lusitaniae [23,26,29–32]. In this chapter, emphasis will be placed
upon recent studies of resistance which develop as a consequence of (1) exposure of the organism
to other antifungals; (2) resistance as a function of the formation of biofilms; and (3) changes
in the cell wall of an organism which renders the cell resistant. Other specific mechanisms of
resistance (changes in uptake of the drug, mutations in target enzymes, over expression of
transport pumps) are the subject of Chapters 26 and 27.

1. Resistance to amphotericin-B was associated with preexposure of cells of Candida
albicans to subinhibitory levels of azoles [26]. In this study, strains susceptible to amphotericin-
B as measured by in vitro MIC determinations became resistant to the drug when incubated
overnight with fluconazole or itraconazole. Depending upon growth conditions, resistance per-
sisted for several days following removal of the azole drug. This conclusion provides a cautionary
suggestion that resistance to amphotericin B may develop clinically in therapies which include
combinations of drugs, i.e., azole and amphotericin-B. In fact, others have suggested that this
combination of drugs may be antagonistic [33]. The second important point of this study is that
patients who fail to respond to amphotericin-B may be infected with isolates which are thought
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to be sensitive to amphotericin-B by in vitro standards, but transient exposure to other antifungals
could induce a resistant clinical phenotype.

2. Resistance to amphotericin-B has also been associated with the formation of biofilms
of C. albicans, as for example, on indwelling catheters [30–32]. Biofilms of C. albicans were
made by incubating yeast cells of the organism with small disks of polyvinyl chloride central
venous catheters [30]. Disks with adhering organisms were placed in microtiter tissue culture
plates and cultured for 48 hr in a growth medium. Subsequently, the medium was replaced with
one (or a combination) of antifungals in media, including, amphotericin-B, flucytosine, or the
azoles fluconazole, itraconazole, or ketoconazole. After 5 hr of incubation, the effect of the
antifungal on the biofilm organisms was measured by (3H) leucine incorporation or tetrazolium
reduction. The effect of each antifungal was measured as the percentage inhibition of leucine
incorporation or MTT-formazan formation by the biofilms. Inhibition of cells of the biofilm by
each drug was compared to planktonic cells (cells in suspension) which was used as a control.
These investigators found that all of the antifungal agents tested were much less active against
48-hr biofilms than against planktonic cells [30]. For example, IL50 determinations were five
to eight times higher for biofilms than planktonic cells and 30–2000 times higher than the
relevant MICs for each drug. The same general trend was observed with other species of Candida
tested, including C. tropicalis, C. parapsilosis, and C. kefyr. These observations imply that
resistance can develop clinically under conditions where biofilm formation occurs. As IV catheri-
zation is a common predisposing factor for invasive candidiasis, it would seem imperative to
consider clinical failures as a consequence of a nitus of organism growing in this manner. The
mechanism(s) which might explain the development of resistance in this situation are uncertain.
Insufficient penetration of the drug into the biofilm is certainly one possibility. It has been
observed that biofilms generated in vitro are embedded in a matrix which is formed along with
the aggregated (adhering) yeast cells of C. albicans. The production of this matrix is increased
substantially when the biofilm is subjected to the flow of a growth medium, as in a chemostat
[31]. On the other hand, statically incubated biofilms produced a minimal amount of matrix.
Thus, a flow of nutrients is required to enhance biofilm formation, perhaps like the conditions
which exist in vivo where it is likely that biofilms are exposed to a constant flow of blood. The
identity of this matrix is unknown, but conceptually its role in protecting cells might be to serve
as a barrier which prevents the penetration of drugs such as amphotericin-B into the biofilm.
In another study, the effect of various antifungals on biofilms of C. albicans was investigated
using cellulose acetate filters coated with adhering yeast cells [32]. The washed filters coated
with adhering organisms were transferred to a perfused biofilm fermentor and subjected to
various flow rates of growth media with or without drugs. During incubation of the biofilms,
naturally eluted cells were collected and plated to determine the effect of the drug on the biofilm.
The authors observed that amphotericin-B caused a greater reduction in the number of eluted
cells than the other drugs tested, including flucytosine, fluconazole, and ketoconazole. These
initial experiments were done with drug concentrations that were 20 times the MIC for each
drug. Interestingly, however, at lower drug concentrations of amphotericin-B, biofilms were
much more resistant to the drug at all growth rates than planktonic cells grown under similar
rates. In addition, cells resuspended from biofilms were less resistant than intact biofilms but
more resistant than daughter cells which were obtained as cells eluted from the biofilm. In fact,
planktonic cells displayed some resistance but only at low growth rates. Thus, resistance to
amphotericin-B in this experimental system is dependent upon the growth rate of the organism
but also is enhanced because of feature(s) of the biofilm. The factor(s) associated with increased
resistance of cells as part of a biofilm are not known, but again, the secreted matrix may offer
one possible reason for enhanced resistance to amphotericin-B and possibly other antifungals.
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B. Azoles

Azoles are classified as imidazoles if they have two nitrogens in the azole ring (ketoconazole,
miconazole, or clotrimazole) or triazoles, which contain three nitrogens in the azole ring (flucona-
zole, itraconazole, terconazole) (Fig. 1). In addition to the difference in structure, these two
groups of antifungals differ in regard to their use in clinical applications. For instance, except
for ketoconazole, the other imidizoles have found use only in the treatment of the superficial
mycoses, while at least two of the triazoles are used to treat both the superficial and systemic
mycoses (fluconazole and itraconazole) [4]. In the case of itraconazole, efficacy studies in the
treatment of several mycoses are under way; this drug is potentially important in the treatment
of invasive aspergillosis. The triazoles appear to have less toxicity than the imidazoles since
they are more specific for the fungal P450-cytochrome-heme enzymes than those of mammalian
cells [4]. This observation was stated earlier in the chapter in reference to the activity of voricona-
zole (see Sec. II, General Considerations). As stated in Table 1 (and see Fig. 2), the azoles are
inhibitors of ergosterol biosynthesis. The inhibition is accomplished by the binding of these
drugs to the heme protein of the cytochrome P450-dependent 14�-demethylase which converts
lanosterol to demethylated zymosterol in the ergosterol pathway. It should be pointed out that
while the latter statement is true for all azoles, additional activities are noted among the azoles
and among susceptible fungi. For example, the imidazoles inhibit other enzyme activities in
addition to the one described above for ergosterol biosynthesis [4] (Fig. 2). As another example
of differences in the mode of action among the azoles, bothC. albicans andC. krusei are inhibited
in vitro by voriconazole (MIC80 of 0.003 and 0.5 �g/mL, respectively) [34,35]. However, the
sterols which accumulated in treated cells were different in that 24-methylenedihydrolanosterol
(MDL) accumulation was two times greater in C. albicans than in C. krusei while lanosterol
accumulation was higher in cells of C. krusei [34]. Further, the level of zymosterol was lower
in C. krusei than in C. albicans. These latter data indicate that this drug may have subtle
differences on enzymes of ergosterol biosynthesis from different Candida spp. Equally impor-
tant, voriconazole appears to be an alternative to fluconazole in treating infections caused by
C. krusei, which is resistant to fluconazole (MIC80 of 32 �g/mL) [34]. Also, in this same study,
resistant strains ofC. albicans (MIC80 of�64�g/mL) were relatively susceptible to voriconazole
[34]. In Cryptococcus neoformans, both itraconazole and fluconazole, in addition to inhibiting
P450DM activity, also effect the conversion of obtusifolione to obtusifoliol in ergosterol synthesis,
resulting in the accumulation of methylated sterol precursors [35] (Fig. 2). Thus, it is fairly clear
that differences in activity among the azoles are observed which appear to be species specific.
Nevertheless, the common activity of all azoles is the inhibition of P450DM.

As stated above, the azoles are thought to target the heme protein (cytochrome) coenzyme
of the P450-dependent 14�-demethylation (demethylase) of lanosterol [4,5]. The sterol 14-
demethylase P450 (P450DM) is also an essential enzyme for cholesterol synthesis of mammalian
cells. The mono-oxygenase P450 proteins comprise a large gene superfamily consisting of at
least several hundred or more species found both in eukaryotes and several prokaryotes including
Bacillus spp. andMycobacterium tuberculosis [36–39]. Amino acid sequence analysis of various
P450DM indicates that these proteins are strongly conserved in distinct kingdoms, such as the
Fungi andMammalia [36]. Further, the identity between mammalian and fungal P450DM proteins
is comparable to that observed for other corresponding mammalian and fungal housekeeping
enzymes. Conservation between the mammalian and yeast proteins seems to occur in six clusters
of amino acids, distributed equally along the proteins [36]. Of these clusters of amino acids
(designated as CR-1 to CR-6), four (CR-1, 2, 3, and 4) overlap with four of the seven putative
substrate recognition sites, indicating their importance in the recognition of their common sub-
strates and conservation of function. Nevertheless, while both have similar substrate recognition
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Figure 5 (Left) The proposed binding orientation of lanosterol, indicated by a darker line which outlines
its molecular structure and the active site of lanosterol 14�-demethylase. The dotted surface indicates the
portions of the active site that are inaccessible from the iron atom. The four pyrrole rings of the P450
heme are indicated as A–D. Ring C is believed to be involved in binding of the sterol to the active site.
(Right) A structural representation of the sterol-heme interaction showing the 14�-methyl and 15�-hydro-
gens near the ferryl oxygen. Data from several analyses indicate that the azoles bind at the active site of
the P450DM. (From Ref. 37.)

sites and can catalyze 14�-demethylation, each has slightly higher activities for their respective
endogenous substrates [38], which may account for differences in regard to the inhibitory activity
of azoles against fungal and mammalian cells.

Molecular models of substrate and azole interactions with P450DM have been proposed
[40–44]. These models indicate that the substrate of the demethylase lanosterol is oriented such
that the sterol is bound over the pyrrole ring C of the P450 heme (Fig. 5), which constitutes
the active site of the enzyme [44]. In cells treated with azoles, the predicted model suggests
that the N3 of imidazole and N4 of triazole rings have sufficient bond forming distances with
the heme iron of P450DM, and that the azoles most likely interact with the amino acid residues
Phe87, Tyr96, Val295, Val396, and Ile395 at a hydrophobic site of the P450 protein [40].
Additionally, amino acid residue Tyr96 may play an important role in docking of azoles to the
substrate protein [40]. On the other hand, other data indicate that the N1 ring of azoles may
also play an important role in the activity of this group of antifungals [42]. Other molecular
modeling experiments also indicate that azoles such as ketoconazole fit into the active site of
the P450DM for its substrate, lanosterol [43]. Interactions of the azole with the P450DM include
heme ligation, hydrogen bonding, pi-pi stacking, and hydrophobic interactions within the en-
zyme’s heme environment [43].

The choice of azoles in the treatment of fungal infections is, in general, dependent upon
the fungus which causes the infection (Table 2) [4,10,45]. Among the major observations on
the use of azoles:
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Table 2 Azole Antifungal Agents and Their Use in Treating the Systemic Mycoses

Clinical use Ketoconazole Itraconazole Fluconazole

Aspergillosis X
Candidemia X X
Cryptococcosis X X
Blastomycosis X X X
Histoplasmosis X X X
Coccidioidomycosis X X X
Paracoccidioidomycosis X X X
Sporotrichosis X X
Pseudoallescheriasis X X

Qualifications:
Ketoconazole and itraconazole: contraindicated in meningeal infections of aspergillosis, blastomyco-
sis, histoplasmosis, coccidioidomycosis.
Itraconazole: clinical studies needed for afficacy determinations of candidemia.
Fluconazole: Same for histoplasmosis, paracoccidioidomycosis, and sporotrichosis.
Itraconazole: no IV formulation limits usefulness in seriously ill patients with candidemia.
Ketoconazole, itraconazole, fluconazole: second-line azole in treatment of blastomycosis, histoplas-
mosis, paracoccidioidomycosis, cryptococcosis.
Ketoconazole: nonimmunocompromised blastomycosis and histopplasmosis patients only.
Source: Ref. 4.

1. Fluconazole is inactive against the aspergilli. As an alternative to amphotericin-B
in the treatment of invasive aspergillosis, however, itraconazole appears to be as effective as
amphotericin B [4].

2. At present only itraconazole should be considered for primary prophylaxis against
aspergillosis.

3. The use of fluconazole in treating candidemias and mucosal infections is dependent
upon a number of factors, as stated above, including patient stability, prior fluconazole usage,
and whether or not the offending pathogen is an albicans or non-albicans Candida species. On the
other hand, for the treatment of candidiasis in the neonate, it is recommended that amphotericin B
(88% of respondents) be used if a single blood culture is positive for Candida spp. [46]. Thus,
the choice of the preferred drug may also be dependent upon the age of the patient population.

4. Combinations of antifungals offer a useful approach to therapy, but current data are
in conflict in regard to the therapeutic benefits of combined amphotericin-B/azole therapy. The
suggestion is that antagonism between these two drugs may interfere with any therapeutic benefit
[4].

5. In combination, amphotericin-B and 5-fluorocytosine remain as an important approach
in the treatment of cryptococcosis in both the AIDS and non-AIDS patient, although long-term
prophylaxis with fluconazole is recommended in the AIDS patient following primary treatment
[45].

C. Fluoropyrimidines (5-Fluorocytosine)

5-Fluorocytosine (5-FC) (Fig. 1) is the only fluoropyrimidine which has been used in the treat-
ment of the systemic mycoses. The drug is taken up by sensitive strains and is thought to be
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initially converted to 5-fluorouracil (5-FU) by a cytosine deaminase [47]. Strains lacking this
enzyme render the drug ineffective. 5-FU is then acted upon by a UMP-pyrophosphorylase
forming 5-fluorouridylic acid (FUMP). Following an additional phosphorylation, FUMP is incor-
porated into RNA. As a consequence of this event, protein synthesis by susceptible strains is
inhibited. Other investigations have revealed that thymidylate synthetase activity in crude ex-
tracts of sensitive strains could be inhibited by coincubation of the enzyme with 5-fluoro-2′-
deoxyuridylic acid [47]. Additionally, coincubation of the enzyme with 5-FC reduced the activity
of the enzyme by 80% [47]. These latter observations indicate that 5-FC inhibits DNA synthesis
in sensitive cells.

5-FC appears to have its primary use therapeutically when combined with amphotericin-
B, as in the treatment of cryptococcal meningoencephalitis. The drug often results in treatment
failure when used alone; the explanation for this is related (most likely) to the high degree of
resistance to the drug which develops in isolates. For example, in C. albicans, partial or high
resistance, quantitated by the number of resistant colonies which grew in the presence of the
drug onMFC50medium compared to sensitive isolates, was observed in 43% of 137 independent
clinical isolates [48]. While most of the primary screening indicated that strains were partially
resistant, all such strains gave rise to variants which were highly resistant to 5-FC [48].

D. Allylamines (Terbinafine/Naftifine)

The allylamines (Fig. 1) like the azoles act by inhibiting the synthesis of ergosterol. However,
in this case, the enzyme inhibited in the ergosterol pathway coverts squalene to squalene-2,3-
epoxide (Fig. 2) [5]. Terbinafine is effective in the treatment of dermatophytosis especially tinea
capitis caused by Trichophyton tonsurans [49]. Nevertheless, further evaluation to confirm these
observations is necessary in randomized double-blind controlled studies. As yet, the compound
has not been approved for clinical usage for systemic therapy by the Food and Drug Administra-
tion [49]. The reader is directed to other observations on the use of terbinafine and other inhibitors
in the treatment of dermatophytosis [50]. Terbinafine is highly inhibitory in vitro to several
dermatophytes as well as C. albicans, including strains of C. albicans which are resistant to
some azoles, and C. neoformans [50,51]. However, the use of terbinafine treatment in systemic
infections caused by these fungi awaits further study.

V. SOLVING PROBLEMS IN ANTIFUNGAL CHEMOTHERAPY

In this chapter, a discussion of several of the most commonly used antifungals has pointed out
several of the major problems which the clinican has to overcome to obtain a successful cure.
Often, a cure does not occur, as in the allogeneic bone marrow transplant patient with invasive
aspergillosis. Resistance to fluconazole both in C. albicans and non-albicans Candida spp. is
on the rise. Toxicity accompanies therapy with amphotericin-B and with azoles such as ketocona-
zole. Laboratory efforts to identify pathogens from invasive infections is often too late or fails.
It is obvious that solving many of these problems awaits the development of antifungals which
are both safe and broad-spectrum as well as the establishment of improved diagnostic tests;
however, these goals remain long-term objectives. On the other hand, are there immediate
solutions to some of the current problems? In this section, some of these issues are addressed.

A. What to Do About the Toxicity of Antifungals

At least two approaches have been used to address the problem of toxicity, and both have been
implemented with some success. First, the use of amphotericin-B in combination with another
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antifungal may obviate the need for higher amounts of amphotericin-B when used singly. In
this regard, 5-FC has been used most often with amphotericin-B. Other combinations with
amphotericin-B have been tried experimentally. The suggestion is that the combination of ampho-
tericin-B and an azole induces antagonism, based upon the idea that both drugs target ergosterol.
The companion compound used with amphotericin-B need not be an antifungal, although in this
instance additional studies are required to prove efficiacy. Nevertheless, there is agreement that
immune reconstitution along with amphotericin-B might provide cures. Recent studies by Lyman
et al. [52] indicate that a hematoregulatory peptide (SK&F 107647) potentiates cure when used
in combination with amphotericin-B. This peptide had no effect on the dissemination of candidia-
sis in a neutropenic rabbit model when used alone. However, in combination with low dosages
of amphotericin-B, a significant reduction in organism burden in the lungs, spleen, and kidneys
occurred when compared to untreated controls as well as to animals treated with amphotericin-
B alone. An immunoregulatory antifungal approach, at least conceptually, is feasible but very
much in need of further study. It would seem that any antifungal (as long as the organism is
sensitive to the drug) would be more likely to cure if the immunity of the host were returned
to at least near normal levels. This issue is addressed further in the chapters on immunotherapy
and passive protection of patients with immunoprotective antibodies (Chaps. 15 and 19). The
reader is also directed to a review on the subject of combination immunotherapy and antifungal
chemotherapy [53].

A second approach to the problem of amphotericin-B toxicity is to improve drug delivery.
This has been accomplished by various forms of lipid encapsulation of amphotericin-B. The
theory is that solubility (and hence, absorption) of the drug is improved, and thus lower dosages
of the drug can be used. Again, the problem of treating invasive aspergillosis has resulted in
several studies which evaluate the efficacy of encapsulated versus nonencapsulated drug. In a
recent study of this nature, treatment of invasive aspergillosis was monitored using two dosages
of amphotericin-B in the AmBisome lipid formulation, 1mg/(kg/d) and 4mg/(kg/d) [54]. Clinical
responses (radiologic response rates, 6-month survival rates) were observed in 64% and 48%
of patients receiving the 1 mg and 4 mg dosage of amphotericin B, respectively. These data
support the observations made by other investigative teams [55], although the former study [54]
did not include a cohort treated only with amphotericin-B.

Reducing the toxicity of antifungal drugs is an important consideration in achieving a
therapeutic cure. Toxicity occurs not only because of the inherent toxicity of the drugs them-
selves, but also as a consequence of drug-drug interactions, especially for the azoles, since they
are potent inhibitors of some of the isoforms of human P450. For example, ketoconazole inhibits
two P450 proteins, 3A and 2C19, while fluconazole inhibits the 2C9 isoform, and itraconazole
binds to the 3A human P450 (http://www.Drug-interactions.com). Each of these P450 isoforms
is required for the metabolism of other drugs. For example, P4503A is known to metabolize
cisapride (a prokinetic drug which is used for reducing gastric reflux due to nocturnal heartburn)
and simvastatin (an oral antilipemic agent, HMG-CoA reductase inhibitor which is used in the
treatment of primary hypercholesterolemia). Thus, patients using cisapride that are treated with
azoles (itraconazole or ketoconazole) have elevated levels of cisapride because its metabolism
by P4503A is inhibited by these azoles [56]. As a consequence, patients are at higher risk for
developing cardiac arrhythmias. Similarly, itraconazole increases the risk of skeletal muscle
toxicity by simvastatin [57]. Thus, knowledge of drug-drug interactions by the clinican may
avoid toxicity problems.

B. Emerging Fungal Pathogens Pose Significant Problems in Their
Eradication

In Chapter 32, new and emerging fungal pathogens are discussed. The most common of these
pathogens is Fusarium spp. [58]. Further, infections (fusariosis) caused by this fungus can mimic
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aspergillosis, and because of this, amphotericin-B is usually the drug of choice. Unfortunately,
this compound has poor activity against fusariosis. A recent study of 40 immunocompromised
patients (bone marrow transplants, leukemias, cytotoxic therapy) with an antemortem diagnosis
of fusariosis revealed that 13 patients responded to therapy, although relapses were observed
in two of the 13 patients [58]. A response was associated with granulocyte transfusions and
lipid-amphotericin-B formulation, and one patient received itraconazole; however, resolution of
the infection was only observed in patients who recovered from myelosuppression. This study
again emphasizes the potential of a combined use of immunotherapy and an antifungal.

VI. SUMMARY

The four classes of antifungals that are primarily used to treat the systemic mycoses are either
inhibitors of ergosterol synthesis/function or target protein synthesis. These drugs can be broad
or narrow spectrum, are cidal or static in their activity, and probably have more than a single
activity. Problems with the antifungal therapy include toxicity to the patient and drug resistance,
both of which are drug and organism specific. Antifungal sensitivity testing has progressed and,
in the case of candidiasis caused by C. albicans, breakthrough numbers can be correlated with
predicting whether or not a specific antifungal used in treatment is in fact effecting a cure. On
the other hand, similar protocols are not yet standardized for one of the most important groups
of human pathogens, the aspergilli.
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I. INTRODUCTION

The occurrence of fungal infections has escalated significantly in recent years, and this increase
is particularly profound in those immunocompromised by disease or therapies. Unfortunately,
the number of antifungal drugs available for combating fungal infections is limited. The paucity
of effective agents is due in large part to the high degree of relatedness between the biochemical
machinery of fungi and the mammalian host. In this regard, only a few suitable targets with the
necessary specificity have been successfully utilized in antifungal development, and these are
primarily associated with fungal cell wall and membrane biosynthesis. The most effective anti-
fungal agents against these targets are azole derivatives and amphotericin B. While these agents
are commonly employed, their usage presents a number of shortcomings including toxicity,
fungistatic versus fungicidal activity, and the appearance of drug-resistant organisms. Thus,
there is an urgent need to augment the number of suitable targets in order to detect and develop
novel and effective antifungal agents. This need is being addressed by major research efforts
to uncover potential targets and companion agents. Such investigations are supported in part by
new approaches, as well as more traditional methodologies, designed to more rapidly identify
and verify novel targets. The aim of the following discussion is to present an overview of such
approaches and promising antifungal targets.

II. STRATEGIES FOR TARGET DISCOVERY

There are at least four criteria that should be applied when judging whether a protein, say, may be
a good target for antifungal chemotherapeutic intervention. First, the objective of any antibiotic
treatment is to eradicate the disease-causing organism without harming the host. As such, an
antibiotic drug should be highly selective, acting only on the pathogen and not interfering with
host functions. Thus, targets that are unique to the pathogen or sufficiently different from the
host permit the development of selective inhibitors. Second, the target should be essential for
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Figure 1 Strategies for identifying new antifungal targets.

growth or viability. This must be placed within the context of the pathogen growing in the host,
i.e., a function essential during in vitro growth does not necessarily mean it will be essential in
vivo. Conversely, some gene products nonessential to growth in culture may be essential for
growth in a host organism. Third, the target should be reasonably well characterized. In order
to develop a mechanism-based drug screen, the target’s role in fungal physiology and pathogene-
sis should be understood and its biochemical nature, enzymatic activity, etc., defined. Further,
the measurement of its function should be amenable to high-throughput assay platforms, though
this latter property is not always essential. Finally, where possible, the target should be shared
by a broad spectrum of pathogenic fungi, as commercial viability may be dependent on this
factor.

Only three cellular processes, sterol biosynthesis and function, cell wall biosynthesis,
and nucleic acid metabolism, have been successfully exploited commercially as targets for
chemotherapeutic intervention (reviewed in [1]). The azole family of drugs, which inhibit sterol
biosynthesis, and polyenes, which disrupt membrane integrity, are the most widely used classes
of antifungals. Fluorocytosine, due to its toxic side effects, is typically used in combination
therapies. More recently, antifungal drugs which inhibit enzymes required for cell wall biosyn-
thesis, ceramide synthase, and translation have been evaluated for clinical efficacy [2], though
it remains to be seen if these new drugs will have a clinical impact. Despite such advances,
there remain a limited number of targets described and developed. With the advent of high-
throughput screens, antimicrobial drug discovery and development relies more and more on
mechanism-based bioassays to identify lead candidates from very large numbers of compounds.
There are three basic strategies for identification of potential targets (Fig. 1): the use of known
antifungal compounds; the use of knowledge of cellular physiology and metabolism; and the
use of molecular genetics and bioinformatics.

A. Target Definition by Use of Antifungal Agents

Certainly the oldest and perhaps the most direct approach used to define a target is through the
use of a known antifungal agent. Before the development of high-throughput biochemical assays,
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natural-product, semisynthetic, and synthetic compound libraries were screened using whole-
cell growth inhibition assays. This led to the discovery of many of the antifungal drugs currently
in use. Only after these compounds were discovered was the basis of the antifungal activity
elucidated. Once the cellular targets were identified, more specific bioassays were developed
to improve the drug development process. Thus, new classes of antifungal compounds should
be useful to identify new targets.

The strategy relies on identifying and characterizing antifungal compounds. Any number
of source libraries can be used. Natural products are arguably the most diverse, presenting
perhaps the best opportunity for finding new agents. However, with the advent of combinatorial
chemistry techniques, semisynthetic and synthetic libraries have begun to rival natural-product
libraries in their degree of diversity. The advantage of synthetic libraries is that they are highly
defined and thus do not require extensive fractionation or chemical characterization to identify
the structure of an inhibitor. In either case, the library is screened to identify compounds with
antifungal activity using whole-cell growth inhibition assays. A recent review of phytochemical
antimicrobial agents provides an example of the potential diversity such a screen can uncover
[3].

1. Biochemical Analysis

Once a compound has been selected, it can be used as a tool to uncover the target. There are
several approaches that can be used to elucidate the target, including biochemical analyses to
determine the cellular process that is being inhibited, and/or the use of radioisotopes in labeling
experiments. By tracking label incorporation, a general idea of which cellular process is being
inhibited by the compound can be obtained. Depending on the result, different biochemical
assays can then be designed to narrow the field to more specific targets. This approach has been
used for many years and formed the basis of early studies on the mechanism of inhibition. It
remains a useful tool, but has fallen into disfavor in recent years with the development of
methods based in molecular biology and molecular genetics.

2. Molecular Biology

The use of molecular and genetic techniques are often coupled with biochemical analysis in
defining a putative target. For example, the characterization of mutant strains resistant to the
inhibitor, or to knockout mutants of suspected targets, can help to confirm the target. Another
approach relies on recent advances in gene array and protein analysis technology. These tech-
niques have all but eclipsed the use of biochemical labeling studies in situations where they can
be applied. DNA-based arrays [4–6] can be used to examine global changes in gene expression
during exposure to sublethal doses of the compound [7]. For example, the signature pattern of
the new inhibitor can be compared to the expression pattern caused by known antifungals. A
similar pattern would indicate a mode of action related to the reference inhibitor, whereas a
different pattern would suggest a different mechanism. Proteins that are overexpressed under
appropriately designed conditions are also candidate targets. Identification of the overexpressed
gene is based on the array composition. The subsequent identification of the protein can then
lead to the design of a cell-free biochemical assay that is then used to verify inhibitory activity.

Potential problems in using an expression array include that it provides an assay of mRNA,
which does not necessarily reflect protein activity, and that a highly defined DNA array is
required. The latter requirement will not easily be met for most pathogenic fungi until genomic
sequencing efforts progress further, although the use of random oligonucleotides in constructing
the arrays is a possibility. An alternative approach to DNA-expression arrays is the use of
proteomic analysis [8]. This technique employs two-dimensional gel electrophoresis to separate
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proteins with high resolution [9,10]. Protein expression patterns between reference and test cells
can be compared and pattern similarities and differences determined. Protein sequencing tools,
such as Edman sequencing [11], or mass spectroscopy detection systems [12] are then used to
identify proteins (see Sec. II.D.1).

3. Affinity Separation

The most technically challenging, though most direct, approach of identifying a target using an
antifungal agent is affinity separation. This technique involves the attachment of the inhibitor
to a solid support. The target protein, which binds the ligand, is separated from a crude or
partially purified cell extract. After recovery of the bound protein from the solid support, its
identity is determined by protein microsequencing. A classic example of this approach was the
use of novobiocin-Sepharose affinity chromatography to identify E. coli DNA gyrase as the
major target of the antibacterial activity of novobiocin [13].

While potentially very powerful, affinity separation using tethered ligands has serious
drawbacks. First, the ligand in question must be amenable to chemical coupling to solid support
resins. Not all candidate compounds have the functional groups necessary to perform the requisite
chemistry. Further, steric hindrance may preclude receptor binding and the altered spatial rela-
tionships may affect the ligand binding affinity and kinetics. Finally, the cellular fraction to be
employed must be carefully prepared to ensure that the receptor retains function. This is not
always possible, particularly for membrane-bound proteins. Nevertheless, in planning a strategy
this approach should be explored as it could lead directly to target identification.

An alternative approach is to affinity-label cellular fractions with photoaffinity analogs
of a model inhibitor [14]. The radiolabeled inhibitor is chemically modified to contain a photoac-
tivated crosslinking moiety. When incubated with a cell extract or fraction, the modified inhibitor
binds to the target protein. Exposure to light then activates the crosslinking reaction, and the
inhibitor is covalently attached to the target protein. For this technique to be successful, however,
two key criteria must be met: First, the compound to be modified must be amenable to the
derivatization needed; and second, it must have specific, high binding affinity, as low affinity
or specificity would result in a complex labeling pattern. Despite these potential drawbacks, the
technique was successfully applied to the identification of echinocandin targets in Candida
albicans [14].

B. Identity by Biological Function

A basic understanding of the biology of pathogenic fungi suggests two general gene classes
useful in target discovery: genes essential for survival, and genes found in fungi but not in
humans. Some of the specific targets being exploited within these categories are discussed in
detail in Section III below.

1. Obvious Essential Functions

Based on our knowledge of general and fungal physiology, there are several cellular functions
that are obviously essential for survival. These include replication, transcription, translation, cell
membrane synthesis, some aspects of intermediary metabolism, signal transduction, and cell
division. Mutations resulting in loss of function of these genes are generally lethal. For opportun-
istic pathogens, including many fungi, the concept of lethal mutation must be placed within the
context of infection. For example, functions essential to the organism growing in a host environ-
ment can be very different from those required for growth outside of a host, and this factor
must be considered in target selection.
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2. Functions Unique to Fungi

Another set of obvious target candidates are genes that encode proteins involved in functions
not shared in mammalian cells. Cell wall biosynthesis is one example, and investigations in this
area have led to discovery of the echinocandin class of glucan synthase inhibitors and the
nikkomycin class of chitin synthase inhibitors [2]. However, not all genes that specify fungal-
specific proteins are essential. For example, in the case of proteins involved in cell wall metabo-
lism, construction of certain null mutants have shown that phenotypic changes affecting growth,
morphology, infectivity, etc., can occur without being lethal [15,16]. Further complicating this
issue, some genes are expressed only under specific niche conditions. For instance in the PHR
(encoding beta-glucanosyltransferase) gene family of C. albicans, a PHR1 null mutant was
avirulent in the mouse model of systemic candidiasis, but still virulent in a rat model of vaginitis
[17]. The pattern was reversed when the effect of PHR2 mutation on virulence was assessed [18].
These phenotypes reflected response of the organism to environmental cues, with expression of
PHR1 under neutral pH conditions [17,19] and PHR2 in the more acidic environment of the
vaginal cavity [20].

C. Identity by Molecular Genetics

The recent explosion in the science of genomics has led to its preeminent position as a strategy
for discovering drug targets. Genomes of several key bacterial pathogens have been completely
sequenced [21], as has the genome of the model yeast, S. cerevisiae (e.g.,
speedy.mips.biochem.mpg.de/mips/yeast/yeast-genome.htmlx or genome-www.stanford.edu/
Saccharomyces). Pathogenic fungi whose genomes are nearly complete include C. albicans, A.
fumigatus, and C. neoformans. Table 1 lists some of the Web site addresses where sequence
information is available for these fungi.

1. Comparative Genomics

Directly stemming from the availability of sequence information is the potential for comparative
genomics. Completely sequenced genomes, and to some extent, partial sequences, allow for
direct comparison of genes between two or more organisms. Among bacteria, genomewide
comparisons have led to lists of candidate targets specific to bacteria [22–25]. Similarly, by
comparing fungi to fungi, and fungi to human, one should be able to develop a list of candidate

Table 1 Internet Addresses for Fungal Genome Sequence Projects and Data

Species Web address

Candida albicans http://alces.med.umn.edu/Candida.html
Saccharomyces cerevisiae speedy.mips.biochem.mpg.de/mips/yeast/yeast–genome.htmlx or

genome-www.stanford.edu/Saccharomyces
Neurospora crassa //biology.umn.edu/�npg/home.html, or

www.mips.biiochem.mpg.de/proj/neurospora/
Pneumocyctis carinii www.uky.edu/Projects/Pneumocystis
Aspergillus nidulans www.genome.ou.edu/fungal.html
Aspergillus parasiticus www.aspergillus.man.ac.uk
Aspergillus fumigatus www.aspergillus.man.uk/
Saccharomyces pombe www.sanger.ac.uk/Projects/S–pombe/
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Table 2 Parameters Used to Quantify Ranking of Potential Antifungal Targets Based on Genome
Data

Parameter Description

Quality Importance of the gene to the cells. Essential genes, those where the null mutant
is nonviable, get the maximum score, while nonessential genes get a zero
score.

Occurrence Scored based on the type and number of organisms where the gene is found.
Specificity Quantifies the degree of similarity between homologs in other organisms.
Assay development Assesses the effort required to develop and operate a high-throughput screen.
Homology Measures the degree of homology to other genes.

See Ref. 30 for detailed description of the computer-aided target selection scheme.

gene products that are unique to fungi, as well as genes that are common to a wide range of
fungi. This latter group would ideally permit development of broad spectrum antifungals. Fungi
and humans share many metabolic pathways and corresponding enzymatic activities. However,
it is not clear that shared catalytic activities preclude the development of selective inhibitors
with potential for a good therapeutic index (e.g., fatty acid synthase inhibitors [26]), and care
should be taken not to exclude potential candidate targets solely on the basis of shared biochemi-
cal function. Moreover, the search parameters can affect the quality of data obtained. In other
words, how much homology is significant? Several examples of highly selective antimicrobial
agents (trimethoprim, quinolones, and fluconazole) target proteins where there are variable de-
grees of homology between the pathogen and human proteins—28% [27], 20% [28], and 37%
[29], respectively. In these instances, a low-degree homology is indicative of a possible target.

A potentially more useful technique for selecting antifungal targets from genome informa-
tion is to use criteria critical to the drug development process. Spaltmann et al. [30] developed
a computer-aided target selection scheme using five parameters as criteria for selection of target
candidates: quality, occurrence, specificity, assay development, and homology. Table 2 lists
general descriptions of the scoring parameters used in the algorithm. By assigning a numerical
score for each parameter relative to the importance of the gene and adding up the scores, a total
score is obtained. This value is then used to rank the genes. When the analysis was performed
on S. cerevisiae, only two known antifungal targets, elongation factor 3 and H+-transporting P-
type ATPase, were in the top 25 candidate genes. A more comprehensive analysis including
the pathogenic fungi must await completion of the genome sequencing efforts.

D. Differential Expression

In order for fungi to colonize and infect a host, it has been presumed that a unique and essential
set of genes is required. Further, it is likely that some of these functions are not expressed, or
are expressed at lower levels, during growth outside the host. Likewise, expression of certain
genes in vivo may be detrimental to the establishment of infection. Therefore, examination of
the set of genes differentially expressed (up- or downregulated) by the pathogen while growing
in the host represents a potential source of antifungal targets. There are several approaches to
identify such differentially expressed genes. Most require the use of an animal model where
infectious material can be obtained and, to some extent, separated or differentiated from host
tissue, or the use of in vitro models.
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1. Whole Genome Expression Analysis

DNA microarrays composed of oligonucleotide, cDNA or expressed sequence tags (EST), and
genomic DNA can be used to screen expression of genes under a variety of conditions. Once
a complete genome sequence is available, oligonucleotide arrays present the best approach to
DNA-based expression analysis. Sets of oligonucleotides representing each ORF sequence are
used to build the array. Single–base pair (bp) mismatched oligos are placed adjacent to the wild-
type oligo as a means of calibrating the hybridization signal. This approach reduces overlaps
and redundancies that would be inherent in genomic or EST DNA arrays. To examine expression,
mRNA is used to prepare linearly amplified cDNA. The labeled cDNA is then hybridized to
the array and the signal quantified.

Wodicka et al. [4] used this technique to perform expression analysis in yeast grown in
rich and minimal medium. Differentially and uniquely expressed genes were readily identified.
Pertinent to this review, others have developed approaches utilizing microarrays for drug target
validation and identification of secondary drug target effects [31], and for examining transcription
patterns related to multidrug resistance in yeast [32]. In the former investigation, the method
allowed for direct confirmation of drug targets as well as for detection of drug-dependent changes
in gene expression occurring in pathways that are not directly related to the target of the drug. It
was suggested that this approach will allow for greater efficiency in development of antifungals.
Another way of applying this technique to define potential antifungal targets is through compari-
son of gene expression in cells obtained from the site of infection to the expression pattern of
cells grown in culture. In theory, those genes differentially expressed or expressed solely in
vivo may represent target candidates. A key aspect of employing this approach would be to
eliminate, or render insignificant, signals due to contamination of fungal samples with host
tissue or other resident microbial flora. This problem might be partially addressed by comparing
the signal pattern of infected to noninfected host tissue. Alternatively, the array can be designed
to limit the degree of homology in choosing the array composition. Similarly, methods to remove
contaminants may reduce this as an obstacle to obtaining meaningful results.

Another set of techniques for whole-genome expression analysis is known as proteomics
[33,34]. This involves the large-scale analysis of the proteins expressed under a given set of
conditions by the test organism using two-dimensional gel electrophoresis and protein identifica-
tion techniques. Proteomics provides information on the identity, quantity, state of modification,
and association of proteins. This approach depends on the ability to prepare two-dimensional
gel maps of the pathogen protein profile coupled with a number of different protein and peptide
detection techniques. While this has been accomplished for S. cerevisiae [35–37] and coupled
with the yeast protein database [38], it has only recently been applied to C. albicans [39].

The basic technology platform is the 2-D gel. Typically, a large gel set up capable of
resolving 10,000 individual proteins is employed. Covalently immobilized pH gradients have
greatly improved the run to run consistency of the gels [40]. Whole cell extracts or partially
fractionated materials are separated first by isoelectric focusing and then by molecular mass,
usually under denaturing conditions. The protein spots are detected by silver staining, or when
very low detection limits are required, by labeling the proteins with fluorescent dyes. Image
recording devices are used to record the profiles. To manage the large amount of information
generated by these gels, database management systems are used to aid in the collection, storage,
organization, and interpretation of the data.

To identify a specific protein on a gel, several techniques can be used. A protein spot can
be excised from the gel or recovered after blotting, and subjected to protein sequencing. This
approach is laborious and not amenable to whole-genome analysis. An alternative approach for
whole-genome analysis has been to use peptide fingerprinting. The recovered protein spot is
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digested with a peptidase and the resulting fragment size is determined by MALDI or ESI mass
spectrometry [39,41]. The peptide data are compared to a database derived from known protein
sequences and ambiguities resolved by protein sequencing. When configured with automated
systems, entire gels can be evaluated within a relatively short time. An emerging tool for peptide
and protein analysis is capillary electrophoresis which, when coupled with tandem MS, permits
femptomole detection levels. This technology should allow for the detection and analysis of
proteins with expression levels below the limit of current instrumentation.

When applied to pathogenic fungi for the identification of new targets, this approach must
be used with caution. There is not a perfect in vitro model of infection that can be used in place
of animal model systems. However, material from infected tissue is difficult to obtain, and will
always be contaminated with host proteins. In vitro models for selected functions require rigorous
verification. Technically, the resolving power of the gel system limits the number of proteins
that can be analyzed. Overlapping physicochemical properties of the proteins, microheterogene-
ity, sample load limits, and disparate expression levels all contribute to the level of resolution.
Some of these limitations can be overcome by using narrow pH ranges on multiple gels or by
examining subcellular fractions. It should also always be kept in mind that some proteins are
inherently difficult to extract, particularly membrane and cell wall proteins.

2. Differential Display

One technique for identifying differentially expressed genes is differential display [42,43]. The
technique, as applied to in vivo gene expression, involves the isolation of RNA from infected
tissue, followed by preparation of single-stranded cDNA. PCR amplification with radiolabeled
nucleotides is then performed using sets of primers designed such that the 3′ primers are anchored
while the 5′ primers are random sequences. The products are resolved on denaturing acrylamide
gels and visualized by autoradiography. Putative differentially expressed sequences are identified
by comparison of results from in vivo and in vitro samples, and determining reproducibility in
duplicate RT-PCR samples. Positive products are excised from the gel and subcloned into an
appropriate plasmid vector for sequencing or are sequenced directly. It is important that each
fragment isolated be verified as being fungal in origin and differentially expressed. In application,
using animal host/pathogen models, the RNA samples are likely to be contaminated with host
RNA as well as with resident microbial flora. Fragment sequence determination or Southern
blots can be used to verify origin. Additionally, Northern blot analysis and/or RT-PCR techniques
are used to verify differential expression. When using dimorphic fungi, such as C. albicans, it
is important to examine expression in hyphal and yeast forms of the organism. For fungi, the
technique has been applied in studies including C. albicans gene expression in a rat oral model
of candidiasis [44], and macrophage-induced gene expression by Histoplama capsulatum [45].

3. Subtractive Hybridization

Another technique designed to detect differential gene expression is subtractive hybridization
[46,47]. In this procedure, cDNA is prepared from RNA purified from cells grown under the
target growth conditions, e.g., from fungal cells grown in a host animal. In parallel, cDNA is
made using appropriate control cultures. The primer for the cDNA synthesis has a restriction
site for an enzyme with a 4-bp recognition sequence, which after cleavage leaves a 4-bp overhang.
The cDNAs are digested with the restriction enzyme to produce small fragments. The target
cDNA is split into two pools and each pool ligated with a different oligonucleotide adapter.
The adapters are made without 5′ phosphates so that only the 5′ end of the cDNA is modified.
In addition, the adapter sequences incorporate convenient but different restriction site(s), and a
3′ end that is complementary to the restriction site in the cDNA synthesis. Reference cDNA is
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not modified with adapters. The two pools for target cDNA are hybridized with excess reference
cDNA. Any target cDNAs common to the reference cDNA are hybridized with reference cDNA.
Unique cDNAs are left single stranded. Without denaturing, a second hybridization is performed
by pooling the two prehybridized target cDNA pools. In this step, the single-stranded unique
sequences hybridize with their respective complement from the opposite pool. After filling in
the DNA ends, the mixture is subjected to PCR amplification. The primers for PCR are designed
to amplify only those cDNA hybrids that contain one strand from one target cDNA pool and
the other strand from the second target cDNA pool. All other potential hybrids are not amplified.
The resulting PCR products are subcloned into an appropriate vector. As for the differential
display technique, each isolate must be verified as being of fungal origin (e.g., sequence or
Southern blot) and differentially expressed (e.g., Northern blot or RT-PCR).

4. Gene Disruption/Tagging

Gene tagging has proved to be a useful tool to identify potential targets in bacterial pathogens.
Referred to as signature-tagged mutagenesis, transposon-based mutant strains have been used
to identify bacterial genes essential to infection [48,49]. This approach biases the genes identified,
because those that are not required during infection are eliminated by the selection techniques
employed. Because of the diploid nature of most fungal genomes, the direct application of the
technique to fungal systems has been limited to only a few organisms [50]; however, a related
technique relying on gene disruption has been widely used to assess the function of target genes
[51,52], The technique has been most often exploited in C. albicans, where selectable cassettes
have been constructed for use in creating the desired heterozygotic or null mutant strain. More
recently PCR-based protocols have been employed that offer some advantages over the original
methodology, including faster mutant isolation and requirements for smaller disruption cassettes
[53,54]. Use of these techniques has been most widespread in determining whether a gene is
essential for growth or infectivity, where positive results have been interpreted as providing
validation that a particular gene may be a suitable target for antifungal development. It is expected
that gene disruption techniques will continue to be utilized for such purposes with Candida and
other fungi [52].

E. Targets

As discussed earlier, a variety of methods are being utilized to identify novel targets suitable
for detection and characterization of new antifungals. Examples of promising targets under
investigation are presented below, but the topics discussed are not all-inclusive. The reader is
referred to recent reviews for additional information [55–60].

1. Cell Wall Targets

Obvious potential antifungal targets include components required for synthesis and/or mainte-
nance of the structural integrity of the cell wall, for which there is no counterpart in mammalian
cells [61]. The fungal cell wall is usually composed primarily of glucan and chitin, which confer
organization and rigidity to the wall, as well as of mannoproteins/mannan, which are found
primarily in the outer cell wall as a more amorphous, fluid component. Importantly, it has been
well documented that enzymes required in the biosynthesis of the former two moieties are
necessary for normal cell growth and viability. As a result, the search for compounds with
antifungal activity has historically been directed at the enzymes involved in their synthesis. For
example, chitin synthase and �-(1-3)-glucan synthase served as targets leading to the identifica-
tion of promising drug candidates; the lipopeptides of the echiocandin and papulacandin struc-
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tural families in the latter case [2,61], and the peptide-nucleosides nikkomycins and polyoxins
in the former instance [2,61]. To date, however, the compounds have not lived up to early
expectations.

Mannoproteins have been shown to play a role in the antifungal properties of the pradimicin
drug group [62]. Rather than serving as the direct target, mannoproteins interact with the agent
in an association that is Ca+ dependent. Antifungal activity of the resulting complex is through
effects to the structural integrity of the plasma membrane [62,63]. Importantly, the class of
drugs has been reported to have activity against a wide array of fungi [62,63].

More recently, attention has turned to the possibility that the enzymes required for manno-
sylation can be exploited as targets. The fact that mechanisms of O-linked glycosylation differ
significantly between fungal and mammalian cells reinforces this notion. Since comprehensive
analyses of many counterpart pathways and companion genes have been performed in S. cerevis-
iae, investigators have begun analysis of analogous genes by exploiting this knowledge base.
In particular, C. albicans gene counterparts to S. cerevisiae PMT1 [64], MNT1 [65], and MNN9
[66] have been described. In each investigation strains disrupted in both alleles were constructed
with the eventual aim of determining any resultant phenotypic effects. Disruption of CaPMT1
resulted in reduced growth rates, tendency for aggregate formation, and loss of CaPmt1 activity.
In addition, Pmt1 mutants were incapable of undergoing hyphal morphogenesis, showed reduced
adherence in in vitro assays, and were hypersensitive to several compounds with antifungal
activity (e.g., hygromycin-B, calcofluor white). Importantly, the latter phenotypic changes are
not observed in strains of S. cerevisae in which PMT1 has been disrupted. This reinforces the
concept that gene function(s) determined in S. cerevisiae cannot be ascribed a priori to the
‘‘identical’’ gene in pathogenic fungi. Failure to recognize such functional differences may,
therefore, hinder the detection of potential antifungal targets. Finally, using a mouse model of
systemic candidiasis it was demonstrated that disruption of both CaPMT1 alleles resulted in
loss of strain virulence, and inability to colonize the kidney.

Similar analysis were performed during study of CaMNT1 [65]. CaMnt1 is an �-1,2-
mannosyl transferase that is responsible for addition of the second mannose residue in a triman-
nose structure finally found as O-linked mannan in C. albicans. It was demonstrated that the
disruption of both CaMNT1 alleles resulted in a dramatic alteration in adherence capabilities
both in vitro and in vivo. Virulence studies in both guinea pig and mouse models of systemic
candidiasis showed a CaMNT1 null mutant strain to be only relatively avirulent when compared
to the wild type. Likewise, tissue census demonstrated that despite relative avirulence, internal
organs could still be colonized, albeit at lower frequency and in lower numbers [65].

In the case of CaMNN9, a gene required for the synthesis of N-linked outer chain mannan,
abolishment of gene function also resulted in major phenotypic changes including aberrant
hyphal formation and osmotic sensitivity. Although virulence studies were not reported, the
phenotypic changes observed were interpreted as likely being incompatible with normal pathoge-
nicity [66]. In summary, studies concerning all of these genes offer encouragement toward their
eventual use as antifungal targets.

2. Fatty Acid Synthase

Housekeeping enzymes are often overlooked as potential drug targets. This is with good reason
as there is usually a similar, structurally related mammalian enzyme, and it would thus be
expected that agents directed at such targets would be toxic. On the other hand, some fungal
housekeeping enzymes differ significantly structurally from their human counterpart and may
offer an underexamined source of untapped targets. One such enzyme that meets this criterion
is fatty acid synthase (Fas). Fas has been isolated and characterized from a diverse group of
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organisms, and comparison of the fungal and mammalian enzymes shows that major structural
differences exist. The fungal enzyme is comprised of two nonidentical polypeptides each of
about 200 kDa, designated � and � [67]. The two polypeptides contain the seven component
activities necessary for fatty acid synthesis, and the active enzyme is an �6�6 hexamer. In
contrast, mammalian Fas is composed of a single polypeptide and is active as a homodimer
configured in a head-to-tail arrangement [68]. All activities are present on each polypeptide. It
has also been reported that Fas activity is required for successful C. albicans infection in both
the mouse systemic and rat oroesophageal models of candidiasis, suggesting the enzyme can
be exploited as a valid drug target [69].

As a result of the above findings, searches for compounds with differential effects on the
fungal and human enzymes have been performed [26]. Several derivatives of the antilipogenic
agent cerulenin were reported to differentially inhibit fungal Fas, but not significantly affect
human Fas. These agents were subsequently shown to be inactivated in human serum and it is
therefore unlikely that they will be of use as antifungal agents. Other compounds active primarily
against the fungal enzyme have been isolated from natural product extracts and remain under
study concerning their potential efficacy [71].

3. Two-Component Signal Transduction Pathways

Fungal cells adapt to environmental changes through altered gene expression, and in general,
responses to external stimuli are mediated via signal transduction pathways. Of particular interest
for exploitation as possible drug targets are certain two-component signal transduction regulatory
systems, as such systems have not been observed in higher eukaryotes. First described in prokary-
otes, two-component regulatory systems play a key role in allowing bacteria to detect and
adjust to changes in their environment [72]. More recently, two-component systems have been
described in fungi, where they mediate responses to heat shock, oxidative stress, and changes
in osmolarity, among others. Two-component regulator systems consist of a histidine protein
kinase, which serves as sensor protein, and a protein that serves as a regulator of the internal
response [72]. Upon activation, the sensor autophosphorylates a histidine residue that is found
within a conserved amino acid sequence. The phosphorylated sensor in turn serves as a phospho-
donor to a conserved aspartate in the response regulator, which modulates regulator activity.
This is discussed further by Calera and Calderone in this volume.

Most importantly, two-component regulator systems have not been observed in mammalian
cells, suggesting such systems may be attractive target candidates. A number of laboratories
have addressed this issue. Calera et al. [73] have studied the role of both CaHK1 and CaSSK1,
sensor and response regulator genes, respectively, in the pathogenesis and developmental pro-
grams of C. albicans. In both cases it was demonstrated that null strains in either gene were
avirulent in a mouse model of systemic candidiasis. Analysis of the developmental patterns of
the null strains also showed defects in hyphal development. Other groups have isolated a different
two-component histidine kinase, designated COS1 [74] or CaNIK1 [75]. Studies with deletion
mutants by these groups have demonstrated a role for the gene products in hyphal development.
Since C. albicans germination is important to pathogenesis, the results strengthen the case that
these systems may be useful in drug discovery. In this regard, the efficacy of three inhibitors
of bacterial histidine kinases has been evaluated against S. cerevisiae and C. albicans [76]. All
three drugs were found to inhibit growth of both organisms in growth assays; however, it was
shown that one of the compounds failed to inhibit S. cerevisiae Sln1p (histidine kinase), and
furthermore the compounds still showed antifungal activity against a SLN1 deletion strain. Thus,
it was concluded that antifungal activity was not directly related to histidine kinase inhibition.
Nonetheless, such systems may prove to be useful antifungal targets.



590 Cihlar et al.

4. Plasma Membrane H+-ATPases

Plasma membrane H+-ATPases serve as proton pumps and through their action an electrochemi-
cal gradient is generated that is essential for pH regulation as well as nutrient uptake [77]. The
enzymes belong to the P class of ATPases, and possess several attributes considered attractive
for an antifungal target including location at the cell surface and their performance of an essential
function for cell viability. Both the enzyme and corresponding genes (PMA) have been analyzed
from a number of fungi including S. cerevisae [78,79], C. albicans [80], and Aspergillus nidulans
[81], thereby providing a large database for comparative studies. Importantly, despite the fact
that mammalian cells also specify P-type ATPases, structural analysis has shown significant
differences between the fungal and mammalian enzymes. Concerning drug development, because
of the large amount of structural data available it is possible that highly specific antifungal drugs
can be designed. More traditional compound screening from natural products may also prove
productive. In this regard, a complex carbohydrate from the cell wall of Mucor rouxii with
apparent activity against plasma membrane H+-ATPases from several Candida spp. has recently
been investigated [82]. It was shown that the compound was fungicidal and inhibited proton
pumping of all strains tested, while other antifungal drugs that affect membrane integrity (i.e.,
amphotericin-B, itraconazole) had no effect. Further work, however, demonstrated the affects
on H+-ATPase activity was only indirect. Nonetheless, the result lends further evidence toward
the validity of the protein as a potential drug target.

5. Myristoyl-CoA:Protein N-Myristoyltransferase

Myristoyl-CoA:protein N-myristoyltransferase (Nmt) is responsible for covalent addition of
myristate to the N-terminal glycine of various proteins in eukaryotic cells. Such modification
is often necessary for protein function, and thus inhibition of Nmt can prove to be a lethal event.
The enzyme has also been investigated in C. albicans where it has been shown to modify a small
number of proteins [83]. CaNmt shares �47% sequence identity with the human counterpart [83].
Analysis has shown that the acylCoA binding site of the C. albicans and human Nmt are highly
conserved; however, significant differences have been reported in peptide binding sites. This
has led to the suggestion that Nmt may prove a useful antifungal drug target as compounds
might be designed with differential effects against the respective enzymes. In this regard, a C.
albicans NMT null mutant strain has been constructed and it was shown that the gene is essential
for cell viability [84]. Furthermore, experiments demonstrated the null strain was avirulent in
the mouse model of systemic candidiasis, thereby providing additional evidence for the validity
of CaNmt as a suitable drug target. Studies that will be aimed at identification of lead compounds
with activity against Nmt have begun. In particular, an in vivo assay to measure CaNmt activity
has been reported [85]. The method detects N-myristoylization of C. albicans ADP-ribosylation
factor (CaArf) by a shift in position of the protein in a gel mobility shift assay. The investigators
have been successful in using the assay to demonstrate the efficacy of a peptidomimetic inhibitor
of CaNmt, and more recently nonpeptide CaNmt inhibitors have also been reported [86]. Finally,
the structure of CaNmt has been obtained [87,88], and these data should facilitate the design
of more potent compounds effective against the enzyme.

6. Prenylation

Protein posttranslational modification by prenylation has been proposed as a potential antifungal
target [89], since prenylation can be vital for protein function and for correct membrane localiza-
tion of certain proteins. Enzymes that mediate prenylation include farnesyltrasferase (FTase) or
geranylgeranyltrasferase 1 (GGTase 1), and in fungi, most studies concerning the enzymes have
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been performed with S. cerevisiae [89]. Geranylgeranylated proteins are often responsible for
modification of GTP-binding proteins required in cell wall/membrane-mediated processes (e.g.,
morphogenesis, signal transduction, etc.). In addition, it has been demonstrated that one substrate
of GGTase1, Rhop1 has been implicated in several roles in morphogenesis including serving
as the GTP-binding regulatory subunit of 1,3-�-D-glucan synthase [90], and at least this function
is conserved in C. albicans [90,91]. For these reasons, attention has turned to examining C.
albicans GGTase. Studies to date have been limited to cloning of the genes encoding the GGTase-
1 subunit genes CaRAM and CaCDC4. Key results have shown that the encoded polypeptides
share 42% and 34% identity to the S. cerevisiae counterparts and 30% identity to the human
homologues [92]. The respective genes were expressed in S. cerevisiae, and coexpression resulted
in a functional protein; however, expression of functional heterodimers was not detected. Finally,
the investigators suggest that analysis of sequence data will lead to discovery of inhibitors with
appropriate specificity for the fungal versus human enzyme.

7. Sphingolipid Biosynthesis

Sphingolipids have been extensively studied in S. cerevisiae, and 13 known genes have been
identified as being required in their biosynthesis, with others likely to be discovered [93,94].
Biochemical pathways are at least partially shared among various fungi including the pathogens
C. albicans, Cryptococcus neoformans, Aspergillus spp., and Histoplama capsulatum. Signifi-
cantly, certain fungal enzymes responsible for synthesis of phosphoinositol-containing sphingoli-
pids are present in fungi but not in humans. In addition, it has been demonstrated that sphingoli-
pids are essential for fungal growth, required in an array of functions including resistance to
various environmental stresses, and may play a role as second messengers regulating extracellular
signal transduction pathways [94]. For these reasons, attention has been given to identifying
key enzymes that may serve as antifungal targets. In this regard, inositol phosphorylceramide
synthase (IPCase) has garnered the most attention [95]. The enzyme catalyzes the transfer of
phosphoinositol from phosphatidylinositol to ceramide, yielding IPC. IPCase has been detected
in all fungi and plants in which appropriate investigations have been performed, but IPC is not
found in mamalian cells. The gene (AURI) has been characterized from several fungi, and
furthermore, it has been demonstrated that the target of the antifungal agent aureobasidin A is
IPCase [95,96]. In addition to aureobasidin-A, other IPCase inhibitors have been reported re-
cently. The agent khafrefungin [97], as well as the macrolides rustimicin and galbonolide B
[98] inhibit sphinolipid biosynthesis, and showed antifungal activity against Candida spp. and
C. neoformans, but not A. fumigatus. It was also reported that khafrefungin did not inhibit
sphingolipid synthesis in mammalian cells [97]. These results provide further validation of the
exploitation of the enzyme as an antifungal target.

8. Elongation Factors

Translation in fungi requires the participation of three soluble elongation factors—EF-1�, EF-
2, and EF-3. EF-3 is unique to, and essential for, the growth of fungi, and as such has generated
interest as a potential antifungal target [99,100]. The protein has a MW of approximately 116
kDa and facilitates ribosomal binding of the ternary complex, perhaps by direct interaction with
EF-1�, and also furnishes the ATPase activity required [101]. While data suggest its attractive-
ness as a target, it has yet to be fully exploited, as no suitable inhibitors have been reported. In
contrast, EF-2 is conserved in eukaryotes and because of similarities between the fungal and
mammalian proteins, might not usually be thought of as a possible drug target; however, studies
have shown it to be the target of a class of compounds designated sordarins, which have specific-
ity for fungal EF-2 [102]. Sodarins have been known as inhibitors of protein synthesis since
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1970 [103], but EF-2 has only recently been identified through both biochemical and genetic
analysis as the target [102,103]. In particular, EF-2 facilitates ribosomal translocation during
protein synthesis, and it is precisely this process that was inhibited in the former studies. The latter
studies correlated mutations conferring sordarin resistance in S. cerevisiae to genes encoding EF-
2. More recent studies have demonstrated that mutations to the ribosomal protein L10e also
confer sordarin resistance, suggesting a functional relationship between EF-2 and L10e [104].
These results have led to experiments using sordarin as template for producing more active
analogs [105]. Likewise, additional sordarin-related compounds have been identified in high-
throughput screens of natural products [106].

9. Secreted Aspartic Proteinases

Aspartic proteinases are widely distributed and have been implicated to play a role in virulence
for a variety of organisms [107]. They have been particularly well studied in C. albicans where
a large gene family encoding secreted aspartyl proteinases (SAP) has been described [108]. This
work has led to an accumulation of evidence suggesting that the enzymes play an important
role in pathogenesis of the organism including (1) SAP null mutants have reduced virulence
and adherence capabilities [109–111], and (2) differential protease expression correlates with
virulence [112]. Differential expression is particularly intriguing in the implication that different
Sap family members are required during phenotypic switching, the yeast to hyphal morphologic
transition and in vivo at different sites of infection (e.g., systemic vs. mucosal) [113]. At the
same time this diversity suggests that use of Saps as targets for the development of antifungal
drugs could prove difficult as such agents may not prove equally effective against all family
members, and similarly, activity of less affected species may compensate for reduced activity
of others. Nonetheless, progress on at least two fronts suggests that antifungals directed against
Saps may be of therapeutic value.

First, the three-dimensional structure of Sap2, complexed with an inhibitor, has been
determined [114], and this information has been applied to understanding the relationship be-
tween the enzyme family. The investigations identified specific differences between certain C.
albicans Saps that allowed their grouping into classes, while at the same time revealing more
generally conserved features. This may allow for more effective drug design that might minimize
concerns expressed above. In addition, clear distinctions between the fungal and some mamma-
lian aspartic proteinases suggest that an agent with an appropriate therapeutic index may be
designed.

Second, it has been noted that a reduction in oropharyngeal candidiasis in AIDS patients
has accompanied patient usage of HIV aspartic protease inhibitors [115,116]. In order to examine
the basis of this observation, investigations were performed that demonstrated four inhibitors
of the HIV enzyme also inhibited C. albicans Saps 1–3, and that ritonavir and saquinavir, but
not indinavir, reduced adherence capabilities [115]. Other experiments yielded similar results
and in addition demonstrated that saquinavir could be candicidal at high concentrations; however,
none of the agents effected C. albicans viability at concentrations at or below 0.1 mg/mL [116].
The in vivo efficacy of drug usage remains under study.

10. Topoisomerases

Topoisomerases are ubiquitous enzymes found in both prokaryotes and eukaryotes. They are
responsible for resolution of topological constraints that arise during such processes as DNA
replication, transcription, recombination, etc. [117]. There are two enzyme types: type I catalyzes
transient nicks in one DNA strand resulting in relaxation, while type II mediates topological
crossing of two double-strand DNA segments as a result of two double-stranded breaks [117].
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Topoisomerases have already served as useful targets for several anticancer [118,119] and anti-
bacterial drugs [120]. Action of such drugs can result in stabilization of the enzyme-DNA
cleavage complex, and eventually lead to cell death [117,119]. Studies of topoisomerase I and II
as possible antifungal targets have been performed with fungal pathogens, primarily C. albicans
[121,122], and more recently with C. neoformans [123]. In the former case, it was found that
CaTOP1 was not essential for cell growth; however, effects on cell morphology and rate of cell
growth were noted for a CaTOP1 null mutant [124]. In addition, it was shown that the strain
was relatively avirulent in the mouse model of systemic candidiasis, but tissue census from the
kidney revealed no significant decrease in colonization when compared to the wild type. In
contrast, TOP1 was deemed essential for survival of C. neoformans, as reported by Del Poeta
et al. [125]. It has also been observed that both the C. albicans and C. neoformans topoisomerases
contain a linker amino acid insertion that differs significantly from that of the human homolog.
Such structural differences suggest that drugs with differential effects on the human and fungal
enzyme may be found. In this regard, activity of the drug camptothecin and derivatives are
active and synergistic with known antifungals against the C. neoformans enzymes [125]. Other
studies have identified a number of potential lead compounds effective against the C. albicans
topoisomerase I [126]. Similar studies with C. albicans topoisomerase II have been reported
that also suggest the enzyme may serve as an antifungal target [127].

11. Group I Intron Splicing

Group I introns are ribozymes capable of mediating their own excision from precursor RNA
[128]. Group I introns have been found in a variety of organisms including some fungi, but
have not been reported in the human genome. In this regard, they have been reported in rRNA
genes of Pneumocytis carinii [129] as well as rRNA genes of �40% of strains of C. albicans
and all C. dubliniensis strains examined [130,131]. Since the inability to remove introns from
rRNA might be expected to be deleterious, it has been suggested that the ribozyme might serve
as an antifungal target. Liu et al. [132] have recently shown that pentamidine and pentamidine
analogues inhibit splicing of the group 1 intron found in P. carinii 26S RNA in in vitro experi-
ments and speculated that such inhibition could at least in part explain the mechanism of action
of the drug in vivo. Similar experiments have been performed using C. albicans rRNA with the
same results [133]. In this study it was also shown that pentamidine inhibited growth in culture
of intron-containing strains, greater than the percentage inhibition observed for strains that did
not contain the intron. The results lend support to the idea that group 1 introns might prove
useful in drug discovery; however, since (1) multiple copies of rDNA are found in C. albicans
as well as in other fungi, (2) not every gene copy may harbor the intron, and (3) only a percentage
of C. albicans strains harbor the intron, it is not clear that any such drug would prove practical
as a therapeutic agent. Of course, some of these concerns may prove different for other fungi,
and/or the discovery of uniform intron distribution in another essential gene may enhance the
appeal of the target.

12. Virulence Genes

The array of fungal genes that are required for virulence have come under increasing scrutiny
as potential antifungal targets. The availability of methods discussed above for detection of
genes or their products required for virulence has led to many investigations to define fungal
virulence factors or genes that more indirectly contribute to virulence. Defining such targets
and then discovering agents that attenuate virulence but that are not fungicidal, may have the
added advantage of reducing problems related to development of drug resistance. An in-depth



594 Cihlar et al.

discussion of this topic is beyond the scope of this chapter, and the reader is referred to a recent
review for further information [55].

III. CONCLUDING REMARKS

Clearly, the need exists for additional safe and effective antifungal drugs. Many attractive targets,
some of which have been discussed, are being exploited in the search for novel agents. Identifica-
tion of novel antifungal targets has suffered due in part to the similarity between the fungal and
mammalian cell. However, the application of new methodologies coupled with the skill and
ingenuity of investigators in the field points to significant advances in the near future.
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I. INTRODUCTION

Over 100 fungal species have been recorded as human pathogens that can cause superficial to
life-threatening infections. While infections due to Candida and Aspergillus spp. are the most
common, recently a number of otherwise rarely encountered opportunistic fungi have emerged
as significant pathogens. As examples, Trichosporon beigelii, Fusarium spp. Pseudallescheria
boydii, and molds of the class Zygomycetes can cause invasive infections. In addition to the
opportunistic fungi, a limited number of fungi, viz., Histoplasma capsulatum, Paracoccidioides
brasiliensis, Penicillium marneffei, and Coccidioides immitis, occur in various endemic regions
with pathogenic potential for healthy hosts and may cause life-threatening infections [1–4].

Because of the increasing number of immunocompromised patients, fungal infections
caused by common, new, and emerging human pathogenic fungi have recently become more
rampant. Among the various human fungal pathogens, Candida albicans accounts for the major-
ity of systemic infections with mortality rates ranging from 50% to 100%. C. albicans is the
most common form of septicaemia in western hospitals, and �80% of the HIV-infected popula-
tion develops oropharyngeal and clinical thrush.Candida spp. rank fifth among causes of nosoco-
mial bloodstream infections. Furthermore, although C. albicans is the predominant pathogenic
species, infections caused by non-albicans species, such as C. glabrata, C. parapsilosis, C.
tropicalis, and C. krusei, have been increasing, especially in neutropenic patients and neonates
[1–4].

The increasing threat of fungal infections has stimulated the search for better antifungals
with a distinct mode of action [1–6]. However, the effective use of these antifungals has often
been minimized by their toxicity and their narrow spectrum. The azoles and the polyenes are
the safest antifungals in use to fight systemic fungal infections. In spite of the problem of
nephrotoxicity associated with amphotericin B, it has been the most extensively used polyene
[2,3]. The introduction of orally active antifungal azole drugs, particularly fluconazole, was a
significant development, allowing treatment of systemic fungal infections without the problem
of nephrotoxicity. Nonetheless, the recent rise in the emergence of fungi that develop resistance
to a number of these antifungals has, however, compounded the problem [1–8]. There have
been several recent articles dealing with the clinical and cellular aspects of multidrug resistance
(MDR) in human pathogenic fungi [1–9]. Therefore, in this chapter we have focused on the
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molecular mechanisms of drug resistance and physiological relevance of MDR proteins known
in human pathogenic fungi in general and C. albicans in particular.

II. MDR IN CANDIDA

Multidrug resistance is defined as resistance of an organism against a spectrum of drugs that
share neither a common target nor a common structure [10–12]. MDR is not only limited to
humans but is spread throughout the evolutionary scale [13–15]. A general theme that has
emerged over the years from earlier investigations is that the mechanisms of multidrug resistance
are the result of modification of normal pathways of cellular homeostasis [10,16]. Some of the
major mechanisms resulting in MDR are: (1) decreased accumulation of drugs, which is the
dominant feature of MDR; (2) changes in expression of some cellular proteins, e.g., P-glycopro-
tein, MRP, GST, catalase, and topoisomerase; and (3) changes in cellular physiology affecting
the structure of plasma membrane, cytosolic pH, and lysosomal structure and function [6,17].
Various resistance mechanisms found in many microbes, including fungi and bacteria, parasitic
pathogens, and cancerous cells, often arise out of different synergistic combinations of the above-
mentioned mechanisms [18].

Dimorphic, opportunistic, and the most predominant human pathogenic yeast, C. albicans
is naturally more resistant to several drugs than Saccharomyces cerevisiae [19–22]. In addition,
the incidence of C. albicans cells acquiring resistance to antifungals like azoles has increased
considerably in recent years, which has posed serious problems toward successful chemotherapy
[5,23–26]. The incidence of antifungal resistance has also increased in the non-albicans species,
such as C. glabrata, C. parapsilosis, C. tropicalis, and C. krusei [1,27].

Candida infections are treated with antifungal agents, particularly with the triazole deriva-
tives fluconazole, itraconazole, and ketoconazole. To combat the attack of antifungals, Candida
has evolved a variety of mechanisms to acquire resistance to these drugs. The resistance to azoles
in C. albicans was earlier thought to occur primarily through an alteration or an overexpression
of the target enzyme 14�-lanosterol demethylase (P45014DM) involved in sterol biosynthesis
[28–30]. However, the characterization of the ATP-Binding Cassette (ABC) proteins Cdr1p and
Cdr2p [31,32] and CaMdr1p, a transporter of the major facilitator superfamily (MFS) [19,20],
led to the suggestion that efflux mechanisms represent an important determinant of antifungal
susceptibilities in C. albicans.

In spite of the use of polyene antibiotics for several years, there are limited instances of
Candida cells becoming resistant to amphotericin-B (AmB) and nystatin; however, intrinsic
resistance to AmB in some Candida spp., viz, C. lusitaniae and T. beigelii, is common [1–3].
The strains resistant to AmB, which have been isolated from patients with candidiasis, belong
mostly to non-albicans species such as C. lusitaniae and C. tropicalis. The resistance to AmB
has been mainly associated with changes in sterol content of the cell [33]. The clinical isolates
of C. albicans resistant to AmB were shown to lack ergosterol and accumulated 3-�-ergosta-
7, 22-dienol and 3-�-ergosta-8-enol due to a defect in �5,6-desaturase enzyme. The decreased
ergosterol content resulted in reduced binding of polyenes as compared to susceptible cells. In
certain instances of AmB resistance, an increased catalase activity has also been shown as a
part of the mechanism of resistance to control oxidative damage caused by the drug [1]. In another
pathogenic isolate of Cryptocococcus neoformans which was isolated from AIDS patients who
failed antifungal therapy, a similar correlation between polyene resistance and sterol contents
was reported [34]. There are also reports to suggest that polyene action could be affected by
alteration in components other than sterols—viz., cell wall component and membrane phospho-
lipids [35–40].
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III. MDR IN OTHER FUNGI

Aspergillus fumigatus is the most common species of Aspergillus causing pulmonary disease.
AmB and itraconazole are the two commonly used drugs to which this fungus is sensitive.
Notwithstanding the variations in MIC value determination, higher MICs have been recorded
for some clinical isolates. The role of P45014DM and efflux pumps has been implicated in
itraconazole resistance in A. fumigalus [41]. Two ABC transporter genes atrA and atrB have
recently been cloned from the filamentous fungus A. nidulans. The proteins encoded by these
genes share the same topology as the ABC transporters CDR1 from C. albicans and PDR5 and
SNQ2 from S. cerevisiae. Similar to transcriptional activation of CDR1 by a variety of stresses,
the transcription of atrA and atrB is also upregulated by several drugs, azoles, and fungicides.
In order to dissect the functional role of atrA and atrB in drug resistance, a pdr5mutant (hypersen-
sitive to various drugs) was functionally complemented with them. While atrB could complement
the pdr5 defect and elicited resistance to several drugs, atrA failed to complement the hypersensi-
tive phenotype of pdr5 mutant strain. It is assumed that both atrA and atrB play a role in
protecting the fungus from natural toxic compounds by effluxing the drugs and thereby reducing
their intracellular concentrations [42,43]. Another ABC transporter gene, atrC, has also been
cloned fromA. nidulans. Northern analysis revealed that atrCmRNA levels increased in response
to cycloheximide. There is evidence suggesting the presence of at least eight additional ABC
transporters in A. nidulans. The contribution of these new genes in azole resistance needs to be
elucidated [44].

Another ABC pump, adr1, which is highly similar to PDR5 and CDR1, has recently been
characterized in A. fumigatus. The transcript of adr1was found to be enhanced in an itraconazole-
resistant isolate, which also showed less accumulation of the drug [45]. ABC transporters
AfuMDR1 and AfuMDR2 from A. fumigatus and AflMDR1 from A. flavus have also been identi-
fied. AfuMDR1 and AflMDR1 bear a high degree of similarity to the S. pombe leptomycin B
resistance protein and to human MDR1 [42]. On the other hand, AfuMDR2 encodes a protein
containing four putative transmembrane domains and shows a high degree of similarity to the
S. cerevisiae genes MDL1 and MDL2 [46]. Expression of AfuMDR1 in S. cerevisiae conferred
increased resistance to the antifungal agent cilofungin [42].

Cryptococcus neoformans is another pathogenic fungus that infects immunocompromised
patients. Current treatment of this fungal infection involves the use of azole antifungal drugs.
Recently fluvastatin, a cholesterol-lowering agent, has also been shown to exhibit an inhibitory
effect against C. neoformans. Fluvastatin combined with fluconazole and itraconazole has a
synergistic as well as an additive effect. Although the mechanism for fluvastatin action is not
clear, it is assumed that it could be inhibiting one of the enzymes of the ergosterol biosynthetic
pathway [47]. The development of resistance to these drugs in C. neoformans led to a search
for mechanisms involved in this phenomenon. Subsequently, CneMDR1, a gene encoding a
protein related to the other MDR proteins, has been cloned and characterized fromC. neoformans.
Evidence also shows the presence of a second MDR-like gene (CneMDR2) in this fungus [48].

In one report, an increase in MIC values in strains of H. capsulatum recovered from AIDS
patients has been documented [49]. Interestingly, the enhanced resistance to fluconazole in
posttreatment isolates was accompanied by higher sensitivity to itraconazole. Another example
of negative cross-resistance has also been reported for Penicillium italicum strains. These strains
are highly resistant to 14�-demethylase inhibitors but are sensitive to the morpholine fenpropi-
morph [50,51]. Therefore, although the number of reports of antifungal resistance in fungal
species other than Candida are still limited, the mechanisms of resistance reported so far appear
to be common.
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Table 1 Targets and Mechanisms of Resistance of Some Antifungals

Antifungal Target Mechanism of resistance

Pyrimidine Thymidylate synthetase Failure to metabolize 5-FC to 5 FUTP
5-Flucytosine and 5 FdUMP

Loss of feedback control of pyrimidine
biosynthesis

Defect in cytosine permease
Polyenes Membrane ergosterol Alteration in membrane lipids, mainly

Nystatin, amphotericin-B ergosterol (resistant clinical isolates
lack ergosterol and accumulate 3-�-
ergosta-7,22-dienol and 3-�-ergosta-8-
enol, due to defect in � 5,6-desaturase
gene (ERG3)

Enhanced catalase activity
Azoles 14�-demethylase (ERG11, also Mutations in the target enzyme

Fluconazole, ketoconazole, designated ERG16 earlier) cytochrome P450 14�-demethylase
itraconazole, voriconazole, which alters the affinity of this enzyme
clotrimazole to the azoles

Overexpression of 14�-demethylase
Failure to accumulate azoles due to rapid

efflux mediated by ABC and MFS
family of MDR transporters

Alteration of sterol � 5,6-desaturase
(ERG3)

Allylamines Squalene epoxidase (ERG1) Overexpression of CDR1, CDR2, and
Naftifine, terbinafine, CaMDR1

tolnaftate
Morpholines �14-reductase (ERG24), � 8,7- Overexpression of �14-reductase (ERG24)

Amorolfine isomerase (ERG2) or sterol C-24 (28) reductase (ERG4)
genes

Overexpression of CDR1 and CDR2
Lipopeptides �-1,3-glucan synthetase Mutations in FKS1 gene alters affinity of

Echinocandins, (encoded by FKS1 and the enzyme
pneumocandins, aculcacins, RHO1)
cyclopeptamine

In order to understand the mechanism of antifungal resistance, it is essential that the site
and mechanisms of action of these drugs are elucidated. Table 1 lists most of the known antifun-
gals with their proven targets and mechanisms of resistance. The reader is referred to some very
informative reviews for further details on these aspects [1–8].

IV. MECHANISMS OF RESISTANCE TO ANTIFUNGALS

Although the molecular basis of drug resistance in Candida is not very clear, evidence accumu-
lated so far suggests that MDR is a multifactorial phenomenon where a combination of mecha-
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Figure 1 Mechanisms of azole resistance in fungi. (1) Changes in the cell wall/plasma membrane leading
to impaired azole uptake. (2) Efflux of drugs mediated by the ABC or the MFS class of efflux pumps.
(3) Overexpression of the drug target or of the efflux pumps. (4) Mutation in the drug target (P45014DM)
does not allow the drug to bind or allows drug to bind with low affinity. (5) Activation of alternate pathways
such as �5,6-desaturase. (6) Sequestration of the drug into an organelle-like vacuole by organellar pump.
(7) Chromosome alterations or changes in chromosome number as a means to maintain more copies of
the required gene. (8) Modification of azoles (�22-desaturase and CYP52) to an inactive form.

nisms could contribute to drug resistance (Fig. 1) [29,52,53]. Some of the well-known mecha-
nisms of drug resistance in pathogenic fungi are discussed below.

A. P45014DM

Azole resistance in C. albicans was earlier thought to occur primarily through an alteration or
an overexpression of the ERG11 (earlier designated as ERG16)-encoded gene product 14�-
lanosterol demethylase (CYP51: also known as P45014DM) involved in sterol biosynthesis.
Azoles inhibit a specific step in the ergosterol biosynthesis in fungi by binding to and inhibiting
P45014DM [54–56]. This leads to high levels of 14-methylated sterols, causing disruption of
membrane structures. Azole derivatives have been shown to interact with the heme molecule
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in P45014DM where an unhindered nitrogen atom of the azole ring (N3 in imidazole or N4 in
derivatives) binds to the heme iron at its sixth coordinate position. The blocking of this position,
which is normally occupied by activated oxygen, prevents initiation of the hydroxylation reac-
tion. The affinity and the selectivity of the azoles for their target(s) are also determined by their
structure, lipophilicity, and stereochemical orientation of the N-1 side chain. Azole derivatives
also fit in the P45014DM substrate pocket, which normally accepts lanosterol as a natural
substrate [30,57,58].

The import of azoles inside the cell still remains unresolved although it has been suggested
that the hydrophobicity of this drug could facilitate its entry. Once the drug enters the cell its
interaction with P45014DM can be modified in two ways—target alteration and overexpression.
Certain point mutations in the gene for P45014DM (ERG11) make the enzyme less sensitive
to drug. The overexpression of enzyme, which necessitates the need for a higher dose of azoles,
as compared to a susceptible strain, represents another mechanism [2,8,59].

1. Alterations in P45014DM

Several publications have reported point mutations in the P45014DM (ERG11) gene, which
change the affinity of the azoles to its target protein leading to resistance [28,30,60–63]. White
analyzed a series of C. albicans strains which were earlier isolated by Redding et al. from a
single HIV patient [64] and identified a single amino acid substitution—R467K in Erg11p. This
mutation lies between two residues presumably involved in interactions with the heme moiety.
Using site-directed mutagenesis, Lamb et al. introduced the mutation T315A and expressed the
mutated protein in S. cerevisiae. The mutated protein showed higher MIC values for fluconazole
and ketoconazole. The purified mutated protein exhibited reduced enzyme activity and affinity
for azoles, thus providing the first example of a single base change in the target enzyme leading
to azole resistance through reduced affinity [28]. Sanglard et al. [30], using a similar strategy,
expressed ERG11 genes from sequential clinical isolates of C. albicans in S. cerevisiae. This
strategy enabled them to isolate five ERG11 genes with mutations—G129A, Y132H, S405F,
G464S, and R467K. The presence of these mutations in the C. albicans isolates led to an increase
in the MIC values for azoles [30]. Loffler et al. have identified additional mutations—E266D,
F105L, K287R, G448E, G450E, G464S, and V488I in fluconazole-resistant isolates [63]. The
mutations G464S and R467K in the heme-binding domain of P45014DM in clinical strains have
also been shown to cause resistance by reducing the affinity for fluconazole [62,65]. The mutation
Y132H does not permit normal binding of fluconazole to protein, as was revealed from the
spectral studies. Under normal circumstances binding of fluconazole to the native protein results
in type II spectra due to its coordination with heme as a sixth ligand while a type I spectrum
was observed for Y132H mutation. However, there is no effect of this mutation on ergosterol
biosynthesis. This suggested that Y132H substitution occurred without significant perturbation
of the heme environment and thus represents a novel change in protein leading to fluconazole
resistance [66]. Recently, Marichal et al. have identified new mutations linked to azole resistance
in ERG11—A149V, D153E, E165Y, S279F, V452A, and G465S [60] and have compiled all
the known 29 substitutions of C. albicans ERG11 in a graphical representation to show the
frequency and positions of these amino acid substitutions (Fig. 2) [60]. Four mutations—D116E,
K128T, E266D, and G464S—occurred with highest frequency; G464S was the only substitution
seen exclusively in azole-resistant isolates. I-helix stretch of Erg11p, which is highly conserved
in cytochromes P450 family, did not show any spontaneous mutations. The exact placement of
these mutations in a 3D model of the protein show that these mutations are not randomly
distributed but rather clustered in three hot spot regions between 105–165, 266–287, and
405–488 amino acid residues [60].
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Molecular modeling of P45014DM has provided an additional tool to understand its inter-
actions with its natural substrate (viz., lanosterol) and the inhibitors (viz., azoles). Two homol-
ogy-based models of P45014DM have been built to illustrate these interactions. In one of the
model, which has been built on the basis of the known crystal structure of P450cam [67], the
interaction of lanosterol with the amino acid residues Gly-310, Leu-307, Met-313, and Ser-508
has been predicted [57]. In another homology-based model which was built by using the available
coordinates of P450BM-3 (CYP102) as a template, Lewis et al. have predicted interaction of
lanosterol with some more additional amino acid residues, viz., Val-138, Ile-139, Leu-257, Met-
313, Met-509, Val-510, Tyr-140, Ser-382, Phe-153, Thr-318, His-381, Tyr-126, and Leu-228.
The putative interactions of an inhibitor like ketoconazole with CYP51 have been shown to be
quite similar to that predicted for lanosterol [68]. However, none of the substitutions identified
in azole-resistant isolates so far include a change in these interactive amino acid residues. The
two 3D models of P45014DM built are too distant from Erg11p of C. albicans. Indeed, a closer
model to Erg11p is necessary to illustrate the interaction among inhibitors, substrate, and protein.

The increasingly important pathogenC. krusei is less susceptible to fluconazole and ketoco-
nazole than itraconazole. The interaction of P45014DM with itraconazole, fluconazole, and
ketoconazole has been confirmed in C. krusei by in vitro ergosterol biosynthesis and by using
difference spectroscopy [69]. In C. krusei the demethylase activity was found to be severalfold
resistant to inhibition by fluconazole as compared to the activity of this enzyme from fluconazole-
susceptible isolates of C. albicans [70]. It appears that fluconazole resistance in C. krusei is
predominantly mediated by reduced susceptibility of 14�-demethylase to the drug [70]. The
interactions between azoles and Erg11p have also been demonstrated in filamentous fungi like
A. fumigatus and Penicillium italicum [71,72].

2. Overexpression of P45014DM

Resistance to fluconazole in many clinical isolates has often been associated with the overexpres-
sion of P45014DM. However, it has been difficult to correlate the overexpression with the
resistance observed mainly because of the simultaneous existence of mutations in P45014DM
or overexpression of the efflux pumps in the same isolates. Gene amplification is one of the
common mechanisms of resistance in eukaryotic cells [73,74]. However, overexpression of
P45014DM in C. albicans has not been linked to gene amplification [29,75,76]. In a clinical
isolate of C. glabrata, increased levels of P45014DM were shown to be associated with the
amplification of the ERG11 gene [77–79]. Amplification of the ERG11 gene in this isolate has
also been linked to chromosomal duplication, which in turn results in high levels of P45014DM
[78]. That gene conversion or mitotic recombination could also play a role in fluconazole resis-
tance inC. albicans, was apparent from a study done by White where additional genetic variations
in a clinical isolate of C. albicans with R467K substitution have been reported. It was shown
that the allelic differences present in sensitive isolates of C. albicans were eliminated in the
resistant isolates from the region of the ERG11 promoter, ORF and terminator region and into
the immediate downstream gene THR1, by gene conversion or mitotic recombination [80]. The
resulting strain has R467K mutation in both copies of ERG11 and was more resistant to azoles
than a strain with single allelic substitution.

B. �5,6-Desaturase

A defect in �5,6-desaturase (ERG3), another enzyme of the ergosterol biosynthesis pathway,
has also been shown to contribute to azole resistance. A defect in this enzyme leads to the
accumulation of 14�-methylfecosterol instead of 14�-methylergosta-8,24(28)-dien-3�,6-� diol.
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Accumulation of sufficient amounts of 14�-methylfecosterol compensates for ergosterol in the
membranes and thus contributes to azole resistance in C. albicans [1–3]. It has also been shown
that the lethality of S. cerevisiae disruptant of CYP51 (ERG11) can be suppressed by �5,6-
desaturase [81]. The decrease in ergosterol contents due to a defect in �5,6-desaturase in flucona-
zole resistant clinical isolates of C. albicans resulted in cross-resistance to AmB [82].

Recently another cytochrome P450, �22-desaturase (CYP61 and also ERG5), has been
purified from an ERG11 (P45014DM) disruptant strain of C. glabrata [83]. The purified enzyme
showed desaturase activity in a reconstituted system. �22-destaurase, and its homologs have also
been identified in C. albicans and Schizosaccharomyces pombe. The type II spectra obtained
with the azole antifungal compounds ketoconazole, fluconazole, and itraconazole in reconstituted
�22-desaturase suggested that these drugs directly interact with the cytochrome heme. These
results thereby suggest the potential for �22-desaturase to be an antifungal target [83].

C. Efflux Pumps

In addition to an alteration or an overexpression of 14�-lanosterol demethylase involved in
sterol biosynthesis, azole resistance in C. albicans is also elicited by other mechanisms. The
characterization of ABC proteins, e.g., CDR1 [31], CDR2 [32], and CaMDR1 [19,20], a MFS
transporter, as efflux pumps of C. albicans and their overexpression in certain instances of azole-
resistant isolates, has confirmed that these transporters represent another mechanism involved
in the MDR scenario of C. albicans [32,53,76,84,85].

1. ABC Transporters

CDR1 of C. albicans was the first ABC efflux pump implicated in conferring resistance to
cycloheximide in a PDR5 disruptant hypersensitive strain of S. cerevisiae [31]. CDR1 encodes
a protein of 1501 amino acid residues (169.9 kDa) whose predicted structural organization is
characterized by two homologous halves, each comprising a hydrophobic region with a set of
six transmembrane stretches, preceded by a hydrophilic nucleotide binding fold. The structure
is identical to that of the S. cerevisiae ABC proteins Pdr5p and Snq2p. It mirrors the architecture
of the yeast a-mating pheromone transporter STE6, as well as mammalian drug resistance P-
glycoprotein (P-gp orMDR1) and cystic fibrosis factor CFTR [26]. The significance of inversion
of domains in some of the ABC drug transporters is not understood and may be related to their

�

Figure 2 Visualization of the localization and frequency of mutations in the Erg11p (Cyp51p) sequence.
At the top of the figure, the aligned sequences of C. albicans Erg11p and P. putida Cyp101p and their
secondary structure are visualized. Gaps are represented as thin lines and predicted �-helices are represented
by boxes, for which the starting position and length are indicated. The letter code for the helices is
indicated above the boxes. The amino acid mutations found are represented by bars, for which the length
is proportional to the frequency of occurrence. Different filling patterns are used to categorize the mutation:
mutations found both in azole-sensitive and -resistant strains are indicated by open bars; filled bars depict
the mutations for which it has been experimentally demonstrated that they were important for the affinity
of an azole for the cytochrome P450; hatched bars indicate noncharacterized mutations. The PCR-induced
mutation is shown with an arrow. The fifth ligand of the haem, C470, is also indicated. At the bottom of
the figure, the ERG11 ORF is represented by a horizontal arrow. Silent mutations found in this study are
represented by open bars. Again the length of the bars is proportional to the frequency of occurrence.
(From Ref. 60.)
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physiological functions. Cdr1p is remarkably similar to Pdr5p of S. cerevisiae. The similarity
is not limited to ATP binding motif but is conserved along the entire length of the protein.
Despite the high homology between CDR1 and PDR5, and their encoded products, some func-
tional features tend to distinguish them. For example, while single or low copies of CDR1 are
sufficient to increase drug resistance in S. cerevisiae, multiple copies of PDR5 are required to
yield a similar level of drug resistance. In addition to differences in the efficiencies in conferring
drug resistance to the same drugs, the spectrum of drugs to which CDR1 and PDR5 confer
resistance is also partly distinct. For example, both genes share overlapping specificities for
cycloheximide and chloramphenicol, but CDR1 affects sensitivity to oligomycin while neither
amplification nor disruption of PDR5 alter susceptibilities to it. It is worth mentioning here that
some of the close homologs of CDR1 in C. albicans are also functionally distinct (discussed
below).

That efflux pumps other than CDR1 could be contributing to drug resistance became
apparent after isolation of its close homolog CDR2. Cdr2p exhibits 84% identity with Cdr1p
and confers resistance to fluconazole and several other drugs [32]. In spite of the close identity
between CDR1 and CDR2, their flanking promoter regions exhibit considerable divergence.
While the CDR1 promoter is modular and highly regulated with putative elements like HSE,
DRE, SRE, AP1, and YAP1, the CDR2 promoter is devoid of such elements, which suggests
that they may be differentially regulated [86,87]. Interestingly, the promoter of both genes,
though a close homolog of PDR5, lacks the characteristic PDR1/PDR3 transcription factor
binding sites, which further suggests divergence in the regulation between close homologs of
two yeasts [31].

Since azole resistance appears to be a multifactorial phenomenon (discussed later), this
led to the search for more homologs of CDRs. Using PCR-based cloning, other homologs of
CDR1 and CDR2, namely CDR3, CDR4, and CDR5, were identified [88–90]. Cdr3p and Cdr4p
show the highest homology to Cdr1p and Cdr2p; however, compared to Cdr1p and Cdr2p, which
are �90% similar, Cdr3p and Cdr4p are only 75% similar to Cdr1p and Cdr2p. Interestingly,
overexpression of CDR3 and deletion of CDR3 and CDR4 could not affect drug susceptibilities
[88,89]. Why some of the known Cdrps are unable to elicit a multidrug resistance phenomenon
is not clear. The ball model of Cdr1p and Cdr3p drawn from a hydropathy plot (Fig. 3a, b)
shows that the two proteins have similar topological arrangements where a hydrophilic domain
containing nucleotide binding motif precedes hydrophobic transmembrane stretches. The only
apparent difference between the two proteins appears to be in the C-terminal where Cdr3p has
an extended loop connecting TM11 and TM12. In addition, the last 21 amino acids in the C-
terminal of Cdr3p are totally different from Cdr1p.

Keeping in view the importance of these regions in drug binding in human Mdr1p and
Cdr1p, these subtle differences in structure of these proteins could affect substrate specificity,
thereby rendering them unable to bind and transport drugs [91–94]. A high-resolution 3D protein
structure of Cdrps would finally be able to resolve the molecular basis of drug transport by
these transporters; however, mutational analysis of homologous and nonhomologous regions
between different Cdrps can provide valuable information. This situation is reminiscent of the
observation that two types of P-glycoproteins are found in mammals: one which transports
hydrophobic drugs, and one that cannot transport drugs. Thus, mouse mdr1 and mdr3 and human
MDR1 can transport and confer drug resistance while mouse mdr2 and human MDR2 (also
known as MDR3) cannot [95–101]. Further studies employing MDR1-MDR2 chimeric proteins
have led to the identification of some amino acid residues in the TM6 of MDR1 which are
sufficient to allow an MDR2 backbone in the N-terminal half of P-gp to transport several
MDR1 substrates [102]. These studies indicate a close relationship between MDR1, a multidrug
transporter, and MDR2, a phosphotidylcholine flippase. Since Cdr1p, Cdr2p, and Cdr3p have
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similar domain structure, their substrate preferences are most likely to be determined by some
nonidentical amino acid residues. However, this remains to be investigated.

A search for more homologs of MDR genes in C. albicans revealed at least 14 new partial
gene sequences, which displayed homology with human MDR1 ATP binding region. These
sequences showed no significant homology to known Cdrps but nonetheless could have an effect
on drug susceptibilities of C. albicans [103]. There is a great possibility that C. albicans will
have several drug efflux pumps.

Clinical resistance to fluconazole as a result of reduced intracellular accumulation has
also been reported for other pathogenic Candida species including C. tropicalis, C. glabrata,
C. Krusei, and C. dubliniensis. Table 2 lists the known MDR transporters in Candida spp.
Among non-albicans species, C. glabrata has emerged as an important nosocomial pathogen.
Homologs of CDR1, CgCDR1, and CgCDR2 have been isolated by functionally complementing
a hypersensitive mutant of S. cerevisiae [104,105]. CgCDR1 was shown to be upregulated in
the azole-resistant isolates. Another putative ABC transporter encoded by PDH1 has also been
implicated in azole resistance of C. glabrata [106]. C. dubliniensis is phylogenetically closely
related to C. albicans and is associated with oral candidiasis. Fluconazole-resistant isolates of
C. dubliniensis showed reduced accumulation of the drug as compared to susceptible strains.
This led to the identification of two ABC transporters, viz., CdCDR1 and CdCDR2, which
mediate fluconazole resistance in clinical isolates of C. dubliniensis [107]. A potential role of
two putative ABC transporters ABC1 and ABC2 in drug resistance has also been suggested for
C. krusei [108].

2. MFS Transporters

Another class of efflux pumps/transporters which are structurally quite similar to ABC pumps
but do not contain ATP binding domains are known as major facilitators (MFS). The MFS has
originally been defined as a superfamily of permeases that are characterized by two structural
units of six transmembrane spanning �-helical segments, linked by a cytoplasmic loop. The
structure-function relationships of MFS have not been generalized in details due to the diversity
in their nucleotide and amino acid sequences. But it has been postulated that the N-terminal
halves of different major facilitator families share greater similarities than their C-terminal
halves, which suggests that C-terminal regions are involved in substrate recognition and N-
terminal regions are involved in proton translocation [109,110].

The MFS proteins, which are involved in symport, antiport, or uniport of various substrates,
have been found to be ubiquitously present from bacteria to higher eukaryotes [111]. These
transporters have been classified into five distinct clusters or families of membrane transport
proteins within the MFS involved in (1) drug resistance, (2) sugar uptake, (3) uptake of Krebs
cycle intermediates, (4) phosphate ester/phosphate antiport, and (5) oligosaccharide uptake
[109–111]. The drug resistance proteins are proton motive force (PMF)-dependent antiporters
which efflux out drugs in exchange of one or more H+ with a substrate molecule [110]. On the
basis of hydropathy and phylogenetic analyses, MFS drug efflux proteins, which have �100
members, can be divided into two distinct groups containing either 12 or 14 TMS (transmembrane
segments) [110].

In S. cerevisiae, 28 MFS proteins have been identified of which a few have been implicated
to play a role in drug resistance [112]. FLR1 of S. cerevisiae, which encodes for an MFS protein,
has been shown to cause resistance to cycloheximide, fluconazole, cadmium, and H2O2 [113].
CaMDR1 (previously known as BENR) and FLU1 are the two MFS genes identified in C.
albicans. CaMDR1 was initially identified as a gene which conferred resistance to the tubulin-
binding agent benomyl, and the tetrahydrofolate reductase inhibitor methotrexate [19,20]. FLU1,
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Figure 3 A hypothetical two-dimensional model of Cdr1p (A) and Cdr3p (B). The model is based on the hydrophobicity profiles of amino acid sequences and
functional domains. Small circles represent amino acid residues, which are filled with single-letter codes of amino acid. The numbers indicate the beginning and
the end of the transmembrane (TM) domains. The putative ATP-binding sites and the signature sequences are shown in gray. The first and the last amino acid
of each transmembrane segment is in black. The extra stretch of amino acids at the C-terminal in Cdr3p which do not match with Cdr1p are also shown in black.
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Table 2 Multidrug Transporters of Candida

Species Gene Type Substrate Topology Localization Chr Knockout Ref.

Candida CaCDR1 ABC antifungals, (NBF-TMS6)2 PM 3 viable 31,141
albicans phospholipids

CaCDR2 ABC antifungals, (NBF-TMS6)2 ? 3 viable 32
phospholipids

CaCDR3 ABC phospholipids (NBF-TMS6)2 ? 4 viable 88
CaCDR4 ABC antifungals, (NBF-TMS6)2 ? 1 viable 89,169

phospholipids
CaCDR5 ABC drugs? ? ? 5 ? 90
HST6 ABC a-factor, (TMS6-NBF)2 ? 3 ND 139

drugs?
CaMDR1 MFS antifungals (TMS6)2 ? 6 viable 19,20
FLU1 MFS antifungals (TMS6)2 ? 7 viable 114
CaYOR1 MRP drugs? ? ? ND ND 170
CaYCF1 MRP drugs? ? ? 7 viable 171

Candida CgCDR1 ABC antifungals (NBF-TMS6)2 ? ND viable 104
glabrata

CgCDR2 ABC antifungals (NBF-TMS6)2 ? ND viable 105
PDH1 ABC drugs? (NBF-TMS6)2 ? ND ND 106
CgMDR1 MFS antifungals (TMS6)2 ? ND ND 104

Candida CdCDR1 ABC drugs? (NBF-TMS6)2 ? ND ND 107
dubliniensis

CdCDR2 ABC drugs? (NBF-TMS6)2 ? ND ND 107
CdMDR1 MFS antifungals (TMS6)2 ? ND ND 107

Candida ABC1 ABC drugs? ? ? ND ND 108
krusei

ABC2 ABC drugs? ? ? ND ND 108

Abbreviations: Chr, chromosome; ND, not determined; ABC, ATP-binding cassette; MFS, major facilitator superfamily; MRP,
multidrug resistance-associated protein; CDR, Candida drug resistance; PDH, pleomorphic drug resistance homolog; YOR, yeast
oligomycin resistance; YCF, yeast cadmium factor, NBF, nucleotide binding fold; TMS, transmembrane segment; PM, plasma
membrane; MDR, multidrug resistance.

on the other hand, was initially detected as a clone which could confer resistance to fluconazole,
although recently it has been shown that mycophenolic acid is a specific substrate for Flu1p
[114]. CaMDR1 is highly homologous to FLR1, while FLU1 revealed high similarity to an S.
cerevisiae putative MFS transporter, YLL028wp [113,114]. CaMDR1 expression in S. cerevisiae
confers resistance to several unrelated drugs, and its overexpression has been linked to azole
resistance in C. albicans. Seven polymorphic mutant alleles of CaMDR1 (CaMDR1-1 to 1–7)
have recently been identified. The complete sequencing of CaMDR1 alleles revealed several in
frame point mutations leading to changes in amino acid residues where insertion/replacement
of an aspartate residue in a stretch of serine-asparagine-aspartate-rich domain was most notewor-
thy [115]. Interestingly, these alleles showed distinct drug resistance profiles (Fig. 4). The rele-
vance of such alleles of CaMDR1 in azole resistance in C. albicans remains to be ascertained.
The sequencing of PCR amplified serine-asparagine-aspartate-rich domains of fluconazole-resis-
tant and laboratory isolates revealed that these isolates harbor different alleles. This would mean
that the polymorphic alleles might exist in nature in response to different environmental stresses.
The expression of CaMDR1 in C. albicans cells was enhanced by benomyl, methotrexate, and
several other, unrelated drugs, and was more pronounced in some of the azole-resistant clinical
isolates. This confirms that while CaMDR1 overexpression is linked to fluconazole resistance,
other efflux mechanisms are equally important [115].
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Figure 4 Drug resistance profile and the amino acid changes in the mutant alleles of CaMDR1. The
bars in histogram represent the sensitivity of mutant alleles (CaMDR1-7) to indicated drugs. The increase
in height of the bars represents increase in the diameter of inhibition zone on a filter disk assay implying
enhanced sensitivity. The left panel of the figure indicates the mutations found in different alleles. The
substitution and insertion of amino acids are shown as single-letter codes. (From Ref. 115.)

In order to study the efflux mechanism mediated by CaMdr1p, we have (unpublished
observation) overexpressed it in a baculovirus expression system. Overexpression of several
membrane proteins including human Mdr1p and Cdr1p has also been achieved by using baculovi-
rus expression systems [94,116]. Since insect cells are able to accomplish many of the higher
eukaryotic posttranslation modifications, a recombinant protein produced by this expression
system is expected to be functionally active. The Sf9 cells overexpressing CaMdr1p (�13% of
total viral protein) were used to study the accumulation of methotrexate and fluconazole. Reduced
accumulation of radiolabeled drugs in infected cells suggested that these drugs are effluxed out
by CaMdr1p. The extent of reduction in the accumulation of both the drugs in Sf9 cells expressing
CaMDR1 was more pronounced (rapid efflux) than when it was expressed in yeast. Interestingly,
while both methotrexate and fluconazole could be effluxed out by CaMDR1 expressing Sf9 cells,
methotrexate appeared to be a better substrate since it was least accumulated. The competition
experiments revealed some interesting features of CaMdr1p. For example, a 100-fold excess of
benomyl could prevent the efflux of fluconazole and methotrexate, which suggests overlapping
binding site(s). However, excess of fluconazole had no effect on the accumulation of methotrex-
ate and vice versa, which indicated that their binding sites on CaMdr1p are probably different.
Cycloheximide was also unable to inhibit the transport of both the drugs, again indicating
independent binding sites.

Recently, homologs of CaMDR1 have been identified from C. dubliniensis and C. glabrata
which are termed as CdMDR1 and CgMDR1, respectively [104,107]. It appears that increased
expression of CdMDR1 is the main mechanism of fluconazole resistance involved in C. dub-
liniensis clinical isolates [107]. Since CgMDR1 confers specific resistance to fluconazole, its
constitutive expression in C. glabrata may be responsible for the intrinsically low susceptibility
of this yeast species to fluconazole [104]. Interestingly, the ser-asn-asp-rich domain present in
CaMdr1p and its alleles was not found in CdMdr1p, Cyhrp (cycloheximide resistance protein
from C. maltosa) and Flr1p from S. cerevisiae, which are 93%, 57% and 46% identical to
CaMdr1p, respectively, but do not confer resistance to benomyl [107,115].
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D. Chromosomal Alterations

An alteration in chromosomal copy number in response to selective pressure, a regulatory princi-
ple of gene expression in lower fungi, has also been recently discovered in C. albicans [115].
Perepnikhatka et al. have shown that the exposure of C. albicans cells to fluconazole resulted
in the nondisjunction of two specific chromosomes in drug-resistant mutants. Drug exposure
for different time periods led to the gain of one copy of chromosome 3 and in the loss of a
homolog of chromosome 4. While at least two genes, CDR1 and CDR2, are localized on chromo-
some 3, none of the genes associated with drug resistance are situated on chromosome 4. Interest-
ingly, the mRNA levels of CDR1, CDR2, ERG11, and CaMDR1 in these mutants either remained
the same or were reduced [117]. Therefore, chromosomal nondisjunction could represent another
possible mechanism of drug resistance.

V. PHYSIOLOGICAL RELEVANCE OF DRUG TRANSPORTERS

The rapidly growing family of transporters particularly belonging to ABC superfamily (traffic
ATPases) comprises an extremely diverse class of membrane transport proteins that couple ATP
hydrolysis to the translocation of solutes across the membrane. The diversity of these proteins is
also reflected in their ever-emerging additional roles in absorption, excretion, signal transduction,
bacterial pathogenesis, and most importantly, drug and antibiotic resistance [118,119]. Under-
standably, considerable attention is being given to the physiological relevance of ABC transport-
ers. The most intriguing aspect of these transporters relates to their wider specificity, where a
single transporter can recognize a variety of unrelated xenobiotics. As discussed above, there
are already several energy-dependent transporters, which have been identified in Candida and
other pathogenic fungi and some of them have been shown to be involved in drug transport
[31,32,88,89]. The S. cerevisiae genome completion revealed that it has 29 ABC transporters
and an almost equal number of MFS transporters [112,120]. Therefore, it is very likely that
Candida could also harbor a lot more transporters than what have been discovered so far.
Considering the diversity and large size of such proteins [121,122] it is believed that such a large
family of transporters may not exclusively export drugs in fungi. Understanding the molecular
mechanism of transmembrane transport in general and of antifungal resistance in particular is
important for the improved management of C. albicans infection. Recent evidence suggests that
ABC transporters of fungi, C. albicans in particular, are multifunctional proteins with important
physiological functions. The following sections describe the so far identified physiological roles
for these proteins.

A. Cdr1p Is a Multifunctional Protein

1. Cdr1p as Drug Transporter

The mechanism of entry of drugs into a fungal cell is not very well understood. Several studies
have used intracellular accumulation of the drug as an index of efflux, where less accumulation
implies more efflux. Many laboratories using this parameter have shown that azole-resistant
clinical isolates of C. albicans accumulated lower amount of drug than sensitive strains. Notwith-
standing the mechanism of efflux, these studies do demonstrate that the effluxing ability of ABC
pumps is an energy-dependent process. Cdr1p and Cdr2p are able to efflux out fluconazole,
which can be competed out with several unrelated drugs. A causal relationship between efflux
mediated by these two proteins was established when �cdr1 and �cdr1�cdr2 showed much
less accumulation of fluconazole than wild-type strain of C. albicans [32].



Drug Resistance Mechanisms 617

We have shown that the deletion of 79 amino acids from the carboxy terminal of Cdr1p
(�CDR1; which encompasses the TM12 of this transporter) did not result in total loss of its
ability to efflux cytotoxic agents. While the expression of �CDR1 in S. cerevisiae resulted in
impaired sensitivity to drugs like cycloheximide, anisomycin, sulfomethuron methyl, and nys-
tatin, its ability to confer resistance to drugs like o-phenanthroline, 4-nitrosoquinoline-N-oxide,
cerulenin, azoles, oligomycin, erythromycin, chloramphenicol, and benomyl remained unaltered.
It appears that similar to human Mdr1p, Cdr1p also has localized drug-binding sites in the TM12
stretch. TM12 deletion did not lead to any significant impairment in NTPase activities or in its
ability to efflux Rh123 and steroid hormones like �-estradiol. To dissect the functionality of
Cdr1p, its truncated version was overexpressed in baculovirus-insect cell expression system.
The deletion of TM12 did not affect the targeting of the protein, and �Cdr1p was exclusively
localized in plasma membrane of Sf9 cells as detected by imunofluorescence. Interestingly, the
expression of �Cdr1p in the baculovirus-insect expression system generated a high drug-stimu-
lated plasma membrane-bound ATPase activity which was not demonstrable when Cdr1p was
expressed in S. cerevisiae [94]. It has been observed for human Mdr1p that different stimulatory
effect of drugs on ATPase activity is closely related to the drug transport (resistance) activities
[10,123]. However, we were unable to find such a distinct correlation with Cdr1p. Nevertheless,
a cross-talk between the nucleotide-binding domain (NBD) and drugs is demonstrable in the
case of Cdr1p.

Using a combination of random mutagenesis and phenotypic screening, Egner et al. have
isolated several mutants of the Pdr5 transporter and have identified amino acids important for
substrate recognition and drug transport. Some of the point mutations could also affect the folding
of Pdr5p, suggesting that the folded structure is the major substrate specificity determinant [124].
How and where azoles would bind to Cdr1p and Cdr2p before being effluxed out can be predicted
by inducing point mutations in these proteins. Why Cdr3p or Cdr4p, which are very similar
proteins to Cdr1p and Cdr2p, do not efflux drugs could also become clear from these mutational
studies.

2. Cdr1p as Human Steroid Transporter

Cdr1p can specifically transport human steroid hormones—namely, �-estradiol and corticoste-
rone. An S. cerevisiae transformant harboring CDR1 accumulated about threefold less �-estradiol
and about twofold less corticosterone than the nontransformed strain. Efflux of �-estradiol and
corticosterone was inhibited by 100-fold concentration of �-estradiol, corticosterone, ergosterol,
and dexamethasone, but progesterone, which is not transported by Cdr1p, did not affect the
efflux or thus the accumulation. Interestingly, some of the drugs—viz., cycloheximide, chloram-
phenicol, fluconazole, and o-phenanthroline—to which CDR1 confers resistance could also
prevent to some extent the efflux of �-estradiol and corticosterone, thus suggesting commonality
among binding site(s) [125]. The homolog of Cdr1p, Pdr5p, and Snq2p from S. cerevisiae can
also mediate transmembrane transport of steroids and glucosteroids [126,127].

Rhodamine-123 and rhodamine-6G are taken up by S. cerevisiae cells, and quenching of
its fluorescence has been linked to Pdr5p activity [126]. It has been demonstrated that the dye
was accumulated much more abundantly (increase in relative fluorescence) in a PDR5 disrupted
hypersensitive S. cerevisiae strain JG436. Strains expressing Cdr1p showed 50% less accumula-
tion of the dye than the control cells. It has recently been observed that, compared to Cdr2p
and Cdr3p, Cdr1p is a better efflux pump for �-estradiol, rhodamine, and fluconazole (Prasad
et al., unpublished observations).

Since Cdr1p, a multidrug transporter, can selectively mediate energy-dependent transport
of human steroid hormones with high affinity and specificity, it is possible that these hormones
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could be physiological substrates of this protein. In this regard, it is pertinent to mention that
corticosteroid- and estrogen-binding proteins in C. albicans and other species of Candida have
already been identified [128–130]. The interaction of some of the azoles such as ketoconazole
with corticosteroid-binding protein has been observed [131]. Moreover, the presence of a steroid-
responsive element in the promoter of CDR1 and the upregulation of CDR1 transcription by �-
estradiol strongly suggests the possibility of a steroid receptor cascade, linked to multidrug
resistance in C. albicans [76]. A steroid efflux system mediated by Cdr1p, which could be a
part of the total sterol homeostasis of Candida cells, also merits further attention.

3. Cdr1p as Membrane Phospholipid Translocator

Except for human MDR1, which is a general phospholipid translocator and steroid transporter
[132,133], and MDR2, which is a specific phosphatidylcholine translocator between the lipid
monolayers [134], none of the other characterized MDR genes are so distinctly identified with
its functions. Yeast MDRs are no exception and from a host of genes identified as putative
efflux pumps, none have been related with their physiological roles, the only exception being
STE6, which codes for an ABC protein involved in the export of the a-mating factor in S.
cerevisiae [135–138]. A homolog of STE6, HST6, has also been isolated from C. albicans which
is capable of complementing a S. cerevisiae ste6 null mutation by restoring the ability of the
cells to export the a-factor [139]. There is a report suggesting the involvement of PDR5 and
YOR1 in lipid translocation in S. cerevisiae [140].

CDR1, which is a homolog of PDR5, has energy-dependent floppase activity, which trans-
locates phosphatidylethanolamine (PtdEtn) to the outer leaflet of the membrane [141]. The
involvement of Cdr1p in phospholipid translocation was further evident from the fact that in-
creased amount of PtdEtn in the outer leaflet of plasma membrane (PM) of the mycelial form
correlated well with CDR1 expression, which was also more pronounced in mycelial than in
bud form of C. albicans. The decrease in the availability of PtdEtn in the outer half of PM of
a homozygous CDR1 disruptant confirmed its involvement in PtdEtn translocation. Interestingly,
S. cerevisiae transformant expressing CaMDR1 of C. albicans was found to have no effect
on the PtdEtn distribution pattern between the two leaflets, thus suggesting that phospholipid
translocation activity is probably a feature of ABC transporters [141].

Using NBD fluorescent tagged phospholipid analogs, it has been shown that Cdr1p and
its homologs Cdr2p and Cdr3p are general phospholipid translocators (Prasad et al., unpublished
observations). Interestingly, Cdr1p and Cdr2p, whose overexpression leads to MDR, elicit out-
wardly directed phospholipid transbilayer exchange (floppases), while Cdr3p, which does not
confer MDR, is shown to be involved in inwardly directed translocation of phospholipids (flip-
pase). In addition to the difference in the directionality of phospholipid translocation, the floppase
activities of Cdr1p and Cdr2p and flippase activity of Cdr3p are further distinguishable. The
flippase and floppase activities respond differently to inhibitors like NEM and cytochalasinE
(Fig. 5). Most importantly, drugs like fluconazole, cycloheximide, and miconazole could affect
transbilayer movement of phospholipids mediated by Cdr1p and Cdr2p but had no effect on
Cdr3p-mediated transbilayer exchange. These results point out that Cdr1p and Cdr2p presumably
have common binding sites for drugs and phospholipids while flippase activity of Cdr3p could
be independent of drug binding. The difference in the directionality of phospholipid transfer
between Cdrps could be linked to their ability to efflux cytotoxic drugs. If the activity of Cdr3p
pump is inwardly directed (flippase), then its inability to participate in drug transport can be
explained. However, comprehension of the molecular basis of functional differences between
these transporters will have to wait for more experimentation.
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Figure 5 Hypothetical model depicting physiological functioning of Cdr1p, Cdr2p, and Cdr3p. Cdr1p
and Cdr2p could translocate membrane phospholipids from inner to outer leaflet (floppase) while evidence
suggest that Cdr3p translocate phospholipids from outer to inner leaflet (flippase). Both flippase and
floppase activities of these ABC transporters have distinct sensitivities to specific inhibitors (as indicated).
Another protein depicted as scramblase is also shown which can translocate phospholipids in either direc-
tion; however, such protein which has been identified in mammalian system, has not been detected in any
pathogenic fungi.

B. Membrane Lipid Composition and Drug Resistance

Prior studies from our laboratory and others have shown that alterations in the physical state of
plasma membrane lipids can influence a number of transport processes. The physical state of
a membrane also affects gene expression and signal transduction in yeast [142,143]. A possible
role of membrane lipids in the modulation of drug-binding activity of P-glycoprotein (P-gp) has
been suggested, where functions such as drug transport and ATPase activities were shown to
be affected by the lipid environment and exogenous lipids [144–146]. The ATP binding folds
of P-gp could also interact with membrane phospholipids, particularly of the inner leaflet [145].
In vitro experiments involving mammalian P-gp indicated that it required fluid phospholipids
in its immediate surroundings for optimal ATPase activity since the membrane-binding domains
interact with lipid bilayer, and probably their integrity depends on the presence of certain phos-
pholipids [140,146]. As a result, considerable importance is attached to membrane lipids vis-a-
vis functioning of multidrug transporters [141,146,147].

Smriti et al. have analyzed Cdr1p functions by expressing it in different isogenic S. cerevis-
iae erg mutants, which accumulated various intermediates of ergosterol biosynthesis and thus
had altered membrane fluidity [148]. Interestingly, the effect of lipid phase alterations due to
the accumulation of various intermediates of sterol biosynthesis in erg mutants had different
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Figure 6 Membrane fluidity affects drug resistance conferred by Cdr1p. The right panel shows bars
representing P values (fluorescence anisotropy). The increase in P value indicates higher membrane order
(rigidity). Erg mutants expressing CDR1 which have altered membrane fluidity show different susceptibili-
ties to indicated drugs (bars shown on left panel) which is shown as diameter of inhibition zones. (From
Ref. 149.)

effects on various functional aspects of Cdr1p. This study provided an understanding of how a
yeast multidrug transporter protein, Cdr1p, could change its behavior in response to an altered
membrane environment [149]. Earlier, Kaur et al., using the above-mentioned erg mutants,
showed the effect of an altered lipid environment on the functioning of PDR5, a homolog of
CDR1 in S. cerevisiae [148]. Given the intimate relationship among P-gp, its hydrophobic
substrates, and the surrounding membrane environment, it is expected that membrane lipids will
have considerable influence over the functioning of Cdr1p. For instance, the floppase activity
associated with Cdr1p could sustain the fluctuation in membrane fluidity of various erg mutants.
The ability of the transformants to efflux drugs was, however, severely hampered since all
became more sensitive to most of the tested drugs to which their wild type was resistant (Fig.
6). CaMdr1p, the MFS drug pump, also elicited reduced resistance and effluxing ability of
methotrexate and fluconazole in cells with altered membrane fluidity. Our preliminary results
suggest that azole-resistant isolates of C. albicans have altered membrane fluidity (Prasad et
al., unpublished observation). Therefore, it is important to consider the physical state of mem-
branes while assessing the functioning of membrane-bound drug transporters.

VI. EMERGING FUTURE TARGETS

The understanding of molecular mechanisms of drug resistance is still evolving. There are
definitely undefined mechanisms yet to be discovered, especially when multidrug resistance in
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human pathogenic fungi appears to be contributed by many attributes. In this regard, we discuss
here some recent findings worth consideration, which could not only lead to an understanding
of newer mechanism of drug susceptibilities but could also lead to new antifungal targets.

A. Protein Glycosylation

It has been known that cell surface components are involved in drug permeability as well as in
adhesion, hypha formation, and protein secretion of C. albicans. Recent results obtained in S.
cerevisiae and in C. albicans indicate that glycosylation of secreted proteins is a key factor in
basal antifungal resistance. In S. cerevisiae, defects in N-glycosylation enhance sensitivities,
especially for aminoglycosides [150,151]. Timpel et al. have identified the CaPMT1 gene (doli-
chylphosphate-D mannose; protein O-D-mannosytransferase) and analyzed its function in C.
albicans. Any defect in O-glycosylation of C. albicans, in addition to reduced growth and
tendency to form cellular aggregates, also has dramatic effects on antifungal sensitivity. Capmt1
mutants lacking the protein mannosyltransferase that initiates O-glycosylation are supersensitive
to aminoglyocosides, ketoconazole, and drugs affecting cell wall integrity. No alterations in
susceptibilities to drugs like nystatin, AmB, fluconazole, sulfanilamide, and caffeine were ob-
served in Capmt1 mutants of C. albicans. Capmt1 homozygous mutant strain is avirulent in a
mouse model of systemic infection. While deletion of both the alleles of PMT1 was necessary
to see increased sensitivity to most of the drugs, supersensitivity to hygromycin-B was observed
even with the heterozygous CaPMT1/Capmt1 strain. Interestingly, deletion of several PMT genes
of S. cerevisiae is necessary to see altered drug susceptibilities, while the deletion of CaPMT1
alone was sufficient to see enhanced sensitivity to antifungals [152]. To date, the mechanisms
by which glycosylation affects antifungal sensitivities are unknown. In this regard it is worth
mentioning some preliminary results where fluconazole was shown to be much less accumulated
in pmt mutants of C. albicans, thus demonstrating a direct effect of defective glycosylation on
efflux pump (Prasad et al., unpublished results). The Candida Dbase (http://alces.med.umn.edu/
candida.html) lists at least five PMT genes; therefore, it would be worthwhile to identify and
define their role in glycosylation and determine drug susceptibilities in C. albicans.

B. CaALK8—an Alkane-Inducible Cytochrome P450

The modification of drugs to their nontoxic forms mediated by cytochrome P450 represents an
important mechanism by which a cell could confer resistance to different drugs. The role of
cytochrome P450 as the detoxifying enzymes in prokaryotes as well as in eukaryotes is well
established [153,154]. Although in yeasts, the existence of two different classes of cytochromes
P450—viz., P45014DM and P450alk (alkane-inducible)—have been shown, neither has been
linked to xenobiotic metabolism [57,58]. P450alk genes represent a large family of genes in
Candida which make them unique in utilizing straight-chain hydrocarbons. S. cerevisiae, on the
other hand, lacks this class of cytochromes P450 and thus is unable to assimilate hydrocarbons.
Recently, Panwar et al. (manuscript submitted) characterized an alkane-inducible cytochrome
P450 gene of C. albicans and showed that it is involved in MDR. This gene, designated CaALK8,
shows sequence homology to a family of alkane-inducible cytochrome P450 genes involved in
hydrocarbon assimilation. Interestingly, when CaALK8 is expressed in S. cerevisiae or C. albi-
cans, it confers resistance to fluconazole, cycloheximide, o-phenanthroline, nitrosoquinoline
oxide, miconazole, and itraconazole. Eight members of P450alk genes have already been identi-
fied in C. maltosa and C. tropicalis, and availability of partial sequences in the Candida dbase
(http://alces.med.umn.edu/candida.html) also suggests the existence of a multigene family of
ALK genes in C. albicans [155,156]. The involvement of all CaALK genes in conferring MDR
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and the mechanism by which they render the drug nontoxic are two important aspects which
need to be investigated. An interesting possibility could be that the incoming drug is modified
by CaALK8 like the alkanes. Interestingly, drugs like o-phenanthroline have been shown to
compete for the hydroxylation of lauric acid in C. tropicalis [157]. So far, however, the metabolic
conversion of drugs has not been shown as part of the drug resistance mechanism in Candida.
It is pertinent to mention a report from Kelly et al. that demonstrates CYP61 (�22-desaturase),
which is involved in 22-desaturation in ergosterol biosynthesis in S. cerevisiae, can also metabol-
ize xenobiotics. Thus, metabolism of benzo(a)pyrene to 3-hydoxybenzo(a)pyrene mediated by
CYP61 was demonstrated. CYP61 appears to be a low-activity hydroxylase as compared to
its Vmax for sterol 22-desaturation but nevertheless, a CYP superfamily member could show
metabolism of aflatoxins, dimethylnitrosaminc, and various cyclopenta(a)phenanthrenes [158].
In the light of this, our finding that CaALK8 (a member of the CYP52 gene family) could confer
MDR in C. albicans acquires considerable significance. In view of the large family of such
genes present specifically in Candida species, these probably may represent new loci contributing
to antifungal resistance and thus could be of considerable therapeutic value.

C. Signal Transduction and Drug Resistance

In spite of the widespread occurrence of the ABC and MFS transporter genes and their involve-
ment in conferring drug resistance in C. albicans and other pathogenic fungi, the molecular
mechanism controlling the expression of MDR genes is poorly understood. Recently, a family
of transcription regulators have been identified in C. albicans [113,159–161]. It is also well
established that at least two of the C. albicans MDR genes, CDR1 and CDR2, are transcriptionally
activated by different environmental stresses [76]. The precise molecular mechanism by which
the signals generated by a divergent family of toxicants activate this small group of transcription
factors which, in turn, results in the upregulation of a battery of drug resistance genes, is not
known. In order to understand the regulatory mechanisms, which could be controlling the expres-
sion of MDR genes in C. albicans, it is essential to unravel the regulatory circuits controlling
such genes. It is anticipated that uncovering such mechanism(s) may lead to the development
of novel therapeutic measures to cope with the induction of drug resistance in the pathogenic
variants. Identification of genes, which are involved in drug resistance or identification of tran-
scription factors, which regulate the expression of these drug-resistant genes would be an impor-
tant step toward such a dissection.

Recently, multiple-antibiotic resistance in pneumococci has been shown to be linked to
signal transduction system involving specific kinases [162]. It is likely that some signal cascade
may also regulate the expression of MDR genes in C. albicans and thus could play a role in
determining drug susceptibilities of these pathogens. The up/downregulation of the MDR genes
in response to various external stresses point out such a possibility. Considering the existence
of regulators and their signaling pathways which control phenotypic divergence and virulence
of Candida [163–168], existence of similar pathways regulating the expression of the MDR
genes is a possibility.

VII. CONCLUDING REMARKS

It is evident from the wealth of data recently accumulated that ABC and MFS types of transporters
in pathogenic fungi have a very definite role in antifungal resistance. However, an investigation
of the roles played by such large family of transporters in fungal physiology is still in its infancy.
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Given the vast number of such proteins that are expected to be present in these pathogens, their
relevance to overall cellular physiology must be understood. In view of this we have particularly
concentrated on the structural and functional analyses as well as on the physiological aspects
of drug transporters. Needless to mention, a great deal of investigation is required before mecha-
nistic aspects of substrate specificity, transport, and normal physiological roles of these proteins
are resolved. The permeability constrains in antifungal resistance is indeed one of the several
mechanisms that contribute to resistance. It is apparent from studies so far that MDR in fungi is
a multifactorial phenomenon where still unknown mechanism(s) may be involved. The intensive
ongoing research in understanding the molecular mechanism of resistance is expected to improve
diagnostics, treatment, and prevention strategies to combat drug resistance in pathogenic fungi.
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I. INTRODUCTION

During the past two decades the prevalence and severity of fungal infections in humans have
dramatically increased alongwith the incidence of drug-resistant disease in immunocompromised
patient populations [1]. Infections due to genera Candida spp. and Aspergillus spp. are important
causes of morbidity and mortality in these patients, representing 90% of all fungal infections
[2]. In case of Candida, the rates of candidemia are increasing worldwide, representing the
fourth most common nosocomial bloodstream infection in the United States [3,4]. Systemic
Candida infections are associated with a high mortality rate (38%) and a prolongation of hospital
stay. Currently, C. albicans accounts for �50–60% of all nosocomial infections, although a
noticeable shift in the species toward yeasts other than C. albicans (C. tropicalis, C. krusei, C.
parapsilosis, C. glabrata) has occurred. Even though non-albicans species are considered less
invasive and virulent than C. albicans, some species are inherently less susceptible to common
antifungals, which makes them less amenable to treatment [5–8].

In HIV-infected patients, other fungal infections such as mucosal Candida infection, cryp-
tococcal meningitis, and systemic endemic mycoses are also present, having an increased inci-
dence with the progression of the HIV infection and reduction of the CD4 lymphocyte count
[9,10]. C. neoformans is the cause of the most common life-threatening fungal infection in AIDS
patients. Given the high incidence of relapse after initial antifungal therapy with amphotericin
and flucytosine, the current management includes lifelong suppressive fluconazole therapy [11].
Chronic use of azoles for long-term suppressive therapy may become a factor for the selection
of cryptococcal isolates that are more resistant to azoles, although the development of the flucona-
zole resistance has been very uncommon [12]. Aspergillosis, although less frequent than candidi-
asis, is associated with the highest mortality rate (27–77%) in severely immunocompromised
populations such as patients undergoing allogenic bone marrow transplantation [13–16]. Several
other, less common fungi are becoming increasingly recognized as the source of deep fungal
infections such as zygomycetes (Rhizopus arrhizus, Absidia corymbifera, and Rhizomucor pusil-
lus), Fusarium spp., Trichosporon beigelii, Blastoschizomyces capitatus, Scedosporium spp.,
Acremonium spp., Malassezia furfur, and dematiaceous fungi [17–23].

This increase in the rate of opportunistic fungal infections has been accompanied by the
development of new, less toxic, and systemically active antifungal agents that represent therapeu-
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tic alternatives to amphotericin-B such as fluconazole, itraconazole, the various amphotericin
lipid formulations (amphotericin-B lipid complex [Abelcet], amphotericin-B colloidal dispersion
[Amphocil], liposomal amphotericin-B [Ambisome]); the new triazoles (voriconazole, posacona-
zole [SCH 56592], ravuconazole [BMS-207147]); antifungals with new targets such as echino-
candines and pneumocandins (LY303366 and MK-0991); pradimicins (BMS 181184); and nik-
komycin [24,25]. With the proliferation of antifungal agents, therapeutic options are more
numerous, and the clinician must select the agent that represents the best treatment strategy for
a given patient. However, the growing number of reports on the development of drug resistance
to one or more antifungal agents makes this decision more difficult [26–29].

All these factors have increased the interest in developing standardized tests to determine
antifungal drug susceptibility as well as in optimizing these tests to accurately predict clinical
outcome. A decade ago, antifungal susceptibility testing was only occasionally performed and
had not been carefully developed and standardized. This fact was translated into a very poor
reproducibility, and agreement of results obtained in intralaboratory and interlaboratory testing
was not acceptable. In 1983, the National Committee for Clinical Laboratory Standards (NCCLS)
responded to these problems by establishing a subcommittee to develop standardized antifungal
susceptibility testing procedures that focused on broth-based methodologies with defined media.
A number of investigators collaborated both independently and in cooperation with the subcom-
mittee to determine the role of different variables such as inoculum size, inoculum preparation,
medium composition (liquid vs. solid media), incubation time, temperature, volume, and end-
point definition in the standardization of the technique [30–35].

As a result of all these experiments, in 1997, the National Committee for Clinical Labora-
tory Standards approved the methodology for the standardization of broth-based macrodilution
andmicrodilutionmethods for determination of the susceptibility ofCandida spp. andCryptococ-
cus neoformans against amphotericin-B, flucytosine, ketoconazole, itraconazole, and fluconazole
[36]. This document, called M27-A and titled ‘‘Reference Method for Broth Dilution Antifungal
Susceptibility Testing of Yeast,’’ addressed the selection and preparation of antifungal agents,
the implementation and interpretation of test procedures, and the quality control requirements
for susceptibility testing of yeasts that cause invasive fungal infections (Table 1). Subsequent
studies showed a good agreement between both macrodilution and microdilution methods, estab-
lished that the incubation at 35�C for 48 and 72 hr provided the most consistent results for
Candida spp. and C. neoformans, respectively, and demonstrated that the 48-hr microdilution
method was in close agreement with the macrodilution MIC [37,38].

The next step was to correlate the clinical outcome with the in vitro results. Ideally, the
results of in vitro antifungal susceptibility tests should provide a reliable prediction of in vivo
response to therapy in human infections. However, the limitation of these highly artificial testing
methods is such that only modest correlation exists between in vitro susceptibility testing and
the outcome of the complex biological process that clinical infection represents. Predicting
clinical outcome is an extraordinarily difficult issue, where the MIC is just a piece of the puzzle
in which other factors, such as the drug used, the host, and the isolate itself, participate (Table
2) [39–49]. The problem is, then, to determine the approximate relationship between the MIC
and the likelihood of successful outcome despite the influence of these factors.

Prior to the establishment of interpretative breakpoints for antifungal susceptibility testing
using the results obtained in clinical trials, attempts have been made to correlate the clinical
outcome with in vitro results using animal models [50–55]. This method offers the advantage
of fully integrating the effects of both the antimicrobial and the host factors. By performance
of parallel studies of organisms that differ only in their susceptibility in vitro, the effect of MIC
can be studied in detail. This technique is powerful, and studies with antifungal agents have
often demonstrated general correlation with MIC and outcome. Unfortunately, animal models
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Table 1 Summary of the M27-A Methodology Developed by the NCCLS for Standardization of
Antifungal Susceptibility Testing for Yeasts

Factor M27-A methodology

Methodology Broth macrodilution, 1 mL final volume; or broth
microdilution, 0.2 mL final volume

Medium RPMI-1640 containing 0.165 M MOPS
(morpholinepropanesulfonic acid) pH, 7.0

aAntibiotic medium 3 for amphotericin-B
bYeast nitrogen base for C. neoformans
cSupplementation of test medium with glucose to a final
concentration of 20 g/L

Fungal inoculum 0.5–2.5 � 103 organisms
Incubation temperature 35�C
Incubation time d48 hr (Candida spp.) or 72 hr (Cryptococcus neoformans)
Endpoint Amphotericin-B; optically clear tube; eazoles and 5-

flucytosine: 80% reduction in turbidity by comparison with
growth control

Drugs and quality control (QC) Two QC isolates and corresponding QC ranges established
isolates via the M23 procedure are specified for amphotericin-B,

flucytosine, ketoconazole, itraconazole, and fluconazole

Some modifications were included for special circumstances:
a The use of AntibioticMedium 3may enhance detection of resistance, but this medium is not standardized and substantial
lot-to-lot variability is possible [102,103].
b The use of yeast nitrogen base may enhance the growth of C. neoformans and improve the clinical relevance of
antifungal MICs [66].

c Supplementation of the test medium so that it contains glucose at a final concentration of 20 g/L may simplify endpoint
determination [104].
d Improved interlaboratory reproducibility was observed when reading at 48 hr vs. 24 hr in case of amphotericin-B,
flucytosine, ketoconazole, and fluconazole [105].

e This endpoint was used to handle the trailing growth phenomenon seen with the azole antifungal agents [35,57].
Trailing growth cause the MICs for fluconazole for some Candida isolates to be low (�1 �g/mL) after 24 hr of
growth but much higher (�64 �g/mL) after 48 hr.
Source: Ref. 57.

Table 2 Factors Other Than Susceptibility In Vitro Influencing the Clinical Outcome of a Fungal
Infection

Factors Variables

Drug pharmacokinetics Dosing regimen, biodisponibility, drug stability, metabolism, drug
interactions, protein binding, metabolites, tissue penetration,
postantifungal effect.

Host factors Patient compliance, immune system, type of infection, underlying disease.
Site of infection Source of infection, drug penetration, presence of foreign body (prosthetic

devices, intravascular catheters), abscess formation.
Pathogen Virulence factors; evasion of host immflamatory response, biofilm

formation, decrease virulence by the acquisition of resistance.

Source: Ref. 57.
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of infection may not necessarily mimic human infection. In addition, drug kinetics often differ
substantially between man and other animals. However, these types of results can provide a
very useful starting point for the establishment of the correlation between in vitro results and
in vivo clinical outcome.

II. YEASTS

A. Candida spp.

In case of Candida spp., an early attempt to correlate in vitro antifungal susceptibility data with
clinical outcome was published by Ghannoum et al. in 1996 [56]. In their review, they examined
all the studies published in the literature that contained data about MIC and clinical outcomes
in humans, and concluded that in vitro susceptibility testing could predict outcome only in
selected clinical situations, such as fluconazole-treated AIDS patients with oropharyngeal candi-
diasis. In the case of more complex clinical situations, such as heterogeneous patients with
invasive candidiasis, no such clear-cut correlation was observed. One year later, tentative break-
points for susceptibility testing of fluconazole and itraconazole MICs against Candida spp.
were established largely using data from oropharyngeal candidiasis [57]. Three principles of
interpretation of antimicrobial susceptibility testing were employed in the method: (1) a MIC
is not a physical or chemical measurement; (2) host factors are often more important than
susceptibility test results in determining clinical outcome; and (3) in vitro susceptibility may
not always predict success of a particular therapy, but could indicate the possibility of failure
for a particular drug or dosage when an infection is caused by a resistant isolate.

The data packages developed by the manufacturers of the antifungals fluconazole (Pfizer,
New York) and itraconazole (Janssen Pharmaceutica, Titusville, NJ) that contained MICs of
Candida isolates and outcome data from trials of therapy with either fluconazole and itraconazole
for oropharyngeal candidiasis in patients with AIDS, and also, in the case of fluconazole, from
patients with invasive Candida infections were analyzed. In case of fluconazole, 636 Candida
isolates from patients enrolled in six trials of fluconazole as therapy for oropharyngeal candidiasis
in patients with AIDS (528 isolates: 77% C. albicans, 13% C. glabrata, 5% C. tropicalis, 3%
C. krusei, and 2% other Candida spp.) and from three trials of fluconazole as therapy for
nonneutropenic patients with bloodstream and visceral candidiasis infection (108 isolates) were
evaluated [58–64]. Based on the data analyzed, tentative breakpoints of�8�g/mL as susceptible
and�64 �g/mL as resistant were established. Isolates inhibited by fluconazole at concentrations
of 16–32 �g/mL that respond to increased doses of fluconazole, were placed in the new category
called susceptible dose dependent (S-DD). These studies suggested that a dose response to
fluconazole varied with the MIC with higher doses of fluconazole used to successfully treat
patients infected with isolates for which MICs are higher, and that failure of fluconazole therapy
becomes likely when the MIC determined by NCCLS methodology exceeds the predicted peak
serum levels of fluconazole expected for a given dosing regimen.

Recent additional studies in experimental models [64] have shown that AUC/MIC ratio
is important in predicting clinical response to fluconazole. The correlation between fluconazole
MIC and response to therapy is strongest for patients with oropharyngeal candidiasis and C.
albicans infection. More limited data are available that correlate MIC or dose with outcome for
non-albicans Candida infections or for invasive Candida infections. For C. krusei, the definition
of susceptible and resistant does not apply since this organism is considered to be intrinsically
resistant to fluconazole.

In case of itraconazole, 355 Candida spp. isolates (87% C. albicans, 9% C. glabrata, 2%
C. krusei, and 2% other Candida spp.) from HIV patients enrolled in four trials of itraconazole
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Table 3 Tentative Breakpoints for Fluconazole and Itraconazole When the MIC is Determined by
M27-Aa,b

Range of MICs (�g/mL) per category

Antifungal agent Susceptible (S) Susceptible-dose dependent (S-DD)c Resistant (R)
Fluconazole �8 16–32 �64
Itraconazole �0.125 0.25–0.5 �1

a Isolates for Candida krusei should be considered resistant to fluconazole regardless of the reported MIC to fluconazole.
b Breakpoint values are applicable for MICs determined according to NCCLS-approved methods only.
c Isolates having an MIC in the susceptible-dose-dependent range should be treated with fluconazole 400–800 mg or
an appropriate dose of itraconazole with results in serum concentration of �0.5 �g/mL.

solution as therapy for oropharyngeal candidiasis were studied [65]. As with fluconazole, consid-
eration of the overall clinical data and their correlation with the pharmacokinetics of itraconazole
indicated that the response of oropharyngeal candidiasis to itraconazole varies with MIC. Based
on the data analyzed, tentative itraconazole breakpoints of �0.125 �g/mL as susceptible and
�1.0 �g/mL as resistant were established. Because infections due to isolates for which the
itraconazole MIC are 0.25–0.5 �g/mL were observed to respond more often if higher itracona-
zole plasma levels were ensured, these isolates were placed in the susceptible dose-dependent
category, which means that susceptibility is dependent on achieving the maximal possible blood
level. These data were developed only in patients with mucosal infection, so the extrapolation
of these data to patients with invasive candidal infection is not established.

The guidelines for interpreting the MIC of fluconazole and itraconazole proposed repre-
sented a substantial advance in the process of making antifungal susceptibility a clinically useful
tool (Table 3). However, it is important to comment on the limitations of the approach:

1. The breakpoints proposed are only valid for two drugs, fluconazole and itraconazole,
and only for Candida.

2. The in vivo–in vitro correlation for isolates at the higher MIC values obtained was
not as strong in the case of yeasts other than C. albicans or in the case of systemic mycoses.

B. Cryptococcus neoformans

In case of C. neoformans it was clear throughout the development of the M27 methodology
that this approach was suboptimal, because of the slow growth rate obtained in the RPMI 1640
broth, requiring 72 hr of incubation, and because some strains did not even grow. On the basis
of these findings, a modification of the NCCLS method, using yeast nitrogen-based medium
buffered to a pH of 7.0, an inoculum of 104 cells/mL, and incubation at 35�C for 48 hr in a
microdilution format was developed. The MIC endpoint was read spectrophotometrically and
for fluconazole was defined as 50% inhibition at 420 nm [66]. A multicenter evaluation of this
method demonstrated an excellent level of interlaboratory agreement (96%) and an overall
agreement of 90% with the M27 microdilution method [67]. The number of studies that establish
the value of MICs as predictors of the clinical response to therapy in patients with C. neoformans
infections are scarce. Because of that, the establishment of interpretative breakpoints for this
pathogen are not available.

Casadevall et al. found an increase in the fluconazole MICs for serial C. neoformans
isolates that were recovered from five patients with recurrent cryptococcal meningitis [68].
Paugam et al. and Birley et al. reported clinical and in vitro fluconazole resistance in three AIDS
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patients with recurrent crypococcal meningitis (increases from 4 to 64, 16 to 128, and 0.25 to
16 �g/mL, respectively) [69,70]. Armengou et al. described another possible case of fluconazole
resistance development during suppressive therapy in patients with AIDS-associated cryptococ-
cal meningitis (an increase in the MIC to 64 �g/mL) [71]. Witt et al. studied the isolates from
76 patients with acute AIDS-associated cryptococcal meningitis treated with fluconazole �
flucytosine. It was observed that those cases where the MIC of fluconazole was 0.25 �g/mL
had a 25% treatment failure. This probability of failure increased to �80% for those whose
MIC of fluconazole was 16 �g/mL [72]. Aller et al. studied the isolates from 25 patients with
AIDS-associated cryptococcal disease treated with fluconazole. CSF and serum cryptococcal
antigen levels were higher for the five patients with treatment failure than for the other 20
patients that responded to treatment. The fluconazole MICs for the infecting isolates from the
five treatment failure patients were 16 �g/mL, while the fluconazole MICs for the other patients
isolates were lower (�16 �g/mL) [73].

III. FILAMENTOUS FUNGI

The importance of susceptibility testing with pathogenic filamentous fungi has been less thor-
oughly studied than in yeasts. A proposed method (M38-P) to standardize the in vitro antifungal
susceptibility testing for molds has recently been established (Table 4) [74]. Prior to this, studies
to examine the role of different variables (inoculum size, type of inocula, incubation temperature,
time of reading) as well as collaborative interlaboratory evaluations of the M27 reference method
adapted to the testing of molds were developed. The initial collaborative six-center study evalu-
ated the use of macrodilution and microdilution broth methods to determine the in vitro suscepti-
bility of 25 isolates of filamentous fungi (Aspergillus fumigatus, Aspergillus flavus, Pseudal-
lescheria boydii, Rhizopus arrhizus, and Sporothrix schenckii) to amphotericin-B, fluconazole,
itraconazole, miconazole, and ketoconazole [75]. The results of this study were very encouraging

Table 4 Summary of the Methodology Developed for Standardization of Antifungal Susceptibility
Testing for Filamentous Fungi (M38-P)

Factor M38-P methodology

Methodology Broth macrodilution, 1 mL final volume; or broth microdilution, 0.2 mL
final volume

Medium RPMI-1640 containing 0.165 M MPOS (morpholinepropanesulfonic
acid), pH 7.0

Fungal inoculum 0.4–5 � 104 CFU/mL
Incubation temperature 35�C
Incubation time 21–26 hr (Rhizopus spp.)

46–50 hr (most other opportunistic, filamentous fungi: Fusarium spp.,
Aspergillus spp., and Sporothrix schenkii)

70–74 hr (P. boydii)
Endpoint Amphotericin-B; optically clear tube; azoles, flucytosine: �50%

reduction in turbidity by comparison with growth control
Quality control isolates C. parapsilosis ATCC 22019, C. krusei ATCC 6258, A. flavusa and A.

fumigatusa

a ATCC numerical designation still pending.
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Table 5 Evaluation of Correlation Between Antifungal Susceptibilities of Filamentous Fungi In Vitro and
Antifungal Treatment Outcomes in Animal Infection Modelsa

Results for amphotericin-B Results for itraconazole

MIC MIC
Fungus isolate (n) (�g/mL) Response Fungus isolate (n) (�g/mL) Response

Rhizopus arrhizus (2) 0.25 Active Aspergillus fumigatus (1) 0.25 Active
Aspergillus flavus (1) 1 Not active Aspergillus flavus (1) 0.5 Active
Aspergillus fumigatus (1) 1 Active Pseudallescheria boydii (2) 1 Not active
Fusarium solani (1) 1 Not active Rhizopus arrhizus (2) 2 Not active
Fusarium oxysporium (2) 2 Not active/?b Fusarium oxysporium (2) �16 Not active/?b

Pseudallescheria boydii (2) 4 Not active Fusarium solani (1) �16 Not active

a The isolates are those used in Espinel-Ingroff et al. [75] for the study of standardization of antifungal susceptibility testing.
b Results were too inconclusive for interpretation.
Source: Ref. 78.

and demonstrated excellent intralaboratory and interlaboratory agreement (90–100%) for ma-
crodilution and microdilution methods in the testing of amphotericin-B, fluconazole, miconazole,
and ketoconazole. A lower level of agreement (70–90%) was observed in the testing of itracona-
zole. A subsequent large-scale study involving 11 laboratories and 30 isolates representing six
species of opportunistic mold pathogens showed a high level of interlaboratory agreement among
theMICs determined by a broth microdilution adaptation of the M27 method [76]. Similar results
were obtained by other independent investigators using microdilution techniques following the
M27 reference method with minor modifications (incubation temperature 25�C) [77].

The clinical importance of mold infections in immunocompromised hosts cannot be over-
stated; however, the incidence of infections with most opportunistic mold pathogens is too low
to permit a large-scale prospective comparison of antifungal MICs for molds with the clinical
results of antifungal treatment. For this reason, to date, there are minimal clinical data to support
the relevance of filamentous fungi susceptibility testing in vitro. However, several studies in
animal models have correlated efficacy with susceptibility results for some genera of molds
(Table 5) [78]. Animal experiments were carried out by Odds et al. in which the activities of
amphotericin-B and itraconazole were determined in relation to previously calculated MICs of
the infecting isolates. For both drugs the treatment responses judged as showing some activity
were associated with lower MICs than the responses considered as showing no activity in vivo.
For the fungi for which the amphotericin-B or the itraconazole MIC was �1 �g/mL, a response
of some kind was seen in the experimental infections. For the fungi for which the amphotericin-
B MICs were �2 �g/mL, or the itraconazole MICs were �1 �g/mL, no response was seen.
However, the overlap (amphotericin-B) and a 1-dilution difference (itraconazole) inMICs associ-
ated with response judged as active and inactive suggest that such MICs could not be interpreted
as predicting treatment outcome in these animal models. The conclusion of the study was that
a limited association between MIC and treatment outcome was seen, but such an association
could be determined with confidence for less than half of the isolates studied because of the
limitations of the animal model used.

A. Endemic Mycoses

Although the endemic mycoses are restricted to certain geographical areas, they are evolving
into opportunistic infections that may be encountered elsewhere [1]. Immunocompromised pa-
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tients are especially susceptible to all but paraccodiomycosis, and those with depleted CD4�
counts are at high risk for disseminated infection and CNS involvement. Until now very few
studies have been conceived to determine the role of different variables, such as inoculum size,
type of inoculum, incubation temperature and time of reading, in order to develop a reproducible
method for antifungal susceptibility testing for endemic fungi (Coccidioidesimmitis,Histoplasma
capsulatum, Blastomyces dermatitidis, Paracoccidioides brasiliensis) [79–83].

B. Dermatophytes

In the last two decades the incidence of infection caused by dermatophytes has increased consid-
erably [84]. With an increasing variety of drugs available for the treatment of dermatophytoses,
the need for a reference method for the testing of the antifungal susceptibility testing of dermato-
phytes has become apparent. In developing this method many variables need to be considered,
such as inoculum size, temperature, duration of incubation, medium, and endpoint determination.
It has been established that the use of RPMI 1640, an incubation temperature of 35�C for 4
days, inoculum of 103 conidia/mL, and the use of oatmeal cereal agar to promote conidial
formation are optimal for determination of the antifungal susceptibilities of dermatophytes [85].
A total of 251 isolates using this methodology were evaluated to determine their susceptibility
to fluconazole, griseofulvin, itraconazole, and terbinafine. A larger number of dermatophytes
need to be tested to determine the inter- and intralaboratory agreements of such a method.
Additionally, MICs need to be correlated with the clinical outcome to develop interpretative
breakpoints for dermatophyte susceptibility testing [86].

IV. CONCLUSIONS AND GUIDELINES FOR USE

The field of antifungal susceptibility testing has progressed considerably since 1982. The devel-
opment of standardized susceptibility testing procedures, quality control strains, and the optimi-
zation of the M27 method have placed antifungal susceptibility testing well within the reach of
many clinical microbiology laboratories. Currently, the recommended guidelines for studying
clinical fungal isolates and antifungal susceptibility testing are as follows:

1. Periodic batch antifungal susceptibility testing of clinical isolates to establish the
susceptibility for fluconazole and 5-FC against Candida spp.

2. Oropharyngeal candidiasis in patients with AIDS unresponsive to azole therapy (fluco-
nazole and itraconazole).

3. Testing of isolates from deep sites, especially non-albicans isolates (fluconazole, itra-
conazole, and flucytosine).

In case of cryptococcal isolates, even though the results obtained with the broth microdilu-
tion method appear to be superior to those obtained with the NCCLS reference method, additional
studies will be necessary to standardize this method, and to allow its use in testing C. neoformans
against other antifungal agents. In the case of mold infection, the routine testing for any class
of isolates is still not recommended.

Evidence to support the clinical relevance of antifungal susceptibility testing will continue
to grow as standardized methodology for yeasts and filamentous fungi evolves and large-scale
surveys of clinical isolates are completed. Future efforts must be directed toward different issues
such as:

1. Alternative approaches that are more convenient and easy to perform, in order to
reduce the amount of work and the subjectivity and improve the results of current procedures,
such as the E-test, colorimetric tests, and broth microdilution panels. The E-test is a novel
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strip diffusion method utilizing a stable gradient of an antimicrobial agent, and has been well
documented as an accurate and simple method for bacterial susceptibility testing [87]. The E-
test has been recently been shown in several studies to produce results comparable to those
obtained with the NCCLS method when testing the susceptibility of Candida spp. isolates to
ketoconazole, itraconazole, and fluconazole [88]. In the case of amphotericin-B, the E-test readily
identified the resistant isolates on glucose-supplemented RPMI 1640 agar as well as on undefined
antibiotic medium 3 [89,90]. Colorimetric methods, which are based on the measurement of
metabolic activity, may facilitate the determination of a MIC, since they have have the potential
to generate clear-cut endpoints based on visually detectable color change. Such a method over-
comes the difficulty in making an MIC determination in the case of azoles because of the trailing
phenomenon, caused by the partial inhibition of fungal growth, and the subjectivity of visual
reading with the aid of a magnifying mirror. Several colorimetric methods have been developed
using different dyes such as Alamar blue, XTT (tetrazolium salt 2,3-bis(2-methoxy-4-nitro-5-
sulfophenyl)-5-[(phenylamino)carbonil]-2H-tetrazolium hydroxide), andMTT (3-(4,5-dimethyl-
2-thiazyl)-2,5-diphenyl-2H-tetrazolium bromide). All these methods have been shown to have
comparable levels of agreement and reproducibility when compared to the broth-macrodilution
and microdilution NCCLS methods [91–93]. The broth microdilution panels are new antifungal
susceptibility testing systems which are faster and easier to use than the reference broth microdi-
lution method test from the NCCLS. The advantages of these methods appear to be the inclusion
of quality-controlled, premade antifungal agents containing six (or 10), twofold serial dilutions
of the drug and a one-step inoculation systemwhereby all the wells are simultaneously inoculated
in a single step, showing a good agreement in comparison to the NCCLS methodology [94,95].

2. Improvement of the proposed methodology for filamentous fungi. A number of future
modifications of the M27-A are under investigation. To provide for isolates exhibiting trailing
growth when tested against azole antifungal agents, the method established 48 hr as the appropri-
ate time for reading MICs for Candida spp. and the endpoint criterion as an 80% reduction in
growth. However, the correlation between MICs and outcome in vivo may be improved by
shortening the incubation time to 24 hr and by relaxing the endpoint criterion, at least for
fluconazole, to the lowest drug concentration producing a 50% reduction in growth [96]. Another
strategy used with the broth microdilution method to eliminate the trailing phenomenon is the
mechanical agitation of the microdilution tray before the MIC is read [97]. More recently, it
has also been demonstrated that adjustment of the medium pH eliminates trailing in azole drug
susceptibility testing [98].

3. Establishment of interpretative breakpoints for the new antifungal agents under devel-
opment and for the currently available amphotericin-B lipid formulations. Each of these new
agents will pose additional challenges to the existing methodology, which may require additional
adjustments to accurately reflect their clinically relevant antifungal activity [99].

4. Improvement of the correlation of in vitro results with in vivo clinical outcome in
cases of invasive albicans and non-albicans Candida infections, as well as in filamentous fungal
invasive infections.

V. SUMMARY

The current interest in fungal infections has been stimulated by a raise in their incidence in
immunocompromised patients and has led to increased interest to antifungal susceptibility test-
ing. Additional studies are needed to generate more data to support the correlation between
clinical outcome and MIC. The microbiology laboratory and clinicians must work to clarify the
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relative value of the antifungal susceptibility testing in the management of fungal infections. A
decision not to use a particular antifungal agent might be determined solely on the finding of
in vitro resistance—and might have significant clinical consequences for the patient. In the case
of invasive fungal infections, the determination of in vitro susceptibility may become very useful
in determining optimal use of antifungal agents [100,101].
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I. INTRODUCTION

Fungal infections have become of increasing medical importance over the last several decades.
This has mainly been due to the increasing emergence of two groups of immunocompromised
patients, HIV-infected individuals, and cancer patients, although surgical patients and newborn
infants are also at risk. Additional predisposing factors identified have been the widespread use
of broad spectrum antibiotics (surveillance cultures of GI and/or GYN tracts often become
positive for yeast after 1 or more weeks of antibiotic therapy), use of long-term indwelling
venous and urethral catheters, malnutrition, diabetes, obstructive uropathy, and renal failure.
The HIV pandemic has created millions of individuals susceptible to opportunistic pathogens,
including many fungi that are not usually associated with human pathogenesis. The primary
example in the setting of AIDS is Pneumocystis carinii, which causes pulmonary illness and
can cause systemic infection. With the advent of antiretroviral therapy, the life span of these
patients has been increased, thus creating a larger window of opportunity for infection [1].
Cancer patients are the other group of immunocompromised patients that are neutropenic due
to chemotherapy or to bone marrow transplantation. These patients are highly susceptible to
fungal infection; however, the incidence of infection caused by any one species is quite low.
For example, infections caused by specific species of Candida may vary between �1–10%,
Aspergillus 5–15%, and Fusarium �2% of serious fungal infections in these patients [2].

The stakes for affected patients are quite high. Most disseminated fungal infections carry
an extremely high level of morbidity and mortality. Even with appropriate therapy, systemic or
disseminated candidal infections have a crude mortality rate of 50–80% [3]. Clinicians are loath
to begin treatment with amphotericin B without a firm diagnosis because of its severe side
effects on already critically ill patients. In addition, some of these fungi are resistant to clinically
achievable concentrations of amphotericin B, the ‘‘gold standard’’ for treating life-threatening
fungal infections. The clinical presentation in many of these patients is soft, often being suspected
following prolonged fever refractory to broad-spectrum antibiotic therapy [4]. Effective treat-
ment depends on rapid detection and definitive identification of the causative agent.

Traditionally, blood, wound culture, and tissue biopsy have served as the gold standards
of laboratory diagnosis of systemic or deep-seated fungal infections. However, fungal cultures
from blood and other fluids are very insensitive, failing to become culture positive in up to
50–75% of cases of candidiasis and 65% of cases of endopthalmitis. Tissue biopsy is often
precluded due to the patient’s cytopenias. When blood or fluid cultures are positive, it is often
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indicative of advanced and disseminated disease, often too far advanced for treatment to be
effective. Autopsy tissue diagnosis has shown that blood cultures can remain negative even in
the face of widespread dissemination to the solid organs. Depending on the fungus involved,
delays in appropriate treatment can be due to the need for several days incubation before growth
is detected. Additionally, delays may be increased while awaiting biochemical testing or develop-
ment of specific morphological structures for identification. During such delays the patient may
have suffered significant morbidity or even death. One study showed that 57% of patients with
nosocomial candidiasis died, and of those, 46% died within 1 week of onset [5]. Mortality for
patients with invasive aspergillosis may approach 100%. Finally, even when empiric treatment
is initiated, innate or drug-induced resistance to the antifungal chosen can lead to treatment
failures, again increasing the likelihood of a worse outcome in an already poor clinical setting.

Ideal molecular methods for detection of fungal infection would provide early detection
of serious infection allowing timely treatment of the patient and would: (1) distinguish coloniza-
tion and easily treatable superficial infections from invasive or widespread life threatening dis-
seminated infection; (2) detect the majority of known pathogenic fungi; and (3) distinguish to
the genus and species level in order to better address appropriate therapy. In addition, lack of
cross-reactivity with human, bacterial, viral, and protozoan DNA sequences would be a major
factor required in an effective molecular assay. Finally, quantitative methods that allowed the
disease course and effectiveness of treatment to be followed would increase the ability of clini-
cians to modify treatment appropriate to disease response and allow better predictions of clinical
outcome.

A number of methods for detection of systemic mycoses have been studied including
detection of antibodies, antigens, breakdown products produced by the fungus, and unique metab-
olites produced by the fungus and not the host. Each method has intrinsic limitations. Antibodies
may crossreact causing false positives, may indicate local rather than systemic infection, or may
indicate past rather than present infection. Additionally, many opportunistic infections occur
because of the host’s inability to mount an adequate immune reaction to the organism, and thus
antibodies may only be present in undetectably low concentrations. With the exception of assays
for cryptococcal antigen, and perhaps histoplasmal antigen, antigen detection is hampered by
low serum concentrations even during fulminant infection, may indicate phagocytosis rather than
systemic infection and often cannot be used to identify the precise fungal agent. Additionally, the
presence of antigen cannot be used to distinguish between dead and living fungi.

II. POLYMERASE CHAIN REACTION

Early attempts to make infectious diagnoses using DNA methods were hampered by technical
limitations related to the small amount of target DNA present in the clinical specimen. In the
1980s, this obstacle was overcome by the development of polymerase chain reaction (PCR)
chemistry. The PCR technique allows for amplification of small amounts of specific sequences
to detectable levels. To date, the use of PCR for diagnostic purposes of pathogenic fungi has
been most studied for Pneumocystis carinii, Candida albicans, and Aspergillus fumigatus. There
are a limited number of reports of using PCR for detecting DNA from other fungal pathogens.

As fungal DNA sequences have been studied over the last few decades, probes for both
highly conserved regions and species-specific variable regions have been discovered and de-
scribed. This offers the potential for sensitive panfungal markers for detection of fungal infection
followed by the use of species-specific markers for identification. One could even argue that
in addition to panfungal markers, it would be ideal to have mutually exclusive panbacterial,
panparasitic, and panviral markers. Clearly a panfungal PCR method would be an important
laboratory tool since �150 different fungi have been recognized as human pathogens. Although
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Candida albicans and the other candidal species are responsible for a majority of the fungal
infections, other fungi and fungal species can have similar clinical presentations, but may require
different treatments. This has led to a focus on molecular tests that not only detect the fungal
DNA but can use it to speciate the infectious agent. Most proposed panfungal markers interact
with either ribosomal DNA (rDNA) (portions of which have been highly conserved in most
known human pathogens), mitochondrial DNA, or intrinsic molecules like actin. Up to 100
copies of rDNA are present in each fungal cell, which increases the target material available
from each organism [6–8]. The sensitivity of most molecular assays is great enough to detect
10 fg of purified fungal DNA, but require from 1–10 fungal cells per mL blood for reliable
PCR results [6,9,10].

Three major techniques have been investigated for differentiating or identifying specific
fungi that are detected by universal primers: restriction fragment length polymorphism (RFLP),
hybridization of the amplicon with a species-specific probe, and single-strand conformational
polymorphism (SSCP) analysis [11]. Depending on the target or the restriction enzyme used,
all of these techniques can provide fungal DNA fingerprinting similar to that used in fingerprint-
ing of human DNA [12]. RFLP techniques cleave amplified DNA products producing fragments
of varying lengths based on slight differences in location of restriction sites found in the different
species or groups. The basic strategy of SSCP is detection of base pair differences in the ampli-
con. The amplified product is subjected to denaturation and a gel electrophoresis method that
differentiates the amplicons based on gel migration changes resulting from subtle conformational
changes caused by the single base pair change. SSCP methods do not require further enzymatic
digestion, results can be obtained sooner with less technical involvement, and the risk of potential
contamination may be reduced [11,12]. Use of restriction enzymes in addition to PCR has been
shown to be useful in identifying particular species of fungi [1,6,13,14]. Hybridization of species-
specific probes with PCR-derived amplicons is probably the most specific method of discriminat-
ing fungal species [10,15]. However, the requirement of probes for each potential pathogen
limits the usefulness of this technology to the most commonly seen species [11,16].

Regardless of the specific technology employed, the use of PCR or other amplification
methods is being investigated by numerous laboratories and most reports are encouraging in
that the sensitivity of PCR is no worse, and often better, than other currently used diagnostic
technologies. Almost all of the reports on amplification of fungal diagnosis have used PCR;
therefore, the term PCR will be used throughout the chapter with the understanding that the same
advantages and limitations associated with PCR are also applicable to the other amplification
technologies.

III. CANDIDA

Candida is the most common cause of nosocomial fungal infections, accounting for 8% of
hospital acquired septicemias. More than 12% of bone marrow transplant patients develop candi-
diasis with a mortality rate of 50–80%, even after appropriate treatment. Untreated patients
have mortality rates approaching 100%. In patients with prolonged granulocytopenia, endoge-
nous Candida spp. often colonize mucosal membranes, or pass through intact GI mucosa by
persorption or by penetrative growth, as a prelude to vascular space invasion and hematologic
dissemination. Indwelling catheters can serve as either a source of candidal entry or be seeded
from remote sites.

The traditional method of detection of candidiasis, by blood culture, has been shown to
be too insensitive (missing more than one-half of cases in some autopsy studies). This is espe-
cially true in patients with chronic disseminated candidiasis and patients with hepatosplenic
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lesions. The turnaround time for cultures to become positive is usually 2–5 days. This contributes
to the grim nature of these infections since almost half of candidial fatalities occur within the
first week of diagnosis of disseminated infection. Serologic assays have focused on antibody
and antigen detection. Antibody detection is generally not used because the patient population
most likely to have invasive or disseminated infection are the highly immunosuppressed. A
variety of antigens including enolase, cell wall mannan, and crude cell lysates as well as metabolic
markers such as D-arabinitol have been investigated for diagnostic purposes [3,17]. Most of
these assays have sensitivities of �75%, although cell wall mannan testing approaches 90%
sensitivity for C. albicans, but is lower for other Candida spp. [3]. A few commercial kits for
detecting antigen have been available since the mid-1980s but are not widely accepted for
diagnosis of serious candidal infection.

The first molecular approach for detecting and identifying fungal DNA in clinical speci-
mens was reported in 1990 [18]. Those investigators chose a fragment from the cytochrome
P450 lanosterol-14 alpha-demethylase (current nomenclature ERG11) which was present in
species of Candida but presumably not in bacteria or humans. This gene is present in single
copy within the C. albicans (actually two copies since the organism is diploid), and the investiga-
tors were able to demonstrate the presence of similar fragments in several, but not all, clinically
relevant species of Candida. This paper was also very encouraging in that their PCR methods
led to positive results from a variety of clinical specimens including urine, sputa, and blood.
The primary limitation of the test related to the inability of the test to detect DNA from other
potentially invasive fungi such a aspergilli and cryptococci. The use of ethidium bromide staining
of electrophoresed product perhaps limited the sensitivity of the test; however, the method was
able to detect DNA from as few as 10 organisms in seeded samples. This investigation was
instrumental in demonstrating the feasibility of using PCR for diagnosis of fungal infection; at
the same time, it demonstrated or directed attention to many of the shortcomings that remained
to be resolved.

Shortly thereafter, other investigators [19] attempted to improve PCR sensitivity using the
multicopy gene of a mitochondrial DNA fragment (E03). In addition, rather than use of ethidium-
stained gels for analysis, a 32P-labeled probe for amplicon detection, following Southern blotting.
The sensitivity was not greatly improved; however, the use of labeled probe demonstrated the
highly specific nature of the PCR amplicon in that it recognized C. albicans, but not other,
closely related Candida spp.

Our laboratory approached the problem from a different perspective that would enable
detection of fungal DNA in clinical specimens regardless of the identity of the infecting organism
[6]. We used a multicopy rDNA fragment that had been described by other investigators inter-
ested in taxonomy of fungi. We selected universal primers for all fungi in that this particular
fragment of rDNA had been conserved thoughout evolution. In addition, we were unable to
demonstrate presence of the fragment in bacterial and human genomic preparations. The sensitiv-
ity (10–100 cfu) was similar to that reported earlier by Buchman et al. [18]. All fungi tested
produced a similar-size product (310 bp) except the Zygomycetes, which had a somewhat larger
amplicon (�341 bp). Based on known sequence differences present in the 310-bp fragment, we
also showed that medically important groups of fungi could be differentiated from one another
by RFLP analysis of the PCR amplicon. Five distinct RFLP patterns could differentiate or
separate Candida and related yeasts, Cryptococcus and Trichosporon species, septate molds,
aseptate molds, and the dimorphic fungi into distinct groups. Further, additional enymes could
be used to differentiate species within individual groups. The major limitations were twofold:
(1) the sensitivity of the test was greatly reduced following enzyme digestion of the amplified
product, and (2) in the presence of high magnesium concentrations, the primers were able to
initiate the PCR reaction using human DNA as template.
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Many of the obstacles encountered by earlier investigators [6] were overcome using a
similar approach with an rDNA fragment present in all medically important fungi, except Mucor
spp. [20]. Based on sequence data collected from numerous clinical isolates of fungi, they
selected a highly conserved segment (687 bp) from 18S-ribosomal DNA and prepared probes
that could detect as little as 100 fg fungal DNA in Southern analysis with a chemiluminescence
detection system.

About this same time, another interesting approach was reported [21] using multiple primer
sets (which recognized 5S rDNA and adjacent nontranscribed spacer region) in the same PCR
reaction tube. Using this technology, all Candida spp. tested produced a small PCR fragment
(105 bp). C. albicans produced this small fragment as well a larger (1015 bp) fragment, thereby
allowing detection and differentiation of C. albicans from all other Candida spp. Such an ap-
proach suggested that perhaps multiple levels of information could be gleaned from single PCR
reaction mixes.

The next major advance in diagnosis of fungal infection using molecular approaches
utilized conserved regions of the 28S rRNA gene [15]. Sandhu et al. [15] first sequenced large
portions of the 28S rDNA from 50 medically important fungi. Using these data, universal primers
were prepared that recognized a highly conserved 260-bp fragment. There was considerable
sequence variability within the universal primers, which enabled synthesis of 21 species-specific
probes. Although the hybridization technology utilized in this report is cumbersome and not
suited to clinical laboratories in its current form, the concept of detection and species identifica-
tion of fungal amplicons present in clinical specimens was validated.

Another approach, single-strand conformational polymorphism (SSCP) analysis, was intro-
duced as a means of identifying species following amplification of a 197-bp fragment of 18S
rRNA gene which was common to all medically relevant fungi tested [11]. The investigators
were able to demonstrate that following PCR, SSCP could be used to identify a number of
clinical isolates. This method could reduce the number of steps needed to determine which
organism was responsible for infection, but the denaturing gel technology does require some
expertise and experience. Nonetheless, the method may prove to be a valuable alternative to
the use of restriction enzyme or hybridization probe technology.

One of the more promising reports regarding sensitivity of detection of fungal DNA in
blood was reported using a combination of seven different dioxigenin labeled probes following
amplification of a 482- to 503-bp fragment of 18S rRNA genes [10]. The primers could detect
DNA from seven species of Candida and the six species of Aspergillus, another variety of fungi,
but not bacteria or viruses. The seven probes could be used to identify five of the seven species
of Candida and could group the Aspergillus spp. into two different groups. DNA detection
sensitivity ranged between 10 to 50 fg DNA. Clinically, the PCR was positive in the first blood
sample obtained in 88% of 21 untreated patients with invasive fungal infection and 100% of
patients with two or more blood samples.

Another approach using universal fungal primers (termed panfungal by these investigators)
that recognized a 580-bp fragment of the small-subunit rRNA gene was used in conjunction
with a digoxigenin-labeled probe to improve sensitivity [2]. The time course of PCR and cultural
diagnosis of fungal infection in several bone marrow transplant patients was also presented. The
PCR time to positivity compared to culture positivity was variable and did not show clear
advantage; i.e., PCR was not always positive before culture results became available. PCR
results varied from positive to negative and back to positive in several of the patients studied
which may support the transient nature of organisms of their DNA in clinical specimens.

Species-specific probes containing reporter dyes to identify amplicons produced by fungus-
specific primers have recently been reported [22]. These investigators used universal primers
that recognized a portion of the ITS rRNA genes for target DNA. Expanding upon earlier work
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using enzyme immunoassay to detect PCR products, three different fluorescent dyes were tagged
to the species-specific probes. This allows detection of PCR product in a luminescence spectrom-
eter. Although this report was limited to testing liquid from positive blood culture bottles, the
concept of using differentially tagged probes lends itself to automation and could also be used
for direct detection from clinical specimens.

In a recent report [14], a fragment of the ERG11 (lanosterol demethylase) gene was used
as target followed by restriction enzyme analysis (REA) with three restriction enzymes. The
REA allowed identification of 1 of 7 commonly identified Candida spp. Based on a limited
number (13 PCR-positive) of 14 proven cases of disseminated candidiasis, the investigators felt
that this PCR method was more sensitive than blood culture methods; however, samples from
several patients showed what could be false-positive PCR results. These patients were in a less
well defined group with possible candidal infection. Interestingly, the negative predictive value
of the PCR-REA result was quite high (97%) compared to blood cultures (84%).

Because of chapter length considerations, this review of the state of the art regarding PCR
as a tool to detect candidal DNA in clinical specimens precludes extensive discussion of many
other interesting studies. For example during the past decade PCR assays have been reported
for a variety of genes, including cytochome P450 lanosterol-alpha-demethylase [3,4,14,23], actin
[24], beta-tubulin [25], chitin synthetase [26], heat shock protein 90 [27], secreted aspartic
proteinase [28], mitochondrial DNA [19], and number of rRNA gene fragments derived from
internal transcribed regions [17,29], 5S rRNA [2,6,21], 18S rRNA [10,11,20], and 28S rRNA
[15]. Undoubtedly, other gene fragments are being investigated for their potential as diagnostic
tools. Assay methods to improve sensitivity of detecting amplified product is also being ad-
dressed in many research laboratories. One major aspect of laboratory concern not addressed
in this chapter is the general area of how specimens should be processed prior to performing
the PCR assay. The literature is replete with different methods for removing contaminating
nonfungal DNA, breaking fungal cells, and extracting target DNA while at the same time prevent-
ing destruction of target DNA prior to PCR.

IV. ASPERGILLUS

Aspergillus spp. are ubiquitous saprophytic fungi that can colonize the respiratory tract in hu-
mans, cause allergic bronchopulmonary aspergillosis (not an infection), and cause a fungus ball
in certain tissues, all of which can be benign. However, fungus balls may become invasive,
and invasive Aspergillus (IA) infection is a particular problem for patients with prolonged
granulocytopenia secondary to cancer treatment or steroid therapy. IA is a life-threatening infec-
tion in these patients, and is responsible for a significant percentage (�40%) of deaths in acute
leukemia patients. Successful therapy is directly related to early diagnosis and treatment. Unfor-
tunately, the clinical features are often vague, and because of the severity of the underlying
illness, it may be difficult to obtain the invasive samples (open lung or transbronchial biopsy)
necessary for histologic diagnosis. Culture results take days to weeks, have low sensitivity, and
may represent contamination due to the ubiquitous nature of this fungus. Various methods of
detection have been tried in the past, but most require high fungal burdens, associated with
advanced disease, by which time clinical intervention is ineffective [30]. Antibody screens have
not been of clinical use, often because of the poor immune status of the patient. Antigenuria
and antigenemia tends to be transient in nature, and initial testing methods for antigen such as
radioimmunoassay, immunoblotting, enzyme immunoassay, and latex agglutination did not show
the necessary sensitivity [31,32]. The most successful antigen-based attempts to diagnose IA
have focused on the detection of a major cell wall constituent and exoantigen, galactomannan,
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released during invasive disease [30,33–39]. Use of sandwich ELISA increased the sensitivity
of the test, with autopsy-verified cases showing sensitivity and specificity of serial GM monitor-
ing to both exceed 90% [30,34,38].

The use of PCR to detect Aspergillus DNA in respiratory specimens has an inherent
problem of potential false-positive results because of possible contamination or colonization.
PCR was first attempted on respiratory specimens using a 401-bp fragment of the 26S/intergenic
spacer region of rDNA [40]. The primers were specific for A. fumigatus but not other related
Aspergillus spp. or several other medically important fungi. In a limited patient population, PCR
was positive in all six patients with proven IA or colonization and positive in specimens from
several culture-negative high- and low-risk patients.

Soon thereafter others applied PCR for detecting Aspergillus DNA in bronchoalveolar
lavage (BAL) specimens using a fragment of the alkaline protease (ALP) genes [41]. Their PCR
could detect as little as 500 fg and differentiate DNA from A. fumigatus and A. flavus based on
size of the amplicon. Again, a low number of cases were studied and PCR was found to be
positive in proven cases of IA as well as from many patients presumably colonized with the
organism.

Genus-specific gene fragments from 18S rRNA genes were then used for fungal detection
in BAL specimens [42]. The primers were specific for Aspergillus spp. and Penicillin marneffei,
and the products could be distinguished by enzyme digestion. Between 1 and 10 fg Aspergillus
DNA could be detected. Similar to the earlier studies, the PCR was positive in BAL collected
from all four proven cases of IA, in a few patients with suspected IA, and in three of eight
neutropenic patients that developed pulmonary infiltrates. In spite of the possibility of false
positives from colonization, the authors felt the PCR would be helpful when testing specimens
from high-risk patients. The following year, these same investigators compared their PCR to
an ELISA for galactomannan, a cell wall polysaccharide antigen of Aspergillus [33]. The antigen
test had the same problems with potential false positives as the PCR. The serum ELISA tended
to be positive before either ELISA or PCR of BAL fluid. The investigators felt that both Aspergil-
lus genus-specific PCR and sandwich ELISA might be beneficial for use in early diagnosis of
IA in patients with hematological malignancies.

Subsequent studies using these latter primer systems with and without nested PCR, and
studies using mitochondrial DNA from Aspergillus as target have compared the efficacy of PCR
with antigen detection and have generally come to the same conclusion [32,34,35,38]. Both
PCR and antigen are of value in establishing IA when performed in the appropriate clinical
setting. All of these studies using PCR for detection of DNA from Aspergillus (or Candida)
point out the promising nature of a new diagnostic approach while at the same time remind us
of the challenges associated with interpreting PCR results from patients at high risk of fungal
infection. This is especially true for these two groups of fungi compared to other fungi, such
as C. neoformans, which is more likely to be present as a pathogen rather than a colonizer or
contaminant.

V. PNEUMOCYSTIS CARINII

Pneumocystis carinii was first recognized as a respiratory pathogen in the early 1900s. It first
emerged as a cause of pneumonia among malnourished populations after World War II. More
recently, P. carinii has become recognized as the most frequent cause of opportunistic pulmonary
infection in AIDS patients, and is a major cause of pneumonia in patients receiving immunosup-
pressive therapy. Prior to the advent of highly active antiretroviral therapy, or HAART, �50%
of AIDS patients developed Pneumocystis carinii pneumonia (PCP) during the course of their
disease. Clinical presentations are frequently subtle or vague, with often insidious onset of



656 Hopfer and Amjadi

nonproductive cough, progressive dyspnea, malaise, and low-grade fever. The overall mortality
from PCP is 20% for AIDS patients and 40% for non-HIV patients [43]. Early diagnosis and
treatment of PCP has been shown to significantly reduce morbidity and mortality [44]. Tradition-
ally, because P. carinii has yet to be successfully cultured from human specimens, diagnosis
was made on the basis of examination of stained BAL samples for the presence of cysts or
trophozoites. Inherent problems in this method are variation in observer skill, staining technique,
and inability to detect organisms in low number, causing sensitivity of the traditional Toluidine
Blue O staining (at least on induced sputa) to range from 21% to 95% [45]. Use of direct
immunofluorescence staining lead to an increase in sensitivity of detection of PCP of up to
90–95% using BAL specimens [46]. The downside to BAL analysis is that it is an invasive as
well as an expensive procedure. Less invasive methods for obtaining respiratory samples, such
as induced sputum (IS), are more desirable as a test sample but have proven less sensitive
(70–90%) than BAL using fluorescent stain. Although expectorated sputum samples are even
less sensitive using fluorescent staining than IS, sputa may prove more reliable for PCR analysis
[47].

With the advent of anti-PCP antibiotic prophylaxis and HAART, there have been changes
in the clinical presentation and a reduction in the number of organisms were reported present
in respiratory samples [48]. Because of these diagnostic problems, P. carinii was one of the
earliest fungal infections in which the potential of PCR was studied as a diagnostic tool [49].
The original PCR methodology required specialized equipment, radioactive probes, and lengthy
extraction and hybridization procedures which made it difficult for most clinical laboratories to
perform routinely [50]. More recently, nested or ‘‘touchdown’’ PCR methods have made the
procedure rapid and relatively simple [51]. Six different PCR targets have been studied, including
sequences encoding mitochondrial large-subunit rRNA (mtLSU rRNA), both 5S rRNA, 16S
rRNA, dihydrofolate reductase (DHFR), internal transcribed spacers (ITS) of the rRNA operon,
and major surface glycoprotein (MSG) [52]. Most studies have looked at mitochondria rDNA
and DHFR in BAL and IS. Latouche used ITS-1 and ITS-2 sequences in combination to type
strains of P. carinii, and found 11 types among 36 samples taken from 16 patients [53]. Of six
patients with several episodes of PCP, one had identical sequence results indicating reactivation
while the other five had different sequence results indicating de novo infection by a different
P. carinii strain. These results show the potential value of PCR for epidemiologic study of PCP.

Because many of the fungi, bacteria, and viruses that cause pneumonia are found in the
upper respiratory tract, attempts have been made to use other, less invasive material such as
nasal, pharyngeal, and blood or serum samples. PCR studies using a rat model demonstrated a
sensitivity of 93% for nasal aspirate and 75% for pharyngeal aspirate samples. These same
aspirates were negative as determined by both silver and Giemsa stains for pneumocystis [47].
Human studies comparing oral samples obtained by rinse and gargle have shown a sensitivity
of �90% when compared to BAL-positive specimens [51,54]. The touchdown PCR method
used by these investigators appears advantageous, because it is a single, round PCR providing
earlier results while at the same time having reduced risk of contamination with no loss of
sensitivity compared to other nested methods.

The incidence of extrapulmonary P. carinii infection is rare, accounting for only 1–2.5%
of all P. carinii infections. The majority of these cases occur in patients receiving aerosolized
pentamidine prophylaxis [43]. Therefore, it is not clear why there might be circulating P. carinii
antigens or DNA in patients with pulmonary disease. The studies using PCR to detect P. carinii
DNA in blood have had mixed results, with sensitivities ranging from 0% to 100% [51]. Schluger,
amplifying the DHFR gene, found DNA in serum from 12 of 14 AIDS patients with PCP for
a sensitivity of 86% [55]. Atzori et al., amplifying rRNA internal transcribed spacers (Pc-ITS-
PCR) found at least one positive serum in 27 patients tested (100% sensitivity) by nested PCR.



Molecular Diagnosis of Fungal Infections 657

These were patients with PCP, not extrapulmonary disease. In contrast, only two of 20 (10%
sensitivity) patient serum samples were positive using DHFR as the PCR target [56]. In a later
study, Atzori et al. found that the same technique applied to serum samples was 71% sensitive,
but when combined with gargled oropharyngeal washes (79% sensitive), the combined sensitivity
was 100% [57]. These investigators noted that serum-positive PCR results were more often
found during the acute clinically overt phase of PCP and rapidly disappeared from serum follow-
ing treatment. Wagner et al. [58], using an mtrRNA PCR, reported the sensitivity of serum PCR
to be 8%, and Tumburrini et al. [59], using similar methods, found 0% sensitivity for serum
diagnosis. It remains to be determined whether these large discrepancies in sensitivity of serum
PCR for detecting Pneumocystis DNA in patients with PCP are reflections of the different DNA
targets used, are differences in laboratory procedures in processing specimens and subsequent
PCR methods, or reflect differences in the patient populations studied such as stage of disease.
The concept that detecting fungal DNA in serum from a patient with pulmonary disease (or
some other organ involvement such as liver) need not require fully disseminated disease is both
intriguing and bothersome. In patients with diseases such as PCP or histoplasmosis, finding
fungal DNA in serum might provide meaningful clinical data regardless of the extent of infection.
However, in other fungal infections, such as Aspergillus and Candida infection, it is imperative
to know whether the circulating DNA is from mere colonization, superficial cutaneous infection,
invasive infection, or widespread dissemination. These and related issues will require much
more investigation before being resolved.

Another major problem with use of PCR for diagnosis of PCP stems from the reports of
positive PCR results with lack of histologic or clinical correlates, despite long-term follow-up.
This has been generally interpreted, primarily because a number of these patients have positive
follow-up tests, as representing subclinical P. carinii infection or as colonization. This is prob-
lematic, because it reduces the positive predictive value of PCR in the evaluation of PCP [48,60].

VI. MISCELLANEOUS FUNGAL PCR

A. Dimorphic Fungi

There are very few reported investigations of using PCR to detect fungal DNA in clinical
specimens within the dimorphic fungi. Primary pulmonary infection may not be clinically appar-
ent and may only be diagnosed if severe pulmonary symptoms develop. Some infections may
be detected by skin test reactivity in groups of patients exposed in a particular environmental
setting. In individuals with progressive pulmonary disease, the yeast, or yeastlike, organisms can
often be found in respiratory specimens. The observed morphology of Blastomyces dermatitidis,
Coccidioides immitis, and Paracoccidioides brasiliensis are indicative of the etiologic agent
causing the disease. Since the yeast form of Histoplasma capsulatum is similar to other yeasts,
the diagnosis is usually made from culture or by antigen testing. Disseminated disease caused
by any of these organisms is often suspected and diagnosed by microscopic examination and
culture of a variety of clinical specimens. PCR reports using universal or panfungal PCR
[6,15,20] mention that PCR can detect DNA from these organisms, but data from few, if any,
actual clinical specimens are presented. A nested PCR designed to amplify a 185-bp fragment
of the ITS1 region of rDNA of H. capsulatum has been used to help establish diagnosis in a
retrospective study of liver tissue containing granulomas from 22 patients [61]. PCR was useful
in demonstrating the presence of H. capsulatum in 15 cases compared to only five patients by
conventional testing. A recent report uses nested primer PCR to detect a fragment of the ITS
region of the 5.8S rRNA gene of H. capsulatum from soil specimens. There have been occasional
preliminary reports of detection of DNA from the dimorphic fungi, but few publications have
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appeared in the literature. Finally, PCR has been used to detect a DNA fragment specific for
Paracoccidioides brasiliensis in an animal model [62].

B. Cryptococcus and Trichosporon

Perhaps the existence of a reliable, inexpensive, and rapid latex agglutination test for cryptococcal
antigen has lessened the interest in use of PCR for detecting cryptococcal DNA in clinical
specimens. Most, it not all, of the universal primers systems that detect conserved rDNA se-
quences from the medically relevant fungi demonstrate the detection of cryptococci in the ‘‘me-
too’’ category, and data specific for cryptococcal infection have not been presented. One study
using primers that produced a 343-bp amplicon from the 18S rDNA of C. neoformans was able
to detect as little as 100 fg of DNA after Southern blotting [63]. DNA from Trichosporon and
Klebsiella pneumoniae produced PCR product but did not react with the specific probe used
for confirmation. Results of PCR applied to CSF specimens from patients with cryptococcal
meningitis were 100% sensitive compared to culture but only 89% and 84% sensitive compared
to antigen and India ink, respectively. Other investigators [64], using nested PCR for a 415-bp
fragment of ITS regions of rDNA specific for C. neoformans, compared the result of 21 known
positive CSF specimens. PCR was positive in all 21 cases and when compared to culture, antigen,
and India ink results, PCR was felt most likely to be positive in patients with living fungal cells
present. Therefore, PCR might be a useful tool to follow treatment since cryptococcal antigen
tends to remain positive for extended periods of time in CSF of patients with treated cryptococcal
meningitis.

A nested PCR for detection of a 259-bp fragment of 26S rRNA genes specific for Tri-
chosporon spp. was used to assay serum from patients with disseminated trichosporonosis [65].
Although capable of detecting as little as 5 fg of DNA, PCR was positive in blood samples of
seven of 11 patients with proven disseminated infection while cultures and antigen testing were
positive in eight and six patients, respectively. As with many of the other fungal PCR findings,
the cryptococcal and trichosporon results support the concept that PCR assays can be clinically
useful in some patients but, to date, lack sufficient sensitivity to stand alone as a diagnostic
tool.

C. Fusarium

Since the histopathology of tissue infected with Fusarium spp. is indistinguishable from many
other septate organisms, a diagnostic PCR for these organisms would be of value, especially
when cultures are not positive or when the entire specimen was placed in formalin. In a case
report, PCR was used to detect a 189-bp fragment from the cutinase gene of F. solani for
diagnosis of a Fusarium infection from postmortem ocular tissue [66]. These same investigators
established the PCR test using an animal model of keratitis [67]. Others have used PCR to detect
a 329-bp fragment containing ITS2 and a portion of 5.8S and 28S rDNA in spiked human blood
samples and tissue specimens obtained from an infected mouse model [68].

VII. MOLECULAR METHODS: PAST, PRESENT, AND FUTURE

One of us (R.L.H.) was introduced to the difficulty of laboratory diagnosis of life-threatening
fungal infection, especially disseminated candidiasis and invasive aspergillosis, over 25 years
ago. Others, both clinicians and laboratorians, had been aware of these problems for several
decades before me. Like many others, I tackled these problems with high enthusiasm and great
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expectation that the problem would soon be resolved. It soon becomes apparent to all investiga-
tors who enter the diagnostic arena that if diagnosis were easy it would have been satisfactorily
resolved years ago. The challenges that face all investigators in the past, present, and future
remain numerous. There are three general areas of concern that contribute to the challenges
facing investigators interested in resolving these diagnostic issues.

A. Host Parasite Factors

1. Organisms can be colonizers, part of normal flora, or environmental contaminants,
so merely culturing Candida or Aspergillus from many clinical specimen sites is not diagnostic
for life-threatening infection.

2. Blood cultures are insensitive even in cases of widespread dissemination. This implies
intermittent shedding or a very low level fungemia in the blood. The pseudohyphal and hyphal
forms of Candida and the hyphal forms of Aspergillus present in the infected host are probably
infrequently shed into the host circulation. Even though Candida produces blastospores, they
are either not readily shed into surround milieu, or if so, the host clearance system is effective
in preventing most from entering the bloodstream.

3. Many fungal antigens are poorly immunogenic, eliciting low-level antibody in patients
(patients are also often immunosuppressed); however, this low immunogenicity also increases
difficulty in preparing high titer antisera needed for fungal antigen detection.

4. Many patients with life-threatening fungal infection have overriding medical problems
which preclude collection of deep tissue samples for establishing the diagnosis.

5. Circulation of fungal antigen/DNA, much like blood cultures, occurs either intermit-
tently or in extremely low concentrations or both. Low sensitivity of antigen/DNA detection
may also be due to rapid destruction or removal of antigen/DNA from circulation by host factors
such as enzymatic degradation, phagocytic removal and destruction, and/or absorption to host
tissue.

B. Diagnostic Test and Study Design Problems

1. Since Candida and Aspergillus are easy to culture, insensitivity issues are most likely
due to timing and/or volume of blood collected. Typically, 20 mL blood is collected for most
automated blood culture systems. If seeding of a viable fungal unit occurs with a frequency that
provides on average, one unit per 50 or 100 mL, then a positive culture result is based on luck
of the draw.

2. There is no gold standard diagnostic test to which newly developed PCR methods
can be compared. To date, most PCR results are compared to blood culture, although some
reports also include antigen analysis. Either way, the insensitivity of the standard leaves much
to be desired.

3. Most molecular studies that have been published, or reported at scientific meetings,
involve a minimum number of patients, often including 10 or fewer proven cases of severe
fungal infection. Tissue proof is often missing, which is one of the main reasons for needing a
better diagnostic test. Unfortunately, short of histologic demonstration of tissue invasion as proof
of deep seated infection, investigators accept different criteria for inclusion or exclusion of
patients into different categories of infection. Besides making comparative analysis between
different laboratories difficult, these biases can influence perceived sensitivity of the test. This
further frustrates the investigator because the PCR findings end up being correlated to ill-defined
‘‘high-risk’’ patient populations or groups of patients ‘‘highly suspected’’ of having invasive
disease.
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4. Sensitivity results of new PCR methods are based only on proven case results. The
PCR test is usually relatively sensitive, 80–90% or higher, on patients that typically have over-
whelming infection. Most reports have somewhat inflated estimates of sensitivity since the
sensitivity is based on requiring that multiple specimens be tested from each patient. Additionally,
many of the positive PCR results, just like many of the antigen and blood culture results, turn
positive too late in the course of the infection to improve patient management.

5. There is no gold standard or consensus on the most efficient, practical, or cost-effective
method for processing the clinical specimen in order to release and purify target DNA prior to
PCR amplification. The basic methods include lysis of the fungal cell using cell wall lytic
enzymes, glass beads with vortexing, or heating. The variations and specific methods used tend
to be based on the favorite method developed within each investigating laboratory. Similar
differences exist in methods for DNA preparation following breakage of fungal cells such as
use of proteinases, phenol with or without chloroform extraction, use of commercial DNA
capture devices, ethanol precipitation, etc. Therefore, it is hard to determine whether apparent
increases in sensitivity are the result of primer selection, specimen preparation methods, PCR
conditions, amplicon detection method, or some combination of all the variables.

6. Most reports support the premise that there is justification for continued development
of new PCR tests. Unfortunately, subsequent reports from the same group of investigators are
rarely forthcoming (see funding problems), or the newly reported PCR method is never pursued
by other laboratories. Alternatively, the new method may have been examined in a secondary
laboratory, but the results were much less promising and the data were never published. Failure
to reproduce PCR results could be due to minor changes in procedures, thought to be insignifi-
cant, but that were in fact less effective than the original methods.

7. Given the tissue load of fungal cells and debris observed in cases of disseminated
disease, it is expected that antigen/DNA should be shed directly from the fungal cell or shed
following release by host clearance mechanisms, making the detection of antigen/DNA relatively
easy. The failure of any antigen or PCR test to become positive early in the disease process
could be used as evidence that the newly described diagnostic test detects the wrong antigen or
wrong target DNA.

8. If fungal DNA is present in clinical specimens only within intact fungal cells (alive
or dead), then PCR might be more sensitive than culture because dead cells would provide target
DNA. On the other hand, if, fungal cells release DNA into the host circulation as they die or
are attacked by host cells, one might hope to improve the sensitivity of the PCR test over culture.
Upon release from the fungal cell, small (�200 bp) target pieces of DNA would seem more
likely to escape host nucleases than larger (�500 bp) targets, thereby making their detection
by PCR more feasible. The downside of using smaller DNA fragments as target is that smaller
fragments provide less opportunity for species identification. A small cell-free panfungal target
with a long serum half-life would seem ideal for diagnostic purposes.

9. Finally, in this day of cost containment, it is unlikely that many hospital laboratories
will be able to institute a relatively expensive molecular test for a disease that is of low incidence
in their institution. This increases the difficulty in collecting data needed for clinical evaluation
and acceptance of promising diagnostic methods.

C. Funding Mechanisms Are Scarce to Nonexistent

1. One of the primary reasons for insufficient funds being available for the development
of diagnostic tests for invasive fungal infection is because the incidence of life-threatening
fungal infection is below the necessary threshold needed to generate long-term commitment
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from funding agencies. Furthermore, invasive fungal infections pose no serious public health
threat as do HIV infection or tuberculosis, and thus do not generate significant public concern.

2. Potential sources of government-based and industry-supported monies for applied
research tend to be directed toward clinical trials for prophylaxis and treatment of fungal infec-
tion. Ironically, these prophylaxis and empiric therapy trials are justified because diagnosis of
these infections is so insensitive. One could argue that, in the long run, money spent on develop-
ment of diagnostics would ultimately decrease the number of patients placed unnecessarily on
empiric therapy or antifungal prophylaxis, reducing overall expenses. Reducing the number of
patients receiving unnecessary antifungals would also decrease the emerging threat of antifungal
resistance.

3. Potential research monies from major commercial diagnostic corporations is virtually
nonexistent because of the perceived low volume testing. For example it is easier to justify huge
research expenditures for developing diagnostic service products for HIV or HCV than for
similar expenditures for developing much lower volume fungal diagnostic tests.

4. PCR projects designed to detect fungal DNA in clinical specimens usually arise as a
secondary research project assigned to a postdoctoral fellow or graduate student. The principal
investigators have funding to perform basic research on one or more of their favorite fungal
genes, and the student/postdoc is asked to see if PCR for their favorite gene could be applied
as a diagnostic tool. Alternatively, someone with an interest in the fungal diagnosis problem,
usually from a clinical laboratory or an infectious disease department, obtains limited startup
funding for 12–18 months to demonstrate feasibility of a PCR approach. In either case the study
is performed, perhaps with the promising results, then the funds dry up and the lead personnel
graduate or move on to other research programs that will serve to improve their academic careers.
As mentioned earlier, investigators acquire a certain level of frustration associated with obtaining
PCR results from patients that are at ‘‘high risk’’ or are ‘‘highly suspected’’ of having life
threatening fungal infections but have no proof of level of fungal involvement. This, often
coupled with receipt of small numbers of samples for PCR testing, further discourages investiga-
tors from continuing such studies in their future endeavors. Finally, a publication may be gener-
ated from the data collected, the study is deemed successful, personnel are reassigned to other
tasks, and the project is ‘‘laid to rest.’’

VIII. SOLUTIONS

Investigators with interest in the diagnosis of invasive fungal infection have struggled with
all the previously mentioned problems and will likely continue making progress despite these
continuing limitations. Since adequate solutions of the problems have not occurred in the past
5 decades, it is unlikely there will be a satisfactory solution or quick fix in the near future. Most
likely, resolution of all the problems will require many years. The only hope for longterm
funding would be some level of government funding to be set aside for individual research
grants or for a government-sponsored contract. A laboratory or consortium of interested laborato-
ries could then systematically address all of the issues related to improved diagnostic testing. This
would require a long-term commitment for funding as well as commitment from the investigators
because some of the initial work may seem rather mundane and not very glamorous. Multiple
laboratories should be involved to ensure that the methods are simple and straightforward so
that results are reproducible from one laboratory to another. Involvement of large numbers of
interested laboratory researchers and clinicians, perhaps through organizations such as the Myco-
ses Study Group, that are seeing these types of patients will also be necessary for evaluation
of results and specimen acquisition.



662 Hopfer and Amjadi

REFERENCES

1. A Velegraki, ME Kambouris, G Skiniotis, M Savala, A Mitroussia-Ziouva, NJ Legakis. Identification
of medically significant fungal genera by polymerase chain reaction followed by restriction enzyme
analysis. FEMS Immunol Med Microbiol 23:303–312, 1999.

2. JA van Burik, D Myerson, RW Schreckhise, RA Bowden. Panfungal PCR assay for detection of
fungal infection in human blood specimens. J Clin Microbiol 36:1169–1175, 1998.

3. E Reiss, CJ Morrison. Nonculture methods for diagnosis of disseminated candidiasis. Clin Microbiol
Rev 6:311–323, 1993.

4. E Chryssanthou, B Andersson, B Petrini, S Lofdahl, J Tollemar. Detection of Candida albicans DNA
in serum by polymerase chain reaction. Scand J Infect Dis 26:479–485, 1994.

5. SB Wey, M Mori, MA Pfaller, RF Woolson, RP Wenzel. Hospital-acquired candidemia: the attribut-
able mortality and excess length of stay. Arch Intern Med 148:2642–2645, 1988.

6. RL Hopfer, P Walden, S Satterquist, WE Highsmith. Detection and differentiation of fungi in clinical
specimens using polymerase chain reaction (PCR) amplification and restriction enzyme analysis. J
Med Vet Mycol 31:65–75, 1993.

7. TJ White, TD Bruns, SB Lee, JW Taylor. Amplification and direct sequencing of fungal ribosomal
RNA genes for phylogenetics. In: MA Innis, DH Gelfand, JJ Sninsky, TJ White, eds. PCR Protocols.
A Guide to Methods and Applications. San Deigo: Academic Press, 1990, pp 315–322.

8. R Maleszka, GD Clark-Walker. Yeasts have a four-fold variation in ribosomal DNA copy number.
Yeasts 9:53–58, 1993.

9. FX Hue, M Huerre, MA Rouffault, C deBievre. Specific detection of Fusarium species in blood and
tissues by PCR technique. J Clin Microbiol 37:2434–2438, 1999.

10. H Einsele, H Hebart, G Roller, J Loffler, I Rothenhofer, CA Muller, RA Bowden, JA van Burik, D
Engelhard, L Kanz, U Schumacher. Detection and identification of fungal pathogens in blood by
using molecular probes. J Clin Microbiol 35:1353–1360, 1997.

11. TJ Walsh, A Francesconi, M Kasai SJ Chanock. PCR and single-strand conformational polymorphism
for recognition of medically important opportunistic fungi. J Clin Microbiol 33:3216–3220, 1995.

12. A van Belkum. DNA Fingerprinting of medically important microorganisms by use of PCR. Clin
Microbiol Rev 7:174–184, 1994.

13. AO Ahmed, MM Mukhtar, M Kools-Sijmons, AH Fahal, S de Hoog, BG van den Ende, EE Zijlstra,
H Verbrugh, ESAM Abugroun AM Elhassan A van Belkum. Development of a species-specific PCR-
restriction fragment polymorphism analysis procedure for identification of Madurella mycetomatis.
J Clin Microbiol 37:3175–3178, 1999.

14. G Morace, L Pagano, M Sanguinetti, B Posteraro, L Mele, F Equitani, G D’ Amore, G Leone, G
Fadda. PCR-restriction enzyme analysis for detection of Candida DNA in blood from febrile patients
with hematological malignancies. J Clin Microbiol 37:1871–1875, 1999.

15. GS Sandhu, BC Kline, L Stockman, GD Roberts. Molecular probes for diagnosis of fungal infections.
J Clin Microbiol 33:2913–2919, 1995.

16. CY Turenne, SE Sanche, DJ Hoban, JA Karlowsky, AM Kabani. Rapid identificatin of fungi by
using the ITS2 genetic region and an automated fluorescent capillary electrophoresis system. J Clin
Microbiol 37:1846–1853, 1999.

17. JP Burnie, N Golbang, RC Matthews. Semiquantitative polymerase chain reaction enzyme immu-
noassy for diagnosis of disseminated candidiasis. Eur J Microbiol Infect Dis 16:346–350, 1997.

18. TG Buchman, M Rossier, WG Merz, P Charache. Detection of surgical pathogens by in vitro DNA
amplification. Part I. Rapid identification of Candida albicans by in vitro amplification of a fungus-
specific gene. Surgery 108:338–347, 1990.

19. Y Miyakawa, T Mabuchi, K Kagaya, Y Fukazawa. Isolation and characterization of a species-specific
DNA fragment for detection of Candida albicans by polymerase chain reaction. J Clin Microbiol
30:894–900, 1992.

20. K Makimura, SY Murayama, H Yamaguchi. Detection of a wide range of medically important fungi
by the polymerase chain reaction. J Med Microbiol 40:358–364, 1994.



Molecular Diagnosis of Fungal Infections 663

21. AR Holmes, RD Cannon, MG Shepherd, HF Jenkinson. Detection of Candida albicans and other
yeasts in blood by PCR. J Clin Microbiol 32:228–231, 1994.

22. JH Shin, FS Nolte, BP Holloway, CJ Morrison. Rapid identification of up to three Candida species
in a single reaction tube by a 5′ exonuclease assay using fluorescent DNA probes. J Clin Microbiol
37:165–170, 1999.

23. G Deng, Y Zhang, G Xiao. Experimental study and clinical application of rapid diagnosis of systemic
Candida albicans infection in burns by polymerase chain reaction. Chin J Plastc Surg Burns 11:
323–326, 1995.

24. VL Kan. Polymerase chain reaction for the diagnosis of candidemia. J Infect Dis 168:779–783, 1993.
25. H Muramatsu. Detection of Candida albicans by nested PCR. J Jpn Assoc Infect Dis 68:1465–1471,

1994.
26. JA Jordan. PCR identification of four medically important Candida species by using a single primer

pair. J Clin Microbiol 32:2962–2967, 1994.
27. AC Crampin, RC Matthews. Application of the polymerase chain reaction to the diagnosis of can-

didosis by amplification of an HSP 90 gene fragment. J Med Microbiol 39:233–238, 1993.
28. M Flahaut, D Sanglard, M Monod, J Bille, M Rossier. Rapid detection of Candida albicans in clinical

samples by DNA amplification of common regions from C. albicans–secreted aspartic proteinase
genes. J Clin Microbiol 36:395–401, 1998.

29. S Fugita, BA Lasker, TJ Lott, E Reiss, CJ Morrison. Microtitration plate enzyme immunoassay to
detect PCR-amplified DNA from Candida species in blood. J Clin Microbiol 33:962–967, 1995.

30. J Maertens, J Verhaegen, H Demuynck, P Brock, G Verhoef, P Vandenberghe, J van Eldere, L
Verbist, M Boogaerts. Autopsy-controlled prospective evaluation of serial screening for circulating
galactomannan by a sandwich enzyme-linked immunosorbent assay for hematological patients at risk
for invasive aspergillosis. J Clin Microbiol 37:3223–3228, 1999.

31. VM Hearn, C Pinel, S Blachier, P Ambroise-Thomas, R Grillot. Specific antibody detection in
invasive aspergillosis by analytical isoelectrofucosing and immunoblotting methods. J Clin Microbiol
33:982–986, 1995.

32. Y Yamakami, A Hashimoto, I Tokimatsu, M Nasu. PCR detection of DNA specific for Aspergillus
species in serum of patients with invasive aspergillosis. J Clin Microbiol 34:2464–2468, 1996.

33. PE Verweij, JP Latge, AJMM Rijs, WJG Melchers, BE dePauw, JAA Hoogkamp-Korstanje, JFGM
Meis. Comparison of antigen detection and PCR Assay using bronchoalveolar lavage fluid for diag-
nosing invasive pulmonary aspergillosis in patients receiving teatment for hematological malignan-
cies. J Clin Microbiol 33:3150–3153, 1995.

34. PE Verweij, EC Dompeling, JP Donnelly, AVMB Schattenberg, JFGM Meis. Serial monitoring of
Aspergillus antigen in the early diagnosis of invasive aspergillosis. Preliminary investigations with
two examples. Infection 25:86–89, 1997.

35. S Bretagne, JM Costa, E Bart-Delabesse, N Dhedin, C Rieux, C Cordonnier. Comparison of serum
galactomannan antigen detection and competitive polymerase chain reaction for diagnosisn invasive
aspergillosis. Clin Infect Dis 26:1407–1412, 1998.

36. A Paugam, J Sarfati, R Romieu, M Viguier, J Dupouy-Camet, JP Latge. Detection of Aspergillus
galactomannan: comparison of an enzyme-linked immunoassay and a europium-linked time-resolved
fluoroimmunoassay. J Clin Microbiol 36:3079–3080, 1998.

37. Y Yamakami, A Hashimoto, E Yamagata, P Kamberi, R Karashima, H Nagai, M Nasu. Evaluation
of PCR for detection of DNA specific for Aspergillus species in sera of patients with various forms
of pulmonary aspergillosis. J Clin Microbiol 36:3619–3623, 1998.

38. S Kawamura, S Maesaki, T Noda, Y Hirakata, K Tomono, J Jashiro, S Kohno. Comparison between
PCR and detection of antigen in sera for diagnosis of pulmonary aspergillosis. J Clin Microbiol 37:
218–220, 1999.

39. PE Verweij, K Brinkman, HPH Kremer, BJ Kullberhg, JFGM Meis. Aspergillus meningitis: diagnosis
by non-culture-based microbiological methods and management. J Clin Microbiol 37:1186–1189,
1999.

40. C Spreadbury, D Holden, A Aufauvre-Brown, B Bainbridge, J Cohen. Detection of Aspergillus
fumigatus by polymerase chain reaction. J Clin Microbiol 31:615–621, 1993.



664 Hopfer and Amjadi

41. CM Tang, DW Holden, A Aufauvre-Brown, J Cohen. The detection of Aspergillus spp. by the
polymerase chain reaction and its evaluation in bronchoalveolar lavage fluid. Am Rev Respir Dis
148:1313–1317, 1993.

42. WJG Melchers, PE Verweij, P van den Hurk, A van Belkum, PE dePauw, JAA Hoogkamp-Korstanje,
JFGM Meis. General primer-mediated PCR for detection of Aspergillus species. J Clin Microbiol
32:1710–1717, 1994.

43. CF Thomas, AH Limper. Pneumocystis pneumonia: Clinical presentation and diagnosis in patients
with and without acquired immune deficiency syndrome. Semin Respir Infect 13:289–295, 1998.

44. A Mathis, R Weber, H Kuster, R Speich. Simplified sample processing combined with a sensitive
one-tube nested PCR assay for detection of Pneumocystis carinii in respiratory specimens. J Clin
Microbiol 35:1691–1695, 1997.

45. D Eisen, BC Ross, J Fairbairn, RJ Warren, RW Baird, B Dwyer. Comparison of Pneumocystis carinii
detection by Toluidine Blue O staining, direct immunofluorescence and DNA amplification in sputum
specimens from HIV positive patients. Pathology 26:198–200, 1994.

46. C Chouaid, P Roux, I Lavard, JL Poirot, B Housset. Use of the polymerase chain reaction technique
on induced-sputum samples for the diagnosis of Pneumocystis carinii pneumonia in HIV-infected
patients. A clinical and cost-analysis study. Clin Microbiol Infect Dis 104:72–75, 1995.

47. HS Oz, WT Hughes. DNA amplification of nasopharyngeal aspirates in rats: a procedure to detect
Pneumocystis carinii. Microb Pathog 27:119–121, 1999.

48. JA Ribes, AH Limper, MJ Espy, TF Smith. PCR detection of Pneumocystis carinii in bronchoalveolar
lavage specimens: analysis of sensitivity and specificity. J Clin Microbiol 35:830–835, 1997.

49. K Kitada, S Oka, S Kimura, K Shiada, T Serikawa, J Yamada, H Tsunoo, K Egawa, Y Nakamura.
Detection of Pneumocystis carinii sequences by polymerase chain reaction: animal models and clinical
application to non invasive specimens. J Clin Microbiol 29:1895–1990, 1991.

50. M Rabodonirina, D Raffenot, L Cotte, A Boibieux, M Mayencon, G Bayle, F Persat, F Rabatel, C
Trepo, D Peyramond, MA Piens. Rapid Detection of Pneumocystis carinii in bronchoalveolar lavage
specimens from human immunodeficiency virus–infected patients: use of a simple DNA extraction
procedure and nested PCR. J Clin Microbiol 35:2748–2751, 1997.

51. J Helweg-Larsen, JS Jensen, T Benfield, UG Svendsen, JD Lundgren, B Lundgren. Diagnostic use
of PCR for detection of Pneumocystis carinii in oral wash samples. J Clin Microbiol 36:2068–2072,
1998.

52. M Rabodontrina, L Cotte, A Boibieux, K Kaiser, M Mayencon, D Raffenot, C Trepo, D Peyramond,
S Picot. Detection of Pneumocystis carinii DNA in blood specimens from human immunodeficiency
virus–infected patients by nested PCR. J Clin Microbiol 37:127–131, 1999.

53. S Latouche, JL Poirot, C Bernard, P Roux. Study of internal transcribed spacer and mitochondrial
large-subunit genes of Pneumocystis carinii hominis isolated by repeated bronchoalveolar lavage
from human immunodeficiency virus–infected patients during one or several episodes of pneumonia.
J Clin Microbiol 35:1687–1690, 1997.

54. C Atzori, F Agostoni, G Gubertini, A Cargnel. Diagnosis of PCP by ITSs nested PCR on noninvasive
oropharyngeal samples. J Eukaryot Microbiol 43:41S, 1996.

55. N Schluger. Application of DNA amplification of pneumocystosis: presence of serum Pneumocystis
carinii DNA during human and experimental induced Pneumocystis carinii pneumonia. J Exp Med
176:1327–1333, 1992.

56. C Atzori, JJ Lu, B Jiang, MS Bartlett, G Orlando, SF Queener, JW Smith, A Cargnel, CH Lee.
Diagnosis of Pneumocystis carinii pneumonia in AIDS patients by using polymerase chain reactions
on serum specimens. J Infect Dis 172:1623–1626, 1995.

57. C Atzori, F Agostoni, E Angeli, A Mainini, G Orlando, A Cargnel. Combined use of blood and
oropharyngeal samples for noninvasive diagnosis of Pneumocystis carinii pneumonia using the poly-
merase chain reaction. Eur J Microbiol Infect Dis 17:241–246, 1998.

58. D Wagner, J Koniger, WV Kern, P Kern. Serum PCR of Pneumocystis carinii DNA in immunocom-
promised patients. Scand J Infect Dis 29:159–164, 1997.

59. E Tamburrini, P Mencarini, E Visconti, M Zolfo, A deLuca, A Siracusano, E Ortona, AE Wakefield.
Detection of Pneumocystis carinii DNA in blood by PCR is not of value for diagnosis of P. carinii
pneumonia. J Clin Microbiol 34:1586–1588, 1996.



Molecular Diagnosis of Fungal Infections 665

60. M Weig, H Klinker, BH Bogner, A Meier, U Gross. Usefulness of PCR for diagnosis of Pneumocystis
carinii pneumonia in different patient groups. J Clin Microbiol 35:1445–1449, 1997.

61. MH Collins, B Jiang, JM Croffie, SKF Chong, CH Lee. Hepatic granulomas in children. A clinicopath-
ologic analysis of 23 cases including polymerase chain reaction for histoplasma. Am J Surg Pathol
20:332–338, 1996.

62. LZ Goldani, AM Sugar. Short report: Use of the polymerase chain reaction to detect Paracoccidioides
brasiliensis in muring paracoccidioidomycosis. Am J Trop Hyg 58:152–153, 1998.

63. C Prariyachatigul, A Chaiprasert, V Meevootisom, S Pattanakitsakul. Assessment of a PCR technique
for the detection and identification of Cryptococcus neoformans. J Med Vet Mycol 34:251–258,
1996.

64. P Rappelli, R Are, G Casu, PL Fiori, P Cappuccinelli, A Aceti. Development of nested PCR for
detection of Cryptococcus neoformans in cerebrospinal fluid. J Clin Microbiol 36:3438–3440, 1998.

65. H Nagai, Y Yamakami, A Hashimoto, I Tokimatsu, M Nasu. PCR detection of DNA specific for
Trichosporon species in serum of patients with disseminated trichosporonosis. J Clin Microbiol 37:
694–699, 1999.

66. G Alexandrakis, M Sears, P Gloor. Postmortem diagnosis of Fusarium panophthalmitis by the poly-
merase chain reaction. A J Ophthalmol 121:221–223, 1996.

67. G Alexandrakis, S Jalali, P Gloor. Diagnosis of Fusarium keratitis in an animal model using the
polymerase chain reaction. Br J Ophthalmol 82:306–311, 1998.

68. FX Hue, M Huerre, MA Rouffault, C de Bievre. Specific detection of fusarium species in blood and
tissues by a PCR technique. Journal of Clinical Microbiology 37:2434–2438, 1999.





29
Serological Approaches to the Diagnosis of
Invasive Fungal Infections

Christine J. Morrison and Mark D. Lindsley
Centers for Disease Control and Prevention, Atlanta, Georgia

I. INTRODUCTION

The incidence of invasive opportunistic fungal infections continues to increase as sophisticated
technologies to prolong the lives of severely ill patients are implemented [1–5]. Opportunistic
fungi are often found as either normal commensal organisms of the human gastrointestinal
tract, skin, and/or mucosa or as ubiquitous organisms in the soil and environment. Extended
granulocytopenia, the use of broad-spectrum antibacterial antibiotics, indwelling central venous
catheters, immunosuppression, and disruption of mucosal barriers by chemotherapy and radio-
therapy have all been implicated as risk factors allowing these normally harmless fungi to invade
host tissues [1,6–8]. Once invasion occurs, these infections cause significant morbidity and
mortality in patients with underlying diseases such as cancer, diabetes, and AIDS [1,6,7,9].

The prognosis in these patient populations is poor but may be improved if infections are
diagnosed and treated promptly after onset [10–12]. Unfortunately, a clinical diagnosis is diffi-
cult because signs and symptoms are often nonspecific. Fever unresponsive to antibacterial
antibiotics may be the only clinical sign. Whereas recent advances in diagnostic radiology and
computed tomography, as well as ultrasound examination, have improved clinical detection,
these methods are only effective when invasive organisms cause typically recognizable altera-
tions in the host [13,14]. Therefore, a specific diagnosis relies on a combination of clinical,
microbiological, histological, serological, and, more recently, molecular biological methods.

The incidence of endemic mycoses, like that of the opportunistic mycoses, has also risen
dramatically in recent years as a result of the AIDS epidemic [15–18]. Disseminated penicilliosis
(Penicillium marneffei) and histoplasmosis in HIV-positive patients are now AIDS-defining
illnesses in their endemic areas [9,15,17,19]. The endemic fungi are not known to colonize
humans, and therefore infections with these organisms are derived from exogenous environmen-
tal sources. Disease is usually acquired as a result of inhalation of fungal elements. Therefore,
outbreaks continue to occur as natural niches for these organisms are disturbed by (1) construction
in endemic areas (histoplasmosis) [20]; (2) hiking near water sources (blastomycosis) [21]; (3)
outdoor activities or cave exploration in areas where exposure to contaminated bird or bat guano
occurs (histoplasmosis) [22–24]; and (4) natural disasters, such as earthquakes, where dust
clouds are raised and infectious particles are disseminated (coccidioidomycosis) [25]. Also,
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movement of people into and out of the endemic areas has resulted in an increased occurrence
of these infections outside of their endemic areas [26–28].

After inhalation of conidia, Histoplasma capsulatum, P. marneffei, and Paracoccidiodes
brasiliensis generally cause localized granulomatous responses in their hosts in contrast to Coc-
cidioides immitis and Blastomyces dermatitidis, where a combination of acute and chronic in-
flammation is often observed. In immunocompetent hosts, calcifications are often seen on chest
radiograms of patients after resolution of granulomatous lesions. However, a positive DTH skin
test, when available, and production of specific antibodies may often be the only evidence of
infection in an immunocompetent patient. In the immunocompromised host, such as AIDS
patients or those receiving corticosteroids, such an immune response may not occur, and the
disease often disseminates [10]. Therefore, in a manner similar to that for the diagnosis of
opportunistic fungal infections, a specific diagnosis of the endemic mycoses relies on laboratory
confirmation of clinical signs and symptoms.

Laboratory confirmation of infection includes microbiological, histological, serological,
and molecular biological methods. Microbiological methods include direct visualization of the
organism in body fluids (such as CSF), in scrapings of lesions, or in biopsies of patient tissues,
and culture of blood, other body fluids, or tissues, which may require up to 4 weeks for the
detection of some slower-growing fungi. However, absence of the organism in culture does not
necessarily rule out infection. For example, blood cultures can be negative in up to 50% of
patients with invasive candidiasis [10,29–31]. Similarly, blood cultures for Aspergillus spp. are
routinely negative, and sputum and bronchoalveolar lavage fluid from patients with proven
invasive pulmonary aspergillosis may yield recoverable fungi in only 30% and 50% of cases,
respectively [32–37]. Because opportunistic fungi often colonize normal human skin and mu-
cosal surfaces, isolation of the organism does not necessarily indicate infection. For example,
blood cultures positive for Candida spp. may represent transient, catheter-related candidemia
rather than invasive disease [29,30]. In addition, recovery of an opportunistic mold from a
nonsterile site often represents contamination or colonization rather than true infection. On the
other hand, in one study, a strong correlation was found between recovery of Aspergillus spp.
from respiratory sites in immunocompromised patients and invasive disease [37]. Nonetheless,
to circumvent the potential misdiagnosis of invasive fungal disease as a result of contamination
or simple colonization, tissue biopsies for culture and histology are used to confirm that an
organism is actively invading tissue rather than simply colonizing it [38–40]. Such invasive
procedures, however, are potentially hazardous in patients who are severely ill, granulocytopenic,
and thrombocytopenic. Therefore, such procedures are used only when absolutely necessary.
Serological tests, on the other hand, provide a rapid, less invasive means to diagnose fungal
infections. Serological tests have their limitations, however, and, depending upon the disease
in question, these tests can lack sensitivity and/or specificity and must be interpreted in the
context of other clinical and laboratory findings [28,41].

Serological tests can be roughly divided into two major categories: those that detect anti-
bodies and those that detect antigens. Antibodies are useful in the confirmation of endemic
mycoses such as histoplasmosis and coccidioidomycosis in immunocompetent hosts [41–43].
These tests are especially valuable when appropriate timing of sample collection is performed
so that acute and convalescent serum can be obtained to determine whether antibody titers are
rising or falling, a valuable and often necessary diagnostic tool in many instances [28]. The
time of first sample collection is also important in that if body fluids are collected to detect
antibodies too early in the course of the infection, before a humoral response has developed,
the antibody test would give false-negative results [41]. In addition, serological diagnosis of
opportunistic fungal infections must rely almost exclusively on antigen detection tests rather
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than antibody detection tests because the immunosuppressed patient population most at risk for
these infections produce variable or no antibody responses [41,43,44].

Therefore, in immunosuppressed as well as in immunocompetent patients, antigen detec-
tion offers a potential alternative. Limitations of antigen detection assays include: a lack of
sensitivity resulting from rapid clearance of the agent or poor sensitivity of the detector antibod-
ies; few or no standardized reagents or commercial tests available, resulting in laboratory-to-
laboratory variability; and formation of antigen-antibody complexes [41,44]. Antigen-antibody
complexes can be dissociated through the use of enzymes or heat if antigens are carbohydrate
in nature [28,30], but such procedures cannot generally be used with protein antigens, which
may be denatured or antigenically altered by such treatment. Although strides have been made
to obtain purified antigens through chemical and molecular biological means [45–52], very often
unpurified mixtures of antigenic components are still being used as the gold standard in many
antibody detection tests and as immunogens to produce antibodies for antigen detection tests.
Monoclonal detector antibodies are generally more specific than polyclonal antibodies, which
often need to be adsorbed with cross-reacting micro-organisms before they are usefully specific
[28,29]. However, the increase in specificity gained by tests using monoclonal antibodies may
be counterbalanced by a concomitant decrease in test sensitivity [53,54].

Despite their limitations, serological tests remain a useful adjunct to clinical and other
laboratory findings for the diagnosis of invasive fungal infections. Therefore, in this chapter,
an overview of currently used tests for the serodiagnosis of the most prevalent fungal infections
will be presented for which immunodiagnostic tests exist. In addition, tests under development
which hold promise for the rapid and specific diagnosis of fungal infections will be addressed.
A discussion of the clinical presentation and risk factors associated with newly emerging fungal
infections for which serological tests are rarely available will also be presented.

Serological tests currently used to diagnose diseases caused by the most common etiologic
agents include complement fixation (CF), counterimmunoelectrophoresis (CIE), enzyme immu-
noassay (EIA), immunodiffusion (ID), latex agglutination (LA), reverse passive latex agglutina-
tion (RPLA), radioimmunoassay (RIA), tube agglutination (TA), and, less frequently, immu-
noblot (or Western blot) analysis.

Exoantigen tests will not be addressed in this chapter because these have been almost
exclusively replaced by commercial molecular probe assays [54] (AccuProbe, GenProbe, San
Diego, Calif.), nor will biochemical tests such as the detection of D-arabinitol, �-1,3-glucan,
or D-mannitol be discussed as they are not immunological in nature. Immunohistochemical
detection of fungi in tissue sections by immunofluorescent or immunoperoxidase staining will
also not be addressed to any extent in this chapter. Readers are referred to previous reviews
which discuss the above topics in detail [10,28,30,38–40,55,56]. In addition, the current status
of molecular biological approaches to the diagnosis of fungal infections will not be discussed
here as this topic is addressed in another chapter of this book. Whereas significant progress has
occurred in the past few years in the field of molecular diagnosis, serological approaches, despite
their limitations, remain the most common in clinical laboratory practice today.

II. DIAGNOSIS OF OPPORTUNISTIC MYCOSES

Opportunistic fungi are often normal commensal organisms of the human skin, mucosal surfaces,
and gastrointestinal tract or are ubiquitously found in the environment in soil, on plants, or in
bird or bat guano. Normally these fungi are harmless saprophytes. However, if the host’s immune
system should become debilitated, these organismsmay cause severe or life-threatening illnesses.
Therefore, opportunistic fungi are named as such because of their propensity to take the ‘‘oppor-
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tunity’’ to cause invasive disease when the debilitation of the host allows invasion to occur.
Debilitation can result from infections such as AIDS, by underlying diseases such as diabetes
or leukemia, or by chemotherapy that decreases immune function as part of drug regimens
administered to treat cancer or to facilitate solid organ or bone marrow transplantation [10,40].

Opportunistic fungi include both filamentous molds such as Aspergillus spp., Fusarium
spp., and Zygomycetes, to name only a few, and yeasts such as Candida spp. Trichosporon
asahii (beigelii), andMalassezia spp., [40]. Although Cryptococcus neoformans can cause inva-
sive disease in normal persons, the incidence of cryptococcosis is much higher in immunosup-
pressed hosts, and this organism has been listed as an opportunist for this reason. Although
Pneumocystis carinii has been recently reclassified as a fungus based on DNA homology studies
[57–60], no routine serological tests for the diagnosis of this opportunist are currently available.
Only monoclonal antibodies which identify the cyst and trophozooite forms have been developed
for direct and indirect immunofluorescent antibody assays [28]. Therefore, no further discussion
of this organism will be presented in this chapter, and readers are referred to other reviews for
descriptions of clinical and microbiological identification of this organism [28,58,61–65] as
well as Chapter 11 in this text.

The number and variety of organisms causing opportunistic infections are rapidly increas-
ing [66]. Because the host’s capacity to mount an immune response is debilitated in patients
susceptible to opportunistic infections and, as a result, the disease course is often fulminant and
rapidly fatal, serological tests which rely on a functioning immune system (i.e., antibody detec-
tion tests) are of limited value. Therefore, antigen detection tests, which can be used in the
absence of a functioning immune system, have gained favor [41]. Nonetheless, invasive oppor-
tunistic infections can occasionally occur in less severely immunocompromised patients, result-
ing in a more prolonged, localized disease progression. In these cases, or in cases where patients
are recovering from immunosuppression but are still generally debilitated, antibody detection
can sometimes be useful. Therefore, both antigen and antibody detection tests for the diagnosis
of opportunistic fungal infections will be reviewed in the following section.

A. Aspergillosis

1. Background

Aspergillosis has traditionally been caused by two species of Aspergillus—A. fumigatus and A.
flavus. A. terreus is a newly emerging cause of invasive disease which is resistant to amphoteri-
cin-B [10,33,67]. Other species, including A. niger, A. ustus, A. versicolor, and very rarely A.
nidulans, have also been reported to cause invasive disease [33,41,67]. Aspergillus spp. are
commonly isolated from the soil worldwide and are variously pigmented. Species are identified
by a combination of color and colony type and by characteristic microscopic features such as
vesicle size and shape, conidiophore morphology, metulae, phialides, and conidia. In tissue,
typical septate, hyaline hyphae with dichotomous 45� branching may be seen although Aspergil-
lus spp. can often be mistaken for Fusarium spp., Pseudallescheria boydii, or even agents of
zygomycosis, and vice versa, in histological tissue sections [40]. Differentiation of agents of
aspergillosis fromP. boydii infections can be critical because pseudallescheriasis is often resistant
to amphotericin-B therapy [10].

Aspergillosis is second only to candidiasis as an agent of invasive fungal infection in
severely granulocytopenic patients [6,68–70], and its incidence may soon surpass that of invasive
candidiasis [67,71,72]. It has been speculated that whereas the introduction of fluconazole for
the prophylaxis of Candida infections in severely immunocompromised patients has reduced the
incidence of systemic candidiasis, the relative incidence of invasive aspergillosis has increased
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concomitantly because (1) Aspergillus spp. are relatively unaffected by this azole, and (2) flucon-
azole prophylaxis has effectively eliminated competition from infecting Candida spp. [34,73].
This increased trend in aspergillosis cases is particularly disturbing given that the attributable
mortality from invasive aspergillosis can exceed 80% [74–77].

2. Acquisition/Risk Factors

Aspergillosis is acquired through the inhalation of airborne spores derived from soil, decaying
plant materials, and compost. Cases of invasive disease in immunocompromised hosts have also
been attributed to the use of contaminated teas and spices. Aspergillosis can manifest itself in
a broad spectrum of disease states depending upon the immune status of the host including
cutaneous, mucosal, cerebral, ocular, and invasive. Aspergillus spp. cause allergic bronchopul-
monary aspergillosis, aspergilloma, chronic necrotizing aspergillosis of the lung, sinusitis, tra-
cheobronchitis, endocarditis/myocarditis, osteomyelitis, and acute invasive aspergillosis of the
lung [40,78]. The most common of the manifestations are allergic bronchopulmonary and asper-
gilloma, which occur among immunocompetent hosts, and acute invasive aspergillosis of the
lung, with or without dissemination to other organs, which occurs primarily in the immunocom-
promised host. The focus of this section will be primarily on invasive aspergillosis of the lung
and other organs as it is the most life-threatening and most difficult of the syndromes to diagnose.

The incidence of invasive aspergillosis (IA) has increased dramatically in recent years as
the number of patients receiving bone marrow and organ transplants has risen [7,70,79]. The
aggressive immunosuppressive regimens used in these patients often result in severe granulocyto-
penia. IA has been reported to occur in 70% of patients who remain granulocytopenic for 34
or more days [7,41,77]. Elaborate HEPA filtration and laminar air flow systems have been
implemented in the hospital setting in the hope of reducing the granulocytopenic patient’s contact
with airborne conidia from this ubiquitous filamentous fungal micro-organism [80]. However,
at least one report suggests that many cases of aspergillosis may also be community acquired
[81].

A disease that has been predominant in bone marrow transplant patients and significantly
higher in patients receiving allogeneic as compared to autologous bone marrow transplants
[6,76,77,82], invasive pulmonary aspergillosis had been relatively rare until recently. The inci-
dence of invasive pulmonary aspergillosis in patients with HIV infection has been suggested to
be increasing [83–85] as a result of several factors including: a greater number of AIDS patients
surviving into late-stage HIV-disease [86–88], increased use of corticosteroids and neutropenia-
inducing drug regimens [86,87,89], and increased therapeutic or recreational exposure to inhaled
substances such as marijuana, which are often contaminated with aspergilli [86,90]. However,
in at least one report describing IA in AIDS patients, no classical risk factors for aspergillosis
(i.e., granulocytopenia or corticosteroid treatment) were present in 50% of 33 cases. The only
risk factor found in almost all of the HIV-positive aspergillosis patients was a CD4 cell count
of �50/mm3 [84].

3. Clinical Presentation/Diagnosis

Symptoms of invasive pulmonary disease are often nonspecific and the most common clinical
manifestations are fever and pulmonary infiltrates unresponsive to broad-spectrum antibiotics.
Patients treated with corticosteroids may present without fever but may have chest pain [91].
Other symptoms can include pleural friction rub with or without chest pain, and cough [92,93].
Focal pulmonary disease may appear on radiographs as small nodular lesions that cavitate with
larger peripheral lesions of lower attenuation around these nodular lesions (also known as ‘‘halo
signs’’) which are characteristic for aspergillosis. If cavitation of lesions occurs, a crescent of



672 Morrison and Lindsley

air (‘‘crescent sign’’) will appear in lesions. If radiographs show only diffuse infiltrates without
these characteristic radiologic signs, other means will be needed for a correct diagnosis. Whereas
bronchoscopy is seldom useful for the diagnosis of focal infection, microscopic exam and culture
of bronchoalveolar lavage fluid in patients with diffuse radiographic findings are often helpful
[40].

Blood cultures are notoriously negative, despite the use of lysis centrifugation tubes and
despite the common dissemination of Aspergillus spp. to deep tissues via the hematogenous
route [67,92]. Even when rigorous attempts are made to isolate Aspergillus spp. from other
clinical specimens, positive cultures are recovered in only 12–34% of cases [41]. Disseminated
disease will occur in approximately one-third of neutropenic patients with Aspergillus pneumonia
[94] and may affect the brain, heart, kidneys, liver, thyroid, spleen, bones, or skin [67]. The
primary manifestation of hematogenous spread is dissemination to the central nervous system
[94,95], where signs of encephalitis or stroke may indicate cerebral hemorrhage or necrosis due
to obliteration of blood vessels. In less severely immunocompromised hosts, cerebral aspergillo-
sis may present as an abscess, but meningitis is rarely seen. Hematogenous spread to the heart
may result in endocarditis, focal myocarditis, pericarditis, or pancarditis. Dissemination from
the gastrointestinal tract has also been reported with involvement of the esophagus and the
bowel, and direct extension to the brain from the paranasal sinuses has been demonstrated
[67,92,95].

Recovery of Aspergillus species from respiratory secretions is considered to be a relatively
insensitive and nonspecific diagnostic indicator because of the ubiquitous nature of the organisms
[92,96,97]. However, the repeated recovery of an Aspergillus spp. from the respiratory tract of
a febrile immunocompromised patient with pulmonary infiltrates warrants further examination,
as continued colonization has been associated with invasive disease [37,67,78,98]. In contrast,
positive cultures from nongranulocytopenic patients demonstrated a low predictive value for
invasive disease [37]. Similarly, the significance of nasal colonization is less clear although
during an outbreak of nosocomial aspergillosis, Aisner and colleagues found that positive nasal
surveillance cultures of A. flavus in granulocytopenic patients correlated with invasive pulmonary
aspergillosis [11]. On the other hand, the absence of positive nasal cultures in a persistently
febrile neutropenic patient with a pulmonary infiltrate should not be used to exclude a diagnosis
of invasive aspergillosis [10].

Therefore, culture of tissue from a sterile site or histopathological evidence of tissue
invasion showing nonpigmented, septate fungal hyphae with dichotomous 45� branching is used
to confirm invasive aspergillosis [93]. However, procedures to obtain adequate biopsy material
are very invasive and are not recommended in severely granulocytopenic patients, who may
also be thrombocytopenic. Other drawbacks to the histological identification of Aspergillus spp.
include cross-reactivity of immunofluorescent or immunochemical reagents with other fungi
and morphologies in tissue similar to those of Pseudallescheria boydii and Fusarium spp. [40].
Therefore, much effort has been placed on the diagnosis of invasive aspergillosis using serologi-
cal assays.

4. Immunoserology and Interpretation

a. Antibody Detection. Immunodiffusion (ID) and counterimmunoelectrophoresis
(CIE) have proved valuable tests for the diagnosis of aspergilloma and allergic bronchopulmo-
nary aspergillosis in immunocompetent individuals. The contribution of specific antibody detec-
tion tests for the diagnosis of invasive aspergillosis in immunosuppressed patients, however,
who either lack a sufficient antibody response or whomount variable antibody responses, remains
controversial [28,99–102]. Differences in antigen preparations and timing of sample collection
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by different research laboratories may be responsible, in part, for reported variations in the
success of these tests [41,103–105]. For example, precipitins were found in the sera of 14 of 16
patients in one study [105] whereas other authors did not find antibodies in invasive aspergillosis
patients even though the same immunodiffusion test format was used [106]. There appears,
however, to be agreement among several studies that seroconversion can be successfully used
to monitor disease when serial serum samples are tested. In addition, an increase in antibody
titer at the end of immunosuppression indicates a good prognosis whereas absent or declining
antibodies suggest a poor outcome [99,102,107]. For example, in a study of post–lung transplant
patients with A. fumigatus infections, increasing specific IgG antibody levels corresponded with
impairment of lung function and with cytological and microbiological recovery of the organism;
recovery of lung function correlated with a decrease in antibody titer [108,109]. Therefore,
antibody detection in immunocompromised hosts may be used for determining a prognosis, if
not a diagnosis.

Tests to detect Aspergillus spp. antibodies include complement fixation (CF), counterim-
munoelectrophoresis (CIE), immunodiffusion (ID), indirect hemagglutination (IHA), and en-
zyme immunoassay (EIA) [28,100]. The micro-ID test, recommended for detection of Aspergil-
lus antibodies, uses buffered phenolized agar and antigens produced from 5-week-old stationary
Sabouraud glucose broth cultures of A. fumigatus, A. flavus, A. terreus, and A. niger. Only serum
that produces a line or lines of identity with reference serum from a proven human case of
aspergillosis is considered positive. One or more precipitin bands indicate aspergilloma, allergic
bronchopulmonary aspergillosis, or infection whereas three or more precipitin bands indicate
aspergilloma or invasive disease. Nonspecific bands may occur as a result of C-reactive protein
in patient’s serum and these may be removed by treatment with sodium citrate. Precipitin bands
are reported to occur in 90% of patients with aspergilloma, 70% of patients with allergic broncho-
pulmonary aspergillosis, and less frequently in patients with invasive aspergillosis [28].

The sensitivity of CIE equals or exceeds that of ID, but because its specificity is equal to
or less than that of ID, CIE is recommended for screening purposes only. An EIA to detect
Aspergillus antibody has also been developed [110] and is reported to give results which correlate
with those of ID. It was hypothesized that the sensitivity of the EIA might be improved if a
battery of antigens for multiple Aspergillus spp. were included in the test. Others have also
developed EIA [104,111–114] or RIA [115] formats to detect specific IgG antibodies and found
these formats to be more sensitive than ID or CIE although serial serum samples were required
to optimize detection.

Several commercial tests including CIE, CF, IHA, and EIA formats have been evaluated;
sensitivities were reported to range from 14% to 36% and specificities to range from 72% to
99% [100,116]. Reagents or kits for these tests and/or for the ID test may be obtained from
multiple European sources (Roche Serologie, Munich, Germany; Labor Diagnostika, Heiden,
Germany; Fumouze Diagnostics, Asnierrs France; DDV Diagnostika, Marburg, Germany; Insti-
tut Virion, Wurzberg, Germany) and from sources within the United States (Beckman Instru-
ments, Brea, CA; Gibson Laboratories, Lexington, KY; Greer Laboratories, Lenoir, NC; Hol-
listier-Stier Laboratories, Spokane, WA; Immuno-Mycologics, Norman, OK; and Meridian
Diagnostics, Cincinnati, OH).

Immunoblot analyses have also been used to identify antibodies directed against protein
antigens of Aspergillus spp. [103,117–123]. For example, 14 patients with invasive aspergillosis
demonstrated antibody reactivity to proteins ranging in molecular weight from 33 to 88 kDa
whereas control patient’s sera reacted with only two antigens, a 63-kDa and an 88-kDa compo-
nent [124]. In another study, using a rabbit model of invasive aspergillosis, seroreactivity devel-
oped to a 41-kDa antigen in 50% of animals that survived for �10 days; reactivity to this
antigen was absent prior to immunosuppression or infection, indicating that seroconversion was
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occurring [118]. It is unfortunate that aspergillosis is so rapidly fatal and that antibody production
is so severely limited in the immunocompromised patient population that even if antigen-specific
antibodies could be identified, a test would need to be optimized to detect very low levels of
antibody at a very early stage of disease to be most valuable.

b. Antigen Detection.
Carbohydrate Antigens. Because the predictive value of antibody detection for the

diagnosis of invasive aspergillosis in immunosuppressed patients has been so poor, much re-
search has been devoted to the detection of Aspergillus spp. antigens in serum and urine
[53,125–129]. Of the carbohydrate antigens, galactomannan (GM), a major cell wall component
of Aspergillus spp., has received the most attention. Initial studies used counterimmunoelectro-
phoresis to detect GM in the serum and urine of patients and in rabbits experimentally infected
with A. fumigatus [127,130]. This was followed by the development of increasingly more sensi-
tive and more rapid RIA [125,129,131,132], LA [128,133], and EIA [53,126,134–137] test
formats. It was reported by Talbot et al. [138] that the RIA had a sensitivity of 70–80%, a
specificity of 90%, a positive predictive value of 82%, and a negative predictive value of 85%
when patient serum was used as the source of antigen. Antigen was detected before invasive
disease was suspected in 30% of patients and before laboratory confirmation of invasive aspergil-
losis in 46% of patients [138]. Unfortunately, antigen was not detectable in approximately 25%
of proven cases. The use of bronchoalveolar lavage fluid, instead of serum, may provide increased
sensitivity for detection in cases where sera are negative but pulmonary involvement is present
[139].

It was reported that detection of GM in urine using either an RIA or an inhibition EIA
format was more rapid and more sensitive than detection in serum. Whereas serum was positive
in only 33% of rabbits (and 17% of patients), urine was positive in 100% of these rabbits and
in 54% of patients. In addition, serum did not become detectably positive until 48 hr after
infection whereas urine was positive as early as 1 day postinfection. Also, urine antigen levels
increased proportionately with disease progression [125]. It has been speculated that detection
of GM in urine may be more useful than detection in serum because of the prolonged excretion
of GM in urine, unlike the transient presence of GM in serum [44,140]. In addition, because
detection often requires multiple serial sampling for optimal GM recovery, obtaining multiple
urine samples would be less invasive than obtaining multiple serum samples from granulocyto-
penic and often thrombocytopenic patients [126].

LA and sandwich EIA test formats to detect circulating GM are commercially available
in Europe (Sanofi Diagnostics Pasteur, Marnes-la-Coquette, France). Both assays utilize the
same anti-GM monoclonal antibody, EB-A2 [137,141,142]. The LA test was the first to be
developed [128,143,144], and despite its ease of use, it lacked sufficient sensitivity. For example,
Verweij and colleagues demonstrated that the LA test was positive in eight patients with proven
aspergillosis but was negative in the initial serum sample from five of these patients [128]. In
addition, no positive reaction was found in six samples from two patients with histological
evidence of Aspergillus infection [128]. GM was not detected in a rabbit model of aspergillosis
until a mean of 3 days after infection, and multiple serum samples were required for optimal
detection [145]. Another drawback to the use of the EB-A2 monoclonal antibody is that it has
been shown to cross-react with the airborne contaminantsPenicillium chrysogenum, Acremonium
spp., Alternaria alternata, and Cladosporium herbarum as well as with the fungal opportunists
Fusarium oxysporum, Penicillium marneffei, Wangiella dermatitidis, and Rhodotorula rubra
[100]. The LA test could not be used with urine samples due to nonspecific reactivity [126,146].
For example, Haynes and Rogers reported that whereas the sensitivity and specificity of the LA
test were 95% and 90%, respectively, for serum, the same test gave false-positive results in
42% of urine specimens from control patients [146].
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More recently, a sandwich EIA format to detect circulating GM using the same monoclonal
antibody was developed [137,147]. This assay appears to be more sensitive than the LA test in
that the EIA can detect 1 ng of GM per mL in contrast to the LA test which could detect only
15 ng/mL or greater. The EIA could also detect GM in serum at an earlier stage of infection
than the LA test [137,148] and before clinical signs and symptoms had become apparent
[147,149]. Although the use of urine specimens in the EIA still lacked sufficient specificity
[126], detection of GM in bronchoalveolar lavage fluid (BAL) from patients with invasive
aspergillosis was positive and correlated with serum positivity [150]. In a retrospective study
of hematologic patients, of whom 36 were granulocytopenic, Caillot and colleagues found BAL
to be positive by the sandwich EIA in 83% of 23 histologically proven and 14 highly probable
cases of invasive aspergillosis [12]. False-positive results in serum were still problematic, how-
ever; 8–11% of samples gave false-positive results. This was especially evident when samples
were collected within 30 days of bone marrow transplant or within 10 days of cytotoxic chemo-
therapy [126,148,151]. The reasons for false positivity have been speculated to be the result of
the use of cyclophosphamide immunosuppression [126,152] or from a carbohydrate breakdown
product, occurring in serum or urine, which shares cross-reactive epitopes with the antigenic
galactofuranose molecule [126].

Most tests require the dissociation of antigen-antibody complexes for optimal detection
of Aspergillus species GM. This may be accomplished by diluting serum and heating it [125,136],
by precipitation of proteins with trichloroacetic acid followed by dialysis [132,134], by treatment
with citric acid, heat, pepsin, and dilution of serum [129], or by simple boiling in the presence
of EDTA [126,135].

Protein Antigens. A series of immunoreactive proteins have been associated with so-
matic and cell wall components of Aspergillus spp. [103,111,117,119,121,122]. These include
58-kDa [119], 88-kDa [117], and 18-kDa [103,146] proteins, an alkaline protease [121], a serine
protease [122], a superoxide dismutase [153,154], and a catalase [123]. Whereas patient anti-
serum has been shown to react with these compounds in immunoblots, the number of tests
developed to detect these protein antigens, rather than reactive antibodies, in the urine or serum
of patients with invasive aspergillosis has been more limited.

The protein moiety receiving the most attention has been an 18-kDa protein [103,146]
which has sequence homology with a ribonucleotoxin or ‘‘restrictocin’’ of Aspergillus fumigatus
[155–158]. The 18-kDa protein is a specific RNA nuclease which cleaves a phosphodiester
bond in a conserved region of the large ribosomal subunit of RNA releasing a 400 bp fragment
from the 3′ end [157]. Urine from 10 bone marrow transplant patients contained several protein
antigens of low molecular mass (11–44 kDa) detected using rabbit polyclonal antiserum directed
against a cell wall extract from A. fumigatus. These antigens were distinct from GM in that an
anti-GM monoclonal antibody (EB-A1) reacted diffusely and only to those �45 kDa in mass.
Urine specimens from 23 patients with no evidence of invasive aspergillosis did not react with
either the polyclonal or monoclonal antibodies [143].

Circulating proteins have also been reported to occur in the serum and urine of rats experi-
mentally infected with A. fumigatus, where an 80-kDa antigen was detected [159]. Unfortunately,
the 80-kDa antigen was not found in the serum of three human cases of aspergillosis. Others
[160] used a rat model of experimental aspergillosis and examined urine from infected animals
for the presence of A. fumigatus antigens by immunoblotting. Antigenic bands were detected
at 88, 40, 27, and 20 kDa. Burnie and Matthews determined that the 88-kDa band could be
detected using a monoclonal antibody directed against the heat shock 90 protein (HSP90) of C.
albicans [161]. It was hypothesized that there may be an Aspergillus antigen, analogous to the
HSP90 of C. albicans, circulating in invasive aspergillosis.
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B. Candidiasis

1. Background
Candidiasis is one of the most prevalent invasive fungal diseases world-wide. It is caused by
yeast-like fungi of the genus Candida. Whereas Candida albicans remains the dominant causa-
tive agent of invasive candidiasis, infections caused by other Candida species, most noteably
C. glabrata, C. tropicalis, C. parapsilosis, and C. krusei, have increased in incidence over the
past few years [162–164]. It is not known why such a shift in Candida spp. infections has
occurred, but it has been speculated that the introduction of fluconazole prophylaxis and treat-
ment of patients has increased infections caused by Candida spp. which are either innately less
susceptible to azoles, such as C. krusei [163–165], or which rapidly convert to a more resistant
phenotype upon exposure to azoles, such asC. glabrata [162,166,167]. The differing susceptibili-
ties of the various Candida spp. to azole antifungal drugs makes identification of the organism
to the species level more important so that appropriately targeted antifungal therapy can be
initiated.

Microscopically,Candida spp. generally exhibit a combination of blastoconidia, pseudohy-
phae, and/or true hyphae. C. glabrata produces only blastoconidia, and C. albicans and C.
dublinensis produce germ tubes in serum. Sugar assimilation and fermentation tests are often
used to differentiate most of the medically important Candida spp. when specimens are culture
positive. However, 50% or less of blood cultures from patients with disseminated candidiasis
are positive even when lysis centrifugation tubes, which are reported to increase yeast recovery
from blood, are used [30,31]. When blood cultures are positive, this may only indicate transient
candidemia, although even a single positive blood culture in patients at high risk of invasive
disease should not be ignored. Transient candidemia generally resolves upon removal of central
venous catheters. Therefore, multiple blood cultures on successive days, especially after removal
of central lines, are an indication of truly invasive disease. Positive urine cultures, in the absence
of indwelling urinary catheters, which yield�1� 104 cfu/mL should raise suspicion of infection.
On the other hand, Candida spp. may be absent from the urine even in disseminated infection
[40].

2. Acquisition/Risk Factors
Candida spp. are found as colonizers and as opportunistic pathogens worldwide. The mouth
and gastrointestinal tract of 30–50% of normal individuals are colonized with Candida spp. and
colonization is even greater in HIV-positive patients and in women with chronic recurrent vagini-
tis. Candida spp. infections are generally acquired via hematogenous spread or dissemination
from the gastrointestinal tract. Candida spp. have emerged as a major nosocomial bloodstream
pathogen causing 10% of all bloodstream infections and 25% of all urinary tract infections
[8,40].

Predisposing factors for the dissemination of this normally commensal yeast include low
birth weight in infants, vascular catheterization, total parenteral nutrition, tracheal intubation,
use of broad-spectrum antibacterial antibiotics, intravenous drug abuse, neutropenia in bone
marrow transplant and cancer patients, organ transplantation, and housing in a surgical intensive
care unit [7,8,40]. Outbreaks of candidiasis caused by C. albicans have occurred in neonatal
and intensive care units [168], and nosocomial acquisition of C. parapsilosis infections has been
associated with isolation of the organism from the hands of health care workers in the hospital
setting [169].

3. Clinical Presentation/Diagnosis
Disseminated candidiasis occurs in two distinct forms: acute and chronic (or hepatosplenic).
Acute disseminated candidiasis presents as a fulminant, life-threatening disease in neutropenic
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patients or in patients recovering from neutropenia, and often the only clinically apparent sign
is persistent fever unresponsive to antibacterial antibiotics. Macronodular lesions of the skin
can occur in up to 10% of neutropenic patients and in up to 30% of patients recovering from
neutropenia [40]. Complications include meningitis, brain abscess, renal abscess, myositis, myo-
carditis, and endocarditis.

Chronic candidiasis, in contrast to acute disseminated candidiasis, presents as an indolent
infection. Although it is often referred to as hepatosplenic candidiasis, other major organs can
be involved as well. Chronic candidiasis most often occurs in patients after recovery of neutrophil
counts following remission induction therapy. As in the acute form, the patient presents with a
fever unresponsive to antibacterial antibiotics and has no discernible organ lesions in the early
stages of the infection. As the disease progresses, signs of infection may include weight loss,
abdominal pain, enlargement of the liver and spleen, and numerous small, radiolucent lesions
in the liver or spleen which can be observed upon CT scan [10,34].

4. Immunoserology and Interpretation
a. Antibody Detection. The clinical usefulness of antibody detection for the diagnosis

of systemic candidiasis has been limited by false-negative results in immunosuppressed patients
who produce low or undetectable levels of antibody, and by false-positive results in patients
colonized at superficial sites. For example, positive agglutination or CF tests are of little value
in the serodiagnosis of candidiasis because positive responses have been detected in healthy
persons and in persons colonized or superficially infected without systemic involvement. On
the other hand, ID and CIE tests to detect antibodies to Candida can be a valuable diagnostic
tool in the immunocompetent host [28] and have been reported to have a sensitivity of 80% in
proven cases [40]. Patient serum containing antibodies that react with homogenate antigens of
C. albicans in the ID test may produce one or several lines of identity. Disseminated candidiasis
should be suspected if serial serum specimens show an increase in the number of reactive bands
over time or if a seronegative patient becomes seropositive. Positive results may also indicate
colonization or infection caused by C. glabrata [28]. ID antigens, control sera, and kits are
commercially available fromMeridian Diagnostics, Immuno-Mycologics, and Gibson Laborato-
ries.

Latex agglutination tests can be helpful as well. A fourfold increase in LA antibody titer,
conversion from seronegativity to seropositivity (LA titer of 1�4 or higher), or a single serum
titer of 1�8 or higher can be considered presumptive evidence for infection in immunocompetent
hosts; conversely, a fourfold decrease may denote successful antifungal therapy. However, a
single positive LA titer of only 1�4 is not diagnostic because the somatic antigens used to
coat the latex particles cannot differentiate between antibodies formed as a result of mucosal
colonization versus those of true infection. Instead, a patient who shows an LA titer of only
1�4 may have early disease, may be colonized by Candida spp. including C. glabrata, or may
be falsely positive [28,40].

In an attempt to reduce false-positive results, several researchers have developed tests to
detect antibodies directed against cytoplasmic antigens, based on the assumption that the host
would not be exposed to intracellular antigens except during invasive disease. Unfortunately,
in a study of patients undergoing induction chemotherapy for acute leukemia, antibody to a
major 54-kDa cytoplasmic antigen described by Jones and colleagues was infrequently (25%)
detected in cases of disseminated candidiasis [170–173]; others found increases in antibody
titers in 10% of patients without candidiasis [174]. Therefore, it would seem that immunosup-
pressed patients often fail to produce antibodies or their antibody production can be variable
making diagnostic tests to detect antibodies less useful for the diagnosis of systemic candidiasis
in this patient population [28,41,44]. However, such patients may be in antigen excess, making
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the detection of antigens a potentially more successful strategy for the diagnosis of candidiasis
in this patient group.

b. Antigen Detection.
Aspartyl Proteinase. An inducible, secreted aspartyl proteinase (Sap) was first described

by Staib in 1965 and has since been studied extensively as a virulence factor in the invasion
and dissemination of C. albicans in animal models of infection [175–178]. The theoretical
usefulness of Sap as a diagnostic antigen stems from the hypothesis that because Sap is an
inducible enzyme, produced during active tissue invasion [179,180], its production should corre-
late with invasive disease and not simple colonization. In a rabbit model of disseminated candidi-
asis, Sap antigenuria was followed during disease progression using a competitive binding inhibi-
tion EIA [30]. After 24 hr, urine from eight rabbits demonstrated significant inhibition in the
EIA (15 � 7%), and inhibition increased daily in direct proportion to disease severity to a peak
of 46% by day 3 postinfection. The EIA was negative when urine was tested from rabbits with
gastrointestinal colonization with C. albicans, or from rabbits infected with A. fumigatus, C.
neoformans, other Candida spp., or bacteria [30]. In addition, women with invasive vulvovaginal
candidiasis (VVC) demonstrated the presence of Sap in vaginal wash fluids by Western blot
analysis whereas those from culture-negative individuals had no demonstrable Sap in wash fluids
[181]. Finally, Ruchel et al. [182] examined serum samples from patients for the utility of Sap
detection as an aid to the diagnosis of invasive disease. Using anti-Sap antibodies in an EIA
format, the sensitivity for detection was low (proteinase antigen was detected in only 50% of
suspected plus confirmed cases) [182] and may potentially be compromised by the formation
of complexes between Sap and alpha-2-macroglobulin in the circulation [183]. Therefore, detec-
tion of Sap in serum does not appear to be as promising as detection in urine or vaginal wash
fluids. Nonetheless, further studies using serum are warranted, especially regarding methods to
optimize dissociation of serum proteins from Sap prior to assay.

Cell Wall Mannoprotein. Dissociation of antigen-antibody complexes is necessary for
the optimal detection of circulating cell wall mannoprotein, or mannan, from C. albicans. This
antigen is heat stable and resists boiling, proteinase treatment, and acidic pH [30]. Therefore,
antigen-antibody complexes are routinely dissociated by boiling in the presence of EDTA [28].
Bailey et al. [184] detected mannan in the serum of 17 of 21 patients with disseminated candidia-
sis when specimens were treated with pronase and heat, whereas only three of 21 patients were
positive if no dissociation step was included. Mannan is rapidly cleared from the circulation
resulting in serum concentrations of 100 ng/mL or less. Therefore, multiple serial serum samples
are required for optimal detection [10,30]. Mannanemia occurs in �31–90% of patients with
disseminated candidiasis depending upon (1) the frequency of sampling; (2) the spectrum of
the underlying disease; (3) the degree of immunosuppression; (4) the serotype of C. albicans
and the Candida spp. involved; (5) the definition of disseminated candidiasis; (6) the specificity
and titer of the capture antibodies; and (7) the immunoassay method employed.Multiple laborato-
ries have attempted to use RIA, EIA, LA or reverse passive latex agglutination (RPLA) to detect
circulating mannan [30,44]. Methods developed in research laboratories using sandwich EIA
[185–188] and RPLA [184,189] formats have been shown to have moderate sensitivity but good
specificity for disseminated disease. In a retrospective study of patients with cancer, the sandwich
EIA showed a sensitivity of 65% and a specificity of 100% [187]. Fujita and Hashimoto compared
the sensitivity of the sandwich EIA format to that of the RPLA format using the same capture
antibodies. They found that whereas the sensitivity of the RPLA was 38%, that of the sandwich
EIA was 74% [188]. In other studies, the RPLA test detected serum mannan in 78% of leukemia
patients with disseminated candidiasis [189] and, in another study, in 13 of 18 (72%) patients
for whom disseminated candidiasis was confirmed by biopsy, autopsy, or persistent candidemia
during granulocytopenia [184]. Commercial LA kits are available (LA-Candida Antigen Detec-
tion System, Immuno-Mycologics, Norman, OK; Pastorex Candida, Diagnostics Pasteur,
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Marnes-la-Coquette, France), but the sandwich EIA is only available in research laboratories
[28,30]. Hybridtech Inc. commercialized a membrane immunoassay that has since been discon-
tinued and a sandwich EIA is under development commercially in Japan.

Cytoplasmic Antigens. Cytoplasmic proteins of C. albicans have been detected by a
number of researchers using a variety of test formats [124,190–193]. The two predominant
cytoplasmic proteins described to date include a 47-kDa protein which is a breakdown product
of a 90-kDa heat-shock protein (HSP-90) and a 48-kDa protein later found to be a Candida
enolase [52,190,193,194]. Western blot analysis does not resolve the antigens in the 47- to 52-
kDa range unless monoclonal antibodies that recognize the enolase antigen are applied [195]. The
47-kDa antigen can be detected in the serum of 77% of neutropenic patients with disseminated
candidiasis using an enzyme-linked dot immunobinding assay [190] which proved to be more
sensitive than a reverse passive latex agglutination test for the same antigen [196].

Preliminary studies in mice and rabbits using an EIA format revealed that the presence
of the 48-kDa antigen in serum correlated with disseminated disease, was positive in the absence
of candidemia, and declined with antifungal therapy [10]. The assay was then commercialized
as a double-sandwich liposomal assay using murine IgA monoclonal antibody adsorbed to a
nitrocellulose membrane (Directigen1–2–3 Disseminated Candidiasis Test, Becton Dickinson,
Philadelphia, PA). Patient serum is added to the membrane for testing and then polyclonal rabbit
anti–C. albicans enolase is applied. Bound rabbit antibody is then detected with a liposome-
containing rhodamine dye and coated with goat anti-rabbit IgG. Results of a multicenter study
conducted at cancer centers over a 2-year period revealed a sensitivity per sample of 54%
whereas when multiple samples were tested, detection of antigenemia was improved to 85%
[197]. No doubt multiple sampling will be necessary to optimize antigenemia detection. Unfortu-
nately, this test is no longer available commercially.

Heat-Labile Antigens. Unlike the previously described antigens which have been identi-
fied and chemically purified, Gentry et al. [198] described detection of a structurally uncharacter-
ized, 56�C-labile antigen, by reverse passive latex agglutination (RPLA). Latex particles were
sensitized with serum from rabbits immunized with whole, heat-killed C. albicans blastoconidia.
The test was commercialized as the Cand-Tec test (Ramco Laboratories, Houston, TX) and has
been the subject of several investigations [185,186,189,199–202]. The circulating antigen was
not only heat sensitive but also susceptible to pronase, 2-mercaptoethanol, and sodium periodate
treatment, suggesting that the molecule may be a glycoprotein [44]. The sensitized latex particles
could not agglutinate mannan [198], and it has been suggested that the assay may detect a
neoantigen derived from C. albicans after host processing or a host antigen which crossreacts
with those of C. albicans [44]. Although relatively easy to perform, the test appears to lack
sensitivity when an antigen titer of �1�8, which excludes most false-positive results, is used as
the cutoff value for positivity [185,186,189,199–202]. In a study of 10 patients with disseminated
candidiasis, only 28 out of 108 serum samples (26%) were positive by this test at a titer of
�1�8 [199]. Unfortunately, test specificity is also low. For example, in a retrospective study,
the test gave false-positive results (�1�8) in four of six patients with transient candidemia, in
one of 20 healthy individuals with rheumatoid factor, and in one patient who had a positive
cryptococcal latex agglutination test [185]. Therefore, studies to date suggest that the Cand-
Tec test does not provide sufficient predictive value for a reliable diagnosis of disseminated
candidiasis.

C. Cryptococcosis

1. Background

Cryptococcosis is a common life-threatening mycosis in AIDS patients with between 3% and
13% of these patients becoming infected [40,203]. It is caused by the fungus Cryptococcus
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neoformans, which characteristically demonstrates spherical, budding yeast cells with thin, dark
cell walls. The cells are often encapsulated by a mixture of at least three heteroglycans which
allow C. neoformans isolates to be divided into four serological groups—A, B, C, and D—with
the serodominant polysaccharide being glucuronoxylomannan [101]. Polysaccharide capsules
can be visualized during microscopic examination of CSF or other body fluids after India ink
staining, but small or acapsular forms of the organism can appear to be other yeasts, leading to
misidentification [204]. The organism has been cultured from CSF but multiple specimens may
be necessary, and large volumes (4–8 mL) may need to be plated out and incubated for up to
2 weeks for detection. Cultures may also be positive from blood, urine, sputum, bronchoalveolar
lavage fluid, and prostatic fluid, and lysis centrifugation tubes have been shown to optimize
recovery from blood [40,101].

2. Acquisition/Risk Factors

Cryptococcosis is acquired through the inhalation of small dessicated cells found in air, pigeon
droppings, or contaminated soil. Two varieties of Cryptococcus neoformans exist,C. neoformans
var. neoformans, which has worldwide distribution, and C. neoformans var. gatti, which is found
in tropical and subtropical regions only and which has as its natural habitat the red gum tree
Eucalyptus camaldulensis [40,205,206].

C. neoformans is a major cause of illness and death in AIDS patients and in those with
severe T-cell defects such as cancer and organ transplantation patients and those undergoing
corticosteroid therapy [40,203,207]. Immunocompetent hosts may also be infected but the major-
ity of cases occur among the immunocompromised. Interestingly, C. neoformans var. gatti rarely
causes cryptococcosis in AIDS patients [40,208].

3. Clinical Presentation/Diagnosis

The lungs are the initial site of infection and it may take weeks or months for its dissemination
to other body sites. Meningitis is the most common clinical presentation, but pneumonia and
disseminated infections also occur [207,209]. Pulmonary cryptococcosis in immunocompetent
hosts presents as chest pain, sputum production, weight loss, and fever. Radiographs demonstrate
well-defined, noncalcified single or multiple nodular lesions. In immunocompromised hosts,
however, pneumonia can be more fulminant and the organism can disseminate rapidly [210].
Fever, malaise, cough, and night sweats can occur and chest radiographs demonstrate diffuse,
interstitial, or alveolar infiltrates with occasional nodular lesions. Meningitis occurs when organ-
isms disseminate from the lungs. Headache, drowsiness, and confusion have been associated
with meningeal disease, but fever can be minimal or absent until late in infection. CT scans can
show single or multiple enhancing or nonenhancing lesions [10,40,211].

4. Immunoserology and Interpretation

a. Antibody Detection. Antibodies can be detected in patients with early or localized
infection, but antibody detection is not useful for diagnostic screening for disseminated crypto-
coccosis because high titers of freely circulating antibodies rarely occur in active disease. It is
not known whether this is because of neutralization by antigen excess or whether their generation
is suppressed. Antibodies have been demonstrated in patients after recovery from infection, and
antibody production is associated with clinical recovery and a good prognosis [40,101].

b. Antigen Detection. Cryptococcal polysaccharide antigen detection in CSF, serum,
and other body fluids has been a very useful and reliable method for the diagnosis of cryptococco-
sis. Unlike other polysaccharide antigens such as mannan from Candida spp. and galactomannan
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from Aspergillus spp. which rapidly clear from the circulation, the glucuronoxylomannan (GXM)
of C. neoformans contains gluronic acid and xylose side chains which prevent rapid receptor-
mediated clearance [101]. Extremely high concentrations of GXM may therefore be detected
in patient CSF, serum, and urine. In AIDS patients, levels of antigen in CSF are substantially
higher than in other immunocompromised patients, and LA titers often exceed 1�1024 [212].
Titers remain high in AIDS patients even after therapy, and there is a potential for relapse upon
withdrawal of therapy. Both LA and EIA formats for antigen detection are available commer-
cially (LA—CALAS latex agglutination test; EIA—PREMIER Cryptococcal Antigen test, Me-
ridian Diagnostics). The LA test is by far the most commonly employed because of its ease of
performance and reliability.

Greater than 90% of patients with untreated meningitis will be positive by the LA test
[10,40]. Titers of 1�8 or greater in CSF, serum, or urine is strong evidence of active infection;
titers of 1�4 are suggestive [28]. Serial CSF specimens from non-HIV-infected patients may be
useful for therapeutic monitoring because titers decrease as the disease resolves; serial serum
specimens are also useful if evaluated in tandem with the clinical presentation of the patient
[10,28]. False-negative results can occur from either the formation of antigen-antibody com-
plexes or by a prozone effect [44]. The former can be corrected by pronase treatment of the
samples [213] and the latter by dilution of the specimen [214]. Pronase treatment is recommended
as its use has been reported to increase the sensitivity of the LA test in some CSF and most
serum samples [213,215,216]. False-positive results have been reported occasionally for CSF
from patients with septicemia caused by DF-2 [217], patients with cancer [218], patients with
rheumatoid arthritis, and patients with disseminated infections with the newly emerging pathogen
Trichosporon asahii (formerly T. beigelii) [28,219,220]. False positives can be removed by
boiling specimens in Na2EDTA or by pronase treatment [28].

The EIA can detect antigen earlier and at lower concentrations (6 ng/mL) than the LA
(35 ng/mL) and, unlike the LA, no pronase treatment of samples is required [28,221,222]. In
addition, the increased sensitivity of the EIA suggests a possible role for this test in the detection
of infections by capsule-deficient mutants of C. neoformans [44]. The EIA is not applicable to
urine specimens, however [28]. Therefore, despite some advantages provided by the EIA, the
LA assay will probably remain the most widely used test format because of its rapidity and
ease of performance, specificity, and good diagnostic and prognostic value.

III. DIAGNOSIS OF ENDEMIC AND DIMORPHIC MYCOSES

The following section discusses fungi which differ from the true opportunistic organisms in that
they are pathogenic for both immunocompetent as well as immunosuppressed patients. Included
in this group is B. dermatitidis, C. immitis, H. capsulatum, P. brasiliensis, P. marneffei, and
Sporothrix schenckii. All except S. schenckii are limited to discrete regions of the world where
they are considered endemic pathogens. Persons living in and/or traveling through these endemic
regions have a greater risk of exposure to and infection by these fungi.

All of these fungi are thermally dimorphic. When found in the environment, or when
cultured at 25–30�C, these organisms grow in a filamentous, mycelial form. Mycelia may then
evolve to produce infectious conidia or arthroconidia which can become aerosolized. Typically,
the infectious spores enter the body through the respiratory route. When found in the invasive
tissue form, or when cultured at 37�C, the fungi grow in the yeast form. Yeast phase organisms
are typically not infectious and cannot be transmitted from person to person. These fungi cause
a wide range of disease states including asymptomatic, chronic localized, and acute. Infections
may become disseminated, especially in immunocompromised patients. Further details regarding
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these organisms and methods for the immunodiagnosis of the diseases they cause are discussed
below.

A. Blastomycosis

1. Background

B. dermatitidis is primarily endemic to the eastern portion of the United States and particularly
to the Mississippi and Ohio River valleys. Infections due to B. dermatitidis have also been
described in other parts of the world, such as in Africa, where endemic regions exist [223].
However, because an adequate skin test antigen is lacking [224], the range of endemicity has
not been fully elucidated. In the environment, B. dermatitidis is associated with soil and, particu-
larly, with soil near water sources such as rivers and lakes [21]. Unfortunately, B. dermatitidis
has been very difficult to isolate from the environment and therefore its exact ecological niche
has not been determined. Blastomycosis also occurs in animals other than humans [225,226].
Dogs are the most frequently infected nonhuman animal and are the most susceptible.

2. Acquisition/Risk Factors

Primary infection occurs as a result of inhalation of infectious conidia released into the environ-
ment. Conidia enter the lungs where they convert to the yeast phase. As the yeasts replicate,
they form characteristic broad-based buds that are diagnostic for this organism in a primary
specimen or in histopathologic sections of biopsied tissue. Other modes of infection include
cutaneous inoculation which may occur in a laboratory setting. A needlestick may introduce the
organism subcutaneously and result in a localized infection [227,228]. Rare cases of transmission
through dog bites have been reported [229]. However, dissemination from this mode of infection
has not been documented.

Rates of infection by B. dermatitidis have been difficult to determine. Unlike infections
with the other endemic mycoses, no good skin test antigens or highly sensitive and specific
serologic assays are available for the diagnosis of blastomycosis. Of patients who are symptom-
atic, disease parameters can range from severe pulmonary infections to disseminated, systemic
disease involving multiple organs [230]. Chronic cutaneous infection, and those that involve
bone, may represent dissemination from an unapparent pulmonary infection.

As opposed to other fungal infections such as cryptococcosis, histoplasmosis, and coccidi-
oidomycosis, blastomycosis has not been found to be a prevalent cause of infection in immuno-
compromised patients. However, Pappas reported that the number of patients seen at the Univer-
sity of Alabama with blastomycosis that were immunosuppressed increased almost 10-fold
between the pre- and post-AIDS eras [231]. These patients usually had more severe disease,
had disease which more often involved the CNS, and had a much greater mortality rate than
immunocompetent patients.

3. Clinical Presentation/Diagnosis

A specific diagnosis of blastomycosis is complicated by the fact that the signs and symptoms
of disease are vague and nondescriptive. Most infections develop gradually, often over many
years, into a chronic condition. The clinical manifestations are such that they may be confused
with a variety of other diseases. Those at risk for infection are individuals that, through either
employment or pleasure, participate in outdoor activities in areas endemic for blastomycosis.
Microbiologists, pathologists, and veterinarians are at high risk for professional acquisition and,
particularly, for cutaneous inoculation [227,228].
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As with other fungal infections, definitive diagnosis of blastomycosis is through either
microscopic detection of the typical 8- to 15-�m broad-based budding yeast and/or culture of
B. dermatitidis from a clinical specimen. However, the number of yeast forms in a specimen
may be too small to detect in a direct smear and the time to detection and identification in
culture may be too long for a timely diagnosis. Therefore, serological techniques have been
employed to detect antibody responses in an attempt to shorten the time to diagnosis. Histopatho-
logic diagnosis from tissue biopsies is definitive when broad-based budding yeasts of typical
size are present [38].

4. Immunoserology and Interpretation

a. Antibody Detection. Standard serologic assays for the diagnosis of blastomycosis
are the complement fixation (CF) and immunodiffusion (ID) assays. However, these assays
suffer from low sensitivity and specificity due to the use of a crude, unpurified antigen [28]. A
radioimmunoassay that uses a yeast antigen has been developed and results in an increased
sensitivity over CF (95% vs. 50%). However, this test still has very low specificity [232]. Use of
a partially purified antigen resulted in improved sensitivity and specificity; however, significant
crossreactivity was observed when sera from patients with histoplasmosis were tested [233].
Incorporation of a DEAE-column-purified antigen (A antigen) into the CF and ID assays im-
proved specificity.

The A antigen was also incorporated into an EIA format resulting in a sensitivity ranging
between 86% and 100% and a specificity of 87–92% [234–236]. Two studies reported using
a commercial version of the EIA. Sekhon et al. [237] reported this test to have a sensitivity of
100% but a specificity of 85.6%. Bradshear et al. [238], however, reported a sensitivity of only
85% and specificity of only 47%. It was concluded from these studies that the EIA increased
the sensitivity and specificity of the diagnosis, but it was recommended that a positive result
should be confirmed using the standard immunodiffusion assay [235,237].

b. Characterization of Immunoreactive Antigens. Klein and Jones [48] performed fur-
ther analyses to characterize the immunodominant antigen of B. dermatitidis. Western blot
revealed a 120-kDa protein which they named WI-1. It was determined that this was a unique
surface antigen found only in B. dermatitidis and not in H. capsulatum or C. albicans. An RIA
using WI-1 antigen was 85% sensitive and �97% specific. Biochemically, WI-1 differed from
A antigen in that WI-1 was a 120-kDa protein containing no carbohydrate whereas the A antigen
was characterized as a 135-kDa protein containing 37% carbohydrate. Also, antibody reactivity
against WI-1 was reduced after pretreatment of WI-1 with protease whereas antibody reactivity
to the A antigen was not affected by this treatment [49].

Immunologically, WI-1 and A antigen are very similar in that antibodies made to WI-1
recognize A antigen and vice versa, indicating antigenic relatedness. Klein et al. produced cDNA
clones of B. dermatitidis and screened them using rabbit antisera specific for WI-1 [239]. A
942-bp sequence was identified as that portion of B. dermatitidis DNA that encoded the 120-
kDa protein WI-1. A 25 amino acid repeat near the carboxyl-terminus was shown to be the
major antigenic epitope of WI-1. A 17-kDa recombinant peptide, consisting of 4.5 copies of
the 25 amino acid tandem repeat, was produced for use in an RIA. Monoclonal antibodies
specific for A antigen reacted strongly to the 25 amino acid repeat molecule in the RIA. It was
also determined that an A antigen EIA could be inhibited by preincubating the anti-A antisera
with the tandem repeat antigen [49]. These results suggest that the A antigen and WI-1 are
closely related, if not identical.

Scalarone and colleagues developed and refined a serologic assay for blastomycosis using
an experimental dog model of infection. The best antigen source was derived from a yeast
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extract rather than a mycelial extract of B. dermatitidis [240]. This antigen was obtained from
10 different strains of B. dermititidis [241], and all antigens, regardless of the originating strain,
had equal reactivity. An EIA test using antigens purified by isoelectric focusing was shown to
be superior in sensitivity and specificity compared to an EIA using yeast lysate or yeast filtrate
antigens [242]. Antigens found in fraction No. 5 (pH 4.3) produced the best EIA results giving
a sensitivity of 100% and a specificity of 93% [243]. The use of isoelectric focusing was able
to segregate specific antigens from those with crossreactive epitopes. Crossreactive epitopes
were localized in fractions 9 and 10 (pH 5.54–5.97) as determined by their reactivity with sera
from histoplasmosis patients.

B. Coccidioidomycosis

1. Background

C. immitis is primarily found in the arid and semiarid regions of the southwestern United States,
Central America, and South America. In the environment, C. immitis is located in the soil and
grows in a mycelial, filamentous state which can then produce infectious propagules, termed
arthroconidia. After inhalation, arthroconidia enter the lungs where they produce spherical struc-
tures appropriately termed ‘‘spherules.’’ As the spherule matures, multiple endospores are pro-
duced which, upon rupture of the spherule, are released into the surrounding tissue. Each endo-
spore is then capable of producing a new spherule.

2. Acquisition/Risk Factors

Unlike other deeply invasive molds, C. immitis hyphae directly fragment into small, light, and
highly infectious arthroconidia that can easily become airborne. After the rainy season in the
desert, an increased growth of C. immitis occurs and arthroconidia are produced. The arthroconi-
dia can then become airborne after a disturbance of the soil either naturally, by winds or earth-
quakes [25], or by man, through construction.

Those most at risk include people that live and work in endemic areas, and people who
travel through or to endemic areas. The desert Southwest has become a popular retirement area
resulting in an influx of seronegative senior citizens that are more likely to develop symptomatic
and potentially more severe infections [26,244]. Immunocompromised patients are also more
likely to develop disseminated disease as are those of the Asian and Black races, who are
genetically predisposed [245].

3. Clinical Presentation/Diagnosis

Sixty percent of those infected are asymptomatic or present with a mild upper respiratory tract
infection [40]. Forty percent develop a more classical infection which results in initial flu-like
symptoms: fever, chills, arthralgia, and cough. This may progress to the formation of a pulmonary
cavity that may resemble an infection with Mycobacterium tuberculosis. If the acute process
does not resolve, the disease may persist in a chronic state which may last for years. Fewer than
1% of infections in immunocompetent patients disseminate to other areas of the body including
bone, skin, and brain. Dissemination may occur from a primary infection or from reactivation
of a previous infection [40].

A definitive diagnosis of C. immitis infection is determined by culture. However, depend-
ing on the concentration of organisms in the specimen, culture and confirmation of infection
may be delayed for as long as 2–3 weeks. Serologic methods are therefore used to aid in the
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diagnosis of infection when culture has not been performed or when growth has been delayed
[28].

4. Immunoserology and Interpretation

a. Antibody Detection. Standard specimens for serologic diagnosis are sera and, if
confirming meningeal involvement, CSF. Currently, the gold standard for serologic diagnosis
is a combination of complement fixation (CF) and immunodiffusion (IDCF) using a crude antigen
preparation, coccidioidin. The tests detect predominantly IgG antibodies and become positive
2–6 weeks after the onset of illness. These assays are positive in 98% of disseminated infections.
Localized infections result in lower titers and reduced sensitivity of the assay [246]. Antibodies
(IgG) typically disappear after 6 months but will persist in patients with disseminated infection.

To detect IgM antibodies, it is necessary to first heat the coccidioidin for 30 min at 60�C
prior to the assay to alter the test antigen. Initially, this antigen preparation was used in a tube
precipitation assay (TP), a liquid-based assay which, in the presence of specific antibodies,
results in clumping of the antigen. The use of this antigen in an immunodiffusion format (IDTP)
provided similar results [28]. Antibodies (IgM) using this antigen are detected within 1–3 weeks
after the onset of symptoms [246]. Together, the CF and the IDTP assays for the diagnosis of
coccidioidomycosis have a combined sensitivity of 90% [28]. A latex agglutination assay is
also available for the detection of IgM antibodies. This assay is faster to perform and more
sensitive than the IDTP test [246]. However, the assay has a �5% false-positive rate [247].
This false-positive rate is even greater if sera have been diluted before testing [248]. Therefore,
results which are positive by this method must be confirmed using the IDTP assay.

The CF test is very labor-intensive and technically challenging, requiring highly trained
and experienced personnel to adequately perform this assay. Conversion of this assay to a more
user-friendly format has been the goal of many researchers. In a commercially available assay
(Meridian Diagnostics, Cincinnati, OH), microwell plates are coated with purified CF or TP
antigens for detection of IgG or IgM antibodies, respectively. Kaufman et al. [249] reported
that the greatest sensitivity (100%) could be achieved only if both tests were used. Sera from
patients with blastomycosis, however, showed crossreactivity in this assay resulting in a reduced
specificity (96%). It was therefore recommended that immunodiffusion assays should be used
for confirmation of positive results. Martins et al. [250] reported similar findings where their
results gave a somewhat lower sensitivity (94.8%) but a higher specificity (98.5%). More re-
cently, Zartarian et al. also reported similar findings: 100% sensitivity and 98% specificity [251].
It must be noted that �15% of the sera from patients with cystic fibrosis nonspecifically react
with IgM but not IgG in the absence of a positive culture for C. immitis [252].

b. Characterization of Immunoreactive Antigens. Intense efforts have been undertaken
to define the major coccidioidal antigens that are specifically recognized during infection so as
to increase the specificity of serologic assays. The antigen with which CF antibodies react is a
110-kDa protein that reduces to a 48-kDa protein in the presence of SDS [253]. The CF antigen
activity is destroyed by proteolytic enzyme treatment and has been identified as a chitinase
[254,255]. The IDTP antigens are 110-kDa and 120-kDa proteins [256] which are heavily glyco-
solated with 3-O-methyl mannose [257]. Pronase has no effect on the activity of the IDTP
antigens whereas periodate treatment eliminates the reactivity. These data suggest that glycosyla-
tion is important for antigenicity [258].

Cloning and expression of the chitinase gene resulted in the production of a 427 amino
acid, 47-kDa protein which was shown to contain CF epitopes and chitinase activity [259,260].
The recombinant CF/chitinase antigen produced by Johnson et al. [261] reacted similarly to the
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standard culture filtrate antigen in both the ID and CF assays. When used in an EIA format,
the assay was as sensitive as and more specific than the commercial assay [261]. However,
Yang et al. [262], using their recombinant protein, also demonstrated a high sensitivity but a
lower specificity in that the test demonstrated crossreactivity with serum from patients with
histoplasmosis and blastomycosis. The recombinant clone was refined to a 190 amino acid
peptide [263]. Use of this antigen in an EIA format resulted in the detection of antibody in the
serum of 21 of 22 patients with coccidioidomycosis and did not react with serum from histoplas-
mosis or blastomycosis patients or with serum from healthy subjects.

Galgiani et al. [264,265] isolated a 33-kDa immunoreactive protein found in the walls of
mature spherules which appears to be different than the antigen detected by the CF assay (i.e.,
chitinase). The antigen was used in an EIA format to test CSF from patients with suspected
coccidioidal meningitis. Whereas one of 73 (1.4%) patients without meningitis reacted positively,
74 of 103 (71.8%) patients with meningitis yielded a positive result. Of the 103 CSF specimens
from meningitis patients, 58 were positive and 45 were negative by CF. The EIA was positive
in 53 of 58 CF positive and 21 of 45 CF negative specimens. This resulted in a 91.4% correlation
with CF and a 46.7% rate of false-positive reactions when the CF test was used as the gold
standard. However, these results may also indicate an increased sensitivity of the EIA compared
to CF when CSF is tested.

C. Histoplasmosis

1. Background

Histoplasmosis is caused by two varieties of H. capsulatum: var. capsulatum and var. duboisii.
Both are filamentous molds producing microconidia and tuberculate macroconidia in culture at
25�C and are yeasts at 37�C in culture or in tissue. However, H. capsulatum var. capsulatum
appears as small oval yeasts (2–4 �m) in tissue whereas H. capsulatum var. duboisii appears
as larger yeasts (8–15 �m) with thicker cell walls [40,42]. H. capsulatum var. duboisii are also
characteristically uninucleate and have narrow-based buds which attain the same size as the
parent cell prior to cell separation [42].

H. capsulatum var. capsulatum is global in distribution but is most commonly found in
the central Mississippi and Ohio River valleys of North America and in Central and South
America. In contrast, H. capsulatum var. duboisii has been restricted in distribution to central
Africa. Hence, the name ‘‘African histoplasmosis’’ for infections caused by H. capsulatum var.
duboisii. H. capsulatum var. capsulatum has also been the cause of histoplasmosis in central
Africa, however, and has been known to cause infections in Australia, India, Malaysia, and the
Caribbean as well [15,40]. Differentiation ofH. capsulatum var. capsulatum from H. capsulatum
var. duboisii has been attempted using subspecies-specific monoclonal antibodies [266,267] and
this information may be epidemiologically useful in regions where both varieties occur; however,
patient therapy would not differ for either infection [42].

H. capsulatum has been recovered from sputum, pus, bone marrow, tissue, and blood, and
recovery from the last is best accomplished using lysis centrifugation tubes [40,268–270]. Be-
cause species of Sepedonium, Chrysosporium, Arthroderma, and Renispora also form tuberculate
conidia, conversion of mycelial colonies to the yeast form is required for specific culture confir-
mation [40,42]. Isolation from clinical specimens may require 2–3 weeks [271] and conversion
may require an additional 3–6 weeks [40]. Therefore, exoantigen testing (requiring 48–72 h for
specific identification) and, more recently, molecular probe identification [272] have become
preferred means for confirmation [28,40,42].
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2. Acquisition/Risk Factors

Histoplasmosis is estimated to occur in one-half million persons per year, making it the most
common of the endemic mycoses [40]. It is estimated that 2–5% of AIDS patients living in
endemic areas are infected [273], and up to 95% of these patients present with disseminated
disease [40]. The natural habitat of H. capsulatum is in soil enriched with bird or bat guano,
and outbreaks have been associated with demolition of chicken coops [24], with construction
in endemic areas [20], and with exploration of bat caves [15,22,23,40]. Several outbreaks of
histoplasmosis have been reported in Indianapolis alone, and in one recent outbreak AIDS
patients accounted for �50% of culture-proven cases of histoplasmosis suggesting that many
of these cases were caused by recent exposure rather than reactivation of latent infection [15,274].
Cases of histoplasmosis in HIV-infected patients living outside the endemic areas, however,
have also been reported and, at least in some instances, represent reactivation of infection ac-
quired during residence in or travel through endemic areas [27,275,276]. Approximately 80%
of normal individuals are histoplasmin skin test positive in the endemic area signifying exposure
to H. capsulatum. There is generally a 1- to 3-week incubation period following inhalation of
conidia before symptoms of infection occur.

3. Clinical Presentation/Diagnosis

Whereas inhalation of conidia initiates either an asymptomatic or a mild, self-limited pulmonary
infection in most normal hosts, it may advance to cause chronic infection of the lungs or dissemi-
nate. Dissemination in immunocompromised patients often leads to a progressive, fatal illness
[18,40]. Acute disease in nonimmunocompromised hosts presents with nonspecific flulike symp-
toms. Fever, chills, headache, myalgia, loss of appetite, cough, and chest pain are the most
common symptoms. Ten percent of those infected acquire aseptic arthritis associated with ery-
thema multiforme or nodosum. Normal persons recover in �1–3 weeks although general weak-
ness may persist for several months. Chest radiographs are usually normal although small,
scattered nodular infiltrates may be present. Infiltrates may leave scattered calcifications through-
out the lungs whichmay result in the development of a round nodule, termed a ‘‘histoplasmoma,’’
that may enlarge as fibrous material becomes deposited around the lesion [40]. ‘‘Cryptic dissemi-
nation’’ to multiple organs in asymptomatic infections can lead to reactivation at pulmonary
and extrapulmonary sites at a later time in a manner similar to reactivation of tuberculosis,
particularly if individuals become immunocompromised [10,27].

Chronic pulmonary histoplasmosis usually occurs in middle-aged men with a history of
chronic obstructive lung disease and is manifested by either transient pneumonia or progression
to fibrosis, cavitation, and tissue damage which may lead to death. Symptoms are similar to
those for acute histoplasmosis although chest radiographs often show interstitial infiltrates in
the apical segments of the lung with fibrosis and cavitation [18]. Hemoptysis occurs in �30%
of patients with chronic pulmonary histoplasmosis [40].

Disseminated histoplasmosis occurs primarily in immunocompromised hosts, and is asso-
ciated with those with T-cell immunodeficiencies, but may also occur in normal individuals. In
immunocompromised patients and infants, the disease is often progressive and may be fatal
[10,40,277]. Symptoms include high fever, chills, malaise, prostration, and loss of weight and
appetite. Liver function tests may be abnormal and the liver and spleen may be enlarged. Chest
radiographs are commonly normal but may display diffuse interstitial infiltrates. In normal
hosts, disseminated disease is more chronic and indolent. Hepatic infection and adrenal gland
destruction often occur but enlargement of the liver and spleen is less pronounced than in acute
forms of the disease. Meningitis may be a complication of chronic disseminated disease as well
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as endocarditis and mucosal ulcerations of the gastrointestinal tract, and bone or joint involve-
ment may occur in infants and children [18,277–279].

A clinical diagnosis of acute pulmonary histoplasmosis is complicated by the nonspecific
signs and symptoms associated with this disease. Chronic histoplasmosis often presents clinically
and radiographically similar to tuberculosis or coccidioidomycosis, and cutaneous lesions are
similar to those of tuberculosis, syphilis, or paracoccidioidomycosis. Organisms are often more
abundant in peripheral blood smears and in bronchial washings from AIDS patients than from
nonimmunocompromised patients. Microscopic examination of Wright-stained peripheral blood
smears or stained tissue sections may reveal small, oval budding yeasts associated with macro-
phages, particularly in specimens from persons residing in, or who have visited, endemic areas
[10,40]. Because other organisms such as atypical small cells of B. dermatitidis, nonencapsulated
C. neoformans, or P. marneffei and S. schenckii may appear very similar to yeast cells of H.
capsulatum, means besides microscopic examination must be used to confirm the diagnosis
[28,40].

4. Immunoserology and Interpretation

a. Antibody Detection. Detection of antibody responses in patients with histoplasmosis
by CF, ID, CIE, and LA tests has been used as strong evidence of infection [17,28]. Antigens
used in these tests include (1) histoplasmin, the soluable filtrate antigen of 25�Cmycelial cultures
of H. capsulatum grown in synthetic broth medium for 4 to 5 weeks [28] or longer [17], and
(2) a suspension of merthiolate-killed, whole yeast form cells [28]. These antigens may be
obtained commercially from Meridian Diagnostics or Immuno-Mycologics.

Histoplasmin contains two antigens of particular interest—the H antigen, against which
antibodies are formed during active disease, and the M antigen, against which antibodies are
formed during active as well as chronic histoplasmosis [280,281]. In contrast to the common
carbohydrate ‘‘C’’ antigen, which crossreacts with sera from patients with coccidioidomycosis
and blastomycosis [17,281], the H and M antigens were thought to be specific proteins for the
detection of anti–H. capsulatum antibodies. The M antigen, however, was later found to be a
catalase that was not specific in Western blot analysis for the diagnosis of histoplasmosis unless
the molecule was deglycosylated [46,282]. Nonetheless, histoplasmin has been used as a valuable
skin test antigen and as an immunoreactive component in the ID and CF assays [283,284].

The CF test can provide both diagnostic and prognostic information. However, although
the CF test is highly sensitive (�90% of culture-proven cases of histoplasmosis were positive
by the CF test if serum samples were collected at 2- to 3-week intervals), it is not entirely
specific. Crossreactions have been reported with sera from patients with coccidioidomycosis,
blastomycosis, and other mycoses as well as from patients with leishmaniasis when the yeast
form antigen was used. Antibodies to the yeast form antigen usually appear within 4 weeks
after exposure whereas antibodies to the histoplasmin antigen occur later and have titers which
are considerably lower [28].

Antibody titers of 1�8 and greater against either the yeast or histoplasmin antigens are
considered to be presumptive evidence of infection, and titers �1�32 to be strong presumptive
evidence. However, false-positive reactions can occur at titers �1�32, so titer changes observed
in serial samples are often more helpful diagnostically. Fourfold changes of titer in either direc-
tion can be of assistance in determining the progression or remission of disease, although other
clinical and laboratory data should also be considered. This is especially the case when titers
of 1�8 to 1�32 are obtained because patients with proven histoplasmosis have also been found
to have titers in this range [28].
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The ID test is more specific than the CF test but has lower sensitivity. Reactivity with
the H antigen is specific for active disease but only occurs in 10–20% of proven cases. On the
other hand, reactivity with the M antigen occurs in 85% of active cases but may also be positive
in patients with past infections or recent skin test administration [28,40]. Therefore, positive
reactivity to the M antigen alone, which may occur earlier in infection, is presumptive evidence
for infection whereas reactivity to both the H and M antigens, which may occur later in infection,
is more convincing evidence [40].

The LA test, where latex particles are sensitized with histoplasmin, is primarily used for
the early diagnosis of acute histoplasmosis and is less helpful for the diagnosis of chronic
infection [17,28]. A positive LA test can be obtained as early as 2–3 weeks after exposure, and
a titer �1�16 is considered to be significant; a titer of 1�32 is considered strong evidence for
active or very recent infection. False-positive results can occur, however, and it is recommended
that results be confirmed with the ID or other laboratory tests [28]. Commercially prepared
sensitized latex particles are available from Immuno-Mycologics.

A number of attempts to improve antibody detection assays have been proposed including
RIA [232,285], immunoblot [46,286], and EIA [287–291] formats. The RIA was shown to be
twice as sensitive as the CF test, with detection of IgG responses providing greater sensitivity
than detection of IgM responses using the RIA format [285], but crossreactivity remained prob-
lematic [232]. An EIA format proved to be as sensitive as the RIA but had no better specificity
[292] until modified by incorporation of ferrous beads [293].

Most attempts to replace the CF test with an EIA format have been frustrated even when
antigens have been column purified because of the presence of crossreactive carbohydrate moie-
ties associated with the H andM antigens [28,46]. Periodate treatment of the M antigen, however,
was demonstrated to remove crossreactivity in an immunoblot format and resulted in a specificity
of 91% [17,46]. Nonglycosylated, recombinant H and M molecules have been recently produced
which may overcome problems of crossreactivity [47,288]. However, problems may still exist
in that false positives may continue to occur due to prior exposure to the organism or to skin
testing [17,28] and false negatives may occur in immunosuppressed patients with histoplasmosis
[291]. Therefore, antigen detection tests may ultimately have wider utility.

b. Antigen Detection. Several test formats to detect H. capsulatum antigens in body
fluids of patients with immunodeficiencies have been developed [294–297]. Initial studies by
Wheat et al. used an RIA format where a rabbit polyclonal antibody raised against formalinized
yeast cells was used as an immunogen. This antibody was used as both the capture antibody and
the radiolabeled detector antibody in a solid-phase RIA format [298]. The test was particularly
successful for detecting antigen in urine from patients with disseminated histoplasmosis and
especially from AIDS patients. It was an effective test for monitoring responses to therapy and
for the detection of relapses in AIDS patients [18,294]. Serum detection was somewhat less
successful than urine detection with �90–95% of urine samples and 50–85% of serum samples
positive from patients with disseminated disease [28,40]. Antigen detection was less effective
for the diagnosis of patients with self-limited disease or for those with cavitary histoplasmosis
than for those with disseminated disease [28,40,298]. For example, antigen was detected in 92%,
21%, and 39% of patients with disseminated, chronic pulmonary, and self-limited forms of the
disease, respectively [299]. The RIA has been successful in detecting antigen in bronchoalveolar
lavage fluid from most patients with disseminated histoplasmosis and in the cerebrospinal fluid
of patients with H. meningitis [41,300].

The antigen detected, although poorly defined, was shown to be heat stable (as it could
tolerate heating at 100�C for 30 min) and was a polysaccharide in nature (as it bound to concanav-
alin A) [17,28,40]. Histoplasma polysaccharide antigen, HPA for short, was not affected by
repeated freeze-thawing (five times) or by storage at room temperature, 4�C, or at �40�C for
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an indefinite time [41]. Polyclonal antibodies used in the RIA were particularly difficult to
generate [28] and up to 40 rabbits were immunized before one immunoreactive animal could
be successfully used for antibody production.

The HPA assay can quantitate antigen if standardized procedures are used. Results are
recorded as counts per minute (cpm) and converted to RIA units by division with a negative
control value (usually normal human urine). RIA results of �1.0 unit are considered to be
positive. An increase of 2 RIA units appears to be clinically significant for monitoring relapse
to amphotericin-B therapy in AIDS patients with disseminated histoplasmosis [41].

Unfortunately, there are some drawbacks to the RIA procedure. Day-to-day variability
has been attributed to differences in how well the assay plates were coated on a given day, the
use of different lots of radiolabelled detector antibodies, and decay of the radiolabel on the
antibodies [41]. There is, of course, the inherent danger in the use of radiolabeled compounds
[17] as well as issues regarding their disposal. Perhaps the greatest drawback to the use of this
assay stems from the large degree of crossreactivity of the test. Initial studies used control
specimens from patients with C. albicans and C. neoformans infections and the specificity of
the test appeared to be excellent [294,300]. However, later testing, using specimens from patients
with more closely related infections, showed that crossreacting antigen was detected in 63% of
patients with blastomycosis, 89% of patients with paracoccidioidomycosis, and 94% of patients
with penicilliosis marneffei; however, no crossreactions were observed for specimens from six
patients with coccidioidomycosis [10]. Also, there is limited accessibility of the test in that the
only laboratory currently performing the HPA test is the Histoplasmosis Reference Laboratory
in Indianapolis.

Therefore, because of these limitations, other test formats to detect HPA were developed
[293,296,297]. Initial attempts [293] to develop a sensitive and specific EIA to replace the RIA
were not successful until an EIA using a biotin-conjugated detector antibody, recognized by a
streptavidin–horseradish peroxidase probe, was incorporated into the test format. Assay results
for the two formats were comparable (correlation coefficient� 0.974) and demonstrated measur-
able antigen levels in 50 of 56 patients (89%) with disseminated histoplasmosis and 11 of 30
patients (37%) with self-limited disease [296]. Most recently, Garringer et al. developed an
inhibition EIA format in an attempt to conserve the amount of polyclonal antibody used for
each assay [297]. This assay used the same polyclonal rabbit antibody as did the sandwich EIA
described above. The sensitivity and specificity were comparable in the two test formats when
serum obtained from culture proven cases of histoplasmosis was tested (sensitivity for sandwich
EIA � 82.5% vs. 80% for the inhibition EIA; specificity for sandwich EIA � 95% vs. 92.5% for
the inhibition EIA). However, whereas the sensitivity to detect antigen in urine was comparable in
the two formats (sandwich EIA � 92.5% and inhibition EIA � 87.5%), the specificity was
significantly lower for the inhibition EIA than the sandwich EIA (80% vs. 97.5%). The reproduc-
ibility of the sandwich EIA was also greater for control samples relative to the inhibition EIA,
and no reduction in crossreactivity to antigens from patients with blastomycosis, paracoccidioido-
mycosis, or penicilliosis was observed by the inhibition EIA [297]. Therefore, the inhibition
EIA was not recommended as a replacement for the sandwich EIA.

Specific detection of H. capsulatum antigens using monoclonal, instead of polyclonal,
antibodies was also attempted [281,301]. Gomez et al. [302] developed an inhibition EIA to
detect a 69- to 70-kDa antigen distinct from HPA [296,300]. The overall sensitivity of the EIA
for various forms of histoplasmosis was 71%, and for acute and chronic histoplasmosis 89%
and 57%, respectively [302]. The specificity was 98% when normal human serum was tested
and 85% when specimens from chronic fungal or bacterial infections were tested. In contrast
to the sandwich EIA, the inhibition EIA detected antigen more frequently in serum than in urine
[10,296].
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D. Paracoccidioidomycosis

1. Background

P. brasiliensis is found almost exclusively in Latin America and the greatest number of cases
are found in Brazil. It is the most common of the endemic fungal infections in this region. The
specific ecological niche of this fungus has not been fully elucidated; however, it is believed
to be a soil-associated micro-organism. Infection is through inhalation of conidia which converts
to a typical yeast form in tissues. The morphology of the yeast cell is diagnostic when seen in
its characteristic form: a 5- to 30-�m, oval to round yeast cell that reproduces by budding at
multiple sites (morphologically often referred to as a ‘‘mariner’s wheel’’).

2. Acquisition/Risk Factors

Infection is acquired after the inhalation of spores and may remain subclinical, only detected
by a positive skin test, or may remain latent and reactivate at a later date, especially following
immunosuppression. Whereas P. brasiliensis appears to infect both sexes equally before puberty,
there is an increased incidence of infection in adult men compared with adult women. Restrepo
et al. have speculated that transformation from the mycelial to yeast forms in vivo is inhibited
by the presence of estrogen in postpubertal women [303].

Infection in persons with AIDS has been described; however, the rate of infection is
surprisingly low. Goldani and Sugar reported in 1995 that of the �500,000 HIV-infected persons
in South America, only 27 cases of paracoccidioidomycosis in this patient group had been
reported in the literature [304]. Several reasons were offered to explain this paucity of cases.
First, many HIV-infected patients receive trimethoprim-sulfamethoxazole as prophylaxis against
P. carinii infection, and P. brasiliensis is also susceptible to this drug combination. Second, the
majority of HIV-infected persons are located in urban areas, whereas paracoccidioidomycosis
occurs primarily in rural areas. Third, because of the difficulty in diagnosing paracoccidioido-
mycosis premortem, and because autopsies are not commonly performed on AIDS patients, the
incidence may be underreported.

3. Clinical Presentation/Diagnosis

The lung is the initial site of infection. A subacute to acute disease may occur particularly in
children and young adults. However, a slow, indolent progression to a chronic unifocal disease,
affecting only a single organ, or further progression to a multifocal infection, may occur after
many years. Typically, the sites of infection include the lung, lymph nodes, adrenal glands, and
mucous membranes of the mouth. Other organs are less likely to be involved but may include
liver, spleen, kidney, skin, brain, and intestines. Infection of the skin and mucous membranes
can be quite disfiguring and is usually found on the face and mouth.

4. Immunoserology and Interpretation

a. Antibody Detection. As with the other dimorphic fungi, standard serologic diagnosis
is accomplished through the use of the CF and ID assays [305–309]. Antigen preparations
include crude yeast cell extract or culture filtrate which provide adequate sensitivity and good
specificity in the ID assay. Crossreactivity of serum from patients infected with H. capsulatum
reduces the specificity of the assays when these same antigens are used in CF tests. Casotto
[310] analyzed the cellular proteins of P. brasiliensis from 3-day-old cultures and concluded
that of the 13 proteins detected by immunoblot, five were considered specific for the diagnosis
of paracoccidioidomycosis. It was also determined that the immunodominant protein varied
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depending upon the strain of P. brasiliensis used [311]. Researchers were therefore unable to
correlate reactivity against the different proteins with the clinical forms of disease in each patient
[310]. Almeida et al. [312] attempted to purify the antigens and compared them in a quantitative
chemiluminescent EIA. They found that use of a purified glycoprotein, termed gp43, provided
greater test specificity than use of the crude antigens. Bueno et al. [313] used gp43 in an EIA
format to detect IgG, IgM, and IgA titers to P. brasiliensis and found that the IgG and IgA EIA
had a 100% positive and negative predictive value. They also determined that the assay could
be used to follow treatment as titers declined after therapy. A 27-kDa recombinant protein has
also been used in an EIA format giving a sensitivity of 73.4% and a specificity of 87.5%
[314,315].

b. Antigen Detection. Antibodies are not always produced or detected in immunosup-
pressed patients. Therefore, assays to detect antigen have been developed to aid in the diagnosis
of P. brasiliensis infections in these patients. Ferreira-da-Cruz et al. developed an immunoradio-
metric assay which employed polyclonal rabbit IgG for the detection of P. brasiliensis antigens
in serum [316]. Two different antigen preparations (cellular and metabolic) were used to compare
the radiometric assay to the immunodiffusion assay. The radiometric assay was considered more
sensitive since it was able to detect 3.6 ng of cellular antigen and 360 ng of metabolic antigen,
whereas the immunodiffusion assay could detect only 12�g of either antigen preparation. Gomez
et al. [317] developed a monoclonal antibody that was specific for an 87-kDa antigen and used
it in an inhibition EIA. This assay was able to detect 5.8 ng of antigen per mL serum. The
sensitivity of the assay was 80.4% with a specificity of 81.4%. Further studies indicated that
the effect of treatment could be followed using this assay as titers decreased with effective
therapy [318]. Salina et al. [319] used two methods—immunoblotting, which detected gp43
and gp70, and competitive enzyme immunoassay, to antigen in urine. The sensitivities were
92% and 75%, respectively. The specificity of both tests was 100%.

E. Penicilliosis Marneffei

1. Background
P. marneffei is the only known dimorphic mold in the genus Penicillium. Mycelial colonies
produce a red pigment which diffuses into the growth agar which is characteristic, but not
diagnostic, because some nonpathogenic species of Penicillium also produce a similar pigment
[40]. Yeastlike structures of P. marneffei found in vivo can easily be mistaken for H. capsulatum
in histological sections. However, replication of these organisms is not through budding but by
fission which, when seen in tissue, is diagnostic. It is endemic to the regions of Southeast Asia
and China.

2. Acquisition/Risk Factors
The ecological niche of this mold has not been totally elucidated. It is believed to be associated
with soil and with bamboo rats and/or their burrows. Infection begins in the lungs after inhalation
of conidia. There is some evidence for a seasonal variation in the incidence of disease in Thailand
with the greatest incidence occurring during the rainy season, from May to October [40]. While
infection can occur in normal, healthy individuals, disease is much more prominent in immuno-
suppressed persons. This is particularly true as cases of AIDS increase in the region. P. marneffei
infection is the third most prominent opportunistic infection in Thailand [19].

3. Clincial Presentation/Diagnosis
Infection is characterized by a chronic, productive cough, pulmonary infiltrates, and generalized
symptoms of lymphadenopathy, hepatosplenomegaly, and intermittent fever. Disseminated in-
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fection may often result in the development of umbilicate skin lesions on the face, upper trunk,
and limbs. The skin is affected in �68% of patients with disseminated disease and may include
generalized rash, papules, and progression to subcutaneous abscesses and ulcers. These symp-
toms may be confused with other infections such as tuberculosis, mulloscum contagiosum,
and fungal infections such as histoplasmosis and cryptococosis. Disseminated infection with P.
marneffei is almost exclusively observed in immunosuppressed patients.

4. Immunoserology and Interpretation

a. Antibody Detection. Diagnosis of P. marneffei infections has relied mainly on culture
and/or histopathologic identification. All assays have been developed using very crude antigen
extracts. Research to determine the specific antigen(s) to which the immune response reacts has
elucidated a 90-kDa cell wall mannoprotein and a 38-kDa protein.

Serologic diagnosis, while predominately experimental, can be made through the detection
of antibody in the serum. Immunodiffusion (ID) and indirect fluorescent antibody (IFA) assays
have been used for the detection of antibody in suspected cases [320–322]. The ID assay as
described by Sekhon et al. [320] used rabbit anti–P. marneffei antibodies tested against antigens
made from 10 species of Penicillium. The serum reacted with only P. marneffei–derived antigen.
Conversely, rabbit antisera made against five Aspergillus spp., four systemic dimorphic fungi,
and three thermophilic actinomycetes showed no crossreactivity with the P. marneffei antigen
preparation. Viviani et al. used the ID assay [321] to follow the serological response of an AIDS
patient infected with P. marneffei. They followed this patient over a 5-month period and collected
13 sera. They then compared undiluted serum to two-fold concentrated serum and found that
the concentrated serum was more sensitive (10/13) than the unconcentrated serum (3/13). They
were unable to determine the true sensitivity of this assay as this patient was being treated and
was subsequently cured of his infection. There is no known information on the length of time
antibody is detectable after treatment or cure. Yuen et al. [322] later developed an IFA assay
using whole-cell antigens. All eight confirmed P. marneffei cases were serologically positive
with titers of 1�160. None of the sera from patients with other diseases (0/95) or from healthy
controls (0/78) had titers �1�40. This report, however, did not determine the assay’s specificity
against other dimorphic fungi.

b. Antigen Detection. Assays used in the detection of antigen in suspected cases include
the ID and LA tests for assaying serum [323], and EIA for assaying urine [324]. The ID and
LA tests were used by Kaufman et al. [323] to detect P. marneffei antigen in the serum of 17
culture-confirmed, HIV-infected patients from Thailand. Of the 17 culture-confirmed cases, the
LA test was more sensitive (13/17 positive; 76.5%) than the ID assay (10/17 positive; 58.8%).
Treatment of serum to dissociate antibody-antigen complexes prior to assaying was not per-
formed which may have decreased assay sensitivity. Desakorn et al. [324] developed an EIA
for the detection of antigen in the urine of HIV� patients. The urine was boiled, centrifuged,
and the supernatant was removed and tested. Using a cutoff titer of 1�40 for positivity, the assay
was 97% sensitive and 98% specific.

F. Sporotrichosis

1. Background

S. schenckii is a dimorphic mold that has worldwide distribution. S. schenckii infects and causes
a chronic disease of the cutaneous and sub-cutaneous layers of the skin, usually of the extremities,
and may cause extracutaneous infections in susceptible hosts [325]. This mold is unique in
relation to the other thermally dimorphic molds in that the primary route of infection is not
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through inhalation but through dermal inoculation. The natural habitat of S. schenckii is in soil,
plants, and plant material of temperate, subtropical, and tropical regions of the world. Sphagnum
moss has been a classic source of infection. A variety of S. schenckii, S. schenckii var. luriei, has
been described to cause subcutaneous sporotrichosis [326] as well as a case of fatal pulmonary
sporotrichosis [327]. Outbreaks occur when people are exposed to a common source. One of
the largest outbreaks occurred in the early 1940s where 3000 miners in South Africa were
infected with S. schenckii after exposure to the mine timber on which the organism was growing
[325].

2. Acquisition/Risk Factors

Persons most commonly infected are those with outdoor occupations or hobbies that would
bring them into contact with soil and possible dermal inoculation such as farming and gardening.
In fact, a common name for the disease is ‘‘rose gardener’s disease.’’ There is no particular
demographic predilection for the acquisition of cutaneous sporotrichosis except that it is more
common in adults than in children [40]. Extracutaneous disease, however, is more often found
in men �30 years old. Extracutaneous disease can be found as pulmonary, osteoarticular, or
disseminated visceral infections [325]. While not common, disseminated infection is more likely
to occur in the immunosuppressed patient.

3. Clinical Presentation/Diagnosis

Most S. schenckii infections are confined to cutaneous or subcutaneous lesions [325]. The incuba-
tion period after inoculation is �1–12 weeks after which an initial lesion forms at the site of
inoculation. This lesion is characteristically a papule which enlarges to become more nodular
with periodic draining of a serous to purulent exudate. Ulceration of the lesion may occur. The
infection may remain as a single lesion or form one or more lesions up the extremity along the
lymphatic channels. Lesions may come and go but infection is never resolved without treatment.
In children, the lesion is often on the face.

Extracutaneous disease may occur and inhalation of conidia may result in pulmonary
sporotrichosis [325]. Typically, pulmonary sporotrichosis occurs in alcoholic, middle-aged men
with chronic obstructive pulmonary disease. The disease frequently mimics that of pulmonary
tuberculosis which is included in the differential diagnosis along with the other systemic endemic
mycoses. Disseminated infection may spread to other parts of the body including lungs, joints,
bones, and meninges. Osteoarticular sporotrichosis is an infection of the joint, typically the knee;
however, the ankle, wrist, and elbow may also be infected. Often no other sites of infection are
detected. Diagnosis of S. schenckii infection is routinely by culture or histopathology where the
round to oval to sometimes cigar-shaped yeast forms are seen in tissue.

4. Immunoserology and Interpretation

Serologic testing has had little impact on the diagnosis of sporotrichosis. The development of
newer, more sensitive and specific assays has not been given as high a priority as for other fungal
diseases. A CF test using culture supernatant antigen was initially examined. The specificity of
the assay was good (no crossreaction with sera from patients infected with other fungi); however,
the assay lacked sensitivity [328]. The assay was more effective for the diagnosis of extracuta-
neous disease (positive in eight of nine patients) than for the diagnosis of cutaneous disease
(positive in only three of nine patients). Karlin and Nielsen [329] compared four different
methods for the diagnosis of sporotrichosis: CF, ID, TA, and LA. Whole yeast cells antigens
were used for CF and TA, whereas culture supernatants from S. schenckii, grown in either yeast
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or hyphal form, were used in the LA and ID assays. They concluded that the LA assay using
the yeast culture supernatant provided the best results. Blumer et al. [330] compared five different
methods and showed that the LA and TA assays had sensitivities of 94% (75/80) and 96% (77/
80), respectively. The specificity of the LA assay was 100% (0/86) whereas that of the TA
assay was 98% (2/85). False positives occurred in 2 of 10 cases of leishmaniasis. An enzyme
immunoassay was described and used in a study of S. schenckii meningitis [331]. A comparison
between the LA and EIA was performed using both serum and CSF from meningitis patients.
Antibody titers were typically higher using the EIA than the LA and, for a few cases, the EIA
was more sensitive.

IV. EMERGING PATHOGENS

A. Emerging Yeast Pathogens

Less common yeast infections have been described in AIDS patients including osteomyelitis
resulting from C. glabrata infection, meningitis caused by Cryptococcus clavatus, and even
fungemias due to Saccharomyces cerevisiae or Rhodotorula rubra [9,332]. Other yeasts, which
have traditionally been considered to be part of the normal cutaneous or mucosal flora of humans,
such as Trichosporon asahii (formerly T. beigelii) and Malassezia furfur, have been reported
to cause life-threatening infections in immunocompromised hosts or low-birth-weight infants
[34,40,66,333–336]. Unfortunately, immunoserology has little to offer for the diagnosis of these
infections.

1. Trichosporonosis

Disseminated trichosporonosis, although uncommon, is often fatal and occurs in patients with
granulocytopenia, cancer, and AIDS and in those undergoing bone marrow or solid-organ trans-
plantation [34,336,337]. It is also a common cause of sepsis in low-birth-weight infants [333].
Signs and symptoms are similar to those for disseminated candidiasis and, also similar to candidi-
asis, the disease occurs in either an acute or chronic form. Fever unresponsive to broad-spectrum
antibacterial antibiotics is the most common symptom. T. asahii (beigelii) can be cultured from
blood, urine, or cutaneous lesions but, despite this, diagnosis is often made postmortem [40].
Although monoclonal antibodies have been produced for the detection of T. asahii in tissues
[338,339], no reliable serological tests are available for the diagnosis of this infection. T. asahii
does, however, share a heat-stable antigenic determinant with the capsular antigen of C. neo-
formans; serum from trichosporonosis patients may therefore crossreact in the Cryptococcus
LA test [28,40,219,340–342]. However, negative Cryptococcus LA test results have also been
obtained using serum from patients with disseminated trichosporonosis [335,342].

2. Malassezia Species Infections

Malassezia spp. (M. furfur and M. pachydermatis) infections occur most often in low-birth-
weight infants, or in debilitated adults or children, receiving total parenteral nutrition via central
venous catheters. Nutritional solutions containing lipids, or catheters supplying these solutions,
become contaminated and provide a nidus for replication of the organism [40,343]. M. furfur
is difficult to recover from peripheral blood although contaminated catheter tips may yield viable
organisms. Subculture requires inclusion of lipid in the growth medium or overlayering of agar
with lipid and incubation for 4–6 days at 32�C. In infants, symptoms may include fever, apnea,
tachycardia, interstitial pneumonia, and thrombocytopenia [334,343]. In adults, symptoms may
include fever, but also may include mycotic thrombi around catheter insertion sites, endocarditis
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with vegetations, or inflammatory lesions of the lungs [40]. No serological tests exist to diagnose
Malassezia spp. infections.

B. Emerging Mold Infections

Unusual infections caused by molds other than Aspergillus spp. have been reported with in-
creased frequency [9,40,66,344]. These include endocarditis and pneumonia caused by Fusarium
spp., rhinocerebral zygomycosis caused by Saksenaea vasiformis or Rhizopus spp. [9,345,346],
cases of zygomycosis caused by Cunninghamella bertholletiae and Absidia corymbifera, and
gastrointestinal infections with Basidiobolus ranarum [347–349]. In addition, other infections
have been reported including endocarditis and bone and central nervous system infections caused
by Pseudallescheria boydii [9,350–352], cutaneous as well as pulmonary infections caused
by Alternaria alternata [353], and infections of the esophagus and other anatomical sites by
Acremonium spp. [354–357]. Scedosporum prolificans (inflatum) has been associated with infec-
tions of bone and the respiratory tract [9,358], and disseminated cases have been reported in
immunocompromised hosts [9,359–361]. A nosocomial outbreak of fatal S. prolificans infections
has also been reported [362]. Perhaps the most unusual case of emerging mold infections involved
an immunosuppressed patient with sinusitis caused by the ‘‘mushroom’’ fungus Schizophyllum
commune [9]. Few or no serological tests are available for many of these infections or, when
available, are in research laboratories only and have not been fully evaluated in clinical trials.
Therefore, the following is primarily an overview of the infections themselves, with relevant
references to diagnostic tests when available.

1. Hyalohyphomycosis

Hyalohyphomycotic agents are hyaline (colorless or lightly pigmented) molds with septate,
branched, and often mycelial forms in tissue. Generally found in soil, in water, or as plant
pathogens, infection can be initiated following inhalation, traumatic implantation, or aspiration
of contaminated water. Worldwide in distribution, major agents of hyalohyphomycoses include
species of Acremonium, Beauveria, Chrysosporium, Fusarium, Paecilomyces, Pseudallescheria,
Scedosporium, and Trichoderma. Organisms can invade bone, lung, spleen, liver, brain, and the
lymphatic system. Diseases caused by the hyalophyphomycetes include pneumonia, endocarditis,
endopthalmitis, sinusitis, pleural effusion, keratitis, osteomyelitis, and cutaneous lesions
[6,40,363].

Fusariosis can be caused by at least 12 different species of Fusarium although the most
common are F. solani, F. moniliforme, and F. oxysporum. Disseminated infections with Fu-
sarium spp. are most common among granulocytopenic cancer and bone marrow transplant
patients and are accompanied by a high mortality rate [34,40,363]. These infections are difficult
to treat with currently available antifungal agents as many Fusarium spp. isolates are refractory
to therapy with amphotericin-B, fluconazole, and itraconazole [364–367]. Clinical symptoms
resemble those for aspergillosis and, in tissue, Fusarium spp. are often mistaken for Aspergillus
spp. Both organisms have a prediliction for vascular invasion and cause thrombosis and tissue
necrosis. Unlike Aspergillus spp., however, Fusarium can be more easily cultured from blood
and can be recovered from 60% of cases [40]. There are currently no serological tests for the
diagnosis of Fusarium spp. infections.

Pseudallescheriasis is becoming a more frequent cause of systemic disease [351,368]. It
is caused by the hyalohyphomycete P. boydii (imperfect form, named Scedosporium apiosper-
mum; also has a Graphium synanamorph). Infections with this organism, as with those caused
by Fusarium spp., are difficult to differentiate from Aspergillus spp. infections based on tissue
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morphology alone. In culture, the dichotomously branching, septate hyaline hyphae produce
dark, round cleistothecia containing asci and ascospores [10,40].

Although P. boydii can cause infection in immunocompetent hosts, these infections are
generally confined to localized, chronic, mycetoma-like infections of the feet and hands [10,40].
In immunocompromised hosts, however, infections may disseminate to the lungs, bone, brain,
and multiple systemic sites [350,352]. Clinical symptoms of disseminated infection often mimic
aspergillosis where endocarditis or dissemination from the lungs to the central nervous system
can often be fatal [351,360–362,365,369]. Similar to fusariosis, pseudallescheriasis is also refrac-
tory to antifungal drug therapy [370] and no serological tests are available for diagnosis. How-
ever, fluorescent antibodies to mycelial and conidial antigens of P. boydii have been reported
which crossreact with various Aspergillus spp., Fusarium spp., and Scopulariopsis spp. but
which react specifically with P. boydii when absorbed out with these organisms [28].

S. prolificans (not to be confused with S. apiospermum, the imperfect form of P. boydii)
has become particularly problematic among neutropenic patients because infections are fre-
quently fatal [360–362] and many isolates have proven resistant to multiple antifungal agents
[371,372].

2. Phaeohyphomycosis

Agents of phaeohyphomycosis have a worldwide distribution and have become newly emerging
pathogens in immunocompromised hosts with as many as 100 different molds belonging to 60
different genera being implicated in infection [40,344,358,359]. The most significant disease-
causing agents include species of Alternaria, Bipolaris, Cladophialophora, Curvularia, Dac-
tylaria, Exophiala, Exserohilum, Phialemonium, Phialophora, Phoma, and Wangiella. In con-
trast to the hyalohyphomycotic agents, these molds are darkly pigmented (dematiaceous) and
often appear as moniliform, beadlike, toruloid, or swollen septate hyphae which may or may not
be branched. In culture, most genera display mycelial forms but at least two genera (Exophiala,
Wangiella) display mucoid, yeast-like forms [373].

Similar to the hyalohyphomycetes, these organisms are often found associated with plants
and soil, and infections can be acquired via inhalation or traumatic implantation [40,374]. Clinical
manifestations include subcutaneous abscesses, sinus infections, mycetoma, or, in the immuno-
compromised patient, dissemination to the bone, lung, brain, and other organs
[353,360–362,371]. No serological or fluorescent antibody tests are available for identification
of the phaeohyphomycotic agents.

3. Zygomycosis

The agents of zygomycotic infections are classified in two orders—the Mucorales and the
Entomophthorales [375,376]. Agents belonging to the Mucorales are more likely to cause inva-
sive or disseminated infections, whereas those of the Entomophthorales cause primarily subcuta-
neous zygomycoses that rarely disseminate [10,377]. Primary agents of zygomycosis of the
orderMucorales include species ofAbsidia, Apophysomyces, Cunninghamella, Mucor, Rhizopus,
Rhizomucor, and Saksenaea, and those of the order Entomophthorales include Conidiobolus and
Basidiobolus [10,40]. In tissue, these organisms appear as sparsely septate, irregularly branched,
broad (10–20 �m), ribbonlike hyphae [10,38]. Rhinocerebral disease is often caused by zygomy-
cetes and may involve the palate, the nasal mucosa and sinuses, and the orbit, and may invade
into the brain resulting in a fatal infection [10,40]. Pulmonary, gastrointestinal, and cutaneous
forms of zygomycosis also occur, and any of these forms, as well as the rhinocerebral form, may
disseminate in susceptible hosts [40,378,379]. Dissemination may occur via vascular invasion
to the lungs, liver, spleen, kidneys, and gastrointestinal tract. In patients with hematological
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malignancy, zygomycosis is the third most frequent fungal infection, and patients with diabetic
ketoacidosis are also at high risk for infection. In these patients, zygomycosis presents as a
fulminant disease requiring aggressive antifungal therapy and often surgical debridement [10,40].

Although early diagnosis of this rapidly progressing disease is desirable, �90% of dissemi-
nated cases of zygomycosis are diagnosed at autopsy [28]. A fatal case of rhinocerebral infection
caused by Saksenaea vasiformiswas successfully diagnosed by a combination of tissue morphol-
ogy and detection of zygomycotic antibodies by EIA [380]. In this study, antigens were derived
from Rhizopus arrhizus and S. vasiformis. Antibodies could be detected early during infection,
1 month before isolation, and 3 months before identification of the organism [29]. CSF titers
against S. vasiformis were diagnostic for infection and increased during clinical deterioration
[380].

Antibodies to R. arrhizus have been detected in the sera of patients with brain infections
by this organism [346,381]. In addition, antibodies to Absidia corymbifera were found in the
CSF and serum of a patient with culture-proven Absidia meningitis [382] and in the serum of
a patient with histologically proven A. corymbifera brain abscess [346].

There appears to be significant crossreactivity among the major antigens of the genera
Rhizomucor, Absidia, and Rhizopus as a result of the common peptido-L-fuco-D-mannan on
their cell surfaces [28,383]. Preliminary work using homogenized antigens from A. corymbifera,
Rhizomucor pusillus, and R. arrhizus demonstrated a sensitivity of 70% and a specificity of
90% for these zygomycetes in an ID test format [28,384]. Apparently whereas patients generate
antibodies to certain zygomycetes during infection, normal healthy volunteers and patients with
other infections had very low amounts of antibodies to these agents [101]. An EIA format was
also tested and, using a 1�400 antigen titer as positive, the EIA was 81% sensitive and 94%
specific for zygomycosis [28,380].

Experimental ID tests to detect antibodies to Conidiobolus coronatus and Basidiobolus
ranarum in patients with subcutaneous infections or tumorous masses of nasal or adjacent tissues
have been developed using culture filtrate antigens from these organisms. The tests appear to
be sensitive and specific and were useful for monitoring disease resolution [384]. Further evalua-
tions of the ID and EIA tests for the diagnosis of zygomycosis are needed to determine their
true clinical usefulness.

V. CONCLUDING REMARKS

Despite a tremendous amount of work over the past 30 years, much research is still needed to
optimize existing serological tests and to develop new tests. Standardization and commercializa-
tion of existing tests would help to ensure greater availability and to improve interlaboratory
reproducibility. Purification of antigens through chemical and recombinant molecular biological
means should help to better define immunoreactive components and allow tests to have greater
specificity. Similarly, the development of monoclonal antibodies to replace polyclonal antibodies
should the development of tests with greater specificity and for a larger supply of identically
reactive reagents. What may be lost in sensitivity by the use of monoclonal antibodies might
be recouped via the use of more sensitive detection systems using chemiluminescent or other
detector reagents which may amplify chemical signals. Purification and characterization of anti-
gens for the specific detection of antibodies against the endemic fungi are under way and should
yield improved diagnostic tests in the near future. Finding new antigens for the identification
of opportunistic fungal infections that are not transient in nature, and developing tests to detect
the newly emerging fungal pathogens, are greatly needed. Perhaps a combination of molecular
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biological and immunological methods will finally be needed to improve the status of diagnosing
fungal infections in a timely and accurate manner.
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I. INTRODUCTION

During the 1980s and 1990s the vast majority of articles on the epidemiology of fungal infections
introduced the topic with a statement highlighting the increased incidence of fungal infections
during the last two decades of the 20th century. This was not just pointless exaggeration to
attract the attention of readers and grant reviewers; it is simply very difficult to ignore the fact
that there are now far more identified cases of fungal infections caused by a greater number of
fungal species than ever before. What we hope to achieve in this chapter is to explain why the
study of fungal epidemiology is important and necessary and to outline our current understanding
of the epidemiology of infections caused by Candida and other fungal species. We will describe
the molecular techniques currently in use and will discuss the factors that have influenced the
changes that have occurred in the epidemiology of selected pathogenic fungal species.

II. EPIDEMIOLOGY OF FUNGAL DISEASES

Fungi are ubiquitous. Some of them are commensal organisms living on our skin, on mucosal
surfaces, and in our intestines and urinary tracts; they are in the air we breathe and the food we
eat, and they inhabit practically every surface we come into contact with. Given the availability
of nutrients in the human body, it is not surprising that for some fungal species this represents
a prime location for colonization and infection. Fortunately, for the most part the human immune
system is particularly effective at keeping these interlopers at bay—so much so in fact that,
until recently, fungi were assumed to be largely innocuous and were relatively rarely identified
as human pathogens. However, during the 1980s there was a significant increase in the incidence
of fungal infections. In one study based on hospital discharge data from the United States, the
incidence of oropharyngeal candidosis was seen to increase by 4.7-fold, while the incidence of
disseminated candidosis increased by a factor of 11 [1]. Fungal species are now responsible for
�10% of all nosocomial bloodstream infections in the United States [2]. More than 75% of
these infections are caused by Candida spp. which now represent the fourth most common cause
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Table 1 Risk Factors for Fungal Infection

Acquired immunodeficiency syndrome (AIDS)
Hematologic malignancy
Immunosuppressive therapy due to organ transplantation
Anticancer chemotherapy
Prolonged hospitalization
Extensive surgery
Burns
Head and neck irradiation
Old age
Premature birth
Prior colonization with fungus
Catheterization
Parenteral feeding
Broad-spectrum antibiotic therapy
Corticosteroid therapy
Diabetes mellitus

of nosocomial disease [3,4]. Other fungal species frequently associated with disease include
Aspergillus fumigatus,Cryptococcus neoformans, Zygomycetes, and dermatophytes. In addition,
endemic mycotic infections, such as histoplasmosis, penicilliosis, and coccidioidomycosis, occur
in specific geographic locations throughout the world.

There are a number of reasons that may help explain the increased significance of fungi
and the emergence of some novel fungal species as human pathogens. The most significant
underlying cause of this phenomenon is the growing number of individuals with impaired or
dysfunctional immune systems. Patients can be immunocompromised for a wide variety of
reasons. Clearly individuals with hematologic malignancies and neutropenia and those undergo-
ing bone marrow and solid-organ transplantion are at increased risk of acquiring disseminated
fungal infections such as candidemia and aspergillosis. Similarly, patients receiving chemothera-
peutic agents for cancer treatment and patients in intensive care units, especially those with
catheters or intravenous lines, are also particularly susceptible to systemic disease. Individuals
at risk of acquiring superficial fungal diseases, such as oropharyngeal candidosis, include the
very young and very old (particularly those receiving broad-spectrum antibiotics or steroid
treatment), individuals receiving head and neck irradiation, and individuals infected with HIV.
Risk factors that predispose individuals to fungal infection are listed in Table 1.

III. EPIDEMIOLOGICAL TECHNIQUES

To understand an infectious disease fully and to unravel its epidemiology, there is an absolute
requirement to be able to identify individual strains of the species responsible for the infection.
Thus, given the increased importance of fungal diseases during the past two decades, and with
a view to improving the treatment and prognosis of these infections, a variety of strain typing
techniques have been developed to improve our understanding of how and why fungi cause
disease. Information obtained using such techniques can (1) aid in the identification of the source
of an infection, (2) identify if more than one strain is present in a clinical specimen and determine
the relative proportions of the individual strains present, (3) identify if relapses in disease are
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caused by reinfection with a novel organism or by persistence of the original infecting strain,
(4) determine if specific strains (or clones) are more likely to cause disease than others, (5)
monitor the epidemiology of drug-resistant strains, and (6) yield insights into the population
dynamics of specific species. The latter has particular significance for the development of vac-
cines and in furthering our understanding of the emergence of antifungal drug resistance.

To be effective, strain typing techniques must first and foremost have excellent discrimina-
tory power (i.e., have the ability to distinguish between unrelated isolates), must yield reproduci-
ble results, and should be applicable to all strains within a species and, if possible, to a wide
range of species. Furthermore, to be suitable for use in routine clinical laboratories and in large-
scale epidemiological studies, effective typing techniques must be rapid and easy to perform,
have a large sample throughput volume capability, and, very importantly, be as inexpensive as
possible. Very few of the techniques available currently fulfill all of these criteria. However, a
concerted effort by a large number of laboratories using a wide range of techniques has revealed
much about the epidemiology of fungal infections, particularly those caused by Candida albicans
and other Candida spp. In the following section the advantages and disadvantages of specific
techniques will be discribed.

A. Phenotypic Strain Typing Methods

The original methods used to discriminate between individual strains of micro-organisms were
based on the comparison of specific phenotypic characteristics of individual isolates. The tests
developed to compare strains frequently relied upon colonial morphology or color on specific
culture media, biochemical tests, substrate assimilation reactions, resistotyping, serology, and
killer toxin susceptibility. Although many of these methods are easy to perform and amenable
to a high sample volume throughput, they all have limited discriminatory power and are fre-
quently poorly reproducible. The poor discriminatory ability is largely due to the fact that these
methods usually rely on the examination of a limited number of specific phenotypic traits that
are often shared by large numbers of unrelated isolates within individual species and even
between isolates belonging to different species. The lack of reproducibility can be ascribed to
phenomena such as phenotypic switching, which can result in variation of certain phenotypic
traits in a number of fungal species, particularly C. albicans. Because of the inherent limitations
of these techniques much effort has been spent during the past 20 years in developing more
efficient methods to discriminate between fungal strains using molecular techniques.

B. Molecular Strain Typing Methods

Although phenotypic characteristics provide the basis for species and strain discrimination of
macrobiota, they are of limited use when applied to the comparison of micro-organisms. In
recent years, rather than relying on phenotypic differences, microbial strain typing has focused
on the comparison of differences in macromolecules such as proteins and, most importantly,
DNA. In particular, polymorphisms in genomic DNA have proved to be excellent markers or
signatures of specific strains. The most commonly used of the techniques that exploit these
genotypic differences are described briefly below. For a more in-depth description and assess-
ment of these methodologies, the reader is referred to a recent comprehensive review by Soll
[5].

1. Restriction Enzyme Analysis

One of the simplest and earliest molecular techniques developed to compare interstrain relation-
ships between microbial strains, including a wide variety of fungal species, was restriction
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Figure 1 (A) Agarose gel showing restriction enzyme analysis (REA) profiles of genomic DNA from
11 clinical isolates of C. albicans generated with the restriction endonuclease EcoRI. The profiles shown
in the lanes marked M correspond to molecular size reference markers. (B) Autoradiogram showing DNA
fingerprint profiles of the digested DNA patterns shown in panel A following hybridization with the C.
albicans–specific fingerprinting probe 27A.

enzyme analysis (REA). This method relies on the analysis of strain-specific band patterns
generated by the electrophoresis of DNA fragments resulting from the digestion of genomic
DNA with specific restriction endonucleases, such as EcoRI (see Fig. 1, panel A). These strain-
specific patterns result from polymorphisms in the recognition sites of individual restriction
enzymes. Although applicable to a wide variety of species and relatively easy to perform, this
technique usually results in very complex fingerprint patterns which are difficult to compare
objectively and are not readily amenable to computer-assisted fingerprint comparison analysis.
However, the variable mobility of strongly stained repeat sequence-containing fragments and
the use of enzymes that cleave DNA infrequently in conjunction with pulsed-field gel electropho-
resis (see below) improve the discriminatory power of this technique. REA has been used
extensively in the analysis of C. albicans [6–17] as well as a wide variety of other pathogenic
fungal species [18].

2. Restriction Fragment Length Polymorphisms and Species-Specific DNA
Fingerprinting Probes

To improve the sensitivity of REA the DNA fingerprint patterns generated using enzymes such
as EcoRI can be probed in Southern hybridization experiments with labeled species-specific
DNA probes that contain repetitive elements (see Fig. 1, panel B). This results in less complex
hybridization banding patterns (analogous to bar codes) which are readily amenable to further
analysis. The best known of these probes for fungal species are the related C. albicans–specific



Molecular Typing and Epidemiology 721

probes 27A [19] and Ca3 [20]. These probes contain the repetitive element RPS which is dis-
persed throughout the C. albicans genome. More recently, species-specific fingerprinting probes
have also been developed for the analysis of other Candida spp. such as C. glabrata [21], C.
tropicalis [22], C. krusei [23], and C. dubliniensis [24] as well as for other fungal species such
as Aspergillus fumigatus [25,26] and Cryptococcus neoformans [27].

The most commonly used strategies to identify sequences for use as fingerprinting probes
include probing genomic DNA libraries with restriction endonuclease-generated genomic DNA
fragments to detect strongly hybridizing clones containing repeat sequences [20] and the differen-
tial screening of genomic libraries with labeled DNA from related species [19]. DNA fingerprint-
ing using species-specific probes is time-consuming and expensive and involves complex label-
ing and hybridization procedures that are tedious to apply to large numbers of strains. However,
the data obtained are unambiguous, are reproducible, and, most importantly, in a majority of
cases allow the discrimination of unrelated strains. In addition, the fingerprint patterns, which
usually comprise 10–20 hybridization bands, have a high degree of contrast and separation and
are therefore amenable to computer-assisted analyses. Studies using these techniques have proven
invaluable in the analysis of the epidemiology and population dynamics of a wide variety of
fungal species. Details of some these studies are discussed below.

3. Oligonucleotide Fingerprinting

A variation of the previous methods is to use radiolabeled oligonucleotides, rather than species-
specific sequences, as DNA fingerprinting probes (see Fig. 2) [28,29]. Although there is a wide
range of target sequences based on which oligonucleotide primers can be designed, the most
commonly used are homologous to microsatellite sequences. Microsatellites, also referred to as
simple sequences, are 1- to 6-bp repeats scattered randomly throughout the genome of eukaryotic
organisms, including fungi, and generally consist of mono-, di-, tri-, and tetranucleotide motifs
in multiple tandem repeats—i.e., (A)n, (GT)n, (GTG)n, (GATA)n, (GACA)n, and (GGAT)n.
The functions of microsatellite sequences have yet to be determined. One advantage of using
these probes in fingerprinting studies with fungi is that the same labeled probes can be used on
a wide range of species and the results can be verified by hybridizing the same target DNA
sample consecutively with a range of different oligonucleotides. However, although they have
been applied to a variety of eukaryotic species, including fungi, they have only been used in a
limited number of studies on medically important fungal species [30–34]. As well as being used
in DNA hybridization experiments, these or similar oligonucleotides can also be used as primers
in PCR experiments, resulting in strain specific amplimer patterns [35,36].

4. Pulsed-Field Gel Electrophoresis

One of the techniques used most widely in the determination of relationships between fungal
strains relies on the comparison of the molecular karyotype profiles of individual strains. The
separation of chromosomes and other high-molecular-weight chromosomal-size DNA fragments
is performed using pulsed-field gel electrophoresis (PFGE) in agarose gels [37]. The basis of
this technique is the alternation of the electric field between pairs of electrodes during electropho-
resis. This allows very large DNA molecules and fragments to reorient and migrate through the
pores of the agarose gel at varying rates, and following staining of the DNA fragments, results
in a specific karyotypic banding profile (see Fig. 3). A number of variations of PFGE have been
developed and applied to the analysis of fungal species with varying success, including clamped
homogeneous electric field (CHEF) electrophoresis, orthogonal-field-alternation gel electropho-
resis (OFAGE), and field-inversion gel electrophoresis (FIGE). As mentioned previously, PFGE
has also been used to separate very large restriction endonuclease-generated fragments obtained
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Figure 2 DNA fingerprint profiles of C. parapsilosis isolates (A) and C. neoformans isolates (B) gener-
ated by hybridization of EcoRI-digested genomic DNA with the oligonucleotide probe (GT)8.

Figure 3 Agarose gel showing karyotype profiles of clinical C. dubliniensis isolates generated by pulsed-
field gel electrophoresis.
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using restriction endonucleases, such as SfiI, SmaI, and NotI, which cleave DNA infrequently
[38–40]. Although PFGE has been demonstrated to be very effective at discriminating between
separate strains of a wide range of medically important fungi [13,41–50], the apparatus required
is expensive and the sample preparation and electrophoresis procedures are time-consuming.

5. Randomly Amplified Polymorphic DNA (RAPD) Analysis

RAPD analysis relies on the use of oligonucleotide primers of arbitrarily chosen sequence (either
singly or in pairs) in low-stringency PCR amplification reactions [51]. Fingerprints or profiles
of amplimers are generated by electrophoresis of the amplified products on agarose or acrylamide
gels. Minor sequence differences between strains can result in increased or decreased annealing
of primers, resulting in the presence or absence of specific amplimers and therefore differences
in fingerprint pattern. Owing to the simplicity and speed of this technique, it has been used in
a wide variety of studies. However, because of the low-stringency conditions used in RAPD,
the results obtained are very sensitive to minor changes in experimental conditions and separate
experiments can yield amplimer bands of varying intensity [52]. This lack of reproducibility
makes it difficult to compare data generated using the same primers and conditions in different
laboratories. Despite this, however, the ease of use of RAPD has allowed it to be used, with
varying degrees of success, in a large number of studies of fungal species [33,53–60].

6. Multilocus Enzyme Electrophoresis (MLEE)

This method analyses allelic polymorphisms that lead to the altered electrophoretic mobility of
proteins in polyacrylamide gels. MLEE has been used successfully and widely applied in popula-
tion studies of fungi, particularly in the analysis of reproductive strategies [61–64]. One draw-
back of the technique is that it is unable to detect silent mutations that do not lead to changes
in the electrophoretic mobility of proteins. In addition, MLEE is quite time-consuming and the
protein markers used must be chosen empirically.

IV. EPIDEMIOLOGY OF CANDIDOSIS

Candida spp. are the most common and versatile human fungal pathogens. They can cause
superficial infections such as oropharyngeal and vaginal candidiasis as well as nosocomially
acquired disseminated candidiasis or candidemia, during which multiple organs can be infected.
Candidemia frequently results in prolonged hospitalization and has an attributable mortality
estimated to be as high as 35% [65]. The species of Candida most frequently associated with
disease, and the most pathogenic Candida sp., is C. albicans. During the 1980s C. albicans
accounted for �75% of cases of oral and disseminated candidiasis [66,4]. However, during the
last decade there has been a significant shift in the Candida spp. identified as the etiological
agents of candidiasis [67]. Throughout the 1990s there were a number of large-scale investiga-
tions into the epidemiology of nosocomial bloodstream infections in the United States and
further afield. One such surveillance study, the SENTRY Antimicrobial Surveillance Program,
determined the distribution of Candida spp. in nosocomial infections in 72 medical centers in
the United States, Canada, Latin America, and, more recently, Europe [68–70]. The findings
of this and similar studies indicated that although C. albicans remains the most commonly
identified cause of systemic candidiasis, it was only identified in �53% of 476 isolates examined
[68].

Although regional variation was observed within the United States and Europe, the second
most commonly identified species in the United States was C. glabrata; in the other locations
it was C. parapsilosis [68,69]. Epidemiological studies of oral candidiasis have also cataloged
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a similar decrease in the incidence of C. albicans in relation to other Candida spp. [66]. However,
it has been shown that in the elderly there is a marked increase in the levels of colonization
withC. albicans and other species, especiallyC. glabrata [71]. The reasons for the epidemiologi-
cal shifts observed in superficial and systemic forms of candidiasis have yet to be adequately
explained. However, species such as C. glabrata and C. krusei, which have inherent decreased
susceptibility to antifungal drugs relative to C. albicans, appear to have emerged as significant
causes of infection since the introduction of the azole antifungal drug fluconazole in the early
1990s. This has led to the suggestion that the emergence of these species may be associated
with the subsequent widespread use of this agent [67,72,73]. However, since C. parapsilosis
isolates are usually susceptible to fluconazole, the emergence of this species as a significant
cause of infection may be linked to the increased number of critically ill patients with indwelling
venous catheters and poor implementation of cross-infection control procedures [68]. Other
species identified, albeit rarely, in these studies include C. guilliermondii, C. famata, and C.
inconspicua. Recent studies using molecular epidemiological methods have also documented
the emergence of the newly discovered speciesC. dubliniensis as a significant cause of superficial
and systemic disease, especially in HIV-infected individuals and in other immunocompromised
patients. The significance of C. dubliniensis and its incidence as an agent of disease in humans
have yet to be fully assessed [50,74–77].

In order to facilitate infection prevention and control, the source of the infection must be
determined. The application of molecular typing systems in conjunction with computer-assisted
data analysis systems to allow accurate strain comparisons during the last decade has provided
a wealth of information concerning how Candida infections are acquired and transmitted. In
most studies, different combinations of techniques have been used for confirmatory purposes
and have revealed that strains within each Candida species are genetically very diverse and
distinguishable using adequate techniques. In a majority of studies of nosocomial candidemia,
it has been demonstrated that infections are most likely acquired endogenously (i.e., from com-
mensal organisms) and that each patient is infected with a single strain that is specific for the
patient [13,18,78]. Indeed, it is likely that prior colonization of oral mucosal surfaces and/or
the gastrointestinal tract with Candida (along with previous treatment with fluconazole) is a
significant risk factor for the development of candidemia in susceptible individuals [65,79,80].
In addition, in cases where multiple samples have been taken during recurrent episodes of
disease, it has been shown that patients are, for the most part, infected by the same strain,
although on rare occasions multiple strains and strain replacement have been observed [13].

Althoughmost candidemia cases result from infection with endogenous commensal strains,
there have been reports of multiple patients being infected by Candida strains with identical
genotypes, suggesting that nosocomial transmission of strains does occur [13,81]. In particular,
studies investigating the origin of outbreaks of candidemia in neonatal intensive care units have
sometimes strongly implicated transmission of strains from health care workers or catheters to
neonates [82–84]. Indeed, the reported increased incidence of exogenously acquired infections
caused by C. parapsilosis represents a particularly worrying trend and suggests that infection
control procedures and/or their implementation in many institutions require improvement. In a
recent study it was demonstrated that health care workers are frequently contaminated by infected
or colonized patients [85]. Clearly these workers are a major potential source of cross-infection
in the absence of adequate handwashing and without adequate implementation of general cross-
infection control precautions.

The origin of superficial cases of candidiasis is almost always endogenous; however, there
have been reports of transmission between individuals [86]. In one particular study, it was shown
that an azole-resistant strain of C. albicans was transmitted from the oral cavity of an HIV-
positive mother to her children, who subsequently developed oropharyngeal candidiasis [87].
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Vaginal and oral candidiasis are often recalcitrant to therapy, and relapses or recurrences of
infection occur frequently. In the case of vaginal infections it has been shown that recurrent
episodes are most often due to maintenance of the originally infecting strain (or substrain)
[88,89]. However, in some cases of oral candidiasis, particularly in patients with AIDS, the
situation is often far more complex and dynamic with the populations of individual strains and
species altering significantly from one episode of infection to another [66,90].

In addition to the analysis of the source of infections and outbreaks, the genotyping tech-
niques described above have also been applied to the analysis of the population biology of C.
albicans. The genetic diversity present within Candida spp. has already been referred to. How-
ever, the application of sophisticated DNA fingerprint profile comparison computer software
programs to large numbers of isolates recovered from cases of bloodstream infection caused by
C. albicans has led to the suggestion that, at least in some instances, particular clones of C.
albicans are found more frequently in certain geographic areas of the United States [91]. The
additional finding that some strains appear to be endemic within some institutions is further
evidence for lapses in, or inadequate, cross-infection control practices [91]. More recently, a
DNA fingerprinting study on 266 C. albicans isolates, obtained from a variety of anatomical
sites in different patient types from around the world, suggested the existence of a cluster of
related isolates, termed general-purpose genotype isolates, which predominate as the main cause
of candidiasis worldwide.

The significance of this cluster (which accounted for 37% of the strains examined) has
yet to be determined [92]. However, if strains with the general-purpose genotype can be shown
to be more pathogenic than other C. albicans strains, comparisons between these groups of
strains could prove helpful in improving our understanding of how C. albicans colonizes and
infects susceptible individuals. Given the fact that the population structure of C. albicans is
primarily clonal, and that to date no sexual reproductive cycle has been identified in this species,
it is probably not surprising that some clones are more prevalent than others. However, there
is some genotypic evidence for limited recombination in C. albicans suggesting that this species
has, or has had in the past, the ability to undergo sexual reproduction [93]. In addition, the
recent identification of C. albicans sequences homologous to the Saccharomyces cerevisiae
mating loci (MATa and MAT�) suggests that the reproductive strategy of this species may be
more complex than has previously been considered [94].

Analysis ofCandida populations is complicated further by the phenomenon of microevolu-
tion, in which clonally related populations exhibit subtle differences in genotype, manifested as
minor band differences in DNA fingerprint and karyotype profiles. To date, microevolution has
been demonstrated to occur in C. albicans [19,88], C. glabrata [21], and C. dubliniensis
[24,32,95], although its significance in vivo has yet to be assessed. However, the association
of microevolutaonary events with the development of azole resistance in isolates of C. albicans
[96] and C. dubliniensis [97] exposed to fluconazole suggests that microevolution may be associ-
ated with the ability of these species to adapt to harsh environmental conditions, including the
presence of toxic compounds.

V. EPIDEMIOLOGY OF ASPERGILLOSIS

Aspergillus spp. are filamentous fungi found widely in the environment and are significant
opportunistic pathogens of immunocompromised individuals. Patients particularly at risk of
contracting invasive aspergillosis are those who are neutropenic as a result of acute myeloid
leukemia and those who have received bone marrow transplants [98,99]. As a consequence of
the increased numbers of these patients in our hospitals, it is not surprising that during the last
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two decades there has been a parallel increase in the incidence of Aspergillus infections [100].
The Aspergillus sp. most commonly associated with human disease is A. fumigatus. It is believed
that Aspergillus is mainly acquired by inhalation of airborne fungal spores that are ubiquitous
in the environment. Decaying vegetation has been suggested as the main source of these fungi,
which produce copious quantities of spores. Owing to their small size and aerodynamic proper-
ties, spores can remain airborne for prolonged time periods and are thus easily dispersed [101].
These spores can then be inhaled and subsequently colonize the upper or lower respiratory tract
and act as a reservoir for infection, or directly infect the lower respiratory tract, depending on
the level of immunocompetence of the individual. The ubiquitous nature of Aspergillus spores
in the air has led to the suggestion that activities such as building construction, which can cause
agitation of air currents, may be an important contributory factor to outbreaks of nosocomial
aspergillosis [2,101]. Because of the high mortality rate associated with aspergillosis and the
expense of treating invasive infection it is essential that the epidemiology of these infections
be thoroughly investigated and that adequate prophylactic and preventive measures be deter-
mined and implemented. The techniques used to investigate the epidemiology of Aspergillus
infections are essentially the same as those used for to the molecular analysis of Candida
infections, as described above.

Since isolates of A. fumigatus are virtually impossible to distinguish on the basis of pheno-
typic characteristics, the majority of studies on the epidemiology of Aspergillus infections have
relied on DNA-based fingerprinting analysis. To date the most frequently used methods have
included RAPD and REA analysis [18,102–109]. In one of the most extensive studies performed
to date, more than 700 isolates obtained from clinical and environmental samples from four
hospitals over a 12-to-24-month period were fingerprinted using the highly discriminatory and
effective DNA fingerprinting probe Afut1 [110]. This probe contains a semirepetitive retro-
transposon-like sequence. Computer-aided analysis of the fingerprint patterns obtained using
this probe demonstrated that the vast majority of strains identified were unique. These findings
confirmed the very high level of genetic diversity present among A. fumigatus isolates identified
previously and the absence of clones with increased virulence. However, a small proportion
(15%) of strains were isolated in particular institutions on more than one occasion, suggesting
an ability of the organisms to persist in the environment for prolonged time periods. Interestingly,
most patients examined were colonized or infected with more than one strain. In addition, in a
number of cases, the same strain was recovered from separate patients or from a patient and an
environmental sample, strongly suggesting that aspergillosis can be acquired nosocomially.

Similar findings to those described above have also been obtained with A. fumigatus
isolates using microsatellite markers [111]. However, whether some cases of aspergillosis may
result from outgrowth of spores acquired in the community prior to hospitalization has yet to
be investigated. Given the high degree of genetic variation present within A. fumigatus and
the absence of an identified teleomorph, the population biology of A. fumigatus may be more
complicated than has previously been thought. Evidence from MLEE and DNA fingerprinting
analyses suggests that A. fumigatus is haploid and clonal in nature. However, as with C. albicans,
there is some evidence suggesting that limited recombination may take place within this species
[112].

VI. EPIDEMIOLOGY OF CRYPTOCOCCOSIS

Cryptococcus neoformans is a basidiomycetous, heterothallic, encapsulated yeast species which
is a significant cause of morbidity in immunocompromised individuals [113]. The most common
manifestation of cryptococcal disease is meningoencephalitis in HIV-infected and AIDS patients.
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In a recent epidemiological study of the incidence of cryptococcosis in four areas of the United
States during the period 1992–94, it was found that 86% of cases were in HIV-infected individu-
als, with the remainder occurring in patients with cancer or diabetes and in patients receiving
corticosteroid therapy [114]. The effect of the introduction of highly active antiretroviral therapy
(HAART) in recent years on the incidence of cryptococcosis has yet to be addressed adequately.
However, despite the clear improvement in the immune status of individuals receiving HAART,
cases of cryptococcosis are still occurring [115]. The species C. neoformans has been divided
into four groups A-D (serotype A/D has also been described), originally on the basis of serotyping
studies [113].

The majority of isolates associated with human disease belong to serotype A; the remainder
(mainly recovered in Europe) belong predominantly to serotype D. Strains belonging to serotypes
B and C are mainly found in environmental samples in tropical regions (they are particularly
associated with eucalyptus trees) and have only been associated with human disease in a small
number of cases. On the basis of phenotypic and genotypic analyses, isolates belonging to
serotype B and C have been assigned variety status and now belong to variety C. neoformans
var. gatii, while serotype A and D belong to variety C. neoformans var. neoformans [113]. It
has been suggested recently that these groupings may actually represent separate species [53].
In addition, on the basis of clinical and epidemiological data, DNA fingerprinting analysis, and
nucleotide sequence analysis of the URA5 gene, it has been proposed that serotype A strains
should be assigned to a new variety called C. neoformans var. grubii [116].

A wide variety of molecular epidemiological techniques have been applied to the analysis
of cryptococcal epidemiology and population biology. The most frequently used methods include
DNA fingerprinting with species-specific probes (CNRE-1, UT-4p, and CND1.7) [117–122].
In addition, DNA fingerprinting with oligonucleotide probes homologous to microsatellite se-
quences [30,33], RAPD [123–125,33,126], PFGE [127–130], MLEE [131–133], and URA5
nucleotide sequence analysis [134,135] have also been used to varying effect. As with other
fungal pathogens, these methods have revealed a high degree of genotypic heterogeneity in
clinical and environmental isolates. However, in a number of cases the close similarity of DNA
fingerprints of strains (obtained using CNRE-1 and UT-4p) recovered from pigeon guano and
human infections supports the suggestion that the environmental source of serotype A and D
strains is likely to be the pigeon [136,137]. The demonstration of zoonotic transmission of a C.
neoformans strain from a pet cockatoo to its owner suggests that it is likely that other avian
species may also act as reservoirs of infection [138]. In another recent study using DNA finger-
printing with the CNRE-1 probe and RAPD it was found that strains causing cryptococcal
meningitis in African emigrants in France were more similar to African than French environmen-
tal isolates, despite the fact that the infection was diagnosed following prolonged periods of
residence in France. These data strongly suggest that, in these cases at least, the strains responsi-
ble for infection were dormant in the host (perhaps in alveolar macrophages) and only began
to cause symptoms and disease once the patients immune system became compromised [124].

One of the main problems in treating cryptococcal meningitis is that despite apparent
resolution of symptoms following treatment with antifungal agents, many patients suffer from
recurrent episodes of disease. DNA fingerprinting studies suggest that in the majority of cases
recurrent infections are caused by the persistence of the originally infecting strain
[30,33,120,121,128]. However, in two separate studies RAPD and DNA fingerprint analysis
using microsatellite probes suggested that reinfection with a novel strain can occur [30,33]. In
addition, these studies demonstrated that patients can be infected with more than one strain
simultaneously. In the same study, analysis of DNA fingerprints of multiple colonies from
primary isolation plates suggested that cryptococcal populations can show a significant degree
of heterogeneity, indicating that C. neoformans isolates may exhibit microevolution in vivo
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[30,33]. Minor karyotype changes have also been shown in a strain passaged in vitro [139].
Interestingly, the parental strain and daughter derivatives differed in a number of phenotypic
characteristics, including virulence. This suggests that genetic instability/plasticity may be related
to the recently described phenomenon of C. neoformans phenotypic switching [140,141].

MLEE and genotypic analysis suggests that C. neoformans populations are clonal in origin
with the possible existence of widely distributed pathogenic clones. However, data also suggest
that a limited degree of recombination may occur in natural populations [112].

VII. OTHER FUNGAL SPECIES

The previous discussion has been limited to the most clinically significant fungal pathogens.
However, there exist a wide variety of other fungi that have the capacity to cause human infec-
tions but which have not been subjected to extensive molecular epidemiological analysis. There
are a number of reasons for this. For instance, dermatophytes are mainly responsible for superfi-
cial infections, Zygomycetes, although responsible for very serious systemic infections, are
still relatively rare, and species such as Coccidioides immitis, Histoplasma capsulatum, and
Penicillium marneffei are largely endemic in relatively limited geographical areas. However,
molecular tools are being deployed to aid in the investigation of the epidemiology and population
biology of a number of these species [142–146]. Recent analysis of Trichophyton rubrum strains
from around the world using PCR-based techniques has revealed that this species shows only
limited genetic variation. This is indicative of a strictly clonal mode of reproduction, which might
be dictated by the adaptive evolution of this species to survive in the specialized environment of
the human skin [147].

Molecular analysis of C. immitis, a pathogenic species which is endemic in the U.S.
Southwest, has revealed recombination in natural populations and the existence of two cryptic
species which are geographically isolated [148,149]. In a recent study using analysis of single-
nucleotide polymorphisms to compare strains isolated from infected patients in 1993–94, strains
were found to exhibit a high degree of genetic variability [150]. Based on these data the authors
of this report concluded that outbreaks of coccidioidomycosis in endemic areas are not the result
of the emergence of pathogenic clones. Instead, statistical data indicate that outbreaks are very
likely due to a combination of environmental conditions (e.g., lengths of droughts and the
amounts of rainfall). These data suggest that, at least in some cases, climatic and other environ-
mental variables should be considered in the epidemiological analysis of epidemics of fungal
infections and that these conditions could be monitored and used to predict possible outbreaks
of disease.

VIII. CONCLUSIONS

The significant increased incidence of fungal infections observed during the last decade is likely
to continue for the foreseeable future. The main reason for this is that the patient population
with risk factors for the acquisition of opportunistic infections, namely the immunocompromised
and the hospitalized, continues to grow. Also despite the introduction of highly active anti-
retroviral therapy (HAART) for the treatment of HIV infection and AIDS and the effect that
this has had on the reduction of mycoses in HIV-infected individuals, there have been reports
of non-compliance and therapeutic failure [151,152]. In addition, on a world-wide scale the
proportion of HIV-infected patients receiving HAART therapy is very small. As well as the
commonly identified fungal species described above, new and emerging fungal species (e.g.,
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C. dubliniensis and P. marneffeii), the epidemiology of which require extensive further analysis,
continue to emerge as human pathogens. Finally, there are increasing numbers of reports of
cases of fungal infections that are recalcitrant to treatment with the currently available range of
antifungal agents, largely due to developed or inherent resistance to these drugs. Therefore it
is clear that the need for the development of inexpensive and informative epidemiological tools
for the analysis of fungal diseases will continue. In addition, in cases of fungal species where
there may be scope for the development of vaccines, it is essential that the population dynamics
of these species are investigated rigorously to determine if there are significant levels of recombi-
nation within the population.

The continuing development and refinement of currently used and novel molecular epide-
miological techniques coupled with the application of automated and computer-assisted technolo-
gies will certainly increase our understanding of how fungal diseases are acquired and spread
within human populations. However, these techniques in isolation will not address all of the
questions that require answering. No effective epidemiological survey can take place without
adequate attention to the collection of the isolates to be typed and the choice of epidemiologically
unrelated control or reference strains for the purposes of comparison. Despite the increasing
volume of data showing the presence of multiple strains (and sometimes species) in particular
cases of infection and the phenomenon of microevolution, many epidemiologists continue to
assume that single colonies from primary isolation plates are representative of the entire microbial
population present in particular clinical samples. As discussed previously, this is not always the
case. Although the analysis of multiple colonies from individual samples greatly increases the
fingerprinting workload, the data generated will be more accurate and reliable. Therefore, with
the combined application of improved typing methods and sample collection, it is to be hoped
that the acquisition of epidemiological information will ultimately lead to the improved care
and prognosis of patients suffering from or at risk of acquiring mycotic infections.
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I. INTRODUCTION

In the past two decades, there has been an explosion of information on the epidemiology, strain
typing, and population genetics of fungi pathogenic to humans and other animals. This interest
can be attributed to several factors, including the increase in mycotic infections, the expanding
variety and availability of strain typing techniques, significant collaborative studies involving
diverse geographic areas, and the conceptual advancements in methodology and development
of improved software programs for analysis of the data. As described in previous chapters and
recent reviews, a variety of molecular typing methods have been developed to analyze the
similarity among individual strains [1,2]. Studies of the population dynamics of a pathogenic
fungus will clarify epidemiological trends and assist researchers to select appropriate strains in
the search for virulence factors and target molecules for novel antifungal drugs, vaccines, or
diagnostic tests [3,4].

This chapter reviews approaches based on population genetic analyses to understand the
patterns and mechanisms of genetic variation among pathogenic fungi. Specifically, we will
show evidence for clonality in Candida spp. and Cryptococcus neoformans. This chapter does
not include a comprehensive review of the population genetic studies of all medical fungi.
Rather, the chapter introduces basic concepts, issues, and rationales for studying clonality and
presents examples of the application of this approach to a few common pathogenic yeast species.

II. MAKING SENSE OF THE GENETIC VARIATION WITHIN A COLLECTION
OF STRAINS

Populations of species of pathogenic fungi and other micro-organisms vary greatly. A significant
question is the extent to which the mode of reproduction—sexual or asexual—contributes to
this variation [3,5]. Asexual reproduction results in progeny that are genetically identical to each
other and to their parent (except for the occurrrence of spontaneous mutation). This process

739



740 Xu and Mitchell

produces a clonal population structure. This section will discuss the importance and detection
of clonality.

The evolution and practical impact of clonality can best be understood in parallel with
recombination. The process of recombination results in new combinations of genes or chromo-
somes that did not exist in the progenitors. Since all microbes are able to reproduce asexually
(through mitosis in eukaryotic micro-organisms), it is expected that most microbial species
would exhibit some evidence of clonality in nature. Hence, one goal of the population genetic
studies of fungi has been to determine to what extent, if any, recombination contributes to the
genetic variation of natural populations.

The amount of clonality and recombination that occurs in natural populations of microorga-
nisms affects their long-term evolution and the management strategies of human infectious
diseases. Sexual reproduction and recombination pose an evolutionary paradox. While an organ-
ism that reproduces asexually passes on all its genes to each of its progeny, one that reproduces
sexually contributes only half its genes to each progeny. Therefore, under uniform conditions,
natural selection favors the organism that reproduces asexually because with an equal number
of progeny, the asexual individual has double the fitness of the sexually reproducing one.

Sexual reproduction affords micro-organisms two possible advantages: panmixia and DNA
repair [6,7]. The panmictic argument suggests that without the mixing of genes associated with
sexual recombination, adaptive evolution is limited to the accumulation of favorable mutations
that occur successively in each independently evolving lineage. Sexual recombination allows
favorable mutations that arise in separate lineages to become combined in the same individual,
providing an advantage in the adaptation to different environments. The repair argument points
out that the two haplotypes associated with diploidy during sex provide an error-correction
mechanism for repairing DNA damage. Genetic damage can occur spontaneously and continu-
ously during replication and possibly transcription. The intact DNA of one haplotype can serve
as a template for correcting any damaged DNA in the other haplotype. Moreover, deleterious
mutations in one haplotype can be overcome by compensatory dominant mutations in diploids.
Whether one or both of these purported advantages of sexual recombination account for the
origin and maintenance of sexual reproduction is subject to debate and investigation.

Another reason to compare the levels of clonality and recombination in natural populations
pertains to issues of epidemiology, sampling, research strategies, and treatment. If recombination
occurs among natural populations, there may be significant ramifications for the evolution and
dissemination of genes related to antibiotic resistance, pathogenicity, and host specificity. A
recombining population structure implies that the selected properties reflect distinct genes or
non-recombining genetic elements. (Discrete genes are usually assumed not to undergo recombi-
nation, even though intragenic recombination has been demonstrated in many organisms that
were critically examined.) Conversely, a clonal population structure implies that the selected
units are clones or clonal lineages, not individual genes. To study medically relevant traits in
a clonal population, representatives of every clonal lineage should be evaluated. However, in a
recombining population, it would be more profitable to focus primarily on individual genes.

To determine whether a microbial population structure is predominantly clonal or re-
combining, population microbiologists employ genetic tests. The next section will discuss the
tests used to dissect clonality and recombination within a population of a pathogenic fungus.
These tests differ somewhat for haploid and diploid species.

Many of the methods used in analysis of population genetics structure require rigorous
statistical measurements [4,5,8–19]. These statistical tests, such as those used to test null hy-
potheses of random mating and recombination within a population, are selected to address
specific questions and evaluated according to their appropriateness and accuracy.
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Statistical tests should be examined for their propensity to error. Generally, statistical tests
are prone to two distinct and opposing types of error, designated type I or type II error. A type
I error occurs if a test is too rigorous for the data, perhaps by not accounting for errors due to
random sampling, which results in rejection of the hypothesis, even when it is true. Conversely,
with a type II error, the statistical test permits excessive leeway in the data, and the hypothesis
will seldom be rejected, even when it is false. The balance between type I and type II errors is
such that reducing the probability of one type will increase the probability of the other. For null
hypotheses, the 5% level of statistical significance is applied, indicating there is a 95% probability
that the hypothesis is true and a 5% chance that a true hypothesis has been rejected (type I
error). The chance of a type II error, failure to reject a false hypothesis, will vary [9].

III. ANALYSIS OF CLONALITY AND RECOMBINATION

A. Molecular Markers

Clonality and recombination are best evaluated when allelic information from genetically well-
defined individual loci are available. For purposes of population genetics, a genetic locus may
be defined as (1) the site of a change or substitution in a single base, i.e., a single nucleotide
polymorphism (SNP); (2) a polymorphic restriction endonuclease recognition site, which usually
involves a region of 4–6 base pairs; (3) a single nucleotide insertion or deletion; (4) any nucleo-
tide sequence difference within a region of continuous DNA of variable length; (5) variation in
the staining profile of an enzyme, detected by multilocus enzyme electrophoresis (MLEE); (6)
an arbitrary DNA fragment generated by a PCR method, including amplified fragment length
polymorphism (AFLP), random amplified polymorphic DNA (RAPD), and PCR fingerprinting;
and (7) DNA fingerprinting generated through Southern hybridization of repetitive elements
[2]. Table 1 summarizes the most common molecular typing methods used and their advantages
and disadvantages. Because the theoretical bases and practical techniques for generating these
molecular markers have been recently reviewed [1,2,4], these methods will not be detailed here.

Since the size of the genetic element that may be recognized as a locus varies, analytical
methods may be different and should be carefully selected. All analytical methods rely on two
basic assumptions: (1) once a locus is defined, recombination within the locus is assumed to
occur only negligibly, if at all, and (2) each distinct allele is the result of a unique mutational
event that occurred only once in the population. With these assumptions, indistinguishable alleles
are considered to be ‘‘identical by descent’’ [3].

The usual criteria for clonality and recombination are presented in Table 2. Essentially,
clonality in microbial populations is synonymous with nonrandom association of genetic markers
within a sample of strains. Statistical tests for the nonrandom association vary depending on
the ploidy of the study organism.

B. Haploid Species

Because each cell of haploid species contains only one set of chromosomes, each isolate has
only one allele for each locus. Consequently, tests of recombination in natural haploid popula-
tions involve examining the allelic associations among different loci.

In tests for the occurrence of recombination in natural populations, there are two distinct
questions. First, is the population panmictic? A panmictic population structure implies that the
alleles at all loci are randomly associated with each other. If the hypothesis of panmixia is
statistically rejected and a clonal population structure is assumed, the second question arises:
Can all or part of the genetic variation in natural populations be attributed to recombination?
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Table 1 Comparison of Molecular Methods Currently Used to Study Strain Variation in Fungal Pathogens

Whole RFLP-
DNA-DNA Southern RAPD/AP-

Techniques EK (PFGE/ hybrid- hybrid- PCR PCR DNA
considerations MLEE CHEF) ization ization fingerprint AFLP SSCP PCR-RFLP sequencing

Typical
applications
Population yes no yes/no yes yes/no yes yes yes yes
structure
Identify taxa no yes/no yes yes yes/no yes/no yes/no yes/no yes
Phylogenetic yes/no no no yes/no yes/no yes/no yes/no yes/no yes
analysis

Practical factors
Pure cultures yes yes yes/no yes/no yes yes no yes/no not with
required PCR
Sample minimal medium to medium to medium minimal minimal minimal medium maximal
preparation high high
Reproducibility good good good Very good good to good good very good best

poor
Cost least moderate moderate moderate low to moderate moderate low to most

expensive moderate moderate expensive
Turnaround time moderate slow slow slow rapid moderate slow moderate slowest

Analytical factors
Sensitivity to low (but low to high high moderate high very extremely moderate highest
detect often high high
polymorphism adequate)

Utility of genetic codominant chromosome NA usually dominant dominant Usually codominant codominant
markers markers codominant codominant
(dominant or codominant/
codominant) but often

unknown

Abbreviations: MLEE, multilocus enzyme electrophoresis; RFLP, restriction fragment length polymorphism; EK, electrophoretic karyotype; PFGE, pulsed-field gel electropho-
resis; CHEF, contour-clamped homogeneous electric field; RAPD, random amplified polymorphic DNA; AP-PCR arbitrarily primed-PCR; SSCP, single-strand conformational
polymorphism.

Table 2 Common Criteria for Distinguishing Clonality and Recombination in Microbial Populations
with Large Population Size and Examined with Neutral, Genetically Unlinked Markers

Criteria Ploidy Clonality Recombination

Allelic association within a locus �Diploidy
Hardy-Weinberg equilibrium No Yes
Excess homozygosity Yes No
Excess heterozygosity Yes No

Allelic association between loci All ploidy
Random No Yes
Nonrandom Yes No

Gene genealogies All ploidy (but mostly
for haploids)

Congruence Yes No
Incongruence No Yes

Over- or underrepresentation of All ploidy
certain multilocus genotype
Overrepresentation Yes No
Underrepresentation Yes No
Balanced No Yes
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Since all medical fungi are capable of reproducing asexually through mitosis, identical genotypes
(i.e., clonality) are expected among the samples. To assess the contribution or extent of recombi-
nation in the population, representatives of each different multilocus genotype are analyzed
to distinguish between the null hypothesis of recombination and the alternative hypothesis of
clonality.

A small number of genotypes are often dominant or overrepresented within a population
[12,20]. It is common in these analyses to include the genotypes of all isolates in the population
as well as only analyzing the unique genotypes within the population; the subgroup of unique
genotypes is called the ‘‘clone-corrected’’ sample. Rejection of panmixia for the total sample
but acceptance of panmixia for the clone-corrected sample is usually regarded as evidence for
clonal expansion with evidence of random mating in the genetic structure. However, there are
several caveats related to the truncation of a sample by clone correction before testing. Even
though generally assumed, it is usually not confirmed that isolates with identical multilocus
genotypes are actually clonal in origin. The justification for clone correction of the sample
should be based on biological and ecological considerations. Furthermore, decreasing the sample
size may also decrease the power of the statistical test for rejection of the null hypothesis of
recombination, thus increasing type II error [9].

Tests for panmixia in a haploid population involve comparing observed allelic associations
with those derived under the null hypothesis of random mating [15]. The two most widely used
population genetic tests for haploid genomes are tests for allelic association (linkage equilibrium)
between pairs of loci [3,7,17], and the overall index of association (IA) involving alleles at all
loci [15]. A third test compares the observed genotypic diversity with that expected under the
null hypothesis of random mating [11]. A fourth test uses phylogenetic analysis of DNA se-
quence-based characters [3,4,21]. In this test, incongruences between different gene genealogies
for a set of strains are considered to be consistent with the hypothesis of recombination.

C. Diploid Species

Since each diploid strain has two alleles at every locus, tests for recombination in diploid
organisms differ somewhat from haploid species. In diploid species, the association of alleles
within a locus is quite often used as a measure of recombination. A chi-square goodness-of-fit
test can be performed to compare the observed and expected genotypic counts at each locus
and summed across loci [11,12,17,20,22]. This computation is the test for Hardy-Weinberg
equilibrium (HWE). To illustrate, a single locus, A, with two alleles, A1 and A2, presents three
possible genotypes: A1A1, A1A2, and A2A2. The expected Hardy-Weinberg frequencies of
genotypes A1A1, A1A2, and A2A2 are p2, 2pq, and q2, respectively, where p is the frequency
of allele A1 and q is the frequency of allele A2, and A1 � A2 � 1. If the observed counts of
genotypes are not significantly different from the expected counts, then the population is in
HWE and assumed to have a recombining structure. It must be stressed that Hardy-Weinberg
frequencies are valid only when populations comply with several common but crucial assump-
tions: that the population size is large, that the markers being analyzed are free of selective
pressure, that rates of migration and mutation are negligible, and that the population undergoes
random mating [17].

It is injudicious to infer the population structure from HWE tests alone. First, violation
of any of the first three assumptions above may cause significant deviation from the expected
frequencies, even if the population is randomly mating. Second, failure to reject the null hypothe-
sis of HWE does not guarantee that the population is indeed randomly mating (type II error).
Third, different populations of the same species may reveal different population structures.
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The ‘‘exact test’’ for allelic association among loci was developed by Zaykin et al. [19].
In this test, based on allelic counts, the probability of the set of multilocus genotypes in a sample
is calculated from the multinomial theory under the hypothesis of no association. Alleles are
then permuted and the conditional probability is calculated for the permuted genotypic array.
The level of significance of the exact test is judged by the proportion of arrays that are no more
probable than those provided by the original sample. The exact test is not restricted by the
number of loci. It also allows one to calculate the probability of multilocus genotypes conditional
on the genotypic counts of individual loci. Separating the allelic association test within a locus
from genotypic association among loci can be very useful for diploid species, such asC. albicans,
because deleterious recessive mutations may be common and the genotypic counts of many loci
may deviate significantly from Hardy-Weinberg expectations.

Tests identical or similar to those described for diploid species can be applied to polyploid
species as well. However, as ploidy increases, the number of expected genotypic classes in-
creases, which will require larger sample sizes than those used in diploids to obtain statistically
and biologically meaningful results in the tests of allelic associations.

IV. EVIDENCE OF CLONALITY IN C. NEOFORMANS AND SPECIES OF
CANDIDA

Surprisingly, despite their medical significance, the issues of clonality and recombination have
not been studied for many pathogenic fungal species. From the limited evidence so far, there
is evidence for clonality in almost all species of genus Candida and inCryptococcus neoformans.
Conversely, the evidence for recombination is very limited for these species.

According to the common tests listed above and presented in Table 2, current knowledge
of clonality and recombination is confined to C. neoformans and some of the common Candida
species. These findings are presented in Table 3 and briefly summarized below.

A. Cryptococcus neoformans

This significant pathogen is currently represented by three varieties—C. neoformans var. neo-
formans,C. neoformans var. grubii, andC. neoformans var. gattii [23,25]. These varieties include
four major serotypes. Despite the ability to cross-hybridize in the laboratory [13,26–28], various
strain typing studies have revealed clear differences among these varieties and serotypes
[13,29–33]. When populations of C. neoformans were analyzed through multilocus enzyme
electrophoresis, abundant evidence supported a predominantly clonal genetic structure (Table
3) [13,34,35]. Significant clonal components were still observed when only representatives of
unique multilocus genotypes were analyzed separately for individual serotypes [4]. However,
recent evidence indicated limited, but statistically significant incongruences among four gene
genealogies for the three varieties, providing evidence for recent natural hybridization and recom-
bination in this biological species [13].

B. Candida albicans

Many studies have examined the population biology and epidemiology of C. albicans infections.
However, only a few investigations used codominant genetic markers [10–12,18,36]. Codomi-
nant markers are important for exploring clonality and recombination in this apparently asexual,
diploid fungus.
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Table 3 Summary of Population Genetic Evidence for Clonality and Recombination in Cryptococcus
neoformans and Candida Species

Species

Criteria Cn Ca Cd Cgl Cgu Ck Cl Cp Cr Ct

Allelic association within a
locus (�diploids)
Hardy-Weinberg equilibrium NA Y NT NA NT NT NT NT NT NT
Excess homozygosity NA Y NT NA NT NT NT NT NT NT
Excess heterozygosity NA Y NT NA NT NT NT NT NT NT

Allelic association between loci
Random Y Y NT Y NT NT NT NT NT NT
Nonrandom Y Y NT Y NT NT NT NT NT NT

Gene genealogy
Congruence Y NT NT NT NT NT NT NT NT NT
Incongruence N NT NT NT NT NT NT NT NT NT

Over- or underrepresentation of
certain multilocus genotype
Overrepresentation Y Y Y Y Y Y Y Y Y Y
Underrepresentation Y Y Y Y Y Y Y Y Y Y
Balanced UK UK UK UK UK UK UK UK UK UK

Abbreviations: Cn, Cryptococcus neoformans [13,30,32,34,35]; Ca, Candida albicans [10–12,18,36]; Cd, Candida
dubliniensis [47]; Cgl, Candida glabrata [37,38]; Cgu, Candida guilliermondii [54]; Ck, Candida krusei [39]; Cl,
Candida lusitaniae [49,51,52]; Cp, Candida parapsilosis [40–42,48,53,55,58]; Cr, Candida rugosa [43]; Ct, Candida
tropicalis [45]; NA, not applicable; Y, yes; NT, not tested; Y/N, yes/no; UK, unknown.

Pujol et al. [18] used 21 isozyme loci to characterize the genotypes of 55 isolates of C.
albicans from patients infected with the human immunodeficiency virus (HIV). Among these
strains, 13 of 21 enzymatic loci were polymorphic. Six of the 13 polymorphic loci deviated
significantly from HWE. The expected counts for some of the multilocus genotypes were also
much lower than the observed counts. They concluded that C. albicans has a clonal population
structure [18].

Gräser et al. [10] used 12 SNPs to characterize a mixed sample of C. albicans isolates
from Durham, NC. Among the 52 strains analyzed, 27 unique multilocus genotypes were de-
tected. Similar to the findings of Pujol et al. [18], about half of the markers showed significant
deviation from HWE. However, when they calculated the associations of alleles at different
loci, �70% of the comparisons of pairwise loci were not significantly different from random
association. They concluded that the population structure of C. albicans included both clonal
and recombinational components. Similar patterns have been confirmed among populations of
C. albicans from different groups of hosts, including HIV-infected patients, non-HIV patients,
and healthy persons [12,20].

More recently, through the use of control samples, a group of 78 strains of C. albicans
from a single geographic area were examined for the relationship between genetic relatedness
and resistance to fluconazole [14]. The strains comprised two samples from Durham, NC: one
from patients infected with HIV, and the other from healthy volunteers. For each strain, the
minimum inhibitory concentration (MIC) to fluconazole was determined. Genotypes were ob-
tained by PCR fingerprinting with five separate primers. The analysis revealed little evidence
for genotypic clustering according to the HIV status or body site. However, a small group of
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fluconazole-resistant strains isolated from patients infected with HIV formed a genetically dis-
tinct cluster. Statistical analysis suggested that this cluster is most likely to represent a single
origin of fluconazole resistance, followed by the subsequent spread of the resistant genotype
among different hosts. In addition, two fluconazole-resistant strains were isolated from individu-
als who never took fluconazole or any other antifungal drug, one from a patient infected with
HIV and the other from a healthy person. These results suggest both clonal and spontaneous
origins of fluconazole resistance in C. albicans and that fluconazole resistance could be a signifi-
cant problem in C. albicans in the future.

C. Other Candida Species

Preliminary evidence for clonality has been found in Candida species other than C. albicans
(Table 3). For example, based on isozyme surveys, C. (Torulopsis) glabrata may have both a
clonal and a recombining population genetic component [37,38] (J.-M. Bastide, personal com-
mication). Various epidemiological surveys have also found genetically identical or similar
strains of C. krusei from different hosts [1,39]. As shown in Table 3, overrepresented genotypes
were found in C. parapsilosis, C. stellatoidea, C. tropicalis, C. dubliniensis, C. lusitaniae, C.
rugosa, and C. guilliermondii [40–59]. While these results are consistent with the clonal expan-
sion and spread of certain genotypes, the lack of information on a genetically defined set of
polymorphic loci precludes the more stringent statistical analysis for evidence of clonality and
recombination. More critical tests are required to demonstrate clearly the contributions of clon-
ality and recombination in these species.

V. EPIDEMIC CLONES AND FUTURE DIRECTIONS

Analyzing the genetic structure of populations to determine the extent of clonality versus recom-
bination is only the first, albeit critical, step toward understanding population history and the
evolution of the pathogenicity of medical fungi. Subsequent questions concern the reason(s)
that a particular genetic structure exists for certain populations and species. Approaches to
address this issue are emerging, but definitive answers are lacking. Many factors can contribute
to the genetic structure of a population, including the founding history of the population (founder
effects), the mutation rate, the mutation spectrum (i.e., the distribution of mutations that are
lethal, deleterious, neutral, and advantageous), genetic drift, population size, the mating system
(or its absence), the specific environmental conditions under which infection occurs, and the
selection pressure from antifungal drug treatment [e.g., 14]. It is a challenge to examine at the
same time the relative contributions of all of these factors to the genetic structure of natural
populations. Therefore, we recommend the appropriate sampling strategies to control confound-
ing factors in attempts to dissect the contributions of specific factors to the population genetic
structure with regard to the extent of clonality and the dispersal of clonal populations among
hosts in clinical and natural environments.

One common approach has been to examine whether and why certain genotypes are more
prevalent than expected. This information can be obtained by inspecting the relative frequencies
of different multilocus genotypes or by calculating the expected frequencies of individual geno-
types based on allelic frequencies and under the hypothesis of random mating (i.e., random
associations of alleles within and among loci). When predominant genotypes are identified, the
medically important traits of those isolates can be compared with less common genotypes in
the population to explore the potential associations between the genotype and clinically relevant
phenotypes. This information will be highly valuable for making predictions about the clinical



Strain Variation and Clonality 747

outcome of a mycosis, identifying potential antifungal drug targets, designing clinically effective
treatment strategies, and investigating the molecular mechanisms of fungal pathogenicity.
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New and Emerging Pathogens: What’s a Lab
to Do?

Chester R. Cooper, Jr.
Youngstown State University, Youngstown, Ohio

In science there are no authorities; at most, there are experts.
—Carl Sagan (1996): The Demon-Haunted World. Science as a Candle in the Dark

I. INTRODUCTION

To paraphrase a quote favored by a renowned medical mycologist, the human body is a living,
breathing culture medium waiting to be exploited by both true and opportunistic pathogens.
Fungi categorized as true, or primary, pathogens have historically encompassed those species
capable of routinely causing disease in apparently healthy persons. Conversely, the term oppor-
tunistic pathogen has been circumscribed to include those fungi that afflict individuals having
a compromised immune status. Both of these concepts seemed to have held true for numerous
decades as indicated by the medical literature. For example, prior to the antibiotic era (ca. 1945),
the reported incidence of fungal infections as well as the limited spectrum of etiologic agents
suggests that only the true pathogens were capable of growth in the ‘‘human culture dish.’’

However, the distinction between pathogens that are naturally virulent and those that
are characteristically exploitative has become blurred. Multitudes of fungal species now find
sustenance in the human culture dish. Many of these species previously caused few, if any,
infections. The rise of these fungi as pathogens directly correlates with the dramatic alterations
in the dynamics of human life on earth during the past 50 years. Similar increases have been
noted for other types of microbial pathogens, particularly those who have been considered
nontraditional etiologic agents. Hence, the phrase ‘‘emerging and reemerging pathogens’’ was
born.

When viewed in retrospect, the past five decades have fostered developments that collec-
tively and unwittingly promoted significant increases in infectious diseases, including those
caused by fungi [1]. For instance, the antibiotic era not only introduced the possibility of the
antimicrobial ‘‘silver bullet,’’ but it also marked the beginning for the evolution of microbial
drug resistance. Similarly, the overuse of antifungal agents has led to appearance of drug-resistant
fungi. In addition, the decades following World War II were accompanied by new economic
and technological developments that included advances in health care. This has been a two-
edge sword in that human life can be prolonged and diseases can be stifled, but at the cost of
compromising an individual’s short- or long-term innate ability to ward off infection.
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Again, fungi that were once considered nominally opportunistic pathogens have become
notorious public health threats. This is especially true for hospitalized populations in which
patients are being treated for unrelated ailments. During this same period, the world’s population
exploded resulting in demographic changes. Such changes have had economic and political
effects upon the delivery of health care. Combined with the present relative ease of international
travel, legal and illegal immigration has been facilitated making our world a true global village.
As a consequence, the worldwide spread of particular infectious diseases is now being realized
as more people are being exposed to new and exotic microbes.

These microbes include fungal species previously viewed more as mycological curiosities
than as pathogens. A perfect example would be the rise of penicilliosis due to Penicillium
marneffei [2]. Moreover, the importation of mycotic diseases in nonendemic regions seems to be
increasing dramatically [3–7]. For example, the incidence of histoplasmosis and blastomycosis is
rising in Europe where such diseases have rarely been noted previously. Even coccidioidomyco-
sis and paracoccidioidomycosis, mycoses limited to specific regions of the Western hemisphere,
have now been diagnosed in Japan. The advent of the human immunodeficiency virus (HIV)
pandemic has further compounded this situation. Again, those infected with the HIV are suscepti-
ble to infections by fungi once considered relatively benign, e.g., Candida spp. (other than C.
albicans), Aspergillus spp., and P. marneffei [1,2,8]. Finally, for a variety of reasons, the labora-
tory infrastructure supporting public health measures has been and continues to be severely
challenged. This has been especially true of mycology reference laboratories, many of which
have disappeared or restricted their activities during the past two decades [1,9,10]. Consequently,
initiatives and programs designed to protect public health teeter at the abyss of failure.

This solemn perspective should provoke despair among physicians and medical mycolo-
gists alike. With concurrent trends in managed health care restricting the amount and types of
diagnostic procedures that may be performed by clinicians, not to mention the extent of therapeu-
tic courses available to patients, the future does indeed look bleak for those afflicted with
common fungal infections. When the apparent emergence and reemergence of other pathogenic
fungi are added into the clinical equation, the outlook seems even more grim. What, then, is
the laboratory to do?

It is quite clear that medical mycology has entered a new era. The old traditional methods
seem archaic and impotent at facing the new challenges in the delivery of quality health care.
Perhaps, then, it is time to reevaluate the role of the clinical mycology laboratory and the
direction it needs in the next century.

II. REEVALUATION OF CLINICAL MYCOLOGY

The world of infectious diseases has dramatically changed in the past three decades [11]. These
changes have spurred new developments and approaches in the way infectious diseases are
diagnosed and treated. Unfortunately, for a number of reasons, medical mycology and the diag-
nostic means used to detect fungal infections has lagged behind the progress made in other
fields. A reevaluation of the present status of clinical mycology is desperately needed in order
to keep pace with current trends in mycotic diseases. Yet, the following discussion is not meant
to be an all-encompasssing discourse on the problems faced by the clinical mycology laboratory.
Rather, selected topics are addressed. For a comprehensive picture that goes beyond the thoughts
shared below, readers are directed to other sources [1,9,10].

A. Emerging and Reemerging Fungal Pathogens

The term ‘‘emerging and reemerging pathogens’’ has been the mantra of infectious disease
research for the past decade. Moreover, this aphorism and what it represents promises to influence
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the driving forces in both applied and basic biomedical investigations for at least part of the
new century. However, these terms tend to be used quite frequently. This poses the inherent
danger that they may become trite and virtually meaningless. Hence, the true concept of emerging
and reemerging pathogens might be, and in some instances already has been, erroneously reduced
to refer to the etiologic agents causing minor episodic incidents or epidemics of limited scope
and significance.

Given current trends, medical mycologists could easily be tempted to apply these terms
improperly. For example, there is no doubt that the spectrum of fungi causing infections in
humans has greatly expanded [1,12,13]. However, despite the fact that many of the case reports
detail only a few incidents of infection involving specific fungal species, some authors often
feel compelled to use the term ‘‘emerging’’ or ‘‘reemerging’’ to describe what they assess is a
new disease or recurrence of a rare pathogen. Usage of these terms in this manner can be
misleading. Hence, the medical mycology community would be best served if the definition of
an ‘‘emerging pathogen’’ was limited to describing an etiological agent that causes a significant
and sustained increase in infections. By comparison, a ‘‘reemerging pathogen’’ would describe
those pathogenic fungi that once caused significant, sustained numbers of infections, but have
until recently remained quiescent with regard to the number of recognized cases. These defini-
tions would then aptly distinguish true emerging pathogens from those fungi responsible for
spurious, discontinuous epidemics, that is, clusters of infections that occur over a very short,
defined period of time. Examples of ‘‘emerging and reemerging pathogens’’ would include
Coccidioides immitis, P. marneffei, and Fusarium spp. among others [2,8,14] whereas fungi
incorrectly labelled as such might include Candida krusei, Malassezia furfur, and members of
the Zygomycota [1,12,13].

That is not to say, however, that these latter fungi are not significant pathogens. For
example, C. krusei and M. furfur remain important pathogens to consider among immunosup-
pressed individuals receiving fluconazole treatment or lipid hyperalimenation, respectively.
However, by the above definitions, these fungi would not be ‘‘emerging’’ or ‘‘reemerging’’
pathogens since the medical literature reports only sporadic and finite numbers of infections
caused by these etiologic agents. Conversely, once a disease has become firmly established over
a sustained period of time, it cannot any longer be considered as caused by an emerging pathogen.
Rather, it would be regarded as an endemic disease.

B. Current Status of the Reference Laboratory

The relative absence of reference laboratories is particularly critical in the field of medical
mycology. Sadly enough, many of the traditionally strong clinical mycology reference laborato-
ries that graciously, and often freely, served the public good have disappeared. An example of
the latter was the Mycology Laboratories at the New York State Department of Health in Albany
[9]. Once a vibrant and dynamic resource boasting several respected doctoral-level members of
the clinical mycology community, it now stands as a shell of its former self. For the reasons
discussed below, the mission of this institution is now focused mainly on enforcing proficiency
testing regulations and grant-funded research rather than classical medical mycology.

The situation in Albany symbolizes the status of the mycology reference laboratory today.
Few institutions in North America exist that accept outside requests for help with the processing
of fungal pathogens and the primary clinical specimens suspected of harboring them [9,10]. In
fact, in this author’s experience, routine processing of clinical specimens by either private or
government-sponsored laboratories is decidedly not cost-effective for a laboratory of modest
resources. Often, the most notable resource in short supply is qualified support staff. Outside
the Western hemisphere, even fewer distinguished laboratories exist in Europe, Asia, and the
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subcontinents that have the personnel and resources to sustain a fully operational reference
laboratory. Collectively, the programs that exist today either are overwhelmed with requests,
have restricted their services, or have understandably redirected their efforts to for-profit activi-
ties.

Obviously, the increased pressure to manage costs and to be accountable for health-related
expenditures has significantly affected the reference laboratory in developed countries. To con-
tain costs, hospital laboratories are moving toward performing only the simplest and most finan-
cially beneficial of diagnostic tests. More complicated and expensive tests are being subcon-
tracted to commercial laboratories. Rural laboratories having small volumes are doing the same
since the cost-to-profit ratio is small. Commercial laboratories, in theory, could do larger volumes
of tests for less cost. In general, this would seem to be a good idea in that any savings would
be reflected in lower insurance premiums and a lighter financial burden on the delivery of
public health care. Many might debate this point. What is not debatable, however, is that most
commercial laboratories typically do not have individuals on staff specifically trained to identify
uncommon fungi.

Government policies and regulations also have affected how business is conducted in the
clinical mycology laboratory in developed nations. For instance, certain diagnostic tests employ-
ing colored differential media or reactants are recognized in Europe as valuable tools in the
identification of pathogenic fungi. Yet, these same methods are not approved for use in the
United States as diagnostic tests, but rather as experimental procedures. In addition, quality
control issues have promulgated a diverse number of regulations. Meeting the standards posed
by this legislation is not only costly, but it is often superfluous. Where common sense should
rule, regulatory bodies interfere with grandiose schemes meant to increase the accuracy and
efficiency of diagnoses. Not only do these schemes fail to achieve their goal, but also their
cumbersome and dogmatic requirements tend to discourage individuals to strive for excellence.
In the final analysis, many laboratories have opted not to perform some, if any, procedures
related to the investigation of mycotic diseases.

As bad as the situation is in developed nations, the lack of adequate reference laboratories
is profoundly worse in low-income countries. Those that do exist offer minimal services due
to the costs involved. Routine tests performed in clinical mycology laboratories for nominal
fees can be exorbitant, even prohibitive, in underdeveloped nations. For their particular circum-
stances, however, most reference laboratories in these countries provide a valuable service to
their citizens.

C. Nomenclature of Fungal Pathogens

To the nonmedical mycologists, one of the most irritating aspects of this field is the seemingly
constant change in the names used to identify fungi. Even to medical mycologists, these changes
can go beyond being irritating and escalate into a verbal conflagration between individuals
having opposing taxonomic opinions. Some of the very best gossip and political intrigue in
medical mycology has come from such arguments. However, fungal taxonomists ascribing to
either the so-called ‘‘splitter’’ and ‘‘lumper’’ philosophy are well within their purview to change
the name of a fungus so long as they follow rules contained in the International Code of Botanical
Nomenclature, the accepted standard for this activity [10]. This confusion in names had often
led to an outcry for establishing a different system based upon the most basic of characters—the
genotype [15]. This approach has merit, but is not practical—yet. Advances in molecular phylo-
genetics are occurring daily, and the moment may eventually arrive that will permit a more
quantitative means of describing the fungi. This would be a sad day for most traditional medical
mycologists, with the reasons rightfully understood. The innate beauty of fungal form and struc-
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ture would be reduced to mere numbers or symbols. A part of history might be lost and not
correlated with the new methodology for establishing taxonomy and nomenclature. That time,
though, is probably still quite a long way off. For now, despite the intellectual torture it evokes,
clinical laboratory personnel are encouraged to keep apprised of current medically relevant
mycological nomenclature. Such information is usually summarized annually in a leading medi-
cal-oriented journal [e.g., 16].

D. Diagnosis and Management of Fungal Diseases

Given that immune compromised patients comprise a significant population in the clinical realm,
fungal infections must be a component of the differential diagnosis contemplated by physicians.
Again, however, economic concerns have been a driving force in changing the means by which
diagnoses are derived [9,10]. Today, presumptive diagnoses as well as inferred pathogen identifi-
cations are in vogue. To some degree, this has resulted in more rapid and accurate treatment of
disease. Yet, it has also come with the cost in that the quality of care for some patients has been
poor, particularly for those whom presumptive methods have effected incorrect diagnoses and
subsequent ineffectual treatment.

III. MEDICAL MYCOLOGY IN THE NEXT MILLENNIUM

The twenty-first century is upon us. With it comes the challenge to implement changes that
would vastly improve the clinical mycology laboratory as well as advance the field in areas of
diagnosis and treatment of mycotic diseases. The needs are great and can be divided into different
targeted areas. However, it has become quite obvious to this author that the most significant
challenges are reflected in the grave paucity of reference laboratories and well-trained individuals
capable of meeting the clinical needs of medical mycology, let alone monitoring current trends
in mycotic diseases.

Undoubtedly, there needs to be a greater emphasis placed upon maintaining the few refer-
ence laboratories that exist in North America and elsewhere. Creating new centers of excellence
would be ideal, but fiscal issues are the main constraints prohibiting these efforts. Hence, re-
sources need to be invested in what institutions we have at present. The current activities of
these laboratories must be supported as well as expanded. Expansion would be best served by
supporting the establishment of an infrastructure devoted to contemporary research endeavors.
Both basic and applied research should be embraced in terms of more instrumentation, an
emphasis on molecular and cellular research, computerized databases, and preserved culture
collections. Some of these goals can be met by cooperative agreements between institutions as
well as commercial concerns.

Equally important is the need to recruit, educate, and train more individuals in medical
mycology. This needs to be initiated at the most fundamental level of our educational sys-
tem—the microbiology classroom. Too often, fungi are dismissed by microbiology instructors
as eukaryotic trespassers in a prokaryotic world. And it is not only the instructor with a prokary-
otic bias that commits this act of ignorance. Many ‘‘card-carrying’’ fungal biologists do so as
well by not deviating from the standard topic outline used by most microbiology textbooks.
Often, a single chapter or less is devoted to fungal biology and the role of fungi in human
affairs. This is not acceptable.

For medical mycology to prosper, the traditional teaching of microbiology with a major
focus on bacteria needs to be more appropriately balanced against the importance of eukaryotic
microbes. Also, just as important, more courses that focus on fungal biology and medical mycol-
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ogy must be integrated into both the baccalaureate and graduate educational system. This would
include laboratory-based courses in clinical and experimental mycology. Experiences in general
or medical mycology research for undergraduates need also to be offered. Moreover, graduate
and medical students also need to be encouraged to seek careers involving medical mycology.
Such training has been recognized by some pharmaceutical companies as necessary for both
the public and themselves. Fellowships and special educational gifts have been generously
provided in recent years by these businesses. For its part, the federal government is also contribut-
ing to this goal. The National Institutes of Health currently supports research and clinical training
in medical mycology. More support is needed, however, from both private and public sources
to adequately meet the challenge to train more medical mycologists. It is also incumbent upon
the medical mycology community to foster the public’s perception that fungi play important
roles in the quality of human life and health.

IV. WHAT IS THE LAB TO DO?

Despite the earlier discussions and recommendations, the main problem of this chapter has yet
to addressed. Just what is the lab to do with the problem of emerging and reemerging pathogens
until the promises of the new century are fulfilled? The issue of whether or not the pathogen
is an emerging or reemerging pathogen is relatively insignificant except at the epidemiological
level. Identification and treatment of the infection need to be the main concern. In light of the
needs and the possibilities of help for the present-day clinical mycology laboratory, a firm and
positive answer appears elusive. To answer this question, this author surveyed several prominent
medical mycologists for their responses. Uniformly, having a clear vision of the challenges
faced by medical mycology, each had the same basic recommendations.

Until implementation of the changes needed in the clinical mycology, the following advice
is presented for dealing with suspected fungal pathogens. The two key issues that a lab must
face are pathogen identification and antifungal susceptibility. The former is important for a
physician to recognize the type of disease being faced; the latter is needed for treatment strategies.

With respect to the first issue, the typical clinical laboratory that has isolated a suspected
mold or yeast pathogen should identify the fungus to the genus level, and if possible, to the
species level. The report should be submitted to the responsible physician as soon as possible.
It is the physician’s responsibility to act on this information, not that of the clinical mycologist.
If requested, factual information regarding the disease potential/incidence of the fungus should
be given. An opinion may also be solicited. However, this opinion should be based solely on
firmly established fact. Again, the choice of the course of treatment rests with the physician.
Recommendations by nonmedically trained personnel should be avoided.

Perhaps most important, however, is that a laboratory realize its limitations in fungal
identification. Should there be a lack of expertise, it would best serve the patient to send the
specimen immediately to a reference laboratory capable of making the identification in a reasona-
ble period of time. Cost versus patient benefit may be a concern, but adherence to the old adage
that ‘‘the patient comes first’’ should ideally govern all decisions.

Regarding susceptibility testing, enough data exist for some fungal species that the physi-
cian may find it more efficient to treat the infection empirically. Should this strategy fail, then
susceptibility testing is indeed warranted. What is difficult to justify is the routine testing of
clinical isolates for antifungal susceptibility. This is an expensive proposition that requires enor-
mous resources and results in very little gain for the typical laboratory. In most cases, it would
be more expeditious and fiscally prudent to submit isolates for testing by established laboratories
where methodological and quality control issues have already been addressed.
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In summation, ‘‘emerging and reemerging’’ fungal pathogens should be handled like any
other specimen that might be considered a common etiologic agent. It is irrelevant, particularly
to the patient, whether the fungus represents the cause of a new or reappearing pathology. What
is relevant is the prompt and efficacious identification and treatment of the disease. Certainly,
‘‘emerging and reemerging’’ pathogens pose particular challenges, but none greater than those
faced today by the individuals responsible for providing the diagnoses. For these individuals,
the challenge is knowing one’s limitations and the appropriate resources to seek out when help
is needed.
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