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Preface

This volume presents proceedings of the Twelfth International Conference on
Dependability and Complex Systems DepCoS-RELCOMEX which took place in
the Brunéw Palace in Poland from 2nd to 6th July 2017.

The volume appears in the series “Advances in Intelligent Systems and
Computing” (AISC) published by Springer Nature, one of the largest and most
prestigious scientific publishers, in the series which is one of the fastest growing
book series in their programme. The AISC is meant to include various high-quality
and timely publications, primarily conference proceedings of relevant conference,
congresses and symposia but also monographs, on the theory, applications and
implementations of broadly perceived modern intelligent systems and intelligent
computing, in their modern understanding, i.e. including tools and techniques of
artificial intelligence (AI), computational intelligence (CI)-which includes neural
networks, fuzzy systems, evolutionary computing, as well as hybrid approaches that
synergistically combine these areas—but also topics such as multiagent systems,
social intelligence, ambient intelligence, Web intelligence, computational neuro-
science, artificial life, virtual worlds and societies, cognitive science and systems,
perception and vision, DNA and immune-based systems, self-organizing and
adaptive systems, e-learning and teaching, human-centred and human-centric
computing, autonomous robotics, knowledge-based paradigms, learning paradigms,
machine ethics, intelligent data analysis, various issues related to “big data”,
security and trust management, to just mention a few. These areas are at the
forefront of science and technology, and have been found useful and powerful in a
wide variety of disciplines such as engineering, natural sciences, computer, com-
putation and information sciences, ICT, economics, business, e-commerce, envi-
ronment, health care, life science and social sciences. The AISC book series is
submitted for indexing in ISI Conference Proceedings Citation Index (now run by
Clarivate), EI Compendex, DBLP, SCOPUS, Google Scholar and SpringerLink,
and many other indexing services around the world.

DepCoS-RELCOMEX is an annual conference series organized since 2006 at
the Faculty of Electronics, Wroctaw University of Science and Technology, for-
merly by Institute of Computer Engineering, Control and Robotics (CECR) and
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now by Department of Computer Engineering. Its idea came from the heritage
of the other two cycles of events: RELCOMEX (1977-89) and Microcomputer
School (1985-95) which were organized by the Institute of Engineering
Cybernetics (the previous name of CECR) under the leadership of Prof. Wojciech
Zamojski, still the DepCoS chairman, so this year we can celebrate the 40th
anniversary of its origins. In this volume of “Advances in Intelligent Systems and
Computing”, we would like to present results of studies on selected problems of
complex systems and their dependability. Effects of the previous DepCoS events
were published (in chronological order) by IEEE Computer Society (2006-09), by
Wroctaw University of Technology Publishing House (2010-12) and presently by
Springer in “Advances in Intelligent Systems and Computing” volumes no.
97 (2011), 170 (2012), 224 (2013), 286 (2014), 365 (2015) and 479 (2016).

Dependability is the contemporary answer to new challenges in reliability
evaluation of complex systems. Dependability approach in theory and engineering
of complex systems (not only computer systems and networks) is based on mul-
tidisciplinary attitude to system theory, technology and maintenance of the systems
working in real (and very often unfriendly) environments. Dependability concen-
trates on efficient realization of tasks, services and jobs by a system considered as a
unity of technical, information and human assets, in contrast to “classical” relia-
bility which is more restrained to analysis of technical resources (components and
structures built from them). Such a transformation has shaped natural evolution in
topical range of subsequent DepCoS conferences which can be seen over the recent
years. This edition additionally hosted the 7th CrISS-DESSERT Workshop devoted
particularly to the challenges and solutions in analysis and assurance of critical
infrastructure and computer (software and programmable logic-based) system
safety and cybersecurity.

The Programme Committee of the 12th International DepCoS-RELCOMEX
Conference, its organizers and the editors of these proceedings would like to
gratefully acknowledge participation of all reviewers who helped to refine contents
of this volume and evaluated conference submissions. Our thanks go to, in
alphabetic order, Andrzej Bialas, Ilona Bluemke, Eugene Brezhniev, Dariusz
Caban, Frank Coolen, Manuel Gil Perez, Zbigniew Huzar, Igor Kabashkin,
Vyacheslav Kharchenko, Leszek Kotulski, Alexey Lastovetsky, Jan Magott, Istvan
Majzik, Jacek Mazurkiewicz, Marek Mtynczak, Yiannis Papadopoulos, Oksana
Pomorova, Krzysztof Sacha, Rafat Scherer, Mirostaw Siergiejczyk, Janusz
Sosnowski, Jarostaw Sugier, Victor Toporkov, Tomasz Walkowiak, Irina Yatskiv,
Wojciech Zamojski and Wilodzimierz Zuberek.

Thanking all the authors who have chosen DepCoS as the publication platform
for their research, we would like to express our hope that their papers will help in
further developments in design and analysis of engineering aspects of complex
systems, being a valuable source material for scientists, researchers, practitioners
and students who work in these areas.

The Editors
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Seventh CrISS-DESSERT Workshop

Critical Infrastructure Security and Safety (CrISS) -
Dependable Systems, Services & Technologies (DESSERT)

The CrISS-DESSERT Workshop evolved from the conference Dependable
Systems, Services & Technologies DESSERT 2006-2016 (www.dessertcon.com).
The 6th CrISS-DESSERT took place in Chernivtsi, Ukraine, 21-22 May 2016. In
2017, the 7th CrISS-DESSERT Workshop was held in the frameworks of the 12th
Conference on Dependability and Complex Systems DepCoS-RELCOMEX.

The mission of the Workshop was to discuss challenges and solutions related to
analysis and assurance of critical infrastructure and computer (software and pro-
grammable logic-based) system safety and cybersecurity. In particular, its focus
was chosen in order to address:

¢ interplay and interdependencies of system of systems (telecommunication, smart
grid, intelligent transportation system, etc.) and the current problems in pro-
viding its safety, security, reliability, quality of services, etc.;

e roles played by IT (SW, HW, FPGA)-based systems as the mandatory part of
each infrastructure, thus turning distinct infrastructures into a complex cyber-
physical system (system of systems) with emergent and cooperative behaviour,
uncertainties, etc.;

e resource-effective IT-based approaches to safe and sustainable development.

The CrISS Workshop examined modelling, development, integration, verifica-
tion, diagnostics and maintenance of computer and communications systems and
infrastructures for safety-, mission- and business-critical applications.

Main Topics

The main topics on the workshop agenda included the following:

e Formal methods for critical IT infrastructures and systems development and
verification

e Vulnerability analysis and intrusion-tolerant systems

e Evolving infrastructures and self-systems

xi
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Dependability and resilience of Web-, cloud- and IoT-based IT infrastructures
Safety of human—machine interfaces and systems including cooperative HMI&S
Functional/system safety perspective of intelligent transport systems (ITS)
Information & data modelling in ITS context

IT infrastructures for pre- and post-accident monitoring of critical objects
Safety- and assurance-case methodologies, techniques and tools

Smart grid safety, reliability and security

Power saving in IT infrastructures, data centres and computing clusters

Workshop Panel Discussion

Infrastructure and industrial systems safety and security: challenges, monitoring and
assurance case-based solutions.

Workshop Chair

Vyacheslav Kharchenko National Aerospace University KhAI, Centre
for Safety Infrastructure Oriented Research
and Analysis, Ukraine

Co-chairs

Todor Tagarev Institute of Information and Communication
Technologies, Bulgaria (TBC)

Nikos Bardis Hellenic Military Academy, Greece

Industry Partner

RPC Radiy, Ukraine
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Detection of Network Attacks Using Hybrid
ARIMA-GARCH Model

Tomasz Andrysiak(@), Lukasz Saganowski, Mirostaw Maszewski,
and Adam Marchewka

Faculty of Telecommunications and Electrical Engineering,
Institute of Telecommunications,
University of Technology and Life Sciences (UTP),
ul. Kaliskiego 7, 85-789 Bydgoszcz, Poland
{andrys, luksag, mmasz, adimar}@utp. edu. pl

Abstract. In this article, an attempt to solve the problem of attacks (anomalies)
detection in the analyzed network traffic with the use of a mixed statistical model
(hybrid) ARIMA-GARCH is presented. The introductory actions consisted in
normalization of elements of the analyzed time series by means of the Box-Cox
transformation. To determine, though, if the analyzed time series were charac-
terized by heteroscedasticity, they were subjected to the White’s test. For
comparison, there were also tested with the use of differing statistical approaches
(described by mean or conditional variance), realized by individual models of
ARIMA and GARCH. The choice of optimal models’ parameters was per-
formed as a compromise between the coherence of the model and the size of
estimation error. To detect attacks (anomalies) in the network traffic, there were
used relations between the proper estimated model of the network traffic, and its
real parameters. The presented experimental results confirmed fitness and effi-
ciency of the proposed solutions.

Keywords: Time series analysis + Network traffic prediction - Network attacks
detection - Hybrid ARIMA-GARCH model

1 Introduction

Dynamic development of threats and incidents violating safety of systems, computer
networks, and users of services proposed by modern informational technologies is
currently one of the most essential social and civilizational problems. The scope, scale
and dynamics of this problem concern not only individual users and small businesses,
but also big international corporations, institutions and government agencies.

Until recently, the IT security was ensured by antivirus programmes, firewalls,
technical systems, appropriate policies or user trainings. Currently, more and more
often, these tools are insufficient. Cybercriminals are always one step ahead. Without
ongoing monitoring, companies and institutions will not avoid attacks, and will not
protect fully their network resources. Even simple network traffic monitoring may
abstract anomalies (possible attacks) and will allow the network administrators to take
proper remedial actions. The more advance the monitoring solution is, the greater is

© Springer International Publishing AG 2018
W. Zamojski et al. (eds.), Advances in Dependability Engineering of Complex Systems,
Advances in Intelligent Systems and Computing 582, DOI 10.1007/978-3-319-59415-6_1
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also the knowledge about the danger and the more accurate protection measure of the
whole IT infrastructure in the given organization.

The basic advantage of methods based on anomaly detection is their ability to
recognize unknown types of attacks. It is because they do not work on the grounds of
knowledge about how a particular attack looks like, but they notice what does not
resemble the norms of the network traffic. Therefore, the IDS/IPS systems (Intrusion
Detection Systems/Intrusion Prevention Systems) are more efficient than systems uti-
lizing signatures in case of detecting unknown, new types of attacks [1, 2].

Anomaly detection methods have been a field of many studies and review articles
[3, 4]. In works describing those methods, the authors used techniques based on machine
learning, neural networks or expert systems [5, 6]. Currently, the most extensively
developed methods of anomaly detection are those based on statistical modelling that
describes the analyzed network traffic. Here, the most often used models are: the
autoregressive ARMA or ARIMA, and models with conditional heteroscedasticity,
i.e. ARCH and GARCH, which allow for estimation of normal network traffic profiles
[7, 8].

The article presented by us uses statistical estimation based on a hybrid model
ARIMA-GARCH for particular profiles of the analyzed network traffic behavior. The
process of anomaly detection (a network attack) is realized on the grounds of a
comparison between normal behavior parameters (predicated on the basis of the
examined statistical models) and parameters of the real network traffic.

This paper is organized as follows: after the introduction, in Sect. 2, we present the
overview of networks attacks. In Sect. 3, statistical models for network traffic pre-
diction are described in detail. Then, in Sect. 4, the methodology of network attacks
detection based on hybrid ARIMA-GARCH model is shown. Experimental results and
conclusion are given thereafter.

2 Overview of Networks Attacks

Effective protection of the teleinformatic infrastructure is a major challenge for all
entities providing their services in the cyberspace. Standard dangers are viruses, mal-
ware and hacking the systems. Lately, however, increasingly more common attacks
(due to low costs, facility of realization and high efficiency of impact) are based on
blocking access to resources and network services, called DoS/DDoS (Denial of
Service/Distributed Denial of Service).

In big simplification, there can be distinguished two main groups of such DoS/DDoS
attacks, i.e. attacks of third and fourth layer of OSI reference model (typically network
actions), and application layer attacks (most often connected to Web services). In
practice, the intruders skillfully connect the mentioned types of attacks, assuming that
the more destructive techniques the attack contains, the more effective it is [9].

In general, the DoS attack family, as far as their activity is concerned, can be
divided into three kinds. The first type is attacks that are based on implementation of a
TCP/IP stack (Transmission Control Protocol/Internet Protocol), which use weaknesses
in TCP/IP protocols in given operational system. This group includes: Ping of Death
(also known as Long ICMP - Internet Control Message Protocol, which distorts an
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ICMP Echo Request packet), Teardrop (it concerns fragmentation of the IP protocols
packets and half offset field), SMBnuke and WINnuke. The second type, on the other
hand, contains attacks that are based on weaknesses of the TCP/IP stacks’ standards.
For instance, SYN Flood, Naptha and Land are most often met and dangerous classical
attacks which drain the system’s resources. Third kind, however, consists of activities
such as brute force, which generate big traffic in the network, thereby they exhaust the
IT infrastructure’s available bandwidth. The most popular examples are Smurf, UDP
Flood, Fraggle, Pingflood and Jolt [10].

However, the most common DDoS attacks are: Torinoo (UDP (User Datagram
Protocol) flood), Mstream (TCP ACK Flood + IP spoofing), Shaft (UDP + TCP
SYN + ICMP flood and conducting statistics), Stacheldraht (UDP + TCP SYN, ACK,
NULL + ICMP flood, TEN (UDP + ICMP Echo + TCP SYN flood and Smurf attack),
TFEN2 K (UDP + TCP + ICMP flood), Smurf attack, Targa3 and IP spoofing. For
building the so called DDoS network there are also used such elements as: exploits
(they are used for obtaining the administrator’s rights), rootkits (they are used to
disguise the hacking of the attacked system), ports’ scanners (utilized for searching new
victims), sniffers (realizing data eavesdropping), autorooters (Trojan horses which
introduce automation to the DDoS network construction), and daemons (background
processes, operating without interaction with the user) [9].

Undoubtedly, the attacks of the application layer, often called AppDoS (Applica-
tion Denial of Service), are much more dangerous and difficult to counter. They mostly
aim at Web services. One of the reasons for their effectiveness is that it is difficult to
distinguish normal increase in the service interest from the attack itself.

The approaches most often used for detection of such attacks are based on methods
utilizing statistical anomaly detection on the grounds of estimated specific profiles of
the network traffic. The profiles are usually characterized by average size of network
traffic components, i.e. the number of IP packages, average number of newly estab-
lished connections within a time unit, the ratio of packages of particular network
protocols, etc. One can also observe and use some statistical dependences resulting
from the time of the day or week, as well as keep statistics for particular network
protocols. NIDS systems (Network-based Intrusion Detection System) based on these
methods can learn a typical network’s profile — this process lasts from few days to few
weeks — and later compare the current activity in the network with created, typical
profile. This comparison will constitute grounds for verification if there is anything
unusual happening (a network attack) [1, 11].

3 Statistical Model for Network Traffic Prediction

Mostly, current research connected to the statistical analysis of time series (predication
in particular) concerns processes that are characterized by lack of or weak connection
between the variables which are separated by some time period. However, in many
practical applications, there is a need for modelling processes of which the autocor-
relation function slowly decreases, and the relation between distant observations, even
though it is small, is still essential.
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Long term dependences are visible in existence of autocorrelation of elements
creating the given time series. In most cases, it is the high order correlation. This
means, that in the tested series, there is a dependence between observations, even those
much distant in time. Such phenomenon is known as long memory, and was discovered
by a British hydrologist, Hurst.

An interesting approach towards description of attributes of long memory time series
was the use of autoregressive solution with moving averaging in the differentiation
process. As a result, the ARIMA model (Autoregressive Integrated Moving Average)
[12] emerged, which is a generalization of ARMA models for non-stationary processes.

A different approach to description of time series took into account the process’s
conditional variance dependence on its previous values by means of ARCH model
(Autoregressive Conditional Heteroskedastic Model), introduced by Engel [13]. This
model’s generalization was the GARCH model (Generalized Autoregressive Condi-
tional Heteroscedasticity) [14], whose autocorrelation function of the model’s squared
residuals decreases in hyperbolic manner. Such behavior of autocorrelation function
enables to call GARCH a model of long memory in the context of autocorrelation
function of the model’s squared residuals [12, 15].

3.1 The ARIMA Model

The ARMA model is only suitable for the analysis of stationary series [16]. When an
ARMA series is non-stationary, it needs to be differenced at least once to produce a
stationary series. The result of this operation is Autoregressive Integrated Moving
Average (ARIMA) model for time series y, of order (p, d, g) which can be expressed as
[14]

(I)(L)(l - L)dyt = ®(L)Et7 t=12,...T, (1)

where y, is the time series, ¢ ~ (0, ¢?) is the white noise process with zero mean and
variance 6%, ®(L) = 1 — ¢, L — ¢,L* —--- — ¢ L7 is the autoregressive polynomial
and O(L) = 1+ 0,L+ 0,1 + --- +0,L9 is the moving average polynomial, L is the

backward shift operator and (1 — L)d is the fractional differencing operator given by
the following binomial expansion:

-n= Y, () - @)

and

d\_yp__ TN T(=d+h)
(k)(_l)k T(d—k+(k+1)  T(=d)T(k+1)’ ¥
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I'(x) denotes the gamma function and d is the number of differences required to
give stationary series and (1 — L)d is the d™ power of the differencing operator. If no
differencing is done (d = 0), the models are usually referred to as ARMA (p, q) [18].

Forecasting ARIMA processes is usually carried out by using an infinite autore-
gressive representation of (1), written as II(L)y, = ¢, or

e = ZZI TY—i + €, (4)

where TI(L) = 1 — mL — mI? — ... = ®(L)(1 — L)*O(L) .

In terms of practical implementation, this form needs truncation after k lags, but
there is no obvious way of doing it. This truncation problem will also be related to the
forecast horizon considered in predictions (see [18]). From (4) it is clear that the
forecasting rule will pick up the influence of distant lags, thus capturing their persistent
influence. However, if a shift in the process occurs, this means that pre-shift lags will
also have some weight on the prediction, which may cause some biases for post-shift
horizons [12].

3.2 The GARCH Model

The extension of ARCH model is the Generalized ARCH model [14, 19], introduced
by Bollerslev and Taylor. The GARCH (r,s) model is given by (5) along with the
volatility equation

, s
h[ = oy + Zi:l 06561275 + Zj:l ﬁjetzfjv (5)

where the model’s parameters adept values r > 0, s > 0, a9 > 0 and o; > 0 for i =
1,2,...,r and B; >0 for j=1,2,...,s. If we assume that o(L) and B(L) are lag
operators, such as o(L) = o L+ wpl? + --- + 0,7 and B(L) = BiL+ fL> + -+ +
f,L4, then the equation of variability (5) adopts the form

h = og + (L)X + B(L)h,. (6)

For s = 0, the model reduces to an ARCH (r) and for r = s = 0, ¢, is simply a
white noise process [19].

In practice, a commonly used specification is the GARCH model (1,1). It allows for
a decent description of variability of the examined time series. Its advantage over
ARCH lies in the fact that there is a small number of used parameters and, therefore,
there is optimization of the speed and computational complexity [15].

The forecasts of the GARCH model are obtained recursively [14, 15]. The general
j-step ahead forecast for i} +j» at the forecast origin k, is

R (j) = a0+ (o + Bk (G — 1), for j>1. (7)
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Repeating the substitutions for /7 (j — 1) until the j-step forecast can be written as a
function of hﬁ(l) gives the explicit expression for the j-step ahead forecast

[1 — (o +51)j_1}
l—o =B

h(j) = + (o + By) " (1), (8)
In practice, for prediction purposes, a commonly used specification is the GARCH
(1,1) model. It allows for decent description of the tested time series variability. Whereas
its advantage over the ARCH model consists in small application possibilities of
parameters, similarly its speed optimization and computational complexity level [19].

3.3 The Hybrid ARIMA-GARCH Model

Creation of the hybrid ARIMA-GARCH model is performed in two stages. In the first
stage, best fitted ARIMA model is sought in order to model the linear factor of the
analyzed time series. In the second stage, GARCH is used to describe the non-linear
residual factors (residuals of the model) [20]. Then, the analytic form of the hybrid
ARIMA-GARCH model (p,d,q,r,s) can be presented as:

OL)(1-L)Yy, =0L)e;, &~ (0,2 t=1,2,...T, (9)
hy = oo +a(L)e? + B(L)h;. (10)

The prediction process of the future values of the analyzed time series in the
ARIMA-GARCH model was described in detail by Liu Heping and Shi Jing in their
work [20].

4 Methodology of Network Attacks Detection

The process of attack (anomalies) detection was based on parameters comparison of the
estimated normal behavior by means of described models and variability parameters of
the real network traffic. In the initial stage of analysis, there was performed normal-
ization of the tested time series with the use of Box-Cox transformation. The choice of
optimal parameter values of the analyzed statistical models was realized as a com-
promise between the coherence of the given model and the size of its estimation error.
The White’s test, however, was used for detection of heteroscedasticity in the statistical
modelling process of the tested time series.

4.1 The Box-Cox Transformation of Analyzed Time Series

Normalization of the time series elements was performed by means of exponential
transformation
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[ =1), 2#0
y_{(lnx,) 1:0}’ (1)

where x is a time series element, and A is the exponential transformation parameter
[21].

Parameter /4 can be estimated based on the given time series elements x1, xp, . . ., X,
with the use of maximum likelihood method, and then it narrows to finding the
maximum of the function

R n 1 n 2 , n
L(A;x1,%2, .. Xy) = —Eln {Zl_l v — . (Zi:l )’i> } +(4=1) Zi:l Inx; (12)

or to solution of the equation

nZ:’,lui)’i*(ZzyLl”i)( tly‘ _ }Z Inx; =1, (13)
nZz 1)71 (Zz ly’) -

where u = x* Inx.

4.2 The White’s Test for Heteroscedasticity Occurrence

Inference based on the statistical model in which we will omit the problem of
heteroscedasticity may be incorrect. Thus, an important element of creation of a correct
model is the examination whether the random factor is heteroscedastic. Most tests
detecting heteroscedasticity are based on the fact that the estimator of the least squares
method is consistent, even if heteroscedasticity is present. Therefore, the model’s
residuals obtained by means of the least squares method will behave very similarly to
real residuals, even with heteroscedasticity. Bearing in mind this attribute, the test is
constructed on the basis of the received residuals from regression.

The White’s test is a general tool detecting presence of heteroscedasticity, by which
we verify the following hypotheses [14, 15]:

e Hj: the random factor is homoscedastic,
e H;: the random factor is heteroscedastic (contradiction of Hy).

The test consists of three phases. In the first one, we estimate the initial regression model
Z = fy+e¢ and we remember the vector of residualse. Then, we perform linear
regression of the variable €2 on the constant, squares of explanatory variables, and all the
mixed products of explanatory variables, and as a result we obtain the determination
coefficient R2. By fulfilling the assumption H,, statistics nR> on distribution 2. Next, we
calculate the size of statistics nR?, and on such basis we verify the hypothesis Hj.

Intuitively, the idea of the test is simple. If the model is correct, and
heteroscedasticity is not present, the squares of residuals should not explain much.
Thus, if the testing statistics is small, we do not have grounds for stating that
heteroscedasticity is present in the model.
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4.3 The Choice of the Model and Its Parameters’ Estimation

The methods often used for parameters’ estimation in autoregressive models ARIMA
and GARCH are: the maximum likelihood method (MLE) and the quasi-maximum
likelihood method (QMLE). It results from the fact that parameters’ estimation by
means of both methods is relatively simple, quick and effective. However, the main
computational problem of the two methods is finding a solution to the equation

dIn(Lo(e))

ol o, (14)

where 6 is the estimated set of parameters, Lo (@) is the likelihood function, and Q is the
number of observations. Most often, in general case, analytic solution to the Eq. (14) is
impossible, thus, numerical estimation is used.

The basic problem appearing while using the maximum likelihood method is
necessity to determine the whole model, and, in consequence, sensitivity of the
obtained estimator to possible errors in the AR and MA polynomials, which answer for
the process’s dynamics.

There is no universal criterion for choosing the form of the model. Usually, the
more complex the model is, the highest is its likelihood function’s value, and then
matching the model to the data is more optimal. However, estimation of greater number
of parameters is usually burdened with bigger errors. Therefore, a form of compromise
is sought between the number of parameters occurring in the model, and the value of
likelihood function. The choice of sparse representation of the model is most often
performed on the basis of information criteria, such as the Akaike’s (AIC), Schwarz’s
(SIC), or Hannan-Quinn’s (HQC). Then, out of different forms of the model, the one
that is chosen has the lowest value of information criterion [16, 22].

In this work, for the parameters’ estimation and for selecting the form of the model
we used the maximum likelihood method. The choice was based on the method’s
relative simplicity and computational efficacy. For ARIMA model we used the auto-
matic selection algorithm of the row of the model based on information criteria (see
Hyndman and Khandakar [23]). For the GARCH model estimation, on the other hand,
we used methodology described in work [17].

5 Experimental Result

To check usefulness of the proposed anomaly detection method we used testbed based
on LAN network with SNORT [24] anomaly detection preprocessor, where anomaly
detection algorithms were implemented. We used similar network architecture which
we proposed in [25]. Network traffic features are collected by SNORT IDS (see
Table 1). We used C1-C26 LAN network traffic features in order to evaluate perfor-
mance of the proposed anomaly detection method.

We simulated different network attacks/anomalies in a controlled network envi-
ronment. Attacks were performed by means of Kali Linux [26] toolset implemented in
this Linux distribution. Attacks/anomalies belong to different groups, such as: DoS,
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Table 1. Description of C1-C26 network traffic features

Feature | Traffic feature description Feature | Traffic feature description

Cl Number of TCP packets Cl4 Out TCP packets (port
80)

C2 In TCP packets C15 In TCP packets (port 80)

C3 Out TCP packets Cl6 Out UDP datagrams (port
53)

C4 Number of TCP packets in LAN C17 In UDP datagrams (port
53)

C5 Number of UDP datagrams C18 Out IP traffic [kB/s]

C6 In UDP datagrams C19 In IP traffic [kB/s]

C7 Out UDP datagrams C20 Out TCP traffic (port 80)
[kB/s]

C8 Number of UDP datagrams in LAN C21 In TCP traffic (port 80)
[kB/s]

C9 Number of ICMP packets C22 Out UDP traffic [kB/s]

Cl10 Out ICMP packets C23 In UDP traffic [kB/s]

Cl1 In ICMP packets C24 Out UDP traffic (port 53)
[kB/s]

C12 Number of ICMP packets in LAN C25 In UDP traffic (port 53)
[kB/s]

Cl13 Number of TCP packets with SYN and C26 TCP traffic (port 4444)

ACK flags

APPDDoS - application specific DDoS, DoS, different methods of port scanning,
DDoS, packet fragmentation, Syn Flooding, reverse shell, spoofing, and others.

For statistical algorithms network traffic features C1-C26 are converted to subse-
quent time series representing these features. After time series preprocessing (for e.g.
time series normalization see Sect. 4.1), the SNORT preprocessor calculates models
parameters for traffic C1-C26 features (we control our network and we assume that
there is no anomalies/attacks during this period of time). We achieve for every model
forecasting prediction intervals profiles (for example, 30 samples prediction intervals
[25]). Prediction intervals profiles are used to detect possible anomalies/attacks during
normal work of the proposed network preprocessor. If network traffic features values
C1-C26 exceed the range specified by calculated prediction intervals, we assume a
possible anomaly/attack.

Results of the comparison between ARIMA, GARCH and ARIMA-GARCH sta-
tistical models for network anomaly detection are presented in Table 2 (DR[%] values)
and Table 3 (FP[%] values). For a given 26-traffic-features set and simulated
attacks/anomalies, the best results of DR and FP were achieved for ARIMA-GARCH
model. Worse results were achieved for GARCH and ARIMA models. GARCH model
gives us slightly better results than ARIMA model. Hybrid ARIMA-GARCH model
uses best features of both models (see explanation in Sect. 3.3), which is why we were
able to achieve better results than in the case of ARIMA and GARCH. FP were under
10%, while DR achieved 90%. Some low values in Tables 2 and 3 require more
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Table 2. Results of detection rate DR[%] for C1-C26 network traffic feature

Feature | ARIMA | ARIMA-GARCH | GARCH | Feature | ARIMA | ARIMA-GARCH | GARCH
Cl 3.10 4.20 3.26 Cl4 8.16 9.12 8.84
C2 8.12 9.12 8.84 C15 8.16 9.12 8.84
C3 8.12 9.12 8.84 Cl6 0.00 0.00 0.00
C4 8.12 9.12 8.84 C17 3.45 4.56 2.45
C5 8.12 9.12 8.84 C18 8.16 9.12 8.84
Co6 0.00 0.00 0.00 C19 8.16 9.12 8.84
C7 0.00 0.00 0.00 C20 3.22 4.56 2.45
C8 28.64 30.20 26.54 C21 8.48 9.24 8.84
Cc9 85.46 90.24 83.42 C22 0.00 0.00 0.00
C10 85.46 |90.34 82.22 C23 0.00 0.00 0.00
Cl1 0.00 0.00 0.00 C24 0.00 0.00 0.00
Cl12 75.26 78.84 73.12 C25 0.00 0.00 0.00
C13 8.16 9.12 6.34 C26 74.42 | 76.00 72.21
Table 3. Results of false positive rate FP[%] for C1-C26 network traffic feature
Feature | ARIMA | ARIMA-GARCH | GARCH | Feature | ARIMA | ARIMA-GARCH | GARCH
Cl1 7.44 5.24 6.22 Cl4 7.54 5.25 6.24
C2 7.42 542 6.15 Cl15 8.48 543 7.22
C3 7.44 5.22 6.15 Cl6 4.24 3.24 3.75
C4 7.62 5.12 6.17 Cl17 4.14 3.52 4.29
C5 6.14 4.42 5.32 C18 7.64 5.12 6.35
C6 6.16 4.26 4.56 C19 7.26 5.23 6.62
C7 7.32 6.84 6.92 C20 8.24 6.72 7.12
C8 8.76 6.42 7.21 C21 8.26 5.32 7.14
Cc9 9.14 7.74 8.14 C22 5.32 421 5.14
C10 4.24 3.82 4.46 C23 7.46 545 6.26
Cl1 5.22 4.27 5.44 C24 0.00 0.00 0.00
C12 322 2.24 3.25 C25 2.21 1.05 1.82
Cl13 8.12 6.14 7.63 C26 2.21 1.45 1.82

explanation. For example, C1, C6 and C7 have low values because simulated
anomalies/attacks do not have an impact on these features.

6 Conclusion

Ensuring an appropriate level of safety for resources and IT infrastructure systems is
currently an extensively studied and developed issue. It is obvious that wired
LAN/WAN networks, and radio Wi-Fi/WSN networks, due to their nature, are exposed
to a significant number of hazards, coming from both: the outside and inside of their
infrastructure. Therefore, those networks require providing integrity and confidentiality
of transmission, but also protection of the data sent with their use.
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A constantly growing number of new attacks, their global scope and level of
complexity enforce dynamic development of the network protection systems. The most
often implemented mechanisms, serving to provide this safety, are methods of detec-
tion and classification of abnormal behaviors (usually being a consequence of an
attack) reflected in the analyzed network traffic.

The strength of such an approach is protection from attacks not known so far,
which were developed deliberately (targeted attacks) for realization of activities on
particular network infrastructure resources, or simply constituting the, so called,
zero-day exploits. The attacks (anomalies) detection systems can have special input in
such environments. The role of such systems is then detection (for the purpose of
automatic reaction) of not typical behaviors in the network traffic which are symptoms
of unauthorized actions (attacks), directed against the protected IT infrastructure
resources.

This work presents a detection method of attacks onto (anomalies in) the network
traffic parameters, with the use of a mixed statistical model (hybrid) ARIMA-GARCH.
To detect anomalies in the network traffic there was conducted research on the dif-
ferences between the real traffic and the estimated model of that traffic for the analyzed
network parameters. The choice of the sparingly parameterized form of the model was
made on the basis of a compromise between the sparse representation and the size of
estimation error. In the proposed method, statistical relations between the estimated
traffic model and its real variance were used to detect abnormal behavior, which is
possibly an aftermath of a network traffic attack. The obtained experimental results
confirm efficiency of the presented method, and accuracy of the choice of statistical
models for the analyzed parameters of the protected network.
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Abstract. The paper concerns the risk management issue. Different approaches —
static and real-time (dynamic) are reviewed, as well as their advantages and gaps.
A broadly used static risk assessment/management (SRA/M) process is compre-
hensive, complex, invoked periodically, but it omits fluctuating risk factors and
has limited ability to adapt itself to the changing risk picture. The paper proposes a
mixed-mode approach. The SRA/M process is transformed towards the adaptive
risk management (ARM) process. This adaptation is based on real-time risk
management (RTRM) results gathered during a period between static risk
assessments. All risk management processes are expressed in a pseudo-code. The
method is exemplified by a simple but representative case study.

Keywords: Risk management - Real-time risk management - Adaptive risk
management

1 Introduction

The paper concerns an event-based advanced risk management methodology which
embraces static and dynamic aspects of the risk nature in security.

Risk management is a continuous process. It includes the identification, analysis,
and assessment of potential hazards in a system or hazards related to a certain activity.
Once the risk picture is recognized, there are some risk control measures proposed to
eliminate or reduce potential harms to people, environment, or other assets. In addition,
the risk management process embraces risk monitoring and communication. ISO 31000
[1] is the basic risk management standard. Examples of the most recognized risk
management methods and techniques are included in ISO/IEC 31010 [2]. This issue
was discussed in [3-5].

The methods described in the standards have static character, are performed peri-
odically and are able to analyze steady state and low frequency risk factors. The main
gap in this approach is related to the fact that fluctuating threats or hazards, occurring
between the performed analyses, are omitted, though they can be dangerous as well.

The objective of the paper is to analyze whether fluctuating, dynamic phenomena
may be taken into consideration during the risk management process and to present a
new mixed-mode approach.

Section 2 includes a short review of static and dynamic risk management
approaches. Section 3 presents the static approach and how to integrate real-time risk
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management in this approach to obtain the mixed-mode approach. Section 4 discusses
a short example of the mixed-mode method, while the final section concludes research
results and discusses further steps.

2 Risk Management — Static, Iterative and Real-Time
Approaches

Today’s risk analysis methods (including those described in [2—4, 6]) are based mainly
on a static risk management approach. This approach is typically applied in strategic
risk management where the risk is assessed based on static factors existing over rel-
atively long periods of time. The analyses are made periodically with respect to the
current situation and historical data. However, risk levels that are determined might not
reflect adequately the changes occurring in the business environment, as fluctuating
risk factors are not taken into consideration.

These drawbacks can be eliminated by means of the iterative risk management
approach (IRM), also called adaptive risk management approach (ARM). For example,
the paper [7] uses this approach to mitigate the uncertainty problem during a sample
risk analysis for the technical component used in the oil and gas industry. These
analyses are conducted periodically too, still, each successive analysis is made in an
improved manner (with respect to the knowledge acquired over time). The idea is to
use the experiences learnt from the operation of security measures that had been
selected and implemented based on the previous analysis. Though this approach is
definitely a flexible one, it is still related to some disadvantages. For example, it is
difficult to identify suitable risk thresholds when multiple risks are acting together, and
when different scenarios and threshold assumptions have to be considered. Whenever
the methods and thresholds change, it is difficult to compare the results.

As fluctuating risk factors and the related increased uncertainty are disregarded,
currently used risk management methods of these two approaches are often ineffective.
Thus it is necessary to employ risk management methods that would assess and reduce
risk in real time. Static and iterative methods should be supported by methods that
would adapt dynamically to the fast changing picture of threats and changes in the
protected objects (their assets and vulnerabilities). The newly developed solutions
should provide on-line communication, statistical data about incidents to support risk
management, data from security analyzers or on-line security monitoring systems.

Cyber security needs on-line monitoring of the existing risks due to fast changes of
fluctuating risk factors. It deals with both previously identified and emerging threats
and vulnerabilities. New technologies, such as cloud computing, mobile computing,
virtualization, Internet of Things, etc., generate new, specific threats and vulnerabilities.
This was motivation to elaborate real-time risk management (RTRM) approaches
which are typical of operational risk management. According to [8], RTRM systems
should comprise the following elements:

e instantaneous knowledge — changes in assets, threats, vulnerabilities, risk categories
and levels should be visible instantly;
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e comprehensive visibility — to have a clear picture of assets and the related vul-
nerabilities and potential impacts, one must have consistent data, visibility, and
alerts;

e constant controls assessment and adjustment — security measures should be assessed
periodically and persistently in order to address new or changing risks.

The objective of the real-time risk management approach is to view the entire IT
infrastructure in this respect and ensure a deep technical insight into each technology of
this infrastructure. This approach makes it easier to monitor security events in real time,
to find their correlations, to interpret, alarm and visualize the current security picture.
According to [8], advanced real-time risk management systems have to be supported by
uninterrupted threat monitoring, knowledge correlation and alerting engines, and, as far
as possible, automatic response.

The role of the Security Information and Event Management (SIEM) has been
growing recently [9, 10]. SIEM systems are designed to aggregate, analyze and present
large volumes of security-related data acquired from the network and security devices
with a view to detecting threats, incidents, vulnerabilities, frauds, including proper
reaction and warning against them.

Cyber security cannot be properly managed when its status is not measured.
Measures can be based on indicators coming from different sources:

e SIEM and data analytics tools which provide valuable information on actual or
potential compromise on the network,

e threat intelligence services, compliance management, vulnerability management,
penetration testing and audits are helpful to identify data losses and provide valu-
able information on actual or impending attacks.

The holistic approach is recommended — using all this information [11] the cyber
security status can be identified and presented to decision makers. A very important
issue is to maintain and share security-related information [12, 13].

Real-time risk management is used mainly for cyber security risks. There are no
integrated, holistic approaches that would embrace the static-, adaptive- and real-time
risk management. It can be strong motivation for researchers to work out methods and
tools in this field. The paper proposes a concept of such a method.

There are many event-based risk management techniques applied in the security
domain. Similar techniques exist in the safety domain, along with system theory-based
techniques to better tackle issues in this domain, such as complex software-intensive
systems, complex human-machine interactions and systems-of-systems [14].

3 Mixed-Mode Risk Management Approach — A Concept

A mixed-mode risk management concept is based on the static risk management loop
supplemented by real-time risk management facilities. The methodology should
comply with ISO 31000 [1]. There are a lot of static risk analysis methods [2].
The elaborated mixed-mode risk management framework will be based on a commonly
known and relatively simple method: consequence-probability matrix. Other, more
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complex methods can be considered in the future. Both process- and asset-oriented
approaches are possible but the paper is focused on the asset-oriented one.

3.1 Static Risk Management (SRM) Process

The static risk assessment is performed periodically, e.g. yearly (Organizational
Security Policy specifies “when”). Let us assume that when this time occurs the
SRA_event is triggered, initiating the main loop of the SRM process — presented below
in a pseudo-code. For any quadruple <asset, threat, vulnerability, existing counter-
measures> the likelihood and consequences of the hazardous event caused by a threat
are assessed and then the risk level is calculated using these two parameters (usually as
a product of them).

IF SRA event THEN
FOR each identified elementary asset
FOR each threat relevant to elementary asset
FOR each vulnerability relevant to threat
COMMENT start existing risk assessment (“as-is”)
BeforeCountermeas :=
IdentifyExistingCountermeasures ()

BeforelLikelihoodLevel := AssessLikelihood()
BeforeConsequencesLevel := AssessConsequences ()
BeforeRiskLevel :=

BeforelLikelihoodLevel*BeforeConsequencesLevel
COMMENT initializing variables for main
risk management loop
AfterCountermeas := BeforeCountermeas
AfterLikelihoodLevel := BeforelLikelihoodLevel
AfterConsequencesLevel := BeforeConsequencesLevel
AfterRiskLevel := BeforeRiskLevel
COMMENT main risk management loop
WHILE AfterRiskLevel > RiskAcceptancelevel

AfterCountermeas :=
SelectBetterCountermeasures ()
AfterLikelihoodLevel := AssessLikelihood()
AfterConsequenceslLevel := AssessConsequences ()
AfterRiskLevel :=
AfterLikelihoodLevel*AfterConsequencesLevel
ENDWHILE

ENDFOR (vulnerabilities)
ENDFOR (threats)
ENDFOR (assets)
ENDIF (SRA event)
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As a result of that, the risk pictures before and after the mitigation are identified.
Please note that the heuristic, human activities are expressed as “functions ()”, and
marked ifalic.

Risk management embraces risk analysis, risk assessment, and the selection of
countermeasures, when the current risk level (AfterRiskLevel) exceeds the
RiskAcceptanceLevel. The method assumes that during the preliminary analysis
(BeforeRiskLevel) certain countermeasures exist and mitigate the risk to a certain
extent, usually insufficiently. These measures ought to be revised. They can be
accepted or replaced by their more effective combinations, and then the risk should be
reassessed. Countermeasure is understood here as a coherent, diversified set of ele-
mentary security measures.

Summing up, for any triple <asset, threat, vulnerability>, called risk scenario, the
risk before and after reduction is assessed and the existing and applied countermeasures
are specified as the static risk record:

srr=(asset, threat, wvulnerability, BeforeCountermeas,
BeforelLikelihoodLevel, BeforeConsequencesLevel, Before-
RiskLevel, AfterCountermeas, AfterlLikelihoodLevel, After-
ConsequencesLevel, AfterRiskLevel).

The static risk can be considered as a sum of these records for all scenarios:

SR = Uall scenarios {SVV} ( 1 )

The static risk (SR) assessment creates a general picture of the risk situation in a
certain moment of the system life cycle. These moments can be shown as points on a
discrete time scale: SR(Ty), SR(T}), ...SR(T;), SR(T;+1), SR(Ti+2), -..SR(Ty).

Please note that SR(T; 1) is determined using the risk factors identified at the end
of SR(T;) and it represents the current static risk picture, valid until the new analysis
result, i.e. SR(T; 2) replaces the old one, e.g. after one year. Between any consecutive
time points many unpredicted, negative phenomena may occur. The time period
between these points is called the SRA period. It is difficult to raise the frequency of
static risk assessments to increase the preciseness of assessments because SRA is a time
and cost consuming process. RTRM may be helpful to solve this problem.

3.2 Real-Time (Dynamic) Risk Management (RTRM) Process

Real-time risk assessment allows to detect changes of risk relevant factors which
influence the overall risk picture and its elements, like: assets, threats, vulnerabilities,
countermeasures, likelihood, consequences, etc. RTRM allows to react to these
changes as well. This reaction occurs in a relatively short time, allows to revise the
current static risk picture and to properly respond to incidents or their symptoms.
Please note that during the previous static risk assessment certain threats or vul-
nerabilities may be unknown, and some of them may not be identified properly. For
this reason the security system (set of the managed countermeasures) is unable to react
to them. Similarly, after the previous static risk assessment some organizational
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changes may occur as well as changes in the business processes, IT infrastructure or
business environment. Due to that the countermeasures, selected or updated last time,
do not suit the new situation.

The risk assessment and change management shortcomings may cause security
incidents, which should be properly managed (reaction, mitigation of damages, lessons
learnt, corrective actions within the protection system). Factors, e.g. incident symp-
toms, non-compliances should be identified immediately and properly managed by the
real-time risk management process. The factors influencing a current risk level are
diversified, derived from different sources and have different dynamics and nature. The
paper proposes means and ways to manage them in a unified way and to identify how
the current risk factors modify the previously identified static risk picture.

The real-time risk management process needs input, i.e. information about risk
relevant factors. Table 1 presents six sources of information about incidents or their
symptoms which can be considered as the input for the real-time risk management
process. They should be compared with these specified in the paper [11]. The SEM
(Security event management) and SIM (Security information management) systems are
distinguished because they have different input. Both can be replaced by SIEM.
Sources are activated on request when a behaviour anomaly is detected, when an
incident occurs or a certain variable exceeds the assumed level. These sources have
different response (identification) time and nature with respect to the incident or its
symptom. For each component representing sources, the main outputs are specified
along with the activities required in the RTRM process. “Ex ante” concerns incident
symptoms, and “ex post” — incident consequences.

Sources of information constitute an intermediate layer of components between the
secured object and the RTRM process. The layer is identified and presents, in a unique
way, all risk relevant factors whose changes may influence the current overall risk
picture. Based on this input, the RTRM process will focus only on the areas of the risk
picture which are impacted by these factors. The areas may concern all scenarios
(called RT scenarios) related to the given asset or group of assets.

The real-time risk management process runs similarly to SRM, though it is pre-
ceded by the preliminary stage of identifying the RT scenarios, which should be
reassessed by the RTRM process. This is necessary for SEM, SIM, Penetration tests,
and vulnerability scanners, because their output usually points at threats and vulnera-
bilities only. For this reason, during the preliminary stage all relevant assets for pairs
<threat, vulnerability> should be identified. These activities are represented below by
the CompleteRiskScenarios () function. Generally it is an operation on the
database storing the risk scenarios.

One or more completed RT scenarios <asset, threat, vulnerability> are provided as
the input for the RTRM process. These scenarios define an area of the overall risk
picture which requires reassessment, because the changed risk-related factors may
influence the risk level in this area.

Any change in any source component output generates the event RTRM_event
initiating the RTRM process:
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IF RTRM event THEN
CompleteRiskScenarios ()
COMMENT one or more completed risk scenarios defining
the possible impacted area as the RTRM input
FOR each identified elementary asset belonging to
the RT scenarios subset
FOR each threat relevant to elementary asset
FOR each vulnerability relevant to threat
COMMENT start existing risk assessment
BeforeRTRMCountermeas :=
IdentifyExistingRTRMCountermeasures ()

BeforeRTRMLikelihoodLevel := AssessLikelihood()
BeforeRTRMConsequencesLevel := AssessConsequences ()
BeforeRTRMRiskLevel :=

BeforeRTRMLikelihoodLevel
*BeforeRTRMConsequencesLevel
COMMENT initializing variables for main
RTRM risk management loop
AfterRTRMCountermeas :=
BeforeRTRMCountermeas
AfterRTRMLikelihoodLevel :=
BeforeRTRMLikelihoodLevel
AfterConsequenceslLevel :=
BeforeConsequencesLevel
AfterRTRMRiskLevel :=
BeforeRTRMRiskLevel
COMMENT main RTRM risk management loop
WHILE AfterRTRMRiskLevel > RiskAcceptancelevel
AfterRTRMCountermeas :=
SelectBetterCountermeasures ()
AfterRTRMLikelihoodLevel := AssessLikelihood()
AfterRTRMConsequenceslLevel :=
AssessConsequences ()
AfterRTRMRiskLevel :=
AfterRTRMLikelihoodLevel
*AfterRTRMConsequencesLevel
ENDWHILE
ENDFOR (vulnerabilities)
ENDFOR (threats)
ENDFOR (assets)
ENDIF (RTRM event)
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Table 1. Real-time risk management process — inputs and activities

A. Bialas and B. Flisiuk

Source Description Invoked | Identification | Nature | Main output | RTRM
time activities
SEM Real-time By Fast Ex Threat Find
monitoring of the | behaviour ante | symptoms relevant
IT system anomalies Possible assets and
behaviour vulnerability | perform the
(events), the RTRM
correlations process
analysis of with respect
events, issuing to the
warnings and <threat,
aggregated vulnerab.>
information
SIEM Long term By Fast Ex Threat Find
storage, analysis, | behaviour ante | symptoms relevant
reporting of log | anomalies Possible assets and
data, issuing vulnerability | perform the
aggregated RTRM
alerting data process
with respect
to the pair
<threat,
vulnerab.>
Incident Identifies causes, | On Fast Ex Breached Perform
management | consequences and | incident post | asset, RTRM
circumstances of Damages, process for
the occurred Occurred relevant
incident threat, assets using
Exploited available
vulnerability | information
Penetration | Controlled attack | On Fast Ex Not properly | Find
tests and on a computer request ante | countered relevant
vulnerability | system that looks threats, assets and
scanners for security Possible perform the
weaknesses, vulnerabilities RTRM
potentially process
gaining access to with respect
the computer to the
features and data <threat,
vulnerab.>
Audit Identifies non On Slow Ex Not properly | Perform
process compliances request ante | countered RTRM
including threats process for
exposures to new Possible relevant
threats, new vulnerabilities| assets using
vulnerabilities, Possible available
non-efficient damages information
countermeasures,
organizational

and procedural
shortcomings, etc.

(continued)
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Table 1. (continued)

Source Description Invoked | Identification | Nature | Main output | RTRM
time activities
Security Provide On Slow Ex Breached Perform
effectiveness | aggregating warning ante asset, RTRM
measures security-related (issued Damages, process for
characteristics when a Occurred relevant
measure threat, assets using
exceeds Exploited available
the vulnerability, | information
assumed Incident rates,
level) Protection
costs,
Security
management
status

Summing up, for any triple <asset, threat, vulnerability> belonging to the assessed
area, the risk before and after reduction is assessed and the existing and applied
countermeasures are specified as the real-time risk record:

rtr=(asset, threat, vulnerability, BeforeRTRMCounter-

meas, BeforeRTRMLikelihoodLevel, BeforeRTRMConsequences-
Level, BeforeRTRMRiskLevel, AfterRTRMCountermeas, Af-
terRTRMLikelihoodLevel, AfterRTRMConsequencesLevel, Af-
terRTRMRiskLevel) .

The real-time risk can be considered as a sum of these records for all possible RT
scenarios:

RTR = Uall RT scenarios {rtr} (2)

The RTRM risk assessment creates a dynamic picture of the risk situation during a
certain SRA period i. This picture consists of a set of scenarios in the area impacted by
changes of the risk relevant factors. These moments can be shown as points on a discrete
time scale too, in the range of the given SRA period i: RTR(Ti,O), RTR(Ti71),
...RTR(T;;), RTR(T; 1), RTR(T;+2), ...RTR(T; ), where RTR(T;,) is the
real-time risk accumulated at the end of SRA period i (im RTRM events occurred). Please
note that RTR (Ti7 j) is determined using the risk factors identified when RTRM_event j
occurs.

3.3 Mixed-Mode Risk Management Process

In the pure static approach, SRA(T;; ) is determined with the use of risk factors
identified at the end of SR(T;) and it represents the current static risk picture, valid until
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the new analysis result, i.e. SR(T; ) replaces the old one. SRA is focused on steady
state or low frequency risk factors. The real-time-risk management process is per-
formed parallel to the static risk management during the given SRA period and is
focused on dynamically changing, fluctuating risk factors. The RTRM process can be
invoked many times during this period and particular events may concern different
areas of the risk picture. The RTRM process samples dynamically occurring events and
reacts to them. The dynamic risk picture cumulates all dynamic risks within the SRA
period.

The authors propose a new integrated approach combining the static, real-time and
adaptive approaches.

It is assumed that at the beginning of the SRA period i, a real-time risk analyzer is
initialized with the current static assessment results: RTR(T,-AVO) = SR(T;). This ensures
a common starting point of both assessments. Starting from this point the real-time risk
is cumulated until the end of period i. The accumulated result RTR(T,;,m) is used in the
adaptive risk assessment for the next period i + 1 (SRA and ARA periods are the
same).

When the SRA/ARA period ends, the dynamic risk picture parameters are con-
sidered by the new ARM process allowing to determine the adaptive risk AR(T; 1) :

AR(T;+1) = ARF [SR(T; 1), RTR (T; )] (3)

The new SRA results, i.e. SR(T;, ), are refined by the RTR results RTR (T,»7,n)
accumulated at the end of the previous period. This refinement, expressed by the
Adaptive Risk Function (ARF), is a complex heuristic process in which many fuzzy
factors and relations must be taken into consideration. Three groups of data are used on
the input to determine the adaptive risk for the next period (AR(T; 1)) :

e the static risk picture at the beginning of the previous SRA/ARA period (SR(T;) =
RTR(T,-,O)) : BeforeCountermeas, BeforeLikelihoodLevel, Before
ConsequencesLevel, BeforeRiskLevel; it expresses the common refer-
ence point, the context of assessment;

e the updated static risk picture at the beginning of the next SRA/ARA period
(SR(T;;+1)) : AfterCountermeas, AfterLikelihoodLevel, After
ConsequencesLevel, AfterRiskLevel; it represents the risk related to
steady state or low frequency risk factors;

e the cumulated real-time risk (RTR (Ti7m)) at the end of the previous SRA/ARA
period expresses the “corrections” caused by real symptoms or incidents occurred
and the knowledge related to them: AfterRTRMCountermeas, AfterRTRM
LikelihoodLevel, AfterRTRMConsequencesLevel, AfterRTRM
RiskLevel; it represents dynamically changing, fluctuating risk factors.

It is necessary to answer some difficult questions, like: how to merge the static and
dynamic countermeasures, how they will impact jointly threats and vulnerabilities, how
to assess the risk level and consequences in this situation, etc. The automation of this
decision process may be advantageous though it still remains a challenge.
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The above described mixed-mode risk management process focused on the selected
risk scenario is summarized in Fig. 1. Please note the static and real-time paths and the
process adaptation (a decision improvement by RTR acquired data) before the next
step. Please note that only the most important elements of risk records are shown.

4 Exemplification of Mixed-Mode Risk Management Process

The exemplification of the presented concept is restricted to the selected example
embracing one asset A,. A more extensive validation is planned after the methodology
implementation on the software platform.

It is assumed that likelihood levels and consequences levels (SR/RTR/AR) are
measured in the range from O to 10, causing the risk range from 0 to 100. Risk
acceptance levels are 60.

Let us consider a scenario: Threat T, exploiting the vulnerability V, breaches the
asset A, despite of the existing countermeasure Cp. It is also assumed that every
countermeasure represents a set of different, working coherently security measures:
technical, physical and organizational. A short notation for risk records, instead of
self-explaining ones, is proposed as well:

SCM,=BeforeCountermeas, SCM,;1=AfterCountermeas,
RTCM,=BeforeRTRCountermeas, RTCM,,;=AfterRTRCountermeas.

1. The first static risk assessment (Ty), started with SCM; ,=C, is performed on request
and gives the following results: SR(T,)=(SCMo, 70, SCM;, 55), where BeforeR-
iskLevel=70, AfterRiskLevel=55. These data are used to initialize the
real-time risk record RTR(T, ,)=SR(T,).

2. Let us assume that during the T, period an incident related to the considered threat
Ty occurs (RTR_event). The incident lessons learnt conclude that the likelihood
and consequences (i.e. the risk) were underestimated (probably they are higher than
55) in reality. In order to maintain the risk on this level, better countermeasures
should be applied (to reduce vulnerability/threat impact). The existing counter-
measures SCM; are improved to RTCM,, causing the risk level modification:
RTR(T, ,) = (RTCM,= SCM;, 55,RTCM;, 54). The RTR risk level is a little lower
(54), because RTCM; is more effective than RTCM,.

3. Let us assume that during T; SIEM discovers an anomaly in the area related to Ty
(RTR_event), interpreted as attack symptoms. The security problem analysis
concludes that certain risk scenarios related to these symptoms, including the
considered scenario, should be reassessed. As a result of this RTR reassessment, the
countermeasures were improved again: RTR(T,,) =(RTCM,,54,RTCM,,53) and
RTR risk level decreased (54—>53).

4. Let us assume that during T; the audit in the data center detects a previously
unknown vulnerability (RTR_event), reinitiating the RTRM process. The
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Fig. 1. General scheme of the mixed-mode risk management

reassessment concludes that this vulnerability should be removed by further
countermeasures improvement (RTCMs): RTR(T, ;)= (RTCM,, 53, RTCM3, 52).

5. The security policy statement regulates the times of the next static risk assessment
which has to be done. The SR(T,) assessment takes into consideration the current
risk situation, including all RTR assessments and countermeasures applied during
T, (an adaptive approach): SR(T,)=AR(T,) =ARF[SR(T,) RTR(T, 5)].

The SR(T,) assessment results are used to initialize RTR(T, ;). The adaptive risk
management system starts to watch for RTR_events during the next time period T,.

5 Conclusions

The paper is focused on the integration of static and dynamic risk management
methods to minimize drawbacks, when they are used separately. The mixed-mode risk
management method is proposed.

The static approach is comprehensive and embraces relatively long time periods,
e.g. one year, and its loop is invoked on the security managers’ request. Between static
risk assessments the fluctuating risk factors (new threats, their symptoms, unconfor-
mities, new vulnerabilities, etc.) may occur suddenly and countermeasures are not able
to counter them. Thus during these periods the real-time risk management loop is
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invoked on each dynamically occurred event, allowing for the reaction and correction
of countermeasures. The security related data sampled by the RTR manager during this
period are used to update the risk picture for the next “static” time period. Section 4
presents an example how the mixed-mode approach can be used.

The subject of discussion is very extensive because it comprises the integration of
several subsystems, like risk manager, incident manager, SIEM, audit subsystem, etc.
Most of them exist in the OSCAD software platform [15]. For this reason a more
comprehensive validation is planned using this platform. This will allow to reach a
certain level of automation. Future research should embrace also the unified repre-
sentation of threats, vulnerabilities, assets, countermeasures and relations between them
within the mixed-mode risk manager using renown standards.
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Abstract. The paper deals with the Common Criteria assurance methodology,
particularly vulnerability assessment which is the key activity of the IT security
evaluation process. Vulnerability assessment is specified by the Common Cri-
teria Evaluation Methodology (CEM). The paper is focused on software support
for vulnerability assessment. As the implementation platform, a ready-made risk
management software developed by the author’s organization is applied. The
paper includes introduction to the vulnerability assessment, review of the
existing methods and tools, specification of the CEM-based method to be
implemented in the software, implementation and short exemplification. The
conclusions summarize the validation and propose future works to extend and
improve the tool.

Keywords: Common criteria + Vulnerability assessment * Attack potential -
Risk management - IT security development - Security assurance

1 Introduction

Today’s societies and economies are based on Information and Communication
Technologies (ICT). Digitalization increases cyber security risk across many sectors.
There is a necessity to minimize the risk inherent to the ICT use in the society and
economy. One of the ways to do it is rigorous development of ICT products as
accompanied by their independent evaluation and certification. This approach allows to
achieve security assurance for the products, still, it is complex, time and cost con-
suming. Computer support for developers’ or evaluators’ works, focused on the most
difficult or arduous activities, allows to make the development and evaluation processes
much more efficient.

The paper concerns computer support for the Common Criteria compliant IT
security development and assessment process. The Common Criteria (CC) [1]
methodology presented in the ISO/IEC 15408 standard is a basic assurance method-
ology. According to this methodology, the assurance is measurable using EALs
(Evaluation Assurance Levels) in the range EAL1 to EAL7. The CC methodology
comprises three basic processes:

e [T security development process of the IT product or system called TOE (Target of
Evaluation); after different security analyses have been performed, a document is
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prepared, called Security Target (ST); the Security Target embraces the security
problem definition (SPD), its solution by specifying security objectives (SO),
security requirements and functions; security functional requirements (SFRs),
derived from the security objectives, describe how security measures should work
in the operational environment; security assurance requirements (SARs), related to
the EAL, determine how much assurance we can have in an IT product; the ST
includes TOE security functions (TSF) meeting SFRs; the TSFs are implemented on
the claimed EAL;

e TOE development process (according to the EAL) concerns the IT products
(TOE) and their documentation; they are submitted together with the ST to the
security evaluation process;

e security evaluation process carried out in an independent, accredited laboratory in a
country which is a signatory of the Common Criteria Recognition Arrangement
(CCRA) [2].

The Common Criteria methodology is described in publications worldwide [3, 4]
and the author’s publications [5—8].

A very important issue of the Common Criteria methodology is vulnerability
assessment whose rigour depends on the claimed EAL. Vulnerabilities can be exploited
by threat agents in the product operational environment. This exploitation results in
security breaches. The development process should be focused on the vulnerabilities
minimization. The developer, specifying the threat environment (SPD), should consider
the attack potential, i.e. a measure of the effort to be expended in attacking a TOE,
expressed in terms of the attacker’s expertise, resources and motivation [1]/partl.

In addition, vulnerability assessment is one of the key elements of evaluation. The
vulnerability assessment is performed according to AVA_VAN (Vulnerability analysis
assurance components family). The AVA_VAN assurance requirements (components)
are specified in the third part of the Common Criteria standard [1] and the CEM
(Common Evaluation Methodology) document [9]. Annex B of this document [9]
includes a general guideline for evaluators. They are able to see how to calculate the
attack potential possessed by the assumed attackers (threat agents) of the TOE. The
methodology presented in the paper complies with these guidelines. Please note that the
vulnerability assessment is a specific risk assessment focused on attack potential,
expressing possibility of the asset breach. This possibility is related to the term
“likelihood” used in the risk assessment. The second factor — “consequences” is
considered but not explicitly assessed.

The objective of the paper is to present a software implementation of the Common
Criteria vulnerability assessment methodology. The Enhanced Risk Manager
(ERM) developed by the author’s organization is used as the software implementation
platform.

Section 2 discusses the vulnerability assessment issue. Section 3 features the review
of publications in the paper domain. The review shows that there are no works related to
the automation of the vulnerability assessment. Section 4 presents the methodology, and
Sect. 5 its implementation. The paper is completed by conclusions — Sect. 6.
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2 Vulnerability Assessment According to Common Criteria

Vulnerability assessment (VA) is focused on the flaws or weaknesses in the TOE
working in its operational environment. First, they should be identified and then
assessed whether they can be exploited by threats agents of the defined capability, i.e.
the attack potential sufficient to violate the SFRs.

The assessment embraces vulnerabilities possible to exploit by a huge number of
attacks, which can be ordered by five main categories: bypassing, tampering, direct
attack, monitoring and misuse [9]. Each category has its subcategories.

Bypassing embraces means which can be used by an attacker to avoid security
enforcement done by TSFs. Bypassing may concern:

e inheriting privileges or other capabilities that would not be granted otherwise;

e exploiting the capabilities of TOE interfaces, or of utilities interacting with the
TOE,;

e getting access to sensitive data stored in or copied to inadequately protected areas,
where confidentiality is a concern.

Tampering encompasses attacks focused on the behaviour of the TSF (i.e. cor-
ruption or deactivation), for example:

forcing the TOE to deal with unusual or unexpected circumstances;
disabling or delaying security enforcement;

getting access to data whose confidentiality or integrity the TSF relies on;
modifying the TOE in its physical aspect.

Direct attack covers the identification of penetration tests to check the strength of
permutational or probabilistic mechanisms and other mechanisms to ensure they
withstand a direct attack.

Monitoring attack is aimed at information related to the TOE operations, e.g.:
information of internal TOE transfer or export from the TOE, information generated
and passed to other user data or gained through monitoring the operations.

Misuse may be caused by:

incomplete guidance documentation;
unreasonable guidance;

forced exception behaviour of the TOE;
unintended misconfiguration of the TOE.

This classification has an open character and is refined to express specific tech-
nological issues related to the given IT product category.
The examples of vulnerabilities are:

e absence of the required security enforcement on interfaces or utilities,
e possibility to illicitly acquire privileges or capabilities of a privileged component,
e inadequately protected areas.
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3 State of the Art in the Research Domain

The review embraces the following fields:

e methods and tools supporting the CC methodology processes, including evaluation,
e vulnerability assessment methods and tools.

Apart from the Common Criteria standard and the supplementing guidelines [2],
the support given to the Common Criteria methodology developers and evaluators is
rather poor and embraces only the following:

e general guidelines, like: ISO/IEC 15446 [10] for security targets and protection
profiles elaboration, the BSI guide [11] for other evidences up to EALS, and books,
like [3, 4], however, they are focused on the Common Criteria methodology pre-
sentation, not on vulnerability assessment;

e a few software tools, like: Common Criteria (CC) ToolboxTM [12], GEST [13],
Trusted Labs Security Editing Tool (TL SET) [14]; please note that these tools are
focused on the ST preparation and do not support the elaboration of other evidences
concerning the TOE design, life cycle, guidance, testing, vulnerability assessment,
etc.; they do not deal with vulnerability assessment either;

e the CCMODE Tools [15] embraces full implementation of CEM, but omits vul-
nerability assessment details discussed in this paper;

e the extensive Information Assurance Technology Analysis Center (IATAC) [16]
report encompasses detailed methods and tools focused on different kinds of vul-
nerability analyses designed for specific IT products or systems, like network
scanners, host scanners, web application scanners, multilevel scanners, penetration
test tools, vulnerability scan consolidators, etc.; they can be used on the lower layer
of the software tool presented in this paper.

There are no specialized software tools supporting vulnerability assessment.

4 Methodology

During the vulnerability assessment a huge number of attack scenarios are assessed
with respect to potential vulnerabilities. Some vulnerabilities are encountered during
evaluation activities “by the way”, some of them are results of unstructured, focused or
even methodical analyses. The rigour applied depends on the claimed EAL.

For all exploitable vulnerabilities the evaluator calculates the attack potential to
determine whether the exploitation conditions are adequate to the level of the attack
potential assumed for the attacker. The attack potential rises proportionally to the
increasing motivation, resources and expertise of the attacker.

The attack potential (AP) sufficient to breach the TOE can be expressed as the sum
of factors:
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AP = ET + SE 4 KT + WO + EQ, where: (1)

ET - Elapsed Time, i.e. time taken to identify and exploit the vulnerability
(Table 1);
SE — Specialist Expertise, i.e. the level of generic knowledge of the attacker
(Table 2);

Table 1. Measures of the Elapsed Time (ET)

Elapsed time | ET | Elapsed time | ET
<=1 day 0 |<=3 months |10
<=1 week 1 |<=4 months |13
<=2 weeks |2 |<=5 months |15
<=1 month |4 |<=6 months |17
<=2 months |7 |>6 months |19

Table 2. Measures of the Specialist Expertise (SE)

Specialist SE | Comments

expertise

Laymen Has no particular expertise

Proficient 3 Is familiar with the security behaviour of the product or system type

Expert 6 Is familiar with the underlying algorithms, protocols, hardware,
structures, security behaviour, principles and employed concepts of
security, techniques and tools for defining new attacks, cryptography,
classical attacks for the product type, attack methods, etc. —
implemented in the product or system type

Multiple 8 On the expert level different fields of expertise are required for

expert distinct steps of the attack

Table 3. Measures of the Knowledge of the TOE (KT)

Knowledge of KT | Example

the TOE

Public 0 Information gained from the Internet

Restricted 3 Knowledge controlled within the developer’s organisation and
shared with other organizations under a non-disclosure agreement

Sensitive 7 Knowledge that is shared between discreet teams within the
developer’s organisation. Only members of specified teams have
access to it

Critical 11 Knowledge familiar only to a few individuals. The access to this
knowledge is very strictly controlled on a strict-need-to-know
basis and individual undertaking
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KT — Knowledge of the TOE, i.e. dealing with the TOE design, operation (Table 3);
WO - Window of opportunity, i.e. considerable amounts of access to the TOE or
the number of samples of the TOE that the attacker can obtain; related to ET
(Table 4);

EQ — Equipment, i.e. IT hardware/software or other equipment required to identify
or exploit the vulnerability (Table 5).

Table 4. Measures of the window of opportunity (WO)

Window of opportunity | WO | Example

Unnecessary/unlimited 0 The attack does not need any kind of opportunity to be
access performed because there is no risk it will be detected
during access to the TOE and one can access the number
of TOE samples for the attack

Easy 1 Access is required for less than a day. Fewer than 10 TOE
samples are required to perform the attack
Moderate 4 Access is required for less than a month. Fewer than one

hundred TOE samples are required to perform the attack

Difficult 10 Access is required for at least a month. At least one
hundred TOE samples are required to perform the attack
None o The attack path is not exploitable due to other measures in
the intended operational environment of the TOE; the
period during which the asset to be exploited is available
or is sensitive is shorter than the opportunity period
needed to perform the attack

Table 5. Measures of the equipment (EQ)

Equipment EQ | Example

Standard 0 Is readily available to the attacker, either to identify a vulnerability or
to attack. This equipment may be a part of the TOE as such (e.g. a
debugger in an operating system), or can be readily obtained (e.g.
Internet downloads, protocol analyser or simple attack scripts)
Specialised 4 Is not readily available to the attacker, but could be acquired without
too much effort. This could include the purchase of some equipment
(e.g. power analysis tools, use of hundreds of PCs linked across the
Internet), or development of more extensive attack scripts or
programs. If distinct steps of an attack require clearly different test
benches consisting of specialised equipment, this would be rated as
bespoke

Bespoke 7 Is not readily available to the public as it may need to be specially
produced (e.g. very sophisticated software), or because the equipment
is so specialised that its distribution is controlled, or even restricted.
The equipment may be also very expensive

Multiple 9 Different types of bespoke equipment are required for distinct steps of
bespoke an attack
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Table 6. Attack potential and the TOE resistance

AP Attack potential required to exploit TOE resistant to attackers with attack
range scenario potential of

0-9 Basic No rating

10-13 Enhanced-Basic Basic

14-19 Moderate Enhanced-Basic

20-24 High Moderate

=>25 Beyond high High

All factors are measured using the predefined enumerative scales (Tables 1, 2, 3, 4
and 5).

The symbol specified in Table 4 “**” has special meaning and should not be seen
as natural progression from the timescales specified in the preceding ranges associated
with this factor.

The AP is assessed in the range 0 to 57 with special WO = None option. Table 6,
based on CEM [9] (Annex B/Table 4), shows how these values are assigned to the
enumeration values (second and third columns). For example, it means that if the
minimal AP to exploit scenarios is 15, i.e. “Moderate”, than the TOE is resistant to
attackers with the attack potential of “Enhanced-Basic”.

The above method, compatible with those specified in this annex, is sufficient to
calculate the attack potential. This method does not go beyond the vulnerability
assessment, e.g. towards risk assessment/management, though it is related to this issue.

5 Implementation and Validation

The ERM configurable software platform has been incrementally developed. Currently
it contains the following risk assessment methods [17, 18] implemented:

e Consequences-probability matrix (called here TVC, because it is based on triples:
threat-vulnerability-controls),

e Business impact analysis (BIA),
Fault Tree Analysis (FTA),
Event Tree Analysis (ETA).

For each kind of analysis one or more analysis profiles can be defined, embracing
dictionaries, formulas and configuration parameters. Using the given profile, one or
more analyses can be provided, and based on the risk assessment results, new or
improved security measures can be proposed (in this sense it is a risk management
tool). This tool has an open character and it should be validated in different application
domains. The paper [19] shows the tool and one of the first ERM applications.

Apart from the first aim, i.e. providing the ERM-based vulnerability assessment
tool (ERM-VA) for Common Criteria evaluators, the second aim is to validate the
ERM software itself to sample data for its future development. ERM-VA is based on
the TVC method. The implementation embraces the profile elaboration and performing
analyses. The goals of the implementation are the following:
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e to manage the systematic and complex vulnerability assessment process,
e to calculate attack potentials for considered attack scenarios and to assess the TOE
resistance to the attacks of the given potential.

5.1 TVC-VA Analysis Profile

The TVC-VA profile should consider the predefined threats and vulnerabilities dis-
cussed in CEM [9] (Annex B/Table 4). Analyzing this document, the lists of predefined
threats and vulnerabilities are elaborated and introduced to the TVC-VA profile. The
main categories and subcategories of threats and the list of vulnerabilities are presented
in Sect. 2. No controls, i.e. security measures are needed for the vulnerability analysis.
The dictionaries are open. They can be refined or supplemented for the assessed IT
product to express its specific character. The right part of Fig. 1 shows a part of the
global threat dictionary made according to CEM/Annex B including two main cate-
gories: bypassing and tampering with subcategories and particular threats. The left part
shows three selected pairs threat-vulnerability for further analysis Fig. 2.

m u g User:admin [Administrator Systemu] Change profile Change password Logout

Start>Analyses>Analysis profiles>Edit analysis profile TVC

18

&Edﬁ analysis profile TVC
Dictionaries Parameters Formulas Results range Remarks
TVC Tree Threats Vulnerabilties Controls
Name Name C
= J Invoking an addttional TS = Tampering D4
# (] Absence of the requ... = (J Physical modification the TOE D
= ",,] Physical probing by pene... J Physical probing by penetrating the TOE targeting internals of the TOE Df
+ J Inadequately protect. [£) Physical manipulation can be with the TOE internals aiming at internal modifications of the TOE, D
= () Attack permutational or p. = () Bypassing D=
# ) Weak permutational ... = ‘,] Explotting the capabilties of interfaces to the TOE, or of utilties which can interact with the TOE Df
[£) nvoking an additional TSFI from the sequence D
[ Using implementation detail introduced in less abstract representations v
[ Using the delay between time of access check and time of use D
=« Dirert Attack o
1 m >
Remove Add Add group Delete

Fig. 1. Threat dictionary — an example in the EMAG-ERM tool

Each pair represents an attack scenario (AS). For the given AS the attack potential
should be calculated. Thus the basic formula (Eq. 1) used in Common Criteria is
implemented in the tool. The ERM formulas and their variables are defined by the user.
Each variable has minimal (L_VAR) and maximal (H_VAR) values to express
uncertainties. For the discussed profile, uncertainties are not considered, both values are
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&, Edit analysis profile TVC
Dictionaries Parameters Formulas Results range Remarks
|
Formula : AP=H_ET+H_SE+H_KT+H_WO+H_EQ
Testresult: 0
The list of available variables | Testthe formula |
Variable Description
L_ET Parameter: Elapsed Time (min. value) 42
H_ET Parameter: Elapsed Time (max. value)
L_SE Parameter: Specialist Expertise (min. value) =
H_SE Parameter: Specialist Expertise (max. value)
L_KT Parameter: Knowledge of TOE (min. value)
H_KT Parameter: Knowledge of TOE (max. value)
L_WO Parameter: Window of opportunity (min. value) b
Save Close

Fig. 2. Attack potential formula implemented in the TVC-VA profile in the EMAG-ERM tool

the same and only variables with prefixes “H_" are used. Each variable representing an
AP factor has predefined measures according to Table 1 through Table 5.

Figure 3 shows an example of the factor measure configuration. It is an imple-
mentation of Table 5 concerning the threat agent equipment.

This way the TVC-VA profile is ready to use.

5.2 TVC-VA Analysis

The vulnerability assessment is shown by an example embracing three attack scenarios
(Fig. 4). The left part of the window presents these scenarios, the right part the
assessment of particular factors with respect to the first AS:

threat: “Invoking an additional TSFI from the sequence”,

vulnerability: “Absence of the required security enforcement on interfaces or

utilities”.

Each factor has basic and extended explanations helping the evaluator.

Figure 5 presents the results of the assessment. Different attack potentials are
obtained, belonging to different enumerative values (please compare these results with
Table 6).

Based on this table the following conclusion is possible. One of the attack scenarios
has AP = 18. It means that the considered TOE can be exploited by an intruder of this
attack potential, so the TOE is resistant to the attackers with attack potential of
“Enhanced-Basic”. Particular attack potentials are marked by different colours.
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& Edit analysis profile TVC

Dictionaries Parameters Formulas

Add Delete

No. Name

0 Elapsed Time

1 Specialist Expertise
Knowledge of TOE

3 Window of opportunity

A vvww
N

4 Equipment
Name : No.:
Equipment 4
Variable name :
EQ
Matrix of values

Add Delete

Name Min. value
Standard
Specialised

Bespoke

0w N s o

Muttiple Bespoke

Results range

Max. value

Remarks

Description
0 Is readily available to the attacker, either to ide...
4 Is not readily available to the attacker, but coul...
7 Is not readily available to the public as it may n...

9 Different types of bespoke equipment are requ...

Close

Fig. 3. Equipment (EQ) factor related to data in the TVC-VA profile in the EMAG-ERM tool

£} Edtt analysis Test VA 1
Description Assessment Results
Name

= (] Invoking an additional TSFI from the sequence

® U Inadequately protected areas
= (J Attack i
@ () weak

or

or

Save

2] U Absence of the required security enforcement on interfaces or ...

=] U Physical probing by penetrating the TOE targeting internals of the TO...

Configuration Result

Current Target

Elapsed Time :  Less than or equal 1 month (Time taken to identi... | v

Specelst Proficient (Is familiar with the security behaviou... | v
Expertise :
Knowiedge of Restricted (Knowledge controlled within the de... |v.
TOE 9
Window of
opportunty : Moderate (Access is required forless than a m... | v

Equipment : | Specialised (Is not readily available to the attack... | v

Standard (Is readily available to the attacker, either to identify a vulnerabilty or to af
Specialised (Is not readily available to the attacker, but could be acquired without t¢”
Bespoke (Is not readily available to the public as it may need to be specially produc
Muttiple Bespoke (Different types of bespoke are required for distinct st¢
Y]

Fig. 4. Vulnerability assessment based on the TVC-VA profile in the EMAG-ERM tool
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{’b Edit analysis Test VA 1
Description Assessment Results

Threat / Vulnerabilty Current resut  Range
» Invoking an additional TSFI from the sequence / Absence of the required security enforcement on interfaces o... 18

P Physical probing by penetrating the TOE targeting internals of the TOE, e.g. reading at internal communication i... 47

@
@
@

T

»  Attack per or pr mec / Weak per or pr mec 21

Save Save & Close Close

Fig. 5. Vulnerability assessment results in the EMAG-ERM tool

6 Conclusions

The paper is focused on two main goals:

automation of arduous and difficult vulnerability assessment,
sampling experience for further development of the Enhanced Risk Manager
software.

Analyzing CEM, especially in the range of vulnerability assessment, a concise
specification of the vulnerability assessment method is prepared, being an input for
software implementation of the method on the open, fully configurable ERM risk
manager. The implementation embraces the analysis profile definition according to the
vulnerability assessment methodology, i.e. preparing dictionaries of threats and vul-
nerabilities, defining some attack scenarios for analysis, defining the formula and
measures of the formula factors. For the given profile many analyses can be performed,
including the one presented in the paper.

For each identified attack scenario, i.e. the pair threat-vulnerability, the attack
potential is calculated and classified according to CEM as: “Basic”, “Enhanced-Basic”,
“Moderate”, “High”, “Beyond High”. It allows to determine the TOE resistance to
attackers with the given attack potential.

The quantitative values of the attack potential are automatically translated to
commonly used enumeration values and marked by colours. The validation shows that
the complete vulnerability assessment can be performed using the ERM tool.

One issue was not properly implemented in the ready-made software. It concerns
the “exception” in the Window of opportunity factor, i.e. WO = NONE. The possi-
bility of the implementation exists, but needs extra, uncomplicated programming
(introducing a special flag to mark this exception).

The threat and vulnerability dictionaries fully implement items extracted from CEM
[9] (Annex B), but it should be noted that they have a generic character. They should be
extended by IT products/technologies specific items or specified within the supporting
guides and standards, like [20].

The discussed software support embraces the main management activities of vul-
nerability assessment. Please note that each attack scenario represents an experiment,
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sometimes very complex, long lasting and based on specialized equipment. The tool is
able to manage results of these experiments, but particular experiments should be
performed using the specific methods and tools (similar to these, owned by potential
attackers). This range of automation seems to be enough. A good idea would be to
integrate the Common Criteria evaluation tool existing in the CCMODE Tools [15]
with the presented vulnerability assessment tool discussed in the paper.
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Abstract. In some types of dependable applications (e.g. controlling some
electronic devices) the execution time of a program has to be very short to
enable the appropriate control of the device. Implementing code for Kamika’s
device that measures small particles in the air or in the liquid we are using C#
language. Some parts of the code were also transformed into C++ to find
overheads. The main part of the paper are results of some comparative exper-
iments measuring the performance of alternative C# constructions. We were
especially interested in extension methods which enable to “add” methods to
existing types without creating a new derived type, recompiling, or modifying
the original type.

Keywords: C++ - C# - Performance - Extension methods

1 Introduction

At the Institute of Computer Science, a software for the three-dimensional analyzer
(called IPS) of micron-size particles being designed and produced by KAMIKA
Instruments [10] is under development. This project is founded by the National
Research and Development Centre (NCBIiR in Polish). KAMIKA Instruments is Polish
producer with rich experience in laboratory and industrial sector. Kamika has been
producing measuring devices for thirty years and offers optical-electronic instruments
for measurement of: materials’ granulation in the air or in the liquid, pollution, drops of
liquid and aerosol grain. Kamika’s measuring system can be used e.g. for: control and
optimization of industrial processes, research, measure the cleanness of water and air.

The IPS device consists of an optical head and a fast A/D converter (ADC) card.
The substance particles are sucked by the air into the measuring pipe with a com-
pressor. The feeder is responsible for accurate control of the rate at which particles flow
through the pipe. In the measurement process two optical, crossed channels are used in
the measuring pipe. Each channel uses a light source and a sensor. The way the optical
measuring channels are made is a trade secret of Kamika. The main idea of the
measurement process is to measure how the particle will shade the light as it flies
between the light source and the sensor. As the channels are crossed, the amplitudes of
impulses for each channel are correlated to one dimension (width - X for channel 1 and
depth — Y for channel 2) of the particle. The width of the impulses is related to the
height (Z) while being affected by the speed of the particle within the measuring pipe

© Springer International Publishing AG 2018
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(related to the compressor speed). As the sizes of the measured particles can be even
single micrometers, a lot of optical effects might affect the measurement process, so
high precision manufacturing is required. Also thorough calibration is obligatory. The
light level from the sensors (in each channel) are sampled by the A/D converter. In
two-channel configuration, the sampled values are gathered by the ADC card with the
sample rate of 6 mega samples, i.e. 3 000 000 samples per second from each channel.
Each sample is represented as a short (16 bits) value within the range of 0+-4095. As a
consequence, the IPS collects 3 000 000 * 2 * 2 = 12 megabytes each second.

The IPS uses USB 2.0 interface to communicate with the workstation (PC).
A special driver for the IPS is provided as well as dynamically loaded library
(DLL) that implements basic programming interface (startAcquisition, re-
ceiveBuffer, stopAcquisition, etc.). The collected data can be read by the
application in portions — fixed size buffers. The data is interleaved, i.e. odd short values
in a buffer are samples from channel 1 while even values are channel 2 samples. The
typical size of a buffer is 512 kilobytes (256 kilo-samples from both channels).

The ADC card has very limited resources. Each buffer has to be read in time, which
is less than the time to collect data in the second buffer. Otherwise, the data will be
overwritten. For the 512 kB buffer this is approximately only 43 ms and such value is
very severe performance constraint. In the first step of processing, the data for each
channel has to be decoupled. Then, in each channel, the stream processing includes
averaging, zero-level tracking, detection of impulses, analysis of impulses against
coincident (several particles are coupled or are too close to each other), and merging
impulses from both channels. The statistic about each buffer (e.g. number of qualified
particles, coincidental events) is necessary to control properly the feeding of the sub-
stance being measured. As a result, the analysis of the data has to be made in real time —
not delayed for offline processing, etc. So, it is crucial to assure the high efficiency of
processing while keeping the overall system software architecture simple for further
development.

In the software we are designing and developing for Kamika, the C++ [1] and C#
[2] programming languages are used. C++ produces native code which has to be
compiled, with some optimization options, to run on a particular machine, while C#
produces code in intermediate language (named as IL) which runs on a virtual machine.
The JIT compiler, compiles IL the first time it’s executed, and can make optimizations
that a C++ compiled program cannot because it can query the machine and can adapt
the code to the available instruction set or hardware features. Another factor is that JIT
compiler cannot spend too much time on advanced optimizations, because it runs at
runtime, and the end user would notice if it takes too much time. On the other hand, a C
++ compiler has all the time it needs to do optimizations at compile time. Therefore, it
is not quite clear which code in C++ or in C# will perform better.

We were looking in the literature for comparisons of C++ and C# performances.
The following data bases were searched: Springer Link, IEEE/IEE Electronic Library,
Elsevier, ACM Digital Library, and Wiley Online Library. Unfortunately, only two
works were found, i.e. [12, 14]. More information was available on Internet pages.
Experiments, described in Sect. 2, show that the performance of C++ and C# programs
depend on the language constructs used in the program code, algorithms, and envi-
ronments. Some experiments show predominance of C++ while other of C#. In these
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experiments we were not able to find language constructs used in our code, so we
conducted our own experiments and their results are presented in Sect. 3. Section 4
contains some conclusions.

2 Related Work

In the Internet there are several comparisons of the effectiveness of programs written in
C++ and C# e.g. [3—10]. Some authors find the advantage of C++ over C# while others
claim that C# can execute faster than C++.

C++ code is optimized by the compiler in the same way for all computers while C#
code may be optimized for special machine (e.g. AMD, Intel, Pentium).

C# has many features which are very useful while writing applications, e.g. many
libraries. If the programmer is not able to find a function in the standard library, maybe
can find a C or C++ library for it, and quickly create a wrapper class for a C#. C# seems
to be better suited to applications that need to be developed quickly and to complex
projects where organization is important.

In [3] the author claims, that the main problem with C# compared to C++ is high
memory consumption, which eventually slows down .NET software. In [3] the over-
head of virtual method calls and object creation is also discussed. Virtual methods
prevent optimizations such as method call in-lining. C++ has an advantage because
templates may be used to achieve a different kind of generalization with no impact on
runtime as they are resolved at compile time. In such cases C++ wins against C#.

In [6] the author made a fair comparison between the performance of C# and C++
code in desktop and mobile (Windows CE) environments. The majority of the code
was written in C# first, and manually, line-by-line, translated to C++. Standard .NET
classes were replaced by STL equivalents. Also cross-language benchmarks written by
two different people and a variation of hash table benchmark using sorted maps were
added. The main goal was to measure the performance difference in the compiler/JIT
and parts of the standard library that are often used. The tests were limited to C++
standard library. The benchmarks were limited to the following areas: string handling,
hashtables, binary trees, simple structures, mathematical generics, simple arithmetic
(add, subtract; multiply, divide, modulo) for different data types, 64-bit integers, text
file scanning (read text files line by line), sorting [6]. The author claims that for desktop
application a programmer, which is equally skilled in C# and C++, can advantage of
the simpler syntax, rich standard libraries, stellar IntelliSense, and reduced develop-
ment effort that C# offers. The detailed results showed only a small performance
penalty for C# versus C++.

In [7] other comparison of performance C# versus C++ is briefly described. The
subject of the experiment was the performance of binary search. The test started with an
“overhead” run, where a dummy search routine was called to assess the calling over-
head. Next, an “iterative” algorithm and a “recursive” algorithm (calling itself in order to
search the appropriate segment of the input array) were executed. The results using an
array of 1 million values and doing 10 million searches, under C# and C++ are fol-
lowing: C# - overhead 0.0676 s, iterative 1.4688 s, recursive 2.5938 s; C++ - overhead
0.4720 s, iterative 2.0400 s, recursive 6.8290 s. The results are rather astonishing.
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Unfortunately, the author hasn’t described the environment in which this experiment
was made nor explained the shorter times of C# programs.

Josiah Manson conducted also an experiment comparing the performance of C++
and C# programs and described it in [9]. As he is interested in programming games, he
coded a ray tracer in C#. He did not optimized the code and used integers and doubles
to store numbers. He was using mostly triangles in scenes, which were treated
generically by inheriting attributes from a base shape class. All pixel colors were
treated similarly, through generic shaders that inherit from a base class. When the code
was bug-free he ported the code to C++ as identically as possible for a fair comparison.
He traced different types of scenes that have varied code paths, amount of calculation,
and memory access patterns. All the testing was on Windows 7 64-bit. Visual Studio
2010 Beta 2 for both C# and C++ was used, C++ was compiled with optimization
options. For each scene initialization time and actual ray tracing time were measured
separately, startup and shutdown time for the program were ignored. All times were
measured in seconds. Manson concludes that C# is slow, approximately five times
slower than identical C++ code on average.

Florent Clairambault in [8] also describes an experiment - comparison of C++ and
C# (also Java) performance conducted on nine algorithms. He showed that C# can
actually be considered as a very fast language. For four algorithms used in this
experiment (i.e. Binary Tree, Spectral Norm, n-Sieve bits, and n-Sieve) the execution
times were shorter for C# than C++ in Windows environment. In other algorithms
(Spectral Norm, N Body, Mandelbrot, Fankuch, Fasta, and Recursives) C++ appeared
to be faster. Florent Clairambault explains the good results of the C# with efficient
hardware-specific optimization available in C# and not possible in C++.

In [12] Gerlach and Kneis compare the performance of the Bellman-Ford single
source shortest path algorithm [13] when using parameterized data structures imple-
mented in C++, Java, and C#. Theirs measurements showed that both Java and C#
generics introduce only little run time overhead when compared with non-parameterized
implementations. A C++ implementation that heavily was using templates has served as
a reference implementation.

In [14] Gherardi, Brugali, and Comotti present their work on quantifying the dif-
ference of performance between Java and C++. They measured the execution times of
an algorithm written in Java and in C++. The chosen algorithm was the Delaunay
triangulation and its implementation was from the OSG library [15]. The algorithm is
well suited for the purpose of comparison of performance because it stresses several
critical points of the programming languages performance such as the frequent access
to the memory for operating on dynamic size array and the frequent evaluation of
logical conditions. Results showed that, using the appropriate optimizations, Java is
from 1.09 to 1.51 times slower than C++ under Windows and from 1.21 to 1.91 times
under Linux.
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3 Experiments

During the measurement process (briefly described in Sect. 1) software must read data
from Kamika’ electronic device. Currently 12 megabytes appear in one second, split
into samples. Each sample is 16 bits number which is written to a buffer. Buffer filled
with samples can be read by USB interface. The producer of the electronic device
provides a driver and a library (64 bits) for Windows system. With functions from this
library we can read a buffer, establish its length, etc. Our application reads periodically
the buffer (12 million of bytes per second) and has to read and process the buffer before
the next buffer is filled. The device uses two buffers, while one is being filled the
second one is available for reading. Our goal was to quantify the difference between the
execution times of several C# and C++ constructs and to choose the constructs which
offer good code readability and enable the processing of samples. As in the literature
(see Sect. 2) we were not able to find information concerning the constructs suitable for
our software, we carried out many experiments, some of them are described below.

3.1 Experiment with Reading Buffer

As the results of experiments described in Sect. 2 are not clear and we were not able to
find the answer if C# application will manage to read the buffer while the other one is
being filled we conducted our own experiments. Two simple application were written:

e one in C++,
e second in C# (Microsoft.Net).

Application periodically reads buffers with data and writes them to a file. Before two
successive readings, a delay (slightly less than the period the buffer is enabled for
reading) is introduced (function S1eep). The simple test application was reading 1200
buffers, checking if the data were not lost. The time of reading 1200 buffers and the
processor load were gathered. It is worth to note, that the C# application has to use data
marshalling in order to read the buffer from the device library. The experiment was
made on a computer with: 2x Dual Core AMD Opteron 280 2.40 GHz processor,
8 GB memory and operating system Windows 7 Professional x64.

Two buffer lengths were examined (1048576 and 524288) and the delays were
respectively set to 60 and 30 ms. The detailed results are given in Table 1. It appeared
that the processor usage is similar for C++ and C# application, so, we decided to use
C# as the implementation language for the component reading measured raw data. For
smaller buffer lengths than these shown in Table 1, C# application was “loosing” some
data (buffers were overwritten with new values) while C++ application not.

3.2 Comparison of Some Language Constructs

The comparison of selected language constructs were conducted on processor Intel
Core 17 720QM 1.6 GHz, with 8 GB memory and operating system Windows 10
Enterprise x64. We were using prototype module NoiseAnalysisApp - a part of
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Table 1. Results of reading buffer test

Buffer Lang. | Application Reading Attempts Processor performance
size latency time to read [%]
for 1200 min. | avg. max.
buffers
1048576 | C++ 60 105118 1679 0 0.01 1.5
1048576 | C# 60 105156 1679 0 0.057 |1.562
524288 C++ 30 52715 1684 0 0 0
524288 C# 30 52687 1681 0 0 0

the system being developed for Kamika. In this program one thread is reading data
from a file while other threads are responsible for noise analysis in each channel stream
(maximum two). In the “analyzing” thread the histogram of noise and its mode are
produced. The time to calculate these values and the number of samples processed in a
second are measured. As test data, we used four files given by Kamika with noise for
one- and two-channel measuring device. These files contained approximately 400
buffers of the size of 524 288 samples (approx. 200 000 000 samples in each file).

We conducted several experiments checking how different C# language constructs
and the organization of processing the stream of data influence the performance of
processing samples. The application for Kamika measuring device has to be able to
process 12 million of samples in a second. In each of these experiments we measured the
execution time of MakeNoiseAnalysis method. In all experiments the calculations
were similar — we only changed the way samples were extracted from the buffer and the
calculation of moving average values. Each experiment was repeated three times and the
mean values were calculated. First we prepared a “reference version” — with classic for-
loop, without iterators and extension methods. The code is shown in Fig. 1

Experiments

We were examining different ways of reading samples from buffers and calculating
moving average. The detailed results for two stream measuring device and for the
following list of experiments are shown in Table 2:

1. voidMakeClassicNoiseAnalysis(IEnumerable<RawDataBuffer>bufferSource)
2. |

3. DateTimestartTime = DateTime.Now;

4. varaverager = newMovingAverage(15);

5. foreach (var buffer inbufferSource)

6. |

7. for (int i = Channel; i <buffer.rawData.Length;i+=buffer.ChannelCount)
8. |

9.

var sample= buffer.rawData[i];
10. varavg_sample = averager.ProcessNextSample(sample);
11. ProcessSample(avg_sample);

12. }
13. }
14. Result.ProcessingTime = DateTime.Now - startTime;
15. }

Fig. 1. Reference version of MakeNoiseAnalysis method
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Table 2. Results of experiments

) . Processing % Change
Line Experiment No of samples Samples per sec ) )
(ns) to the basic version

1 reference 178 782208 25911 417 77

2 reference 208 666 624 26 366 040 76

3 1 178 782208 25420 771 79 98

4 1 208 666 624 25 324 939 79 96

5 2 178 782208 23 272 527 86 90

6 2 208 666 624 23 165 688 86 88

7 3 —Fig.2 178 782208 15 603 334 128 60

8 3 —Fig.2 208 666 624 15618 337 128 59

9 4 —Fig.3 178 782208 19 870 138 101 77

10 4 —Fig.3 208 666 624 20 118 353 99 76

11 5 —Fig. 4 178 782208 9891741 202 38

12 5 —Fig. 4 208 666 624 9905229 202 38

13 6 — Fig. 5 178 782208 10 333 851 194 40

14 6 — Fig. 5 208 666 624 10 236 052 195 39

. We change the way buffers with samples are read. Instead of interface TEnu-
merable (line 1 in Fig. 1) and foreach loop we created our own interface. The
execution time was similar, so, we can reason that constructs IEnumerable and
foreach are not decreasing the performance (lines 3-4, Table 2).

. We added a class — classic iterator, providing successive samples from buffers. The
decrease in performance was 10-13% only. We observed that iterators make the
source code more easy to read and understand but slightly decrease its performance
(lines 5-6, Table 2).

. We prepared extension method ToSamplePipe, which internally uses extension
method EnumerateChannel and this one is using extension method EveryNth
for taking samples from appropriate channel. Those methods build up an IEnu-
merable stack, similar to LINQ [11] library. The code of these methods is shown
in Fig. 2. In the MakeNoiseAnalysis method line 7 (Fig. 1) was substituted
with: foreach (var sample in bufferSource.ToSamplePipe())- The results showed
significant performance decrease — about 40% (lines 7-8, Table 2).

. Next, instead of extension method EnumerateChannel, for reading successive
samples we used for and yield instructions (Fig. 3). The performance was 75—
78% of the performance of the first approach (Fig. 1) but was over a dozen greater
than in point 3. This experiment revealed that the usage of extension methods
significantly slows program execution (lines 9-10, Table 2).

. The extension method ToSamplePipe was used for reading samples and
extension method MovingAverage was calculating the moving average
(Fig. 4). In the method MakeNoiseAnalysis we substituted some instructions
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public static IEnumerable<T> EveryNth<T>(this T[] @this, int step, int
startIdx = 0)
{for (int i = startIdx; i < @this.Length; i += step)

yield return @this[i];}
public IEnumerable<int> EnumerateChannel(int channel)
{ return rawData.EveryNth(ChannelCount, channel).Select(Convert.ToInt32);}
public static IEnumerable<int> ToSamplePipe(this IEnumerable<RawDataBuffer>
@this, int channel = 0)
{ foreach (var buffer in @this)

foreach (var sample in buffer.EnumerateChannel(channel))

yield return sample;}

Fig. 2. Extension methods used for reading samples

public static IEnumerable<int> ToSamplePipe(this IEnumerable<RawDataBuffer>
@this, int channel = @)
{ foreach (var buffer in @this)
for (int i = channel; i < buffer.rawData.Length; i += buffer.ChannelCount)
yield return buffer.rawData[i]; }

Fig. 3. Loop and yield instructions used for reading samples

private static int CalculateAverage(int sum, int windowSize)
{ return (int)(sum / (double)windowSize + ©.5); }
private static DataWindow<int> FillInitialDataWindow(
IEnumerable<int> @this, int windowSize)

{ var window = new DataWindow<int>(windowSize);
window.PushAll(@this.Take(windowSize));
return window; }

Fig. 4. Extension method MovingAverage

with: foreach (var sample in bufferSource.ToSamplePipe().MovingAverage(15))-
The code with these methods looks very elegant, is easy to understand but the
performance of such code was unacceptable, only 40% of the performance from the
basic version was achieved. In our program such slow execution disabled appro-
priate communication with the measuring device (lines 11-12, Table 2).

6. In this experiment we changed extension method MovingAverage, which is
using basic class MovingAverage to calculate the average moving value and
extension methods Skip and Take of interface TEnumerable. The code is shown
in Fig. 5. The performance is similar to the performance from the previous point
(lines 13—14, Table 2).

7. The cost of an LINQ-style ITEnumerable stack was also examined. Previous
experiments shown that such coding style significantly slows down the execution of
a program. We wanted to have the detailed value, how much time each stack
element adds to the time of processing sample. We measured that each layer adds
28-35 ns to the processing of each sample. This is quite a significant value because
it is approximately 25% of the time of processing a sample without stacking
IEnumerable.
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public static IEnumerable<int> MovingAverage(this IEnumerable<int> @this, int
windowSize)

{ if (windowSize == 1) return @this;

var avg = new MovingAverage(windowSize);

return @this.Select(item => avg.UpdateAndGetValue(item)).Skip(windowSize-1);}

Fig. 5. Other implementation of method MovingAverage

8. We also examined the cost of classic calls of methods. The cost appeared to be
insignificant. For single call is was unmeasurable, for several calls was 30 times less
than the cost of structures built with extension methods (experiment described in
point 7).

3.3 Summary

We examined the performance of several C# constructs. It appeared that interface
IEnumerable and foreach loop do not decrease significantly the performance of
the code. Stacking IEnumerable in a similar way as LINQ library does (using
extension methods, e.g. ToSamplePipe, MovingAverage, AddToSample —
Sect. 3.2) is “expensive” in terms of the performance. The time of the call of
IEnumerable wrapping another IEnumerable is 30 times longer than the regular
call. The usage of LINQ-style extension methods makes the source code “elegant”,
more “functional programing style”, easy to use but significantly slows down the
execution of a program. In our application, which should process about 12 million
samples in one second, extensions methods can’t be widely used. It appeared that
classic calls of methods are very effective and should not be avoided.

The reason behind performance drop hides in the cost of the virtual function call —
each IEnumerable accesses the next in layer via MoveNext and Current virtual
calls, even if those calls are not directly used by the programmer (yield construct can
shadow them). Our extension method was in reality creating another class imple-
menting TEnumerable interface and, as such, providing the next level of virtual
calls, which C# compiler and JIT failed to optimize. LINQ library uses several tricks to
overcome those bottleneck (Select (...) .Where(...) does introduce only single
layer), but the result is not as readable as extension methods with yields.

4 Conclusions

The results of the presented experiments proved that application written in C# (envi-
ronment Microsoft.Net) may be used to process in real time the data stream obtained
from a measuring device, even quite fast. We also shown that some programming
constructs, nice and useful for a programmer, may significantly decrease the perfor-
mance of an application. Extension methods and LINQ-style expressions make the
source code clear, are easy to use but are significantly (about 30 times) slower than the
classic ones — so, can’t be used in applications for which the performance is significant.
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Classic methods call and for-loops or inline functions are quite efficient and should be
used. It is worth mentioning that a programmer who knows the programming language
very well will certainly produce faster code than the one who doesn’t, regardless of the
languages. Algorithm choice and implementation have a more intense effect on per-
formance than implementation language chosen. Programmers should concentrate on
first implementing the application correctly in whatever language suits them best, then
finding performance bottlenecks, and then optimize the code. Sometimes critical parts
of a system can be written in lower level language. The performance depends also on
the software architecture. In [16] software performance antipatterns that represent “bad
practices” decreasing performance are introduced.

Acknowledgments. The research leading to the presented results has received funding from the
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Abstract. In the paper the architecture of Deep Stacking Convex Neuro-Fuzzy
System for data stream processing in on-line mode is proposed. The advantage
of proposed system is that its layers are formed by multivariate modification of
hybrid generalized additive neuro-fuzzy system. Such system is characterized by
simplicity of computational implementation, high speed learning, increased
approximation properties. For learning of the proposed system both conven-
tional least squares method (including its recurrent version) and specialized
learning procedures, which have tracking and smoothing properties are used.
Proposed system is aimed at solving of wide range of Data Stream Mining
problems, which are connected with processing of nonstationary stochastic and
chaotic processes under conditions when information is fed to the system in
on-line mode.

Keywords: Computational intelligence - Deep learning - Deep stacking
convex neuro-fuzzy system - Hybrid systems

1 Introduction

Nowadays hybrid systems of computational intelligence, which are formed based on
conventional artificial neural networks, are wide spread for a lot of information pro-
cessing tasks, including tasks of Data Stream Mining where data are fed for processing
in on-line mode in the form of multivariate time series. It is clear that not all neural
networks and, first of all, conventional multilayer perceptrons, and also their hybrids
(neuro-fuzzy systems) can operate in this mode. That is why, such systems demand
significant improving and modification for possibility to operate under conditions when
data are fed to the processing in sequential mode, one after another observation. Recent
years, the information processing systems based on deep learning (first of all, deep
neural networks [1-4]) call attention to itself. Such systems demonstrate high quality of
obtained results, however at that demand high time spending for learning in compar-
ison with conventional shallow neural networks. The learning time can be reduced
using so-called deep stacking convex neural networks [2], whose layers are formed by
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simplified neural networks modules, and learning problem is reduced to convex opti-
mization, which has an analytical solution. It is clear that having analytical solution, it
is easy to realize recurrent on-line learning process. Generally implementing of on-line
learning process is possible for neural networks, whose output signal depends linearly
from tuned synaptic weights, for example, Radial Basis Function Networks (RBFN)
[5-7], and Normalized Radial Basis Function Networks (NRBFN) [8, 9], however their
using is often complicated by, so called, the curse of dimensionality. In addition, here
the key moment is not computational complexity, but the problem is obtaining of data
sets from the real plant that can be too small for estimating of large synaptic weights
number. Neuro-fuzzy systems that combine the learning ability of neural networks and
transparency and interpretability of the soft computing methods, have a range of
advantages ahead of the conventional neural networks. Here, first of all, it should be
noticed TSK-system [10], and ANFIS [11], whose output signal also depends linearly
from the synaptic weights and has less number of synaptic weights than RBFN or
NRBFN. The more complex hybrid systems of computational intelligence are
well-known and have improved approximation properties, for example, the hybrid
fuzzy wavelet neural networks [12, 13], but learning algorithms complexity limits their
using in on-line mode. Therefore in deep stacking convex systems of computational
intelligence it is appropriate to use multivariate adaptive hybrid neuro-fuzzy systems
that allow to process nonstationary information that is disturbed by noises in on-line
mode, have smaller number of tuned parameters comparatively with known
neuro-fuzzy systems, is simple in the computational implementation (due to the par-
alleling of the information processing) and doesn’t demand previous defining of the
training set, i.e. to implements the learning process starting with the first observation,
which is fed to the system.

2 Architecture of Deep Stacking Convex Neuro-Fuzzy System

Figure 1 shows the architecture of proposed deep stacking convex neuro-fuzzy system,
which is hybrid of cascade-correlation neural network of Fahlman-Lebiere [14] and
cascade neuro-fuzzy systems [15—17] with a priori unknown number of layers that can
increase steadily. The proposed system realizes a nonlinear mapping R" — R™, that is
provided by sequentially connected layers of information processing, which number g
is defined directly under learning process. On the input of the first hidden layer vector
x(k) = (x1(k), ..., x,(k))" € R" is fed and the output of this layer is vector 3!!/(k) =
(j)[ll](k), . (k))" € R™; the input of the second layer is signal (x” (k), 17 (k))" e
R"*™ and its output - $7 (k) € R"™; the input and output of the third layer are (x” (k),
ST (), 27 (k)" € R*+2m 5B1(k) € R, and finally, the input of g-th layer is
(T (k), 37 (k), ..., 31T (k)" € R**+(&=Dm_and output is $1¢/7 (k) € R™. This system
architecture allows not to use for learning the conventional errors back propagation
algorithm, but to tune each layer sequentially using output signals from previous layers.
At that if output signal of each layer depends linearly from the tuning parameters, the
learning process is transformed into convex optimization.
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Fig. 1. Deep stacking convex neuro-fuzzy system

3 The Zero-Order Takagi-Sugeno-Kang Neuro-Fuzzy
System

The zero-order Takagi—Sugeno—Kang (TSK)-type neuro-fuzzy system (known as
Wang-Mendel neuro-fuzzy system too) [18] is one of the most effective ones for
processing of information that is fed in real time. Such system is characterized by
relative small number of tuned synaptic weights that can be adjusted by high-speed
second order optimization procedures such as recurrent least squares learning
algorithm.

The architecture of neuro-fuzzy system by Wang-Mendel consists of five sequen-
tially connected layers. To the input layer (n x 1)-dimensional vector of the input
signals x(k) = (x1(k), ..., x:(k), ..., x,(k))" is fed that has to be processed, where k =
1,2,3,... is current instant time. The first hidden layer consists of nk membership
functions u;(x;), I =1,2,...,h and provides fuzzyfication of the input variables. The
second layer implements the aggregation of membership levels that are computed in the
first layer and consists of & multiplier units. The third hidden layer consists of synaptic
weights that have to be adjusted during learning process of neuro-fuzzy system. The
forth layer contains usual summators and computes sums of the output signals of the
second and third layers. And, finally, the fifth (output) layer produces a normalization
where as the result output signal y,(k) (p = 1,...m) is computed.

Therefore this system implements the nonlinear mapping x € R" = y € R™. If the
vector signal x(k) is fed to the system input than the first layer elements compute the
membership levels 0 < p;(x;(k)) <1, at that as membership functions the bell-shaped
structures with nonstrictly local receptive field are used, that allows to avoid “gaps”
appearance in the fuzzificated space under using scatter partition of the input variables
space. The most often as a membership functions of the first layer the Gaussian
functions are used in the form

(5 ()) = exp (= (k) = i)’ /20 (1)
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where cj;, g; are center and width parameters respectively. These parameters can be

chosen by empirical way or tuned during learning process by the backpropagation

learning algorithm. It can be also noticed that previous input variables coding on the

limited interval, for example, 0<x;(k) <1, allows to simplify the computations

because the width parameter g; can be set equal for all components of the input vector.
The second hidden layer outputs compute aggregated values in the form

n

Xi(k) = | |, muixi(k)) )

and for Gaussian functions with equal values of width parameters ¢ we can write

7i(k) = T exp(—(u) — e /26°) = exp(=Int) =l /26)  (3)

(here ¢; = (ci1y - -+ Cliy - - .c,,,)T), i.e. elements of the first and second hidden layers
process the input signal similarly radial basis neurons in RBFN and NRBFN.
The outputs of the third hidden layer are values in form

Wpl H lull )C, - Wpl(k_ l)il(k% pP= 1727' < M = 1727" '7h (4)

(here wy(k — 1) are mh values of synaptic weights that are computed using k — 1
previous observations), the output of fourth layer is

S k= DT, ma®) = 320wtk — Dx(K) (5)
Zl 1Hz 1’“11 xi(k Zz 1 r (6)

and, finally, the system outputs (the fifth layer) produce signals in form

Vp(k) = ?:1 wp(k — 1) T wi(xi(k)) —wl(k — Deo(x(k 7
W0 = e T o) p (k= Do) 7

where ¢,(x(8)) = [Ty (k) (S T2y CR)) s wplk = 1) = (o (k= 1),
(k= 1), 9(x(8) = (1 (x(R), - 94 (x(K))

It is simply to note that such system produces nonlinear mapping of the input
signals into the output one similarly to normalized radial basis function network,
however contains essentially smaller number of synaptic weights in comparison to
NRBFN.
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4 Multivariate Hybrid Neuro-Fuzzy System

Reducing of synaptic weights number in the neuro-fuzzy system by Wang-Mendel in
comparison to normalized radial basis function network is achieved due to scatter
partition of inputs, at that however in the areas, which are remoted from centers ¢; of
multidimensional membership functions in form

IT: exe(=(stt) = )” /20%) = exp (st =il 2°) - (8

the provided quality of approximation can be nonsufficient.

Of course we can improve the approximation quality using grid partition of input
space but at that the number of tuning parameters increases rapidly, i.e. the neuro-fuzzy
systems advantages are lost ahead of the conventional neural network. For improving
the approximation properties of neuro-fuzzy system we can introduce, so called, non-
linear synapses in the third hidden layer instead of usual synaptic weights wy,
p=12,...,m, I=1,2,... h. These nonlinear synapses are building elements of
neo-fuzzy neuron [19], which is enough simple and effective real-time system of
computational intelligence, which is aimed at operating in on-board applications [20].
The neuro-fuzzy system based on neo-fuzzy neurons was proposed in [21] and its
simplified version in [22]. This system confirmed their efficiency for many tasks con-
nected with Dynamic Data Mining and Data Stream Mining. Here, it is necessary to
notice that systems based on nonlinear synapses and neo-fuzzy neurons are the single
output systems while for it is necessary to use multi inputs — multi outputs description a
lot of real tasks’ solution. In generally we can solve many tasks using some number of
the parallel one-type single output systems. This approach was proposed in [23] where
for solving of smart house tasks the group of parallel ANFIS have been used. At that,
therefore, the implementation of such systems is getting more complicate and the
number of tuning parameters is increased. In the connection with this, we have proposed
[24] adaptive multivariate hybrid neuro-fuzzy system, which is characterized by the
comparatively small number of adjustable parameters allows to tune parameters in real
time under nonstationary and stochasticity of processed information conditions. Fig-
ure 2 shows the architecture of proposed multivariate hybrid neuro-fuzzy system, which
is generalization of neuro-fuzzy system with single output for multivariate cases, which
is considered in [25, 26]. The first and second layers are absolutely similar with the such
layers of Wang-Mendel system, so we can write the values on their outputs in form

x(k) =[], i k). (9)
These signals are fed to the inputs of multivariate nonlinear synapses MNS|,
MNS,, ..., MNS, that together with summator of fourth layer compose the generalized
neo-fuzzy neuron architecture [27, 28].
Generalized neo-fuzzy neuron (GNFN) is nonlinear learning system with many
inputs and outputs that implements mapping in the form



54 Y. Bodyanskiy et al.

a0 TT

Fig. 2. Multivariate hybrid neuro-fuzzy system

HGER) = fal@(k) (10)

where %(k) = (%1 (k), ..., %i(k), ..., % (k))", f,((k)) is p-th output of GNFN

(p = 1,2,...,m). Each nonlinear synapse MNS; consists of g membership functions
fiy(%1), 1 =1,2,...,g and mg tuned synaptic weights wy;.

Therefore, the mapping, which is implemented by each multivariate nonlinear
synapse, can be written in form

Faa(k) =D 0wk = Dy (a(k)) (11)

and generalized neo-fuzzy neuron realizes nonlinear mapping in form

HEE) =S 38wl = Dig(a(0), p=1,2,.m  (12)

i.e. is actually multivariate generalized additive model [29, 30] that is characterized by
computational simplicity and improved approximation properties.

The second integrator of the fourth hidden layer similarly to Wang-Mendel system
computes the value
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ST mtk) = S0 k) (13)

and the outputs of system produce signals in form

3k =00 308 k= D () /S0 k) = Wl (k= DRGH)  (14)

where
~1

Pu(s()) = iy G k) (S 5080 = (T k) (S0 T mas8))

Wp(k — 1) = (Wpll(k — l),szl(k — 1), .. .,ngl(k — 1),Wp12(k — 1), .. .,ijl(k — l),
o Wogn (k= )T, @((K)) = (711 (3(K)), @21 ((K)), -, Gp(E(K)), ., Dya (E(K)))

It can be noticed that system under consideration is hybrid of the neuro-fuzzy
system by Takagi-Sugeno-Kang and multivariate generalized additive model by
Hastie-Tibshirani, which implements Takagi-Sugeno fuzzy inference and is protected
from the problem which connects with the scatter partition. The output signals of such
system depend linearly on the synaptic weights, whose number is in g times larger than
in the system of Wang-Mendel and is the same as number of tuned synaptic weights of
generalized neo-fuzzy neuron with £ inputs. It is necessary to notice that as mem-
bership functions of nonlinear synapses MNS; it can be used the same Gaussian
functions, that are used in the first hidden layer. But if as ji;(X;) we use membership
functions, which satisfy to the conditions of unity partition (triangular, cubic and
B-splines and etc.) the architecture of proposed system can be reduced by the rejection
of one integrator in the fourth layer and devisors in the fifth (output) layer due to the
fact that in this case we don’t need to produce output signal normalization, i.e. in this
case the output signal is computed similarly as in the standard neo-fuzzy neuron.

5 On-line Learning of the Proposed Deep Neuro-Fuzzy
System

The learning process of the proposed system can be presented based on the first hidden
layer L;, at that such learning process is considered as process of synaptic weights
estimation of GNFN in each layer of system. Let’s introduce under consideration

(mx 1) reference signals vector y(k) = (yi(k), .., yp(k), .., ym(k))", (m x gh)

matrix of synaptic weights in k-th instant of time k = 1,2,...,N
wi (k)  wii(k) - wign(k)
wari (k) wa(k) -+ wogn(k)
W (k) = : : . : = {wpi} (15)

Winl (k) Wm21 (k) o Wingh (k)
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and learning criterion

E(N) = 1/222“ v(k) = $(R)IP
=123 3 2w =123 k) - WeGk)I®  (16)

Analytical minimization of this criterion leads to standard least squares estimate

N =30 e 6D (0, 66 k)6T GE)) (17)

which for operation in on-line mode can be rewritten in the recurrent form

_ 00 Wl ) (3(6))9" (G(8)) PG 1)
{ et ey (18)
_ _ _ Plk=1)(x(k))p” (x(k))P(k—1
Plk) = P(k = 1) = "5 el oG

In the tasks of non-stationary data stream processing it is appropriate using of its
exponentially-weighed modification instead of learning criterion (16)

—1/2Z,Ik’||y(/ —1/22 TG = WeEO)I* (19)

(here 0 <o < 1 is forgetting factor), which minimization using Gaussian-Newtonian
procedure leads to well-known algorithm that provides both tracking and high speed of
convergence to optimal values of synaptic weights

(k) —W (k—1)o(x(k))) T
W(k) =Wk —1)+ (k) =W (k 1}292() (k))Z«J ¢

o+ @7 (x(k)) P(k—1)(x(k)) ’ (20)
P(k—1)p(x(k)) " (3(k))P(k—1
Pty =2 (Pt~ 1) - i)

which can be unstable at small values of parameter o

6 Experiment Results

Efficiency of hybrid neural network was examined based on solving forecasting
problem of real ecological time series. This time sequence describes monthly pressure
above the sea level from 1882 to 1998 (Darwin sea level pressure). This time series is a
key indicator of climate change, as well as important in the study of the effect of the El
Nifio or Southern Oscillation index. Inputs number of network were taken as n = 6,
that for input vector in the form x(k — 5),x(k — 4),x(k — 3),x(k — 2),x(k — 1), x(k)
for the prediction value x(k+ 1). As the quality criterion of forecasting root mean
square error (MSE) was used (Table 1).

Thus as it can be seen from experimental results the proposed approach having the
best quality of prediction in comparison with conventional neural network.
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Table 1. Comparative analysis of forecasting time series results

Neural network/Learning algorithm Number of MSE
layers

Deep stacking convex neuro-fuzzy system/Proposed learning 2 0,0135

algorithm

Deep stacking convex neuro-fuzzy system/Proposed learning 4 0,0048

algorithm

Hybrid multilayer GMDH-neural network based on wavelet 4 0,0398

neurons/RLSM

7 Conclusions

Proposed deep staking convex neuro-fuzzy system is simple in computational imple-
mentation and has high speed of learning due to freedom from error backpropagation in
the learning process. Such system can be used for solving wide spread of Data Mining
tasks, including Data Stream Mining and Dynamic Data Mining tasks, and first of all,
identification, forecasting, emulation, pattern recognition in on-line mode, for example,
in on-board applications, which need the nonstationary data streams processing with
high speed in sequential mode.
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Abstract. Testing is a significant part in the development of fault-tolerant
systems on chip (SoCs) based on ASIC/ULA. This is due to complexity of the
systems themselves and to the necessity to verify not only main functionality,
but also efficiency of the implemented fault tolerance ensuring mechanisms. The
FPGA-based fault injection method is widely used to speed up this process but
its efficiency depends on implementation. This article discusses adequacy issues
for the novel testing methodology for the fault-tolerant SoCs based on
ASIC/ULA.

Keywords: Fault injection - FPGA-prototyping + ASIC to FPGA conversion *
Fault tolerant system testing

1 Introduction

Testing is a crucial part of the modern ASIC/ULA based SoCs development life-cycle
but growing devices densities and reduced elements sizes turn it into a significant
challenge. Moreover, fault tolerance requirements which are increasingly imposed not
only for special purpose systems (e.g. aerospace) that traditionally have high reliability
requirements but also to commercial systems, make its own contribution to the great
complexity of the testing. These requirements may be due to the need for a chip yield
improvement [1] and the increased influence of external harsh environments owing to
devices dimensions shrinking [2]. In our work we examine testing method only for
SoCs with hardware implemented fault tolerance. However, complex computing sys-
tems may also use software approaches, such as [3].

The fault injection method is widely used for testing of fault-tolerant systems [4, 5].
However, the analysis of works in this field can define four basic approaches to its
implementation [6, 7, 8]: (1) Hardware fault injection methods, which refer to the usage
of special equipment that generates physical impacts on the prototype of the target
system. Basic features of this group of methods include high cost, high speed, bad
repeatability of the experiments and high probability of prototype corruption.
(2) Software fault injection methods, which also can be applied only after production of
a pilot batch. These methods implement fault-injection at the software level.

© Springer International Publishing AG 2018
W. Zamojski et al. (eds.), Advances in Dependability Engineering of Complex Systems,
Advances in Intelligent Systems and Computing 582, DOI 10.1007/978-3-319-59415-6_6
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(3) Simulation based fault injection methods. This group of methods involves creating
a software model of the system and injecting faults in it. Basic features of this group of
methods include wide opportunities for implementation of different fault and failure
models, high visibility of the testing results, and low testing speed. (4) Emulation based
fault injection methods. This approach usually implies creation of synthesizable system
model with the help of hardware description languages and its further implementation
as FPGA prototype to which fault injection is applied. It combines advantages of both
hardware and simulation based methods enabling high-quality fault-tolerant SoCs
testing in a short time. Testing time reduction plays a key role, since in some cases the
cost of testing can reach up to 40% of the final product cost [9].

This article describes fault-tolerant SoCs testing method and its implementation via
hardware-software complex (HSC), based on fault injection and FPGA prototyping.
The particular implementation of fault injection method, used in HSC, is considered to
review the functional compliance achievement between the system being developed
and its FPGA prototype.

2 Proposed Method

In [10] we proposed hardware-software complex (HSC) for testing of fault tolerant
computing systems on chip (see Fig. 1). The complex comprises of the workstation (or
host computer) which runs HSC software and four PCle expansion boards, each
containing Xilinx Virtex-6 FPGA and used for conducting fault injection experiments.

2\ Expansion board 2
Host computer oCLE
- Xilinx Virtex-6 FPGA for modified user
project functional testing
HSC software PCI-E
Expansion board 3
PCI-E
Custom Xilinx EDA - Xilinx Virtex-6 FPGA for fault tolerance level
EDA evaluation of the modified user project

Expansion board 4

Expansion board 1
PCI-E N ; .
PCI-E Xilinx Virtex-6 FPGA for alternative user
Xilinx Virtex-6 FPGA for initial user project ||-<— project functional testing
functional testing
%

Fig. 1. The HSC block diagram.

The HSC implements multi-phase simulation methodology (also presented in [10])
that allows to perform both basic functionality testing and effectiveness evaluation of
fault-tolerant ensuring means. It has an extended concept of fault injection method.
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[11] as a basis and uses “fault appearance model” to simulate harsh operation
environments during fault injection. This concept refers to transformation of chemical
and physical changes of the chip, caused by impact of external or internal fault sources,
into faults and failures in logic circuit of computing system. It was proposed to dis-
tinguish three main components of the fault appearance model: external influences
model (EIM), threats occurrence model (TOM) and fault localization model (FLM).
These three models form a stack (see Fig. 2) since the output of one model is used as
input of another one. The EIM produces fault sources characteristics from the
user-defined operation environment characteristics. The TOM then determines what
physical and chemical effects such fault sources will cause in the chip. These changes
are then finally converted by FLM to logic faults in computing system circuit. These
faults are directly inserted during the fault injection.

Fault Appearance Model

Operation
Environment :> External Influences Model

Characteristics
Fault Sources
Characteristics

Threats Occurrence Model

Chip Response {}

Fault Localization Model _:>Fault
List

Fig. 2. Fault appearance model block-diagram.

The process of direct faults injection to the system elements is carried out by
modification of their source code. Computing system is described at the gate level and
is presented in the Verilog netlist format. Modification is made by replacing the
description of certain elements of the system to their analogues with additional func-
tionality for fault injection. This method refers to the class of code-modification
techniques and to the group of saboteur-modules implementation methods, according
to classification given in [4].

The distinctive feature of our fault injection method implementation is organization
of saboteur modules control. We use a set of hardware modules, implemented together
with the target computing system (user project) in one FPGA for that purpose. These
modules form so-called ‘“simulation support microkernel” (SSM) (see Fig. 3).
The SSM implements the following functionality: fault injection, input actions pro-
viding, user project clock control, receiving of the project responses and interaction
with HSC software for transferring simulation results and receiving control commands.
Most of the work is done by the local control unit (LCU) which manages other SSM
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Expansion board

Xilinx Virtex-6 FPGA
User project

\ [ E—

< LCU FIU IAP RC

t i t f

To Host
computer

SSM

Fig. 3. “Simulation support microkernel” organization. SSM — simulation support microkernel;
LCU - Local Control Unit; FIU — Fault Injection Unit; IAP — input actions provider; RC —
response collector

units (such as Fault Injection Unit (FIU), Input Actions Generator (IAG) and Response
collector, RC) and interacts with HSC software.
The testing methodology implemented in HSC uses the following input data:

e Computing system model (initial user project), presented in Verilog netlist format
and in a target hardware basis (THB). It is produced by the special THB-oriented
electronic design automation tool (“Custom EDA”) which should be presented in
HSC.

e List of circuit elements chosen by the user for fault injection.

e List of outputs of the internal circuit elements, which values should be under control
during the testing (list of monitoring points).

e Fault appearance model (which is implemented as a dynamic link library, DLL) and
its input data.

e THB primitives description library represented in Verilog/SystemVerilog and used
to convert system project from THB to Xilinx FPGA basis.

e Xilinx EDA, allowing to form netlist for the system project and configure an FPGA
in accordance with this netlist.

e Library of THB primitives with fault injection capability represented in
Verilog/SystemVerilog.

All input data should be initialized by the HSC user before the testing begins. After
that HSC consistently performs: (a) initial user project analysis; (b) user project
migration to Xilinx FPGA basis and corresponding netlist file creation; (c) replacement
of chosen circuit elements by their counterparts with fault injection capability in netlist
file received in (b), and creation of corresponding netlist (so-called “modified user
project”); (d) generation of two SSM netlist files (one with and one without fault
injection capability), as well as their integration with netlists, obtained in (c) and
(b) respectively.
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Next, HSC generates the arrays of input actions and reference outputs. These arrays
are used for functional testing of both the original and modified user projects. After
that, HSC manages Xilinx CAD to configure three Xilinx FPGAs using netlists
obtained in (d). The first FPGA contains initial user project and SSM without fault
injection capability; the second and the third FPGAs both contain modified user project
and SSM with fault injection capability.

After all previous actions HSC performs functional testing of the initial and
modified user projects in the absence of faults. This phase of the methodology helps to
ensure that projects are consistent. In case of testing results coincidence HSC manages
fault appearance model to perform fault list generation. Current HSC version supports
three basic fault models: memory element logical value inversion, forcing trigger to O
and forcing trigger to 1. Fault appearance model firstly analyzes its input data and
determines estimated operation conditions of the target SoC. Then it performs fault list
generation by converting the possible chemical and physical changes in the chip to the
faults of these three types.

The created fault list is then used for performance simulation of the modified
project in the presence of faults (the third FPGA is used). If it turns out that the current
fault tolerance level of modified project is not enough, the HSC user could test an
alternative fault tolerance ensuring means in parallel, by implementing alternative user
project and provide its functional testing using the fourth FPGA.

Simulation results allow to determine the effectiveness of fault tolerance means
used in computing system.

The software part of the HSC is described in [12], and consists of five main
components: simulation management component, component of system project pro-
cessing, input actions generator, fault list generator and simulation results processor. In
general, the HSC software provides the following functions: (1) functional analysis of
the original system project (2) Detecting circuit elements, which are more likely to be
affected. (3) Determining the consequences of fault occurrence. (4) Generating external
influences for the system project. (5) Generating configuration data for FPGA based
expansion boards. (6) Implementing performance simulation of the system project in
the presence of faults. (7) Generating timing diagrams of the internal signals of the
system project. (8) Performing the collection, analysis, storage and processing of the
simulation data.

The hardware part of the HSC consists mainly of the SSM modules and expansion
boards. It allows implementing both the original and modified system projects in FPGA
and carrying out their functional testing in the absence or in the presence of faults.

3 Implementation Analysis

During the HSC development the following limitations have been taken: firstly, we
assume that computing system being developed utilizes single ASIC/ULA
chip. Another requirement is that the propagation delay of the critical path should be
less than the clock period. In other words, if you look at the circuit of the system as a
set of sequential and combinational logic, the signal on any combinational path have to
spread from the beginning to the end during one clock period. These requirements
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simplify the prevention of possible functional discrepancies between computing system
and its FPGA prototype.

The main factors of appearing of functional discrepancies between computing
system and its FPGA prototype are the following: different clock frequencies in FPGA
and target ASIC/ULA, different logical functions implementations, different voltage
levels and different time of signal propagation through FPGA and ASIC/ULA elements
(various delays of the elements).

In general, when using FPGA prototype for performance simulation of the target
system in the absence of faults, the testing results adequacy could be reached by
providing the same ratio of the signal propagation time between all corresponding
combinational paths in target system and its FPGA prototype. In other words, signal
propagation time between each two memory elements in logic circuit of the system
represented in ASIC/ULA basis and propagation time between corresponding elements
in such circuit represented in FPGA basis must be either equal or should relate with a
certain proportionality factor. This factor must be the same for all logical paths.
Ensuring the fulfilment of this requirement is sufficient to obtain reliable testing results
if previous requirement for signal propagation is met (all signals should manage to
propagate during one clock period).

The SSM was entrusted with clock control function for this purpose. It generates
active clock edges for system project between sessions of input signals feeding to its
inputs and reading values from its outputs. Thanks to this solution, it became possible to
avoid functional inconsistencies during performance simulation in the absence of faults.

When we speak about functional conformity while performing simulation in the
presence of faults, we should take into account the used fault models and models of
fault sources.

The HSC was developed for the testing of fault-tolerant aerospace computing
systems, which suffers mainly from cosmic radiation [13]. There are a lot of radiation
fault models designed for different production technologies. However, regardless of
fault type, it ultimately comes down to signal values changing in the device logic
diagram. Among main types of logic faults we define faults in memory elements, such
as logic value inversion, forcing trigger to zero or one and spurious pulses in combi-
national logic. In real systems, faults mainly occur during clock period between active
edges, so the implementation of fault propagation models is of great importance.

Due to different signal propagation times for ASIC/ULA and FPGA and analog
nature of faults in combinational logic it is inconvenient to implement such models in
hardware. In this regard, it was decided to implement in HSC only three previously
described fault models for the direct injection in system elements. But fault appearance
model which is used for the fault list generation can comprise of software models,
implemented in external DLL. These external models can be used for simulating faults
in combinational logic and calculation of erroneous signal propagation (from the
moment of fault occurrence until it would be triggered in registers, connected to this
combinational path). The objectives of these models include faults occurrence local-
ization, fault type determination, calculation of the erroneous signals propagation time
until they would be triggered in memory elements or attenuated. A set of memory
elements in which these erroneous signals would be triggered should also be
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determined as well as the vector of their values and the number of the corresponding
modelling cycle. However, all calculations should be done for the THB.

The proposed approach gives an opportunity to simulate almost any kinds of faults
by developing an appropriate models. Herewith, functional compliance between
computing system and its FPGA prototype also provided, because the simulation of
further propagation of triggered erroneous signal is similar to performance simulation
in the absence of faults.

4 Conclusions

The article presents testing method for the fault tolerant computing systems on chip
based on ASIC/ULA. Used software and hardware solutions allow to simulate almost
any types of faults arising from different sources. The article describes the solution used
for ensuring functional compliance between computing system and its FPGA prototype.
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Abstract. Critical energy infrastructures (CEI) are the basis for the develop-
ment of modern society. CEI consists of interacting systems that are integrated
to implement the target function. There are interconnections between system
safety states. Failures and accidents of CEI are characterized by the high severity
of consequences. One of the causes of accidents (failures) in CEI is the
imperfection of methods of risk analysis, in particular, not accounting for
emergent risks (ER) associated with a negative interference between system
safety states. There are two strategies for decreasing of ER in CEI: the use of
diversity (off-line emergent risk management) and the reallocation of resources
between systems (on-line emergent risk management). In this chapter, the
problem of redistribution of CEI resources was formulated and two additional
strategies to reduce ER were offered. The main difference between the offered
strategies is based on individual preferences of CEI systems, in which redis-
tribution takes into account (excludes) the capabilities of systems to decrease
their ER and to ensure the required values of the safety indicators. In this article,
the comparative analysis of the offered strategies was carried out.

Keywords: Critical energy infrastructures : Security - Redistribution of
resources - Emergent risks - Interference

1 Introduction

According to [1], the critical energy infrastructure (CEI) is a set of interrelated service
structures or objects, which form the basis of the functioning of modern society. In a
broader sense, the term “infrastructure” refers to the people, organizations, processes,
services, information flows and as well as technical installations and constructions that
are included in the functioning of society, economy, and the state, individually or in a
network. Analysis of the number of accidents [2, 3] associated with CEI, confirmed the
relevance of the problem of safety. Safety analysis (risk) of CEI is carried out at all
stages of its life cycle (LC). However, the initial phase (design of CEI) is characterized
by a high uncertainty due to lack of awareness of the subject of analysis (the researcher)
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about the risks, the modalities of CEI, the degree of mutual influence between systems,
etc. This leads to uncertainty (inaccuracy) of the risk analysis and, as a consequence,
problems (errors) in identifying, assessing and reducing the risks in CEL

The interaction (informational, physical, geographical, etc.) between systems in
CEI leads to new (emergent, hereinafter ER) risks that cannot be identified in the early
stages of LC. If the local risk (LR) are measured and reduced at the design stage of the
system, the uncertainty in the estimation of ER remains one of the main sources of
danger to CEI and its safety. Thus, increasing the safety of CEI can be achieved by
identifying and reducing ER.

It should be noted that the safety of CEI can be achieved by introducing diversity
between systems [4]. However, this strategy is acceptable only at the design stage of
CEI design (off-line risk management), when design solutions aimed at reducing
overall vulnerabilities in CEI are proposed and implemented. However, when ER arise
during combining systems in CEI, a strategy of diversity may not provide the required
level of safety (LS). It is, therefore, advisable to consider some resource T (tangible
assets, percentage of the total load) for each system which can be used to reduce ER
when operating CEI (on-line risk management). This assumption is based on the
analysis of the accident [2], in which the systems of CEI were able to increase its
contribution to the regulation of overall load, distributing it among them. The more
total load (generation of electricity as a service) the system has, the more its own
resources it should allocate for CEI as a whole (in fact, to pass her).

Since each of the CEI systems has some resources (ability to load-sharing), then
one of the possible strategies to reduce ER is the redistribution aimed at the use of the
excess resources of one system to reduce ER of another system, due to the interaction.

Currently, there are many approaches to the reallocation of resources in the systems.
In [5] an analysis of methods of resource allocation and the possibility of their use in
Grid systems are presented. In [6] a general mathematical model of dynamic scheduling
in a distributed computing system is described. It is shown that the task assignment to
the computing resource is reduced to the problem of finding a maximum matching in a
bipartite graph. In [7] we can see a mathematical model and method of dynamic allo-
cation of scarce resources to the system computer applications in the aggregate, which
takes into account the needs and priorities of each application with varying user load on
them. In [8] the development of the Internet as a dynamic stochastic network, which is
characterized by the spatial distributions of information resources and information
flows, is shown. In [9] we offer the standpoint of control of network resources dynamic
mathematical models of telecommunication systems in terms of the adoption of various
hypotheses about the nature of the parameters of the system and completeness of initial
information about them. Attempts for creative solutions to tasks involving alternative
planning tools are made. So, in [10] game theoretical models of spectrum sharing in
wireless cognitive radio networks (spectrum is an available resource) are considered. In
[11] it was proposed to use the reserve funds to cover unexpected expenses and to
establish the correlation between the potential risks and costs necessary to overcome the
effects of these risks. In the general case, the reserve is used to finance additional work,
compensation for unforeseen changes in material and labor costs, overhead costs and
other expenses arising in the course of the project.
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Thus, the main disadvantages of the offered methods are: ignore of ER during
deployment; ignore of differences in the target function of each system, which can be
allocated to the individual preferences of each of the system resources to other systems;
ignore of interference between systems; systems are not treated as a single unit, which
leads to a lack of formalization of a common target function for the system as a whole.

The purpose of the article is the formation of safety strategies of CEI through the
reallocation of resources between its systems to reduce ER.

2 Safety Strategies: Redeployment of Resources in CEI

All systems in CEI are open, i.e. systems which in the course of their LC exchange
resources (power loadable reserve, etc.) and information with other systems. The
degree of openness (DO) is characterized by many parameters: number of ties with
other systems type, period of interaction. DO of any CEI system changes as all the
parameters of the interaction change. Open systems are subject to the negative influ-
ence of other systems in CEIL. The more the system is, the greater its vulnerability to
negative influence.

The results of risk analysis of CEI depend on the adopted (under studies) system
DO. To determine DO, especially at the stage of project analysis, is quite difficult. The
underestimation of interaction makes the system in some sense conservative “closed”.
This leads to the fact that risk analysis becomes inaccurate, deterministic, which
reduces the reliability of the results and effectiveness of countermeasures aimed at
reducing ER. Please do not include section counters in the numbering.

CEI can be represented as a set of interacting systems (see Fig. 1), linked by bonds
of different nature (electricity flow, information, logical, etc.). In the general case, CEI
(Sp) can be represented as a set of interacting systems. Risks in open and closed
(without interaction) systems are different.

Fig. 1. General view of CEI S, and the interaction between it systems
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In the general case, the total amount of LR for a closed system S; (without taking
into account the interference from other systems in CEI) at time t can be represented by
the additive convolution of the form:

R(s'jllosed (t) _ ZN: %R, (t)7 (1)

where Rg}"sed(t) - cumulative LR for the closed-loop system S; at time t;

R;(t) - specific LR for S; at time t;

o; - coefficient describing the priority of LR for the system.

We can assume that for system S, some CEI component part of Sy, in the presence
of interference between S; and S,, the magnitude of the resulting risk to system S; is
related to the S, system will be greater than the magnitude of the risk for S; closed the
effect of the system S,. In other words, the cumulative LR for the closed-loop system
S, is less than its total risk as part of a system S, containing systems S; and S,. The
difference between the total risk of a closed and open system can be represented as:

RS (1) = R} (1) — RG™(0), 2)
where Rg"*¥(t) - the value of ER that occurs in the system S as a result of interaction
with S, in the system S;

Rg‘: (t) - the risk of system S; to the system CEI (S).

We can assume that for system S, some CEI component part of S, in the presence
of interference between S; and S,, the magnitude of the resulting risk to system S; is
related to the S, system will be greater than the magnitude of the risk for S; closed the
effect of the system S,. In other words, the cumulative LR for the closed-loop system
S; is less than its total risk as part of a system Sy, containing systems S; and S,. The
difference between the total risk of a closed and open system can be represented as:

R§;%(t) = Rg) (1) — R§™(1), (3)
where Rg"¥(t) - the value of ER that occurs in the system S as a result of interaction
with S, in the system Sg;

Rg? (t) - the risk of system S; to the system CEI (Sy).

Thus, at any point in time, the system Sj is characterized by the value of LR and ER
due to the negative influence of h-type (informational, physical, etc.) from another
system Si. Assume that each system Si has a resource (reactive power) which can be
used to reduce LR.

In the general case, the task of redistribution of resources within the CEI to reduce
ER caused by interference between the systems can be formed. A shared resource of
CEI is an additive amount of system resources, which is a limitation in redistribution.

Condition. The system may not transfer the resources if the current safety index
(SD and the value of ER do not match the required values.
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Assumption. These resources are only used to reduce ER.

In general, the task of reallocating resources in CEI can be formulated as:

— there is some system S; in CEI, with resources Mg;. Safety Index and ER do not
meet the required values, i.e. CEI = {{Si};, {Ms, }, {SIs, (t) & Qqear(y }, {RG""
(t) ¢ TR:_;‘('ep/(w}};

— itis necessary to provide an acceptable level of LS and ER system by redistributing
resources within CEL i.e. CEI = {{S;i};, {M};}, {SIs,(t) € Qgpaecan(y } {RG""4(1) €

!
TR‘;.""’”(t)}} subject to the restrictions that Mcg = > M;.
i -

Within CEI there are various strategies of redistribution of resources to reduce ER.

3 Strategy of Redistribution with the Mandatory Allocation
of Sufficient Resources

The system (the subject of influence, donor system) transfers to another system (object
of influence) the amount of resource as necessary to reduce ER that it creates. In this
case, the donor system must allocate a number of resources sufficient to maintain SI of
another system (As Safe As Reasonably Practical, ASARP). This approach may not be
rational for the donor system, because there are risks of situations in which it will not
be able to reduce its ER, due to the influence of other systems. Object the influence of
this approach is rational because required SI is provided.

Condition. The donor system Si can allocate resources to reduce ER just in case, if the
current ST and the level of ER are acceptable, i.e. SIg (t) & Qg R *(t) €
TR;TCCPI (l) .

The critical system condition Crt (S;) is considered as SI.

Assumption. The current resource system provides a reduction of its LR, i.e. the
system must have resource is not less than that required to reduce the LR.

We introduce an indicator which characterizes the vulnerability of the resource
(resource vulnerability index, RVI) systems in CEI:

Nsi_.sj
RVIg; = =% (4)

)
Sj—Si
where Ng;_g; - the number of outgoing ties (the system S; is the subject of influence);
Ng;_s; - the number of incoming ties (the S; system is the object of influence). The
higher the value of RVI is the more risks of resource insecurity system in CEL
We introduce an additional indicator — the ratio of the current LS Crt (Si) to the

value of RVI - overall vulnerability index (OVI) of the system. The smaller OVI is the
more vulnerable the system (low safety and high risks of resource insecurity).
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The reallocation of resources within the framework of the first strategy includes the

following steps:

1. Evaluation of ER Rg™*(t), current SI Crt (Si) of systems and resource vulnerability

index Li, OVL
2.

Ranking of CEI systems to a minimum of OVI with the purpose to select the system
for the initialization of redistribution. Note that the distribution of resources between
systems in CEI begins with systems with a minimum value of OVI. This means that
the system has a low safety and high risks of insecurity. Thus, from the ranked series

we take the vulnerable system, from which the improved safety is begun.

Select the next system,

Indexes evaluation (Remerg, Crt,
Yow) of systems within the CEI

Ranking of systems by minimum
OVI to select the system for
initialization of the redistribution.
The choice of the donor system and
the most vulnerable system

the object of influence
(of the ranked series)

Yes

'

The donor system transmits the
resources M to its objects of
influence in order to reduce the
ER (as needed). Safety impact
of an object improved

System from ranked series
is available (selection of object of
influence)?

Select the next
system, the donor
(from the ranked
series)

No
Are the current indeces (SI & ER)
of the donor system acceptable?

System from ranked series
is available (selection of donor)?

The decision to engage external
resources to the CEIL Not
enough resources in the CEI

ER of all systems are reduced.
Enough of system resources

Fig. 2.

The first strategy algorithm
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3. Determination of possibilities of the systems-subjects (associated with the affected
system) for the transfer of resources to reduce ER system with a minimum OVI. If
you have multiple subjects of influence, the transfer of resources for the object of
influence begins from the “strong” system (the highest of OVI). Transfer of
resources from the donor system of resources (with a minimum of OVI) is per-
formed only if the current ER and the indicator of the safety of the donor are
acceptable. The choice of the donor of resources system.

4. The resource transfer by the donor system for its objects of influence with the aim of
reducing ER (subject to the requirements of LS and ER). Because the donor system
transfers as much as you need, ER system of an object of influence is reduced after
the transfer of resources.

5. Further, we considered the following system in ranked-set specified in step 2. Step 3
is repeated.

6. In the case when the donor system is not satisfied the conditions of admissibility of
LS and ER, the transmission resources are not performed. Next, we study the
following donor system (including ties) for the object of influence.

7. Transfer of resources is over when: it is impossible to transfer resources of one of
the systems in CEI or when the conditions of admissibility of ER and SI for all
systems in CEL

Thus, each donor system must provide the resources to its object of influence,
sufficient to reduce its ER. The algorithm of implementation the first strategy is shown
in Fig. 2.

4 Strategy of Redistribution with the Possible (but
Insufficient) Resource Allocation

The donor system transfers to the object of influence as many resources as possible,
with a view to ensuring the required level of SI (with the existing ER relating to the
negative influence of other systems), i.e., it allocates a certain surplus of resources,
leaving itself just exactly what it needed.

This strategy is acceptable for the donor system because the remaining resource is
sufficient to reduce its ER. For the system-object of influence, this approach may not be
rational, as the allocated resources may be insufficient to reduce the ER created by the
donor system.

Condition. The donor system Si may allocate resources only if its current SI and ER
Remerg

are acceptable, i.e. Slg (t) ¢ Qgpeeen ), R (t) € T geceen -
Assumption. The current resource of a system provides the reduction of LR of the
donor system.

It should be noted that in deployment (for both strategies), there are risks in which
the donor system will give more resources than you get from the other systems. For
example, the system S, (see Fig. 1) should give part of its resources to the system S,
and Ss. System S; receives resources from the systems S, and Ss, transferring the
portion of the resources of the system S,. The larger the index of RVI system is,
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Indexes evaluation (Remerg, Crt,
Yow) of systems within the CEI

Ranking of systems by minimum
OVI to select the system for
initialization of the redistribution.
The choice of the donor system and
the most vulnerable system

Select the next system,
the object of influence
(of the ranked series) ‘

Select the next
system, the donor

No
ves Are the current indeces (SI & ER) lfromster:;;T"kEd

of the donor system acceptable?

System from ranked
series is available
(selection availible)?

Donor system has resources M
to transmit?

The donor system transmits the
resources M to its objects of
influence in order to reduce the
ER

The decision to engage external
resources to the CEL Not
enough resources in the CEI

Are the current ER
of the object of influence system
acceptable?

End

Fig. 3. The second strategy algorithm

the greater the risk of its insecurity resource to reduce LR and ER. The algorithm of
implementation of the second strategy is shown in Fig. 3.
There are two special cases in the framework of the second strategy:

— resources Mg, transferred by the donor system are not enough for full compen-
sation of the ER, i.e. only some of the same resources, the size of which does not
compensate for ER, are transferred. This means that you must use the following
donor system (if any);

— resources transferred to another system fully ensure the reduction of ER. This case
reduces to the first approach, therefore only the first case is further considered.

The second strategy is more complicated as to reduce ER object system of influ-
ence, can be used resources of all systems of the donor (including ties), which could
lead to a situation where the donor systems can reduce their own ER (because they are
subject to influence from other systems). For the first strategy, the number of possible
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donors will be less because it is defined more strict requirements on the transfer of
resources to another system.
Let’s consider the illustrative example of the implementation of two strategies. The
source data for the implementation of the strategies are shown in Table 1.

Table 1. Initial data for the strategies implementation

System | Local risk | Emergent risk | System resource | Safety index, SI | RVI | SI/RVI, OVI
S R§4(t) | RG¥(1) M, Crt (S1) RVI1 | L1
S, Rgzl"s"'d(t) R‘;'z“e'g(t) M,, Crt (S2) RVI2 | L2
S; RS"Sﬁd(t) R;‘:‘“g(t) M Crt (S3) RVI3 | L3
S4 Rg"“‘l(t) R;:“e'g(t) M, Crt (S4) RVH4 |14
Ss R(5351°S€d(t) R;‘:er‘g(t) Mg Crt (S5) RVI5 | L5

In the present example (see Fig. 1) we obtained: final redistribution of risks and
resources (first strategy, see Table 2); final redistribution of risks and resources (second
strategy, see Table 3). A specific feature of CEI is to conduct risk management for all
CEI in general.

Table 2. The final reallocation of risks and resources for the first strategy

Resource Resource state due to its The ability to fend The ability to
state, T, redistribution, T, off the ER fend off the LR
Si | Mg, Mg, +Mgs — Mg, — M) + -
S | Mg, Mg, + Mg, — Mg, + -
S; | Mg; Mg; + Mg, + +
S4 MS4 M54 — M§4 +M§9{ + -
SS MSS MSS + M§4 — MES + -

Table 3. The final reallocation of risks and resources for the second strategy
Resource Resource state due to its The ability to fend The ability to
state, T redistribution, T, off the ER fend off the LR

S M Mg + Mg — Mg — Mg - -
S2 | Mg, Mg, + Mg, — Mg, - -
S; | Mg Mg; +Ms, - +
Sa | Mgy Mss — Mg, + Mg, - -
SS MSS M55 + M§4 — M;S - +

The decrease in ER for a particular system is due to the allocation of resources
across CEI For example, the first strategy is implemented in two stages: (1) revealed a
system with low-level LS and a high level of risk of resource failure; (2) this system
provides resources to other systems (subject to the restrictions on relations), provided
that its ER can be parried with the available resources of these systems.
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Comments. When using the first strategy the common ER of all CEI are balanced,
because the systems transmit their resources to reduce them. In this case, if the system
originally allocated the excess resources to reduce LR (with some margin), then LR are
balanced in CEL

It is obviously, that the second strategy does not only allow you to reduce ER but
may not reduce LR for individual systems (provided that the transferred resources are
not sufficient to mitigate ER). In this regard, CEI cannot provide the desired level of
LS. For CEl, it is advisable to allocate additional resources.

A software tool has been developed to support this method. This program gives an
ability to define system structure, describe elements state and predict a better strategy of
resource redistribution as a result of calculations. The software tool was developed on
top of Microsoft. NET platform using WPF framework to achieve a fast result and a
high user experience. It gives an ability to easily create extensions and improvements to
an application as an applied realization of the method.

4.1 Illustrative Example for Strategies Implementation

As a practical case of strategy application, the safety modeling of Siberia energy grid
was performed (see Fig. 4). All generation systems (S;—Ss) pull electricity into grid
according to their capacities (resources). The systems’ resources are their power
(MW) capacity. ER for each station is a threat of event of taking additional power load
in case when other systems will be lost due to accidents. System might be not able to
take this additional load and the whole grid will be lost (black out). OVI is calculated
after defuzzification of SL

RR Results - o X
Initial data
System 3 Local Risk . EmergentRisk | System Resource | Safety Index 0 RVI q ovi
Irkutsk HPP 10 20 662 Lov 2 033
Bratsk HPP 20 10 450 High 1 233
_______________________________________________________________________________________________________________
Ust-llim HPP 10 0 384 Low 0 2

Mamakansk HPP 20 10 8 Low 1 0566
----------------
The plot N1 of TPP-9 ; 10 10 166 : Middle 1 2

[7] Show steps

[ cancel Next

Fig. 4. The initial data for the first strategy
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All the systems have a reserve capacity that can be allocated to support the balance
of power grid (the balance of production and consumption). ER associated with the
possible exclusion of one of the stations from the process of power generation.

The remaining systems will have to take the burden if it happens. If the station
reserve has been decreased, it means that the system took over a part of someone’s
load. Physically - it started additional energy generation (for example, a generator for a
power plant). If the reserve was increased, it should turn off these facilities, because the
other system has taken over the part of the total load.

Analysis of final data (see Fig. 5) shows that after resource distribution only two
generation stations (Irkusk and Mamakansk HPPs) improve their capacity to cope with
ER, but decreased their capacity to cope with LR. If such strategy was considered by
Syberia operator during decision-making likely Sayano—Shushenskaya HPP accident
would have been avoided as this be based on the station abilities to decrease ER.

RR Results - o X
Result
System : Resource State, T0 {Redistribution resource state, T1!  CanfendofftheER |  Canfend off the LR
Irkutsk HPP 662 700 + .
——————————————————————————————————————————————————————————————————————————————————————————————————————————————
Bratsk HPP 450 300 +
Ust-llim HPP 384 360 +
Mamakansk HPP 86 130 + +
The plot Ne1 of TPP-9 166 80 +
[ cancel ][ Back [ Finish

Fig. 5. The final data for the first strategy

5 Conclusions

Thus, the strategies implemented by reallocating the resources between systems in CEI,
allow you to provide the required level of SI and ER with constraints on resources.
Each of the offered strategies takes into account individual preferences in CEI systems:
to provide as many resources as needed or as possible, taking into account the
assessment of individual risks. The first strategy is preferable in incensement of risk of
accidents (failures) associated with the (it is necessary to increase SI), the second
involves the functioning of CEI in the moderate risk. Thus, the choice of strategy is due
to the current SI systems, dynamics of interaction, resource safety of CEL. With the
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increasing of risks of accidents, it is advisable to use the first strategy. Monitoring of
LR and ER will allow you to flexibility choose a particular strategy.

It is advisable to develop to support decision-making and implementation

approaches. The implementation of the proposed approaches to the reallocation of
resources is supported by the tool. This tool allows simulating the redistribution taking
into account the characteristics of the systems included in CEI (strategy, initial amount
of resources, communications, LR and ER).
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Abstract. The article is devoted to the development and approbation of a
methodological approach to the modelling of an optimal structure of a joint stock
company. The optimal capital structure is defined by the authors as a combination
of debt and equity, which maximizes the overall value of the company. The
article contains the main conclusions received from different economic resear-
ches on the optimization of a capital structure. The authors invented a model of
the optimal capital structure that may be used by the joint stock companies in
emerging markets with greater risk due to political instability, domestic infras-
tructure problems, currency volatility and limited equity opportunities. This
model is supplemented with corrective indicators of financial risks.

Keywords: Capital structure -+ Debt and equity - The cost of capital - Financial
risks - Risk management

1 Introduction

Statement of the problem. The capital of the joint stock company determines a
potential production (trade, services) during activities, and finances its development.
Decisions of the management always influence on the capital structure of the company.
The capital structure also has a direct impact on the market value of the company which
is determined by a valuation of its discounted future cash flows which depend beside
with the choice of the discount rate based on profitability level and on the expected
risk. Therefore, the main objective of the financial manager is the maximization of
return on the asset in the adopted level of financial risk in order to raise the value of
business. That is why the optimization of a capital structure is a fundamental process in
a business management.

The theory of finance is not able to determine a universal formula which would
allow constructing an optimal capital structure for all companies. Therefore the authors
of this article have set the objective to systematize the main conclusions received from
different economic researches on the formation and optimization of a capital structure
and find the model of an optimal capital structure suitable for emerging countries’ joint
stock companies.

© Springer International Publishing AG 2018
W. Zamojski et al. (eds.), Advances in Dependability Engineering of Complex Systems,
Advances in Intelligent Systems and Computing 582, DOI 10.1007/978-3-319-59415-6_8
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The purpose of the study is to develop an integrated approach to the assessment of
the optimal capital structure and of the debt-to-equity ratio, which allows reducing the
financial risks of the company and maximizing the value of the corporation. This
integrated approach may be used by the joint stock companies in emerging markets,
which have greater risk due to political instability, domestic infrastructure problems,
currency volatility and limited equity opportunities.

The object of the research is a capital structure of a Russian telecommunication
joint stock company, mobile telesystems.

Main results of the study. The comprehensive review of the models of an optimal
capital structure, including some very interesting empirical approaches, was done.
Within the current situation in emerging markets, every theory and model for deter-
mining the optimal capital structure may be used only with restrictions and corrections
for the effect of financial risks. The main criteria for determining the optimal capital
structure while using different simulations of the capital structure are: acceptable levels
of return and risk in the company’s activity; minimization of the weighted average cost
of capital of the company; maximization of the market value of the company.

The authors proposed a model for the determination of the optimal capital structure.
They used the original model designed by A. Damodaran [2] and added several other
author’s assumptions, including the influence of modern risk factors (credit, interest
rate, and equity risk).

2 Theoretical Background

The concept of “optimal capital structure” reflects the certain ideal ratio of a debt and
an equity increasing the value of the company. It is very difficult to estimate the value
of this ideal ratio of equity and debt capital. Therefore, managers of the company, while
using various high-quality and quantitative methods, can only determine a certain target
objective of a capital structure for the company which, in their opinion, will promote its
successful development.

The optimal capital structure is defined by the authors as a combination of debt and
equity, which maximizes the overall value of the company.

Currently, there are two main theories that compete with each other, static and
hierarchical theories of capital structure [4]. The static theory of capital structure sets a
target ratio of debt to asset value, and the company adjusts dividends by gradually
moving in this direction.

The hierarchical theory of capital structure is presented in the form of financial
hierarchy, where the company prefers domestic financing to an external one and debt to
equity (equity issuance) [1]. In the hierarchical theory, the company has no distinct target
ratio of debt to asset value. The capital structure of an enterprise is usually considered as
the ratio between different sources of capital (equity and debt capital) used to finance its
activities). Sometimes short-term borrowings are excluded from the capital, thus the
capital structure is defined as a total of sources used to finance the investment activity of
the enterprise in the long term [10]. However, in cases where short-term borrowings are
made on a regular basis (which is mostly the case), in our opinion, they should be
included in the capital composition in the analysis of the financing structure.
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Nowadays, there is no consensus among the economists concerning the model of an
optimal capital structure. Most of them perform an empirical analysis (using regression
equations), introducing proxy variables which correlate with the major factor of the
model, for instance, with the leverage level. Some financial economists, particularly
Murray Frank, Vidhan Goyal, Mark Leary, Michael Roberts, Christopher Hennessy,
and Toni Whited [5, 6] have offered very interesting empirical approaches to solving
the mystery of capital structure (rebalancing the capital structure, return on the actual
value of the capital structure to the average level (tests of mean reversion) in a rela-
tively short period, dynamic capital structure models). Nevertheless, such issues as a
company’s criteria for the selection of debt, equity (common shares) or hybrid secu-
rities (preference shares) remain debatable when addressed [3]. The main direction of
researches is a definition of the capital structure of an enterprise which is usually
considered as the ratio between different sources of financing its activities. Sometimes
short-term borrowings are excluded from the capital, thus the capital structure is
defined as a total of sources used to finance the investment activity of the enterprise in
the long term [10]. However, in cases where short-term borrowings are made on a
regular basis (which is mostly the case), in our opinion, they should be included in the
capital composition in the analysis of the financing structure.

If we approach the issue of determining the optimal capital structure from the
perspective of the relative cost of financing sources, it is necessary to take into account
that debt is cheaper than shares. Therefore, the price of debt capital is lower than the
price of equity. Consequently, replacement of shares by the cheaper debt capital
reduces the weighted average capital cost of capital, which results in an increase of
business efficiency and, therefore, maximizes the value of the enterprise. Moreover, a
number of financial management theories are based on the conclusion that the optimal
capital structure involves the use of debt capital to the maximum possible extent. For
example, several theories take into account agency costs. The Jensen’s model defines
the optimal capital structure as the structure when all the benefits of debt cover the cost
of debt [8]. M. Harris and A. Raviv affirmed that the optimal capital structure should
support the balance between debt, benefits and information costs to serve them [7].

However, in practice, one should take into account that the replacement of shares
by the cheaper debt capital reduces the value of the company, which is determined by
the market value of the company’s equity. In addition, the growth of the debt increases
the risk of bankruptcy, which could significantly affect the price that potential investors
will agree to pay for the common shares of this company.

The use of debt capital also involves such important non-financial costs as the result
of restrictions on the freedom of actions of managers in loan agreements. These may be
obligations of creating additional reserves for debt repayment or limiting conditions in
the declaration of dividends, which certainly reduces the value of the business [9].

The impact of the mentioned factors above greatly complicates the determination of
the optimal capital. In addition, the attraction of financial resources from different
sources has organizational, legal, macroeconomic and investment restrictions. There is
organizational and legal restriction that include legally binding requirements to the
value and the order of formation of certain elements of equity and debt, as well as
control over the management of the company by the owners.
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3 Methodology

In order to invent the model for emerging market companies, we adopted original A.
Damodaran’s model for determining the optimal capital structure to the emerging
markets, with the Russian market in particular. We made several adjustments: for
example, if Damodaran’s model calculates the cost of equity using the CAPM model,
in our calculations, we used the dividend approach. Its application was due to the fact
that equity valuation is oriented towards the participants of the stock market, for whom
the size of the dividend payment is fundamentally important as an indicator of the
company’s financial stability. As equity value, we used a specially designed dividend
rate corresponding to the current position of the company, which was extrapolated to
other ratios of debt and equity. This new model allows objectively evaluate the capital
structure of the company, the cost of equity, efficiency of debt use, as well as to
develop the parameters of the optimal capital structure of the company in the future.

As a basis for the approbation of the proposed complex dynamic theory approach to
the assessment of the optimal capital structure, we selected MTS (Mobile Telesystems,
MTS JSC) public joint-stock company, which occupies a leading position in the
Russian economy and is characterized as an active participant in the stock market. The
issuer which borrows capital on both domestic and international capital markets.

In 2014, the volume of Eurobonds of MTS JSC on the international markets were
estimated at 106.477 billion rub., 22.7% of which were short-term securities. Assets in
a foreign currency account for about 58% among the company’s bonds. At the same
time, the largest borrowing amounts from the issue of foreign currency bonds have
maturities in 2020-2023, therefore in case of an unfavourable economic situation, the
interest paid on these bonds will be high for a long period of time.

The company’s problems should also include the downgrade of the credit rating by
the three international rating agencies in early 2015. For a company, this means an
increase of floating LIBOR. Another issue of MTS JSC is the presence of loans and
bonds in foreign currency. Let us have a closer look at the structure of the company’s
commercial loans. As of June 30, 2014, approximately 25% (43.2 billion rub.) of
MTS’s loans were in foreign currency MTS. Given the current economic instability,
such funds entail high equity risks.

In addition to these external risks, the company also possesses internal ones.

Table 1 shows the main performance indicators of the company for 2010-2014
interest rates on, i.e. the cost of the use of foreign debt in conjunction with the collapse
of the ruble significantly increases, making the debt much less profitable. In this case,
in addition to interest rate risk, there is also a currency risk related to the high volatility
of the ruble against the dollar and the euro.

In 2014, there was a significant decrease in the growth rate of revenue from sales of
services, as well as total revenue of the company. The growth rate of operating profit
also decreased sharply compared to 2012 and 2013 and is only at 0.58%.

Net profit decreased by 35% compared to 2013, and the growth rate of this indi-
cator is at its lowest in the 4 years under consideration. ARPU (average revenue per
user) also shows a very low growth rate and remains at the level of 2013. The same can
be said about MOU (minutes of use). In 2014, the average annual asset value of
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Table 1. Performance indicators of MTS JSC for 2010-2014.

Indicator 2010 2011 2012 2013 2014
Sales from the communication services | 321 589 | 322 546 | 349 338 | 371 950 | 381 822
Change in % 0.30 8.31 6.47 2.65
Sales from subscriber equipment 21532 [26025 |28902 |26493 |28 936
Change in % 20.87 11.05 | —-8.34 [9.22
Total sales 343 121|348 571|378 240 | 398 443 | 410 758
Change in % 1.59 8.51 5.34 3.09
Operating profit 82996 80296 |93 793 | 101 758|102 349
Change in % -325 |16.81 8.49 0.58
Net profit 46 969 (45939 30612 |80 787 |52 393
Change in % -2.19 | —-33.36 16391 |-35.15
Average reveue per user 252.8 2727 297.1 338.6 339.1
Change in % 7.87 8.95 13.97 |0.15

Source: Drawn up based on the reports of MTS JSC.

Table 2. Calculation of financial leverage of MTS JSC for 2013-2014.

(mln rub.) 2014 2013
Average annual asset value 539 697 | 486 844
Net profit 52393 |80 787
Average interest rate on liabilities | 7.92% | 7.34%
ROA 9.71% |16.59%
Income tax rate, t 20% 20%
Financial leverage 2.29 2.57
DFL 3.3% 19.0%

Source: Calculated based on the information of MTS JSC

MTS JSC increased by 10.85% (Table 2), while the net profit decreased by 35%.
Return on assets was at 9.71% in 2014, down by 6.9% compared to 2013. The average
cost of debt was at 7.92% in 2014, 7.34% - in 2013.

Performance analysis of MTS JSC has shown that the financial policy of the
company has distinct risks. They include currency risk, credit risk, unstable economic
situation, a lower rate of revenue growth, as well as the downgrade of the credit rating
of both the company and the Russian Federation. Each of the mentioned risk affects the
capital cost and financial stability of the company. In order to evaluate the effectiveness
of the use of debt by the company, let us calculate the degree of financial leverage.

The financial leverage equal to debt-to-equity ratio was at 2.29 in 2014 and 2.57 in
2013. The degree of financial leverage was calculated using the formula (1):

DFL = (I — 1) * (ROA — R) % (g) (1)
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where DFL is for the degree of financial leverage;
T is for income tax rate;

ROA is for return on assets;

R is for rate on the liabilities of the company;

D is for debt;

E is for equity.

According to our calculations, the degree of financial leverage in 2014 was at 3.3%,
which demonstrates the increasing return on equity by this value through the use of
borrowed funds. Compared to 2013, this figure is down by 15.7%, which is primarily
associated with a significant decrease in net income and an increase in the asset value,
which drove the decrease in the return on assets. One of the main indicators to be
considered when determining the structure of the capital is the cost of capital (Table 3).

Table 3. Cost of capital of MTS JSC for 2013-2014.

2014
mln rub. Shares | Long-term bonds | Long-term loans
Volume of source | 520,000 | 83,700 157,084
Weight 68.35% | 11.00% 20.65%
Cost 9.60% | 7.55% 8.14%
Tax discount 20.00% 20.00%
Total 6.56% | 0.66% 1.34%
WACC 8.57%

2013
Volume of source | 587,100 | 85,282 108,792
Weight 75.16% | 10.92% 13.93%
Cost 6.80% | 7.88% 6.85%
Tax discount 20.00% 20.00%
Total 4.09% |0.69% 0.76%
WACC 5.54%

Source: Calculated based on the information on MTS JSC.

Since the capital structure is defined as the long-term debt-to-equity ratio, short-
term liabilities were not taken into account when calculating the cost of capital. It
should be noted that when calculating the cost of equity, capitalization of the company
was considered as the volume of source, rather than the net book value. The dividend
approach was used to determine the cost of capital (2), i.e.

Cost of equity = Paid dividends/Capitalization (2)

The cost of debt was calculated as the weighted average interest rate based on the
interest rates on loans and bonds indicated in the reports of the company.

According to the data presented in Table 3, the cost of equity in 2014 was at 9.6%.
This indicator makes equity the most expensive source of funding. It is noteworthy that
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in 2013, the capital attracted through shares was the cheapest source with its cost at
6.8%. A 2.8% increase in the cost is due to the impact of financial risks, as well as to
the increase in debt share in a capital structure of the company to 31.65% from 24.85%.
Since the increase in debt capital entails a higher risk, investors demand from the
company higher yields on investments, which increases the cost of equity.

In 2014, the cost of debt attracted through bonds was at 7.55%, down by 0.33%
compared to 2013 and becoming the cheapest source of capital. There were no sig-
nificant changes in the structure of debt capital due to the fact that in 2014 the company
did not issue new bonds, and only repaid the old ones. However, it should be noted that
the lack of a significant decrease in the volume of funds attracts by this source is due to
the revaluation of previously issued Eurobonds denominated in US dollars, which is
associated with a significant change in the ruble exchange rate.

For MTS JSC the cost of attracting long-term loans in 2014 was at 8.14%, which is
1.25% higher than in 2013. As opposed to the situation with the bonds, in this case the
rate increase is associated not only with an increase in the volume of loans in foreign
currency, which amounted to 12, 22 billion rubles, but also with the receipt of an
additional credit from Sberbank in the amount of 45 billion rubles at the rate increased
by more than 2% compared to 2013.

The weighted average cost of capital of the company amounted to 8.57% in 2014,
which is 3.03% more than in 2013. In one year the cost of capital rose more than one
and a half times, it can be concluded that the company’s capital cost grew significantly
in 2014. Such an increase in WACC cost the company over 23 bln rubles.

In order to determine the optimal structure of the company, as well as to identify
possible ways to overcome the riskiness of the investment policy of the company, let us
simulate the value of the company and its capital in different proportions of equity and
debt (Bambi, 2015) The initial capital structure is as follows (Table 4).

Table 4. Initial indicators of MTS JSC for 2014

D/(D+E) 31.21%
Cost of equity 9.60%

Cost of debt after tax | 6.97%
WACC 8.78%
Value of company 700,563 rub.

Source: Calculated based on the
information of MTS JSC.

The main criteria for determining the optimal capital structure are:

— Acceptable levels of return and risk in the company’s activity;
— Minimization of the weighted average cost of capital of the company;
— Maximization of the market value of the company.

The optimization process involves the establishment of a target capital structure which
determines the level of financial risk of the company in the condition of the maximum
value of the company. We calculated the value of the company as the forecasted free
cash flows discounted by the weighted average cost of capital (Table 5).
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Table 5. Model of the optimal capital structure on the changes of D/E of MTS JSC, min rub.

D/(D+E) 0.00% 10.00% |20.00% |30.00% |40.00%
D/E 0.00% 11.11% [25.00% |42.86% |66.67%
Debt amount 0, 77,182 | 154,364 | 231,547 |308,729
Cost of equity 8.50% [8.80% |9.10% |9.60% 10.42%
EBITDA 159,332 159,332 | 159,332 | 159,332 | 159,332
EBIT 84,622 84,622 |84,622 |84,622 |84,622
Interest rate for debt 0 5,714 11,824 {20,168 |31,240
Taxable profit 84,622 |78908 |72,798 |64,454 |53,382
Tax amount 16,924 15,782 14,560 |12,891 10,676
Net profit 67,698 |63,126 |58,239 51,563 |42,705
Cost of debt before tax | 7.25% |7.40% |7.66% |8.71% 10.12%
Tax rate 20.00% |20.00% |20.00% | 20.00% |20.00%
D/(D+E) 0.00% 10.00% |20.00% |30.00% |40.00%
D/E 0.00% 11.11% [25.00% |42.86% |66.67%
Debt amount 0, 77,182 | 154,364 | 231,547 |308,729
Cost of equity 8.60% [8.85% |9.10% |9.60% 10.42%
Cost of debt 580% |592% 6.13% |697% |8.10%
WACC 8.60% |8.56% |851% |8.81% |9.49%
Value of company 709,606 | 711,803 | 714,482 | 698,979 | 666,603
D/(D+E) 50.00% |60.00% |70.00% | 80.00% |90.00%
D/E 100.00% | 150.00% | 233.33% | 400.00% | 900.00%
Debt amount 385,911 463,093 | 540,275 | 617,458 | 694,640
Cost of equity 11.58% |13.47% |16.76% |23.43% |43.08%
EBITDA 159,332 | 159,332 | 159,332 | 159,332 | 159,332
EBIT 84,622 84,622 |84,622 |[84,622 |84,622
Interest rate for debt 41,027 149,233 |60,207 |75,135 84,526
Taxable profit 43,595 35,389 24,415 |9,487 96

Tax amount 8,719 7,078 4,883 1,897 19

Net profit 34,876 28,311 |19,532 7,590 76

Cost of debt before tax | 10.63% |10.63% |11.14% |12.17% |12.17%
Tax rate 20.00% |20.00% |20.00% | 20.00% |20.00%
D/(D+E) 50.00% | 60.00% |70.00% |80.00% |90.00%
D/E 100. 150.00% | 233.33% | 400.00% | 900.00%
Debt amount 385,911 |463,093 | 540,275 | 617,458 | 694,640
Cost of equity 11.58% |13.47% |16.76% |23.43% |43.08%
Cost of debt 851% |851% |891% |9.73% |9.73%
WACC 10.04% |10.49% |11.27% |12.47% |13.07%
Value of company 642,647 | 624,374 | 594,883 | 554,404 |536,394
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Table 5 also presents a model for determining the optimal capital structure of
MTS JSC. It calculates the approximate cost of the organization and the weighted
average capital cost for different ratios of debt and equity capital. A. Damodaran’s
model for determining the optimal capital structure was used as the basis for the
calculations presented in the table. Unlike the original model, where the equity capital
cost was calculated using the CAPM model, we used the dividend approach in our
calculations. As the equity cost at 30% of debt, the previously calculated rate of 9.6%
was used, which corresponds to the current position of the company. This rate was
extrapolated to other debt-and-equity ratios.

The cost of debt was calculated similarly, but in this case, there is an issue of
interest rates on loans and bonds not reflecting the current situation, as market rates are
currently higher than those indicated on the balance sheet of MTS JSC. This is due to
the fact that the major rate increase occurred after a significant drop of the ruble in
December 2014, i.e., as of December 31, the company has not yet had time to attract
debt at a higher cost. In addition, in January-February 2015, both the credit rating of
MTS JSC’s bonds and the sovereign rating of the Russian Federation were down-
graded, which, naturally, is also not reflected on the balance sheet. In this regard, we
used the weighted average cost of debt as of the beginning of December 2014, which
was increased in proportion to the risk-free rate (long-term federal bonds) from
01.12.2014 to 04.14.2015. The result amounted to 8.71%, which figure was extrapo-
lated to the rest of the capital ratios as per the proportions of the model.

Thus, the model built in accordance with the indicated assumptions demonstrated
the following directions for the improvement of MTS JSC financial strategy:

— Selection of the optimal debt-to-equity ratio is determined by the maximum value of
the company, which is calculated as its market capitalization and the amount of
debt;

— The achievement of the optimal capital structure of MTS JSC requires decreasing
the debt down to 20% of the capital, which provides with the given index the
greatest value of the company at the lowest capital cost;

— Optimization of the capital structure will increase the value of the company by 15.5
billion rubles and reduce the weighted average capital cost by 0.3%.

— Reduction of the company’s risks can be achieved by increasing the share of equity,
which will improve the company’s credit rating that has an impact on the cost of
debt;

— In order to achieve the optimal capital structure in accordance with the simulation
results, the value of the equity capital must be reduced by 0.5%, and debt capital by
0.84%.

4 Conclusion

Thus, the modelling of the optimal debt-to-equity ratio of the company can be carried
out using a variety of economic models, each allowing to trace the structure and
identify the relationship between the main indicators of the financial state of the
organization, as well as to calculate the cost of all types of capital. The authors chose
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A. Damodaran’s method of modelling, which allows determining the optimal
debt-to-equity ratio of the company in the most accurate way.

At the same time, instead of the method for calculating the cost of equity using the
CAPM model we used the dividend-based approach based on a specially calculated
dividend rate corresponding to the current position of the company, which was
extrapolated to other ratios of debt and equity. The application of the dividend
approach allowed us to reflect the impact of risks on the price of equity capital. This
formed the rationale for concluding that in today’s economic environment in the
emerging market, attracting long-term financing through debt is less advantageous than
the use of equity capital or short-term loans.

The approbation of this approach through the example of the risk management at
MTS JSC identified several ways to solve the investment problems, aimed at reducing
the debt share in the capital structure, which in relation to the current period may be the
main direction of minimizing credit, interest rate, and currency risks. For the MTS
company, the implementation lies in the transition to the domestic debt markets and
increased use of short-term financial instruments. This model of the optimal capital
structure may be applicable to other joint stock companies which have entered the
securities market, especially in emerging markets. It allows for the companies to
support a balance between the benefits of a debt and its expenses, increase the value of
the corporation and also to provide financial independence and stability.
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Abstract. A class of Systems-of-Systems (SoS) is considered, where systems
are hierarchically composed of subsystems. The structure of the system changes
during its lifetime, i.e. component subsystems are moved to other parents. Each
system has its configurable parameters. When the configuration changes, it may
lead to conflicts in the configuration of its components. There are constraints on
component systems configurations that are not limited to the systems, or even to
their ancestors in the hierarchy. A domain specific language is proposed to
describe constraints in the SoS. It consists of a list of assertions that the SoS
configuration must meet. Each assertion is a logical expression that is scoped to
a specific subset of component systems.

Keywords: Systems-of-Systems + Configuration - Constraint

1 Introduction

A class of Systems-of-Systems (SoS) [5, 6] is considered, where systems are composed
of subsystems. The composition is hierarchically oriented; each component system has
its parent system (except for the root SoS), which can be a component of another. The
structure of the system may change, i.e. component subsystems can be moved to other
parents during the system lifetime. Each system is configurable (has configurable
parameters), regardless where in the hierarchy it is situated. The SoS configuration is a
composition of its hierarchy of components (composition tree) and the configuration of
each of them.

The techniques used for changing system configuration are out of scope for these
considerations — the SoS may be self-organizing, manually reconfigured or reconfig-
ured [3] according to a fixed strategy. The issue is that when its configuration changes,
it may lead to conflicts in the configuration of its components. There are constraints on
component systems configurations that are not internal to the systems, or even to their
ancestors in the hierarchy.

The system configuration is described in terms of its parameters (their values). We
do not assume any particular format of the system configuration, except that it is tree
structured (a few other assumptions presented in Sect. 2). The configuration may be
expressed in XML, JSON or any proprietary format describing a structured set of
objects of given types. For clarity, we will refer to XML tools for checking the
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constrains, which are more widespread and mature then JSON ones (for example JSON
Schema'). There is no problem in transforming documents from JSON to XML or
serializing memory objects to XML documents, thus this does not limit the applica-
bility of the proposed solutions.

There is no standard for describing constraints in SoS. XML Schemas” are adequate
for describing constraints within component systems but they are very restrictive when
attempting to extend them (using XPaths®) to the dependencies between components.
Some research papers address general problems of analyzing XML functional depen-
dencies and multivalued dependencies. The main approaches are tree tuple-based [2]
and Path-based [7]. However, these works deal with a general XML structure and do
not propose any working tools. In the paper we restrict the considerations to config-
urations of hierarchically composed systems of systems, i.e. a sub model of XML.

A similar problem is discussed in [1, 4], using other formats and types of config-
uration files.

To describe constraints in the SoS we propose a domain specific language
(Parameter Description Language PDL). It consists of a list of assertions that the SoS
configuration must meet. Each assertion is a logical expression that is scoped to a
specific subset of component systems (based on hierarchy and/or parameter values).

The paper is structured as follows. In Sect. 2, the SoS structure, configuration and
types of required constraints are analyzed. In Sect. 3, the proposed PDL language is
described.

2 Hierarchically Composed Systems-of-Systems

The considered class of systems encompasses situations, where a system is composed
of a number of subsystems. Each subsystem can in turn be composed of
sub-subsystems. This leads to a hierarchical composition tree of components. A huge
number of systems, software and hardware based, is structured in this manner.

Similar components can occur multiple times in the same system. In the paper, we
will be using the terms: objects (single instances of components) and classes (denoting
the type of similar components). This corresponds with the object-oriented program-
ming paradigm used when developing the systems.

The configuration of the systems changes during its lifetime, i.e. both the config-
urations of objects and their hierarchical compositions may change. It should be noted
that the changes are assumed to be infrequent in terms of the systems operation — this
differentiates the system configuration from the system state, which changes all the
time.

! http://json-schema.org/.
2 https://www.w3.org/TR/xmlschemal 1-1/.
3 hitps://www.w3.org/TR/xpath-31/.
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2.1 Configuration of SoS

The configuration of a system/subsystem/component is described by a set of its
parameters, i.e. configurable variables. The names, number and type of parameters is
specific to the type of component being described. So, each class has a specific set of
parameters. These parameters may be optional (may be omitted in a specific object),
may be obligatory (at least one parameter must occur in the configuration) or may have
multiple instances. The class specifies the names of the parameters, whereas specific
objects are characterized by their values (and number of occurrences).

The configuration of an object is specified by the values of its parameters, but also
by the configurations of all the subsystems it is composed of. Thus, if a component is
moved from one subsystem to another, both their configurations change, even if all the
parameter values remain the same. Reconfiguration occurs if any parameter values are
modified, components are moved in the composition tree, components are added or
removed from the system, or components are replaced (e.g. when some parts of the
system are upgraded).

2.2 Configuration Constraints

Usually, configuration parameters have restrictions placed on their values. When
reconfiguring a system, it is quite likely that some of these restrictions might be
violated. A well planned reconfiguration strategy must ensure that a system after
reconfiguration does not infringe any of the restrictions, i.e. besides the desired changes
in the system, some other must be performed so the system does not violate any
constraints. A formal specification of the constraints is essential to ensure early iden-
tification of invalid reconfigurations.

The configuration constraints can be very varied. Following, there is a discussion of
the most common types of constraints and how they can be handled.

e Constraints on the number, values and types of parameters

These are the most common types of constraints. Examples of these constraints include
range checks, e.g. a parameter must be in min, max range. They can limit the type of
parameter values, e.g. to integers. Also, the number of parameters of a specific name
may be constrained to one or more (a mandatory parameter) or to a specific number or
range.

These types of constraints are very well handled in case of XML documents by
XML Schemas (and in a limited way also by DTD document type declarations). There
is no need to develop alternate approaches if the constraints are limited to types, values
and occurrence of single parameter.

o Constraints on subsystems composition tree

These constraints restrict the classes of objects that can be the children of a specific
parent class. Also, restrictions are placed on the number of child objects.
These constraints can be handled by XML Schema too.
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o Constraints between parameters of objects in the same composition tree branch

The examples of such constraints are the requirements that some parameters are
smaller or larger than some others in the same object. Often the constraint might not be
limited to a single object, but to all the children of a parent object: the limiting value
(e.g. max frequency) set in the parent object may require that the corresponding
parameter (e.g. operating frequency) in all its children be limited to it.

Even though this type of constraints looks very simple, it cannot be directly
enforced with XML Schema. It is fairly simple to express with XPaths and enforce by
XSLT* processing, but this is hardly user readable. This type of constraints would
hardly justify the introduction of a domain specific language, though.

o Constraints between parameters of objects related by some other parameter

The simplest possible constraint of this type is the requirement that all objects of a
specific type, having the same value of one parameter, must also have the same value of
another parameter, e.g. all network interfaces connected to the same subnetwork must
have the bandwidth set to the same value.

A more complex example of this type of constraints is based on cumulative values
of a parameter, e.g. the cumulated sum of the power consumed by objects (one
parameter) connected to the same power supply(second parameter) cannot exceed the
max power of the supply (third parameter).

These types of constraints cannot be handled by the XML Schema. They can be
enforced by using some XSLT code, but the problem with this approach is that for-
mulation of the constraint is completely lost. It is almost impossible to deduce the
constraint that is being implemented by the XSLT program. While this is a feasible
approach for validating the SoS configuration, it is useless to deduce the required
configuration changes if the validation fails.

These remarks are also true for the other types of constraints discussed hereafter.

e Constraints on parameter uniqueness

This type of constraint is very frequent in the systems of systems. A recurrent example
of such a constraint is the requirement that the same value (e.g. IP net address) is not
used twice anywhere in the system. It is very difficult to express in any language that
does not literally provide constructs for this purpose.

Actually, the uniqueness requirement becomes more complex to interpret when one
considers the possibility of multiple occurrences of the same parameter in an object.
Then, the parameter of an object may be considered to have a set of values. Does
uniqueness refer in this case just to the values in a single object or to all the objects of
the same class? Or maybe, it is required only that the sets of the parameter values must
be unique? There must be a way to distinguish

o Constraints between parameters of objects fulfilling some other constraint

A constraint can either be met or be violated. Thus, it can be considered as a specific
logical expression. This can be used as a building block of more complex constraints,

* https://www.w3.0rg/TR/xslt20/.
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having other constraints embedded in it. The idea is to take all the objects that meet one
constraints and require that they also meet another one.

Of course, when using embedded constraints, it is necessary to differentiate the
references to parameters between the two constraints (since they may refer to param-
eters in different instances of the same class object).

3 Domain Specific Language

Parameter Description Language (PDL) was developed for the purpose of defining
constraints placed on configuration parameters. It is a domain specific language tar-
geting this field of application. It is targeted to enhance, not to replace XML Schema.
Thus, configurations are required to meet a specific schema, which is used to define
classes of objects and restrictions on the names and types of parameters that can occur
in them. The schema is also assumed to define the permissible values of parameters and
permissible hierarchical relationships. PDL is built on top of the schema, to define
additional restrictions.

The language references classes, objects and parameter instances described in the
schema. These are the variables of the PDL description. In the examples, we use the
convention that classes are named with capital letters only, while object parameters
have lowercase letters only. It is also possible to use literal and numeric constants,
which are denoted similarly to other programming languages.

Assertions form the main functionality of the PDL language. They define the
required dependencies between the values of parameters in a configuration. The list of
assertions does not depend on the order of occurrence — a configuration is conforming
if it meets all the constraints.

Whenever an assertion is described, it must contain information on the objects it
should be applied to. This is called the scope of an assertion. Then, it contains a logical
expression that evaluates either to true or false when applied to the configuration
parameters. In some cases, assertion can be evaluated neither as true nor as false, if it
references parameters that are undefined (do not occur) in a referenced object. For this
reason, the validator operates on 3-valued logic: true, false and undefined.

If the expression is false, then the configuration fails the assertion. If it is true, then
the constraint is met. It is not clear how to interpret an assertion that is undefined. For
this reason, we define two validation policies. In case of strict policy, the configuration
must meet all the constraints (undefined means that the configuration does not conform
to the requirements). Arguably, if any of the parameters in an assertion does not occur,
then its relationship to other parameters is immaterial. If this is the philosophy
underlying the SoS configuration, then the relaxed validation policy is more adequate —
only constraints that are not met (evaluate to false) signify a non-conforming
configuration.

The most common form of assertion statement is as:

SCOPE have logexpr
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There are various formats for describing the scope and logexpr expressions, e.g.:
SYSTEMX have holdAllowed = 'false’ unless ats = 'Extended’

The strength of PDL lies in its flexibility in defining the scopes of assertions. The
simplest declaration is to use class scope, which indicates that the assertion should
apply to all the objects of the named class that occur in the analyzed configuration. In
the above example, all objects of class SYSTEMX must conform to the requirement.

If the scope is empty, i.e. there are no objects of the specified class in the con-
figuration, then the assertion logexpr is not applied to it. Essentially, this means that the
configuration meets this constraint.

The class scope can be limited to a subset of managed objects of the specified class.
The most common method of reducing the scope is to define a logical expression that
the object parameters must meet to be taken into account: CLASS(logexpr). The
assertion is applied only to a subset of the objects that comply with the logexpr, i.e. for
which the expression evaluates to true. If the expression is false or undefined, the
assertion is not applied to the corresponding object. This means that objects excluded
from the scope will not generate errors during validation of this assertion.

The class scope is used when an assertion is applied to all instances of a class, or to
a single subset of them. It is not possible to express in this way that the set of class
instances has to be split into disjoint subsets and then the expression be applied to each
subset separately. The scope in the form of “set of subsets” is used to address this
situation.

The set of class instances can be split into subsets in two ways. PDL lets us classify
the instances into different subsets on the basis of the value of one or more of its class
parameters. The multiple parameters of the same name cannot be used for this to work.
Then, the PDL allows CLASS(parameter) notation. When an assertion is defined in the
“set of subsets” scope, then it is applied separately to each subset. If the assertion fails
on any of the subsets, it fails on the whole scope as well. Lets’s consider a simple
example. What is the difference in interpreting the following two PDL assertions?

SYSW (parl) have par2 identical
SYSW have par3 unique

In the first case, all objects of SYSW must have the same value of par2 if they have
the same value of parl. In the second case, all the par3 values are different.

A more common way to split the scope into disjoint subsets is to use the hierarchy
of the composition tree. The notation used in this case is CLASS/CLASS. The left class
corresponds to the parent and the right one to the child. The right-most class defines the
scope of the expression. It is split into subsets that are the child objects of the same
parent object. Obviously, decomposition is applied on the basis of common parent
object (instance, not class). This notion can be extended to any number of parent
classes, i.e. notation SYS1/SYS2/SYS3 is interpreted as: class SYS3 is split into
subsets having the same parent (SYS2 instance) and grandparent (SYS1 instance).

The class scopes, scope reduction, parameter decomposition and hierarchical
decomposition may all be combined to define very complex scopes. In our opinion,
this provides unique flexibility when defining configuration constraints. This is
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complemented by a number of techniques that can be used to define dependencies
between the parameters in the scoped objects.

The simplest constraint is just a logical expression. There is nothing noteworthy in
this, except for the interpretation of parameter references. Parameter value may be
undefined if the parameter does not occur in an object. The reference may have a single
value if there is just a single parameter of the specified name. If a parameter occurs
multiple times, then the reference to its name yields a set of values. Logical expressions
in PDL produce true/false/undefined values according to generally accepted 3-value
logic. Sometimes they produce errors if applied to sets.

A very nice feature of PDL is that it operates in conjunction with the schema. The
schema provides information, which parameters are mandatory and which cannot occur
multiple times. On this basis, PDL constraints can be semantically analyzed during
compilation — this helps identify the semantically incorrect rules when they are defined
and not when applying them against a configuration.

The exist/not exist assertions complement those defined by a logical relation-
ship. They test if the defined scope contains any objects. If the scope is decomposed into
subsets, then the assertion is applied separately to each subset of the scope objects, e.g.:

SYSX (parl = ’true’) /SYSY exist

is interpreted as the requirement that every SYSX object with parl set to true, must
have at least one associated child of type SYSY.

The assertions “unique” and “identical” test that all the scope objects have a
specific parameter value unique or identical, correspondingly. In case of hierarchically
decomposed or grouped scopes, the requirement applies to each scope subset sepa-
rately. PDL language allows the parameter used in unique/identical assertions to occur
multiple times in an object. This is interpreted as requiring the sets of values to be
unique (not disjoint). So, if in one object parl = {1,2} and in another parl = {1} they
are treated as unique even though they share the same value parl = 1.

Contrary to comparing the whole sets, it is often useful to check if some elements
do not occur in more than one object. This is addressed by the list-unique construct.
A parameter is “list-unique” if within the scope objects the corresponding sets do not
have a common element (are disjoint).

Embedded assertions are constructed by including an assertion within a logical
expression, either in scope reduction or in dependency. They can be used everywhere
within the PDL language, where a logical value is expected. The embedded assertion
has its scope defined independently to the enclosing assertion, though it is usually
anchored within the external scope. The anchored embedded scope shares an ancestor
object with the enclosing scope. It is denoted by including the embedded assertion
within brackets in the external assertion. Within the embedded assertions it is possible
to reference parameters both from the embedded and the enclosing scope. To distin-
guish between these references, the external token is used to indicate references to the
enclosing scope parameters. Let’s consider the following example:

SYSP/SYSA/SYSB have (SYSP/SYSA (bId = external SYSB.id) have
cardinality <= 1) if cardinality > 2
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This example may be split into two assertions. The embedded assertion is inter-
preted as the requirement that under common SYSP parent object there can be at most
1 SYSA object with parameter bld equal to the id of every SYSB object:

SYSP/SYSA (bId = external SYSB.id) have cardinality <=1

The external assertion (SYSP/SYSA/SYSB have ?? if cardinality > 2,
where ?? indicates the result of embedded expression) enforces that the embedded
expression matters only for SYSB objects that are not single children of a SYSA object.
This example illustrates the complexity of constraints that can be expressed using
assertion embedding and the flexibility of the proposed language.

4 Conclusions

We demonstrated in this paper that there is a need for advanced methods of expressing
configuration constraints. While simple configurations can be constrained with sche-
mas, this is not the case if constraints define various interdependencies between
parameters. We proposed a domain specific language to solve this deficiency. The
language is closely related to configuration schemas, which adds to its applicability.
The tools supporting the language have been developed at Wroclaw University of
Science and Technology. The language has already been adopted by a software
development company for maintaining configuration consistency of their products.

The proposed formal specification of configuration constraints can further be used
to introduce sophisticated reconfiguration strategies in the systems of systems. It can
also provide a basis for identifying conflicting requirements as well as automatic
resolving of conflicts in the target reconfiguration.
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Abstract. Modern automotive vehicles featuring ADAS (Advanced Driving
Assistant Systems) and AD (Autonomous Driving) represent one category of
dependable CPS (Cyber-Physical Systems). For such systems, the adaptation of
generic purpose COTS (Commercial-Off-The-Shelf) services and components
has been advocated in the industry as a necessary means for shortening the
innovation loops and enabling efficient product evolution. This will however not
be a trivial task due to the system safety- and time-criticality. This calls on one
hand for formal specification of systems, and on the other hand for a systematic
approach to module design, supervision and adaptions. Accordingly, we propose
in this paper a novel method that emphasizes an integration of system models,
formal contracts, and embedded services for effective self-management of
COTS. The key modeling technologies include the EAST-ADL for formal
system description and the A-G contract theory for module specification.

Keywords: Cyber-Physical systems -  Commercial-Off-The-Shelf
Dependability - Real-time - EAST-ADL - Contract - Composition

1 Introduction

Embedded system in modern automotive vehicle allows more effective realization of
advanced functionalities in a way that is impossible with pure mechanical and electrical
solutions. It makes an automotive vehicle CP (Cyber-Physical) in nature by having
both physical dynamics and energy flows under control, and the corresponding per-
ception, control and cognitive loops with software and hardware solutions. Currently,
the industry shares the view that the embedded system constitutes the most important
technology for the advances in sustainability, road safety, and novel traffic solutions
[1, 2]. For shortening the innovation loops and enabling efficient product evolution, the
adaptation of generic purpose COTS (Commercial-Off-The-Shelf) solutions for the
embedded system has been considered as necessary. Such COTS solutions typically
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range from camera, radar and other sensors for traffic perception, to speech recognition
and augmented-reality displays, and to wireless and telecommunication services for
V2V and V2I connectivity. There are however often big gaps in regard to the con-
formity of qualities. For example, the expected lifetime for electronics components
would be up to 15 years for automotive vehicles, in comparison to a length in 2-5 years
for consumer products [3]. Meanwhile, the operational temperature ranges are normally
—40~160°C for automotive vehicles and 0 ~40°C for consumer products. Moreover,
for the functional safety of automotive embedded systems, a systematic management of
the risks of COTS according to the safety standard ISO26262 becomes necessary [4].
The information of concern typically includes not only a specification of its functional
behaviors, but also a definition of its assumed failure modes, adopted quality assurance
measures, and related mechanisms for fault tolerance and treatment. This is not a trivial
task for a separately developed service or component.

This paper presents a novel approach that aims to act as a methodological frame-
work for effective integration and management of separately developed services and
components in safety critical CPS. The aim is to promote in general qualified CPS
development and evolution across the boundaries of domains and organizations. The
rest of this chapter is structured into the following sections: Sect. 2 provides an
overview of the proposed methodological framework. Section 3 introduces
EAST-ADL, which is the state-of-the-art technology adopted for systems modeling and
modularity design. Section 4 presents the contract theory used as the formalism for
module specification. Section 5 describes the corresponding run-time services devel-
oped for situation awareness and system adaptation. An overview of related tech-
nologies is given in Sect. 6. The paper concludes with Sect. 7.

2 The Methodological Framework

The methodology framework emphasizes an integration of the models for system
design and the service for post-deployment quality management. It follows the
knowledge-in-the-loop paradigm proposed in [5]. Shown in Fig. 1, the framework
consists of the following four main steps:

e Step I — System architecture design, responsible for the overall system design in
regard to the definition of system operational environments, the functional and
technical constituent units, the expected behaviors and quality constraints, the
corresponding verification and validation cases, etc. As the outcome, the design also
stipulates the design-space with compositional variants and restrictions.

e Step II - Partitioning and assertion specification, responsible for system modu-
larity design, which is centric on partitioning the target system into modules and
thereby refining the system design for potential external COTS solutions. In effect,
the design results in a restructuring of the target system so that some of its con-
stituent units can be developed and managed independently. We specify the con-
straints with the module assertions with the allowed input and output signals, their
preferred types and resolutions, execution time and criticalities, etc.
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Fig. 1. The overall methodology for a model-based contract and service for self-management.
(D Step I — Architecture design; @ Step II — Partitioning and Assertion Specification; Q) Step IIT —
Isolation and Contract Specification; @ Step IV — Service for self-management. R- Requirement;
C- Contract; OC-Operation Contract; SC-Safety Contract.

o Step III - Isolation and Contract Specification, responsible for module interface
design for the given modules. By isolation, we refer to the process of configuring
the target system to allow each module, as a self-contained system unit, to be
isolated from changes or variations in the target system and in the COTS. The
results for modules are specified as contracts. Each contract formally specifies some
assertions for successful COTS integration, on the functional, operational, and
safety properties, referred to as Contract (C), Operation Contract (OC) and Safety
Contract (SC) respectively in Fig. 1. While the functional properties focus on the
input and output signal as well as the functions, the operational properties are
related to the nominal operation and the modes for diagnostics and maintenance.
The safety properties cover the failure modes, safe states, and the related transitions
for error handling and fault treatment.

e Step IV - Service-based Self-Management of System Services and Compo-
nents, responsible for the development and usage of quality management services
for post-deployment monitoring, assessment and adaptation. These services take the
module contracts as formal specifications of the parameters to be monitored, the
conditions to be judged, and the adaptations to be conducted.

The realization of this methodology is based on the combination of some state-of-
the-art technologies for system modeling, component specification, and self-
management. We introduce these technologies by the follow-up sections.
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3 EAST-ADL for System and Modularity Design

ADL (Architecture description language) is a modeling technology for structuring and
managing the information of a system, relating to the Step I and Step II introduced
previously. The EAST-ADL modeling framework, adopted here, represents a key
European initiative towards a standardized description of automotive E/E systems [6, 7].
The EAST-ADL system model, together with the associated requirements and con-
straints, constitutes a basis for effective but still very flexible modularity design. That is,
given the models capturing the system wide interdependencies, a particular modular-
ization task can be driven at any specific abstraction level in accordance with the
particular preferences. For example, the modules given by features (Vehicle Level)
provide a structuring of the externally visible functionalities of the target system and
allow a service-oriented composition of external functions. Meanwhile, module defi-
nitions can also be done for software components (Implementation Level) to allow a
component-based engineering of software solutions. In both cases, the EAST-ADL
system model constitutes a useful means for systematically reasoning about the corre-
sponding module coupling and cohesion, both in regard to the functional interactions
(which are given by communication links in the same level of abstraction) and technical
implications (which are given by realization links across the abstraction levels). By
capturing the associated requirements and constraints of system constituent units, an
EAST-ADL model also provides a systematic modeling support for deriving the related
module requirements and constraints.

4 A-G Contract for Formal Specification of Modules

Following the contract theory defined in [8, 9], we use formal contracts to specify the
expected functional and technical properties of a system module, relating to the Step
111. Fundamentally, a system module M is defined by its variables, behaviors as well as
some related quality constraints as follows

M = (V,F,Q) (1)

with V for all variables V=U UX U)Y UK, where U denotes the input variables, X
the internal variables, ) the output variables, and /C the configuration variables; I for
all functional behaviors over the variables F = [F(U, Y, X,K) =0]; and Q for all
quality constraints over the functional behaviors Q = {P,R,...} = {[P(F) = 0],
[R(F)=0],...}. with P for all performance constraints and R for all reliability
constraints, etc. For successful system integration, all COTS solutions implementing a
module implementation need to satisfy the expected module properties given by M,
under certain environmental conditions. Such a requirement is formally defined by
module contract C in terms of the pair:

C= (SC,MC) (2)
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with M for all COTS solutions satisfying the M; and &, for all the legal environmental
conditions. A contract inconsistent if M. # () and compatible if €. # (). A component
Mcomp F C if and only if Meomp € M,; An environment EF=C if and only if E € &..
A-G (Assume-Guarantee) contract is a formalism for the description of contract C
without directly referring to the actual COTS solutions M. Normally, it is used for
behavioral specifications of components, with A for the constraints on acceptable
behaviors of the environment and G for the guarantees in terms of the corresponding
component behaviors (as in e.g. [9]). Here, we use the A-G contract formalism in a
more generic sense for all constraints that are characterized by logical or technical
causalities from some environmental conditions (A) to some consequential module
properties. Formally, an A-G contract with logical or technical causality is defined as:

A=G 3)

with A for the constraints on the acceptable environment conditions; and G for the
corresponding constraints on the properties to be guaranteed by module implementa-
tions. There is a logical or technical causality between A and G (ie. A N M C G).
Currently, we use STL (Signal temporal logic) [10] and PrSTL (Probabilistic Signal
temporal logic) [14] to define the constraints.

Example for the transformation of system constraint to module contract: A vehicle
braking system has been introduced in [7] as a case study for EAST-ADL. For the
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Fig. 2. The architecture model of an automotive vehicle braking system and the timing
specification in EAST-ADL (implemented with the DSM Workbench MetaEdit+)
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braking control, a brake controller receives the driver braking request and then sends
brake force request to ABS controllers. Figure 2 shows an excerpt of the system model
(SystemModel). The system design is converted to A-G contracts for module specifi-
cation. Suppose the entire braking system will be based on COTS, the A-G contract
Ceom_1, shown in Fig. 3, stipulates the communication and timing assertions.

The timing specification in Fig. 2 augments the system model with information
about the executional events and their timing constraints. In the model, an executional
event defines the occurrence of data arrival on port (e.g. pStimuli_PedalPosln), and the
trigging of execution (e.g. E_pI). An event chain binds then these events for syn-
chronization, e.g. to capture the end-to-end timing from sensor input to actuator out-
puts. In the model, the event chains End-to-End Braking Response_FL and End-to-End
Braking Response_FR capture the timing requirement from driver braking request
(pStimuli_PedalPosIn) to the brake torque actuation on the FL and FR wheels
(pResponse_ForceActuation_FL, pRsponse_ForceActuation _FR) respectively. For a
module based implementation, the contract in Fig. 3 declares the related executional
events as contract variables: x for pStimuli_PedalPosln, y; for pResponse_
ForceActuation_FL, y, for pRe sponse_ForceActuation_FR. All these events are of the
types control and latency critical. Given the assumption x about its size, periodicity and
priority, an external solution for the braking system needs not only to guarantee the
preferred size and periodicity y; and y, but also to meet the delays x — F| (0. #delay,, V1

v, for the torque response on the FL and FR wheels respectively.

and x — F[().A#delayyz]
messa ES'{ in: x
885* lout: y1,;
message_types: X,y ,y, € (Control, Latency_Critical)
Ceom 1 assumptions: x = (#size,, #periodicity,, #priority,)

gurantees:y; = (#sizeyl,#periodicityyl),yz = (#sizeyz,#periodicityyz),

G (X - F[oo#delayyl]}ﬁ)'a (x - F[O..#delayyZ]yZ)'

Fig. 3. The A-G contract for the vehicle braking. Here, we use STL (Signal temporal logic) [10]
to denote the constraints, with the operator G for always and F for eventually.

5 Software Services for Self-management of System Services
and Components

An embedded system is self-managed if it is able to autonomously understand the actual
operational situations and alter its own configurations, behaviors to meet the require-
ments [11]. As a further support for COTS, relating to the Step IV, two embedded
software services have been introduced. These services, shown in Fig. 4, allow error
detection and fault treatment, while complementing the verification and validation at
development time with the post-deployment analysis. These two services are:

e Monitoring and Assessment Service, responsible for self-assessment by perceiv-
ing the operational conditions of component or system (e.g., the actual input and
output conformity, the CPU and memory utilization). Contracts are used for the
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Fig. 4. The architecture of software services for self-management system services and
components. (Note, D@Q@ are for the methodological steps as depicted in Fig. 1).

decision-making. For example, for a component, the service monitors the external
conditions (A) and internal error states (Xg,,); it triggers error handling (ErrHandl)
when necessary, i.e. A = G A (—A\/Xg,, = ErrHandl).

e System Adaptation Service, responsible for planning and controlling configuration
changes for quality-of-service adaptation and error handing. The decision-making
requires built-in knowledge about the configuration variability. For dependability,
the ability of inferring the causing factors of anomalies (e.g. based on the
minimum-cut sets of fault-tree analysis) plays a key rule for the success. The
adaptation is controlled by deterministic or probabilistic state-machines.

6 Related Technologies

This paper presents a methodological framework for a model-based integration and
management of COTS in safety critical CPS. There are many modeling frameworks
useful for the description and management of embedded systems, such as SysML [12],
AADL [13] and EAST-ADL [6, 7]. All these technologies focus on the system devel-
opment. For dealing with the partially unknown conditions and emergent properties, the
specification with abstract goals, control policies and contracts together with the pro-
vision of intelligent services for operation supervision and adaptation becomes neces-
sary. For example, a mission goal description based approach to the identification of
required capabilities for system operations has been proposed in [15]. A contractual
description of component interfaces, considering the imprecision and uncertainty, is
given in [16]. For quality assurance and certification, such contractual support however
needs to be managed seamlessly along with the system development and componenti-
zation. A great many techniques have recently been developed for advanced verification
and validation. One promising technique is on-line model checking as explored in [17].
In this approach, the state space is continuously monitored against critical safety
properties. Another approach that combines model-checking with self-assessment is
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learning-based testing (LBT) [18]. New approaches to operational risk assessment also
include statistical analysis of incident data using Bayesian theory [19]. In regard to all
the above mentioned approaches, our work aims to facilitate the integration and
adoptions of technologies.

7 Conclusion

For CPS, the need to integrate COTS solutions, supporting dependable execution and
change management, calls for an integrated approach as proposed by this paper. The
complexity and safety concern demand both more formal approach to system devel-
opment and more advanced mechanisms for supervision and quality management. With
EAST-ADL for system modeling, our work has been focused on the provision of
contract formalism for module specification as well as embedded services for situation
awareness and adaptation. Currently, we are looking into how to enable run-time
supervision and control through the software stack of services for mixed-criticality
communication based on Ethernet and AUTOSAR.
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Abstract. Maintenance of a wind turbine is a combination of all technical,
administrative and managerial actions intended to retain it in, or restore it to, a
state in which the turbine is able to generate power. This paper presents an
influence diagram to estimate the expected utility that represents wind turbine
energy to be produced given period of time in the future. The conditional
probability distribution of a chance node of the diagram is obtained relying on
Bayesian networks, whereas the utilities of value node are calculated thanks to
the second order semi-Markov chains. The example shows the application of the
models in the real case of one wind turbine E48 by Enercon located in northern
part of Poland. Both Bayesian network parameters and kernel of semi-Markov
chain are derived from real data recorded by SCADA system of the turbine and
weather forecast.

Keywords: Maintenance scheduling - Wind energy - Influence diagram -
Second order semi-Markov chain - Bayesian networks

1 Introduction

Maintenance of a wind turbine is a combination of all technical, administrative and
managerial actions intended to retain it in, or restore it to, a state in which the turbine is
able to generate power. There are different maintenance strategies, e.g. preventive and
corrective ones. For example, preventive maintenance is dedicated to reducing the
probability of failures or the degradation of the turbine’s performance. Very often the
turbine should be out of service during the maintenance action. Performing the
maintenance of the wind turbine under good wind conditions may lead to energy not
served. To restrict this energy the maintenance scheduling should take into account the
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prediction of the amount of energy to be produced within the planned period of time of
the maintenance action.

The research in the field of wind turbines’ maintenance is focused mainly on
estimation of the effects of different maintenance strategies and their optimization, to
limit the maintenance cost and production losses due to turbine’s downtime [1-3].
Concerning production losses in these research works, losses estimation rely on sim-
plified approaches that do not assure the reasonable results, e.g. wind speeds are
averaged over 24 h time interval using historical data [1]. These approaches could be
updated with the stochastic model intended to make decisions on the best time of the
maintenance work that minimizes the wind turbine energy yield because of the turbine
being out of service.

This paper presents an influence diagram to estimate the expected utility that
represents wind turbine energy to be produced given period of time in the future. The
conditional probability distribution of a chance node of the diagram is obtained relying
on Bayesian network, whereas the utilities of value node are calculated thanks to the
second order semi-Markov chains. The example shows the application of the models in
the real case of one wind turbine E48 by Enercon located in northern part of Poland.
Both Bayesian network parameters and kernel of semi-Markov chain are derived from
real data recorded by SCADA system of the turbine and weather forecast.

2 Maintenance Scheduling as a Decision Problem

Appropriate maintenance scheduling of wind turbine is a decision problem, involving
the time of starting and duration of the maintenance activity. To make the best decision
that minimizes the energy not supplied because of the disabled wind turbine, the
influence diagram can be used. Such a diagram is an effective modeling framework for
representation and analysis of the decision making process under uncertainty caused by
stochastic nature of the wind turbine energy yield.

An influence diagram can be considered as a Bayesian network augmented with
decision variables, utility functions defining the preferences of the decision maker, and
precedence ordering specifying the order of decisions and observations [4]. The
objective of decision analysis is to identify the decision option that produces the highest
expected utility. To identify the decision option with the highest expected utility one
needs to compute the utility of each decision alternative. If A is a decision variable with
options ay, ..., a,,, H is a hypothesis with states A, ..., &, and ¢ is a set of observations in
the form of evidence, then one can compute the utility of each outcome of the hypothesis
and the expected utility of each action. The expected utility of action q; is

EU(a;) = ) Ulai,hy) - P(Iyle) (1)

where P(-) represents the belief in H given ¢ and utility function U(-) encodes the
preferences of the decision maker on a numerical scale.

One shall choose the alternative with the highest expected utility. This is known as
the maximum expected utility which amounts to selecting an option a” such as
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a* = argmax,coEU(a). (2)

In Fig. 1 one can see the diagram we created for the decision making problem of
wind turbine scheduling. It contains three types of nodes: decision, chance and value.
There are two decision nodes (drawn as rectangles) that represent decision variables,
i.e. ‘Starting point of maintenance’ and ‘Maintenance duration’. The options for the
first node refer to a discrete moment of time when the maintenance can be started,
whereas the options for the second node involve the number of time instants within the
maintenance to be taken. There is one chance node (drawn as oval) ‘“Wind power
scenario’ that represents hypothesis with states determined by the combination of the
wind turbine output power states (total number of states is s) within two discrete
moments of time: (i) when the maintenance to be started and (ii) one unit of time
preceding the starting point of the maintenance. The number of wind power scenarios
depends on the starting point of maintenance activity. The s states represent different
partitions of wind turbine output power magnitudes within the power range 0 ... Py
(rated power of wind turbine). They can be either observed from real data of wind
turbine output power or predicted from the forecast of wind speed and direction. “Wind
power scenario’ is a random variable quantified by conditional probability distribution
calculated given the option of the decision node ‘Starting point of the maintenance’.
There is one value node (drawn as a diamond) that represents the ‘Expected utility’.
This utility can be calculated relying on predictive model of wind turbine output power
trajectory given declared options of decision nodes and conditional probability distri-
butions of a chance node. The trajectory represents the process of evolution of power
and energy within each unit of time. In this case one shall choose the alternative with
the lowest expected utility (opposite to formula (2)) since we look for the decision that
would ensure the minimum energy to be lost because of the disability of wind turbine
caused by its maintenance activity. The node is quantified by the utility of each of the
combination outcomes of the parent nodes.

| Starting point of maintenance |

Maintenance duration i -
Wind power scenario

Forecast level

Expected utility

Fig. 1. Influence diagram for decision making problem of wind turbine maintenance scheduling

An arc in Fig. 1 denotes influence, i.e. the fact that the node at the tail of the arc
influences the value (or the probability distribution over possible values) of the node at
the head of the arc. Some arcs have a causal meaning, e.g. the path from a decision
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node to a chance node means that the decision will impact the chance node in the sense
of changing the conditional probability distribution over its outcomes.

Graphical representation of the wind turbine output power states along the timeline
of discrete time units is depicted in Fig. 2. It presents the idea of obtaining: wind power
scenario probabilities and output power trajectory needed for calculation of energy
yield. Below the timeline one can see the s states of output power for each time
t. Number of states s is the same for each ¢ and should be optimized regarding the
satisfied error of the results to be obtained based on the models described in Sect. 3.
The output power states and their probabilities within 7 can be derived relying on either
real data recorded by SCADA system of wind turbine (up to # = 0) or prediction (from
t = 1). The state within 7 means that output power occupies this state for one instant of
time, e.g. 1 h. The power state within 7 derived thanks to real data occupies this state
with probability 1 whereas the power states (1 ... s) predicted within ¢ have conditional
probability distribution (joint distribution). The Bayesian networks approach is used to
derive wind power (WP) prediction based on wind speed (WS) forecast and wind
direction (WD) forecast, within z. Both of the meteorological forecasts are sometimes
accessible for the wind turbine (or farm) operator. If the forecast of wind speed and
direction at the wind turbine site are not accessible one can obtain the wind output
power trajectory relying on the real data recorded by SCADA system only. In such case
the satisfying trajectory can be obtained for quite a short period of time (around 50
instants of time). One can find details of BN model of WPP in Subsect. 3.1.

 t=1

d power data, t
Wind power data, t=0

;o
—+ I win

[uN
~
i
o

v

P2p

N0,

Fig. 2. Graphical representation of the wind turbine output power states (observed and
forecasted) along the timeline of discrete time instants. Designations in the text

Wind power scenario (WPS) probability within 7 =i (let’s assume that starting
point of maintenance activity is i) is a multiplication of the probabilities of two wind
output power states — within # = i and ¢# = i—1. When i = 0 probability of wind power
scenario is 1 whereas for i = 1 — this probability equals p,. 1, u = 1,2,...,s. When i > 1
then the wind power scenario probabilities are derived as follows
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p;’\lPS(i - 17 l) = pu‘ifl : pu‘i (3)

where g = 1,2, ..., 5%

The second order semi-Markov chain is used to derive wind turbine output power
trajectory given output power state within both 7 = i (starting point of maintenance
activity) and ¢t =i — 1, sojourn time in state within # =i — 1, and maintenance dura-
tion. Since the number of wind power scenarios for # = 1 can be higher than 1 it is
needed to find the output power trajectories for all power scenarios. One can find
details of the second order semi-Markov chains in Subsect. 3.2. Energy yield is cal-
culated as follows

EY,‘_’x‘g =X P,‘_’g (4)

where x is the number of time instants (maintenance duration) and P, , is the wind
turbine output power that represents power state within ¢ = i.

The power P; , can be the middle value of i-th partition of the output power range (0
... Pr). Expected utility given i and x is calculated as follows

EUi,x = Zg EYi,x,g 'P;VPS. (5)

3 Modeling of Wind Turbine Output Power

3.1 Bayesian Network Model Used for Output Power Reasoning

The Bayesian network model used for wind power prediction is depicted in Fig. 3. One
model can be used within ¢ = 1,...,m. The elements of this graphical model are nodes,
arcs between the nodes, and probability assignments. There are two root nodes WS and
WD, and they are parents of one child node WP. Each node represents a random
variable with a finite set of mutually exclusive states (a state is a possible value or
partition of values, associated with the random variable). The arcs represent direct
relevance relationships among variables. It is assumed that all the variables are discrete
ones. It means that the continuous real data need to be discretized into some states.
The conditional probability table (CPT) associated with the nodes is provided close
to them in Fig. 3. For WP with parents WS and WD there is CPT P(WP|WS, WD).
The CPT of the nodes WS and WD come down to probabilities P(WS) and P(WD),
unconditional on other nodes in the graph. The random variable WS is of states wsy,
WS, ..., WSy, whereas WD — of states wd;, wd,, ..., wd.. CPT of the node WS is a b-
table (a table with b entries) containing the probability distribution P(WS = ws,),

e=12,...b, with 3 P(WS = ws,) = 1. CPT of the node WD is a c-table containing

the probability distribution P(WD = wdy), f= 1,2,....c, with ) P(WD = wdy) = 1.
f
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WS | P(WS) WD | P(WD)
ws, | P(WS=ws,) @ @ wd, | P(WD=wd,)
ws, | P(WS=ws,) wd, | P(WD=wd,)
ws, [ P(WS=ws,) @ wd, | P(WD=wd)
WS wsy ] e WS,
WD wd, | ... wd, | ... wd, | ... wd,
wpy | P(WP=wpyy4) | .o P(WP=wpy,c) [ .. e | e | e
Wp | i : :
wp, [ P(WP=wp ,,) | ... P(WP=wp,, ) U (R

Fig. 3. Bayesian network for wind power prediction and the conditional probability tables of the
nodes: WS, WD and WP

CPT of the node WP is a table containing all the probability assignments
P(WP = wp, . [WS = ws,, WD = wdy), u = 1,....s, and } _ P(WP =wp,,,) = 1.

Learning CPTs amounts essentially to counting data records for different conditions
encoded in the network. It means that prior probability distribution of WS, WD and WP
can be obtained from relative counts of various outcomes in those data records that
meet the conditions described by a combination of the outcomes of the parent variables.
The data records in question (wind speed and direction measured by anemometer
installed at the top of the turbine nacelle and output power) can be gathered from real
data acquired by SCADA system of wind turbine. The resolution of data can be
different, but 1 h is very common (then data are average values along 1 h).

BN has a built-in computational architecture for computing the effects of evidence
on the states of variables in the model. This architecture allows for updating proba-
bilities of the states of the random variables, on learning new evidence. It means that
one can calculate conditional probability function of WP given forecasted wind speed
and duration, within time = 1, 2, ..,m. Then py; = py .y (fort = i) ..... ps; = ps.s (for
t = 7). Conditional probability function of WP needs to be calculated within the time
(t > 0 —see Fig. 1), i.e. t = i (starting point of the maintenance activity) and t =i — 1,

t=1i— 2, ... (mandatory for calculating the probability distribution of wind power
within # = i — 1 and duration of occupying the states within # =i — 1). It is assumed
that the states occupied within t =i — 2, t =i — 3, .... are the states of the highest

probability p,i—2, Pui-3, - - -

The error of the WPP to be obtained based on BN model depends on the errors of
forecasting wind speed and direction (meteorological models) and the number of WPP
states in the BN model, the number of data used for learning parameters of BN and
marginal distributions of wind speed and direction data.
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3.2 The Second Order Semi-markov Chains Used for Forecasting
of Wind Turbine Output Power Trajectories

We use a second order semi-Markov chain in state and duration as proposed by [5-7]
where additional results can be searched out. The model is used for forecasting wind
turbine output power trajectories given the real data of output powers at = 0 and
t = —1, and duration of output power value at = —1. The time ¢ = 0 involves the last
unit of time when the output power is acquired whereas ¢t = —1 refers to the previous
unit. The output power at # = 0 is average power within one unit of time up to ¢ = 0.

Let us consider a finite set of states E = {wy, w,..., wg} that represent the different
wind turbine output power values; we will often denote the generic wind power value
w;j € E more simply with the symbol j. It should be noted that in this paper we model
directly the power output without considering a wind speed model as in [5-7].

Let us also consider a complete probability space (€, F, P) on which we define the
following random variables:

J,:Q—E, T,:Q—N.

The variable J,, denotes the wind output power at the n-th transition and 7, is the
time of the n-th transition of the power. We assume that

Plui1=jThi1 —T,=tlo(Js, T5,0<s<n),J, =k, Jy_1 =i,T, — Tp_1 = X] ©)
= P[Jn+l =jTiv1—Th = tl-]n = ka Jo1 =0Ty — T = X] = xqi.k.j(t)~

Relation (6) makes the fact clear that the knowledge of the values J,,, J,,—;, T,, — T,
—; (the most two recent values of the output power and the length of time between
them) suffices to give the conditional distribution of the couple J,,.;, T,..; — T, (next
power and length of time necessary to enter in next power) whatever the values of the
past variables might be. Therefore, to make probabilistic forecasting we need the
knowledge of the last two visited states and the duration time of the transition between
them.

Denote by N(t) = sup{n € IN : T,, < ¢} Vt € IN the number of transitions held by
the output power process up to time 7. We define the second order (in state and
duration) semi-Markov chain as Z(¥) = (Z,(1), Zx(?)) : = Unoy-1 Ine)-

For this model ordinary transition probability functions and transition probabilities
with initial and final backward recurrence times were defined and computed in [5],
reliability measures applied to wind energy production were presented in [6] and
equations for higher order moments of the second order semi-Markov reward chain
were computed and used to quantify the total energy produced by a wind turbine in a
given time interval, see [7].

The probabilistic behaviour of the output power process can be summarized by the
transition probability function, namely the function defined by

Pian(®) = PlIngy = JInw-1 = hldno) =k Ino)-1 = i, Tno) = 0, Tivo) — Tvio)—1 = ).
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These probabilities satisfy the following system of equations, see [5]

Pirni(t) = Lichi=j ( Z qut k(s )

JEE s=

+ Z Zx% k,r s(/)k.r.h,j(t - S).

reE s=1

For our purposes it is sufficient to consider the probability

2Piy(t) = ZheEx%k,h.j(l)- (7)

Given the probability function (7) we can compute the forecast of the output power
process in the following way. First we note that the forecast of the wind power at a
given time ¢ > 0 (¢ steps ahead) depends on the available information at the current time
s = 0. Therefore, if at time s=0 we know that Jy) = k,Jyo)—1 =i, Tno) =
0, Ty(o)y — Tn(0)-1 = x then the forecast value at time ¢ can be denoted by the xZ,;k(t)
where

Zik(t) = mode[Z,|Inw) = k,Iyo)-1 = i, Tno) = 0, Tno) — Twio)-1 = ],

That is the mode of the conditional distribution of the state occupancy. It is simple
now to realize that

lek(f) = maxjeE{x(ﬁi.k,j(t)}- (8)

The quantity computed in formula (8) is a punctual forecast of the output power.
Very often it is important to provide also the so called predictive intervals. To this end
we define the random variable called conditional forecasting error

eik(t) = Zix(t) — Z(1).

In our framework Xe,-_k(t) is a discrete random variable that assumes values

Zik(t) —wy, Yw, €E,

with corresponding probability .@; .(r). This means that if we fix a predictive level o
we can compute the predictive interval to the level o by identifying the 53— quantile
named pv; and the (1 - —) quantile denoted by pv,. Thus the interval

(Zix(t) — pvi, Zix(t) — pv2),

gives the predictive interval to the level o.
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4 Application to Real Data

4.1 Description of the Case Study and Assumptions

The wind turbine in question is E-48 of rated output power 800 kW by Enercon.
Number of data records is 46,000 (duration of operation 5 years and 4 months). Data
resolution is 1 h. The data are used for: (i) learning the parameters of BN model and
(ii) formulating the second order semi-Markov chain.

The structure of the BN model is already defined (see Fig. 3). To learn the
parameters of this network one needs the dataset mentioned above. Each variable is
discretized following two assumptions, i.e. a method of discretization (uniform widths
and uniform counts) and the number of bins (5 and 10). Having learnt parameters of the
network given the method of discretization and the number of bins the validation of the
results has been performed. The K-crossvalidation has been taken for it given fold
count K = 10. As a result of validation the accuracy, confusion matrix, ROC Curve and
Calibration have been obtained. Finally the states of variables WS, WD and WF, and
their boundaries are derived (see Table 1) and the model can be applied for reasoning.

Table 1. States of the WS, WD and WP, and boundaries of partitions represented by the states

State | WS WD WP

From | To |From | To From | To
S1 0.0 321 0.0 8.0/ 0.0 21.0
S2 |32 4.1| 84.0/138.0| 21.0| 70.0
S3 4.1 4.71138.0|163.0| 70.0|144.0
S4 4.7 5.21163.0 | 185.0 | 144.0 | 289.0
S5 |52 5.71185.0|208.0 | 289.0 | 835.0
S6 5.7 6.31208.0|231.0
S7 6.3 7.01231.0|256.0
S8 7.0 7.71256.0|281.0
S9 |77 8.81281.0/313.0
S10 | 8.8 |18.0[313.0/359.9

The wind speed and direction forecast and wind turbine output power probability
distributions given ¢ are provided in Table 2.

The BN model used for derivation of wind turbine output power probability dis-
tributions achieved 88.852% accuracy in inferring the correct wind turbine output
power (it guessed correctly 88852 out of the total of 100000 records). Concerning
individual states the accuracy is as follows: S1 — 87.836%, S2 — 82.070%, S3 —
91.661%, S4 — 86.036% and S5 — 96,754%.

Let us consider two starting points of maintenance =1 and 7 =2, and four
maintenance durations 5 h, 6 h, 7 h and 8 h. Durations longer than 8 h are uncommon
since a wind turbine (or farm) operator decides that the planned maintenance should be
completed within one work shift during the day.
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Table 2. The WS and WD forecast and WP distributions given ¢

Time t=1 |t=2 |t=3 |t=4 |[t=5 |t=6

Forecast | Wind speed 6.5 5.6 4.9 4.4 4.1 3.8
Wind direction | 199 191 181 174 167 160

State S1 0.0107 | 0.0017 | 0.0159 | 0.0609 | 0.0609 | 0.7475
S2 0.0047 | 0.1275 | 0.8325 | 0.9376 | 0.9376 | 0.2519
S3 0.0420 | 0.8693 | 0.1501 | 0.0014 | 0.0014 | 0.0006
S4 0.9421 | 0.0000 | 0.0015 | 0.0001 | 0.0001 | 0.0000
S5 0.0005 | 0.0015 | 0.0000 | 0.0000 | 0.0000 | 0.0000
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4.2 Validation of the Wind Turbine OQutput Power Trajectory Modeling

To validate the model we performed Monte Carlo simulation to generate a synthetic
trajectory of output power. For real and synthetic trajectory the sample autocorrelation
function was computed for lag up to 200 h. The two sample autocorrelations are almost
identical, as shown in Fig. 4, and their mean percentage error equals 2.95%.

- Real Data
\‘ ----- Second order semi-Markov
-\“
0.8+ R\
-
c )
S )
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° '\‘
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[} N
=
Eo4t D
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Fig. 4. Sample autocorrelation function for real and synthetic output power trajectories

4.3 Discussion of the Maintenance Scheduling

The ‘Expected utility’ results of the influence diagram (see Fig. 1) for decision problem
of wind turbine maintenance scheduling are depicted in Fig. 4.

According to Fig. 5 the best decision that minimizes the energy not supplied
because of disabled wind turbine is to start the maintenance within ¢ = 2 rather than
t = 1. It is valid for each maintenance duration considered in the study. To achieve
competitiveness of the maintenance to be begun within # = 1 as compared to the other
one, the limitation of maintenance duration is needed (at least 1 h). Sometimes it
cannot be possible because of restrictions in accessibility of technical and human
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Fig. 5. The ‘Expected utility’ results of the influence diagram for decision problem of wind
turbine maintenance scheduling

resources. In both cases of starting points of maintenance activity the shorter (longer)
maintenance duration is the lower (higher) ‘Expected utility’ one can expect.

5 Conclusion

Wind turbine maintenance is one of the most important activities in the wind energy
industry. In this paper we presented methodology that considers maintenance
scheduling of wind turbines as a decision making problem. The optimal decision is
established in order to minimize the energy not supplied during the maintenance
activity. The methodology makes use of an influence diagram where the conditional
probability distribution of a chance node of the diagram is obtained relying on
Bayesian networks, whereas the utilities of value node are calculated thanks to the
second order semi-Markov chains.

The model has important practical implications because it may help wind energy
engineers in the planning and execution of maintenance activity following optimal
decision rules.

The work has been prepared under the project S/'WE/4/13 and financially supported
by Ministry of Science and Higher Education, Poland.
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Abstract. Integrated Model of Distributed Systems (IMDS) is a formalism
which expresses duality of message passing and resource sharing and which
highlights locality, autonomy of distributed elements as well as asynchrony of
actions and communication. Combined with model checking, IMDS allows to
verify numerous properties of modeled systems. It also provides insights into the
behavior of model components (servers and agents) in the form of server view
and agent view of the system. IMDS is used in the Dedan verification envi-
ronment which can detect several types of deadlocks, including communication
deadlocks (in the server view) and resource deadlocks (in the agent view). The
paper also outlines a mapping of IMDS models into behaviorally equivalent
Petri nets, opening the way for many analysis techniques developed for Petri
nets to be used for analysis of IMDS models. In particular, structural
(siphon-based) methods for deadlock analysis in Petri nets can be used for
deadlock detection in IMDS models.

Keywords: Distributed systems -+ Distributed system modeling - Deadlock
detection - Petri nets - Petri net siphons - Formal methods

1 Introduction

IMDS (Integrated Model of Distributed Systems, [1-3]) is a formalism for describing
the behavior of distributed systems, especially for finding deadlocks. In IMDS, a
communication dualism is exploited, since the modeled system is represented as server
processes that communicate by messages, or travelling processes (agents) that com-
municate by means of servers’ states. A model of a distributed system is uniform, it can
be decomposed (“cut”) to server processes or agent processes. A system consists of
actions, which are combined in sequences to form the processes. An action has a
server’s state and an agent’s pending message on input, and which produces similar
pair (a new server’s state and a new agent’s message) on output.

The two views of a system (server view and agent view) are obtained by the two
possible groupings of a set of actions into sequences. In the server view, actions in
individual servers are grouped into processes. The server’s states are the carrier of the
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Advances in Intelligent Systems and Computing 582, DOI 10.1007/978-3-319-59415-6_12



Deadlock Detection in Distributed Systems Using the IMDS Formalism and Petri Nets 119

server’s process, and the messages are the communication means between server
processes. In the agent view, actions concerning an individual agent conform a process.
Messages are internal to a process: they are the carrier of the process. The agent
processes communicate via servers’ states.

The IMDS formalism was used, together with model checking technique [4], to
develop the Dedan program which finds various kinds of deadlock in a verified system
[5]. These are: communication deadlock (in the server view), resource deadlock (in the
agent view), partial deadlock (in which a subset of system’s processes participate) and
total deadlock (concerning all processes). A counterexample is generated if a deadlock
is found.

In Dedan, automatic conversion between the server view and the agent view is
performed. Also, observation of global transition graph and simulation on this graph
are possible.

Dedan is built in such a way that the specification of temporal formulas and
temporal verification are hidden to a user. The reason is that model checking techniques
are seldom known by the engineers. Therefore, the program is constructed in such a
way that a user specifies the system and simply “pushes the button” to check for the
existence of deadlocks.

The model checking technique has a disadvantage: the evaluation of temporal
formula consists in finding a single global configuration (will be defined in Sect. 2)
providing a false result is enough. The designer may repair the erroneous specification
and run the verification again. The scheme may be repeated for many times, until all
deadlocks are found and repaired.

The other technique of deadlock identification is finding siphons in a Petri net
corresponding to a verified IMDS specification. A siphon is a Petri subnet, which
cannot restore tokens if it is emptied [6-8]. If an empty siphon is reachable, it denotes a
deadlock. The deadlock concerns the processes (server processes and/or agent pro-
cesses) that take part in the siphon. Therefore, it may be total or partial deadlock.

A conversion of IMDS to a Petri net is described in Sect. 4 [1]. This allows for
finding some structural properties of a verified system, like identification of dead code
(unreachable part of a net), invariants discovery, finding separated subnets (indepen-
dent subsystems that do not cooperate) or location of siphons which help to find all
possible deadlocks in a system, not only one as in model checking techniques.

The main contribution of the paper is the integration of the IMDS formalism,
preserving communication duality, locality and autonomy of distributed elements, and
asynchrony of actions and communication, with siphon identification technology,
allowing for finding all deadlocks in verified system.

In this paper a definition of IMDS is given in Sect. 2, and the example of a bounded
buffer is in Sect. 3. The conversion of IMDS specification to a Petri net is covered in
Sect. 4. An example of deadlock detection using siphons and reachability is described
in Sect. 5. A problem with siphons in a system with leader is covered in Sect. 6.
Section 7 concludes the research.
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2 Integrated Model of Distributed Systems (IMDS)

IMDS is defined in [1-3]. Here we use simplified version of IMDS, without dynamic
process creation, which is suitable for static model checking. A system is composed of
a finite set of servers with their states as pairs (server, value). Any server is equipped
with a finite set of services. Servers communicate by messages (agent, server, service),
where agents are distinguishable distributed computations. States and messages are
together called items. A set of states and messages, one state for any server and at most
one message for any agent is a global system configuration (or configuration in short).
This configuration is concerned as a global system state (but we reserve a term state for
servers only): set of current servers’ states and pending agents’ messages, except for
terminated agents. The initial configuration consists of initial states of all servers and
initial messages of all agents. Formally:

S = {s1,52, .. Scara(s) } — finite set of servers

A= {al, a, .. .,aca,.d(A)} — finite set of agents
V= {vl, V2y oo vw,d(v)} — finite set of values
R= {rl, T2y ey rm,d(R)} — finite set of services

P C § x V — set of states
M C A xS xR — set of messages
I = PUM - set of items

T CLVypernpp = (s,v),p = (5,V), p#£p = s#5;
Vmeraum = (a,s,r),m = (d,s',r), m#m = a#d'} — configuration; one

state for every server, at most one message for every agent

Ty C Ii¥seserynep = (s,v),v € V;
Vaea Imer,amum = (a,s,r), s € S, r € R} — initial configuration; one state for
every server, one message for every agent

A set of actions is defined by a relation 4. An action is defined for a pair (message,
state), it retrieves the input state and the input message from the input configuration
and inserts a new state and a new message (or a new state only in the case of
agent-terminating action) to an output configuration. We say that a pair (message,
state) match if an action is defined for the pair. In a matching pair (message, state), the
server component in message and state must be the same — this means that the service is
invoked on the server the message is pending on. It is obvious that the server com-
ponent of the input state and the output state is the same, which means that an output
state refers to the same server as the input one. An output message (if any) is in the
context of the same agent as the input one, but the output message is typically directed
to some other server (it may be directed to the same server as well). Formally:
A ={(m,p) 2(m',p')} U {(m,p) A(p)} |
m= (a,s,7r) € M\,m' = (d,s", /') e M, d = g

p=(s,v) € P,p = (s,V) € P, s =5 — setof actions — ordinary and agent-terminating
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Tip(Z) =T | T D {m,p| (m,p) 2(m’,p') V (m,p) A(p')} — input configuration of action 4;

contains input items of the action

Tou(2) =T | T > {m',p" | (m,p) A(m',p")} v
T > {p | (mp)(p)} A (m=(a,s,7), Vm,:(a,“v,’,,)eMa’ =a=m ¢ T) — output
configuration of action A; contains output items of the action, does not contain

output message of the agent in a case of agent-terminating action

A Labeled Transition System (LTS [9]) represents the behavior of a system as it
contains all executions of the system. Nodes (not called states for unambiguousness)
are global system configurations and transitions are actions. Formally:

0 ={0(4) |2 € A, Tip(4) 6(2) Tou(2),
(((@5,7), (5,v) A(a,s',7), (5,)) V ((a,5,7), (5,v)) A((s5,9))) A
Voread # a N (d',s", /") € Tip(A) = (d",s",r") € Tou(A) A
Voress" # s A (5" V") € Tip(A) = (5" V") € Tpu(A)} — succession relation;

replaces input items by output items, all other items preserved

LTS =<N,No, W > |
N = {To,T\,...}(nodes);
Ny = To(initial node);
W = {0(A) |1 € A, Typ(L) 6(%) Tou(2) A
(Tip(2) = To V e 4 (X)) € W, Tou(X') = Typ(4))(transitions)} — labeled transition system

Actions are executed in interleaving way (one action at a time [10]). Note that every
server performs its action autonomously (only the server’s state and the messages
pending on this server are considered). Also, the communication is asynchronous: a
server process sends a message to some other server process (or an agent sets the
server’s state for some other agent) regardless of the current situation of a process with
which it communicates (and every other process). As a result, we may call the process
autonomous and asynchronous.

The processes in the system are defined as sequences of actions. If two consecutive
actions in a process are connected by a server state — it iS a server process commu-
nicating with other server processes by means of messages (states are the carriers of
server processes). If two consecutive actions in a process are connected by a message
of an agent — it is an agent process communicating with other agent processes by
means of servers’ states (agent messages are the carriers of agent processes). Server
processes or agent processes are extracted by simply grouping of actions: a server
process is a set of actions having its states on input (the output state concerns the same
server as the input state). An agent process is a set of actions having its messages on
input (if there is an output message, it concerns the same agent).

The decomposition of a system into server processes is called a server view, the
other one is an agent view. Formally:
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B(s) =<, g, -+ > |
((a,s,7), (s,v)) 21((a,s',7"), (s,9)) V ((a,5,7), (5,v)) 1 ((s,V)),
(@, 1"), (s0)) dal(d s 17", (s")) V(o). (5,V1)) Za((5,V")) — server
process of server s

Cla) =<y, Ag, - > |

((a7sv }’), (S, V)) 21 ((a7 S/a I”/), (S, V/))a ((aa S/a l”/), (sla V//));Q((au SI/7 I’//), (5/7 VW)) N

<)Ll7;Lz,...7j.k >|

((a> S, r)a (57 v))j'l((‘% Slv r/)v (S> Vl))? ((avs/> r/)v (S/v V//));“2((a7 S//, r ) (S v///))
((a, s, 7", (8" V")) 22 ((s"",v""™")) — agent process of agent
a(non-terminating or terminating)
B = {B(s)} |VsesB(s) € B — server view; decomposition of a system into server
processes
C ={C(a)} |V4eaC(a) € C - agent view; decomposition of a system into agent
processes

The deadlocks in a system are defined as follows:

e acommunication deadlock of a server process — when there are messages pending at
the server, but no matching pair of any message with the server state will occur;

e aresource deadlock of an agent process — when an agent’s message is pending at a
server but it will never match any current or future state of this server.

The universal temporal formulas find the deadlocks [2, 3]: communication dead-
locks in the server view and resource deadlocks in the agent view. Therefore, temporal
logic is hidden in the verification tool and the user need not specify temporal formulas
to find deadlocks. In [3], an example is described of a system of two semaphores used
by two agents (and third server doing something else to show that a deadlock may be
partial). A detection of deadlocks in the server view (from the perspective of sema-
phores) and in the agent view (from the perspective of semaphore users) are presented.
The other example is Automatic Vehicle Guidance System [11]. The server view shows
the cooperation of road segment controllers while guiding a vehicle, and the agent view
shows the movement from the perspective of the vehicles.

3 Simple Example — Buffer

To present the two views in IMDS source language, a simple system containing a buffer
with producer and consumer agents (each one originating from its own server) is
included below. The system is listed in the server view. The notation is intuitional: server
types are defined (lines 3, 12, formal parameters specify agents and other servers used).
Every server includes states (1.4, 13), services (1.5, 14) and actions (1.7-10, 16-19)
(an action ((a, s, r),(s, v))A((a, s’, r'),(s,v')) has the form {a.s.r, s.v}—{a.s .r,
s.v'}). Then, server and agent variables are declared (1.21-22). The variables have the
same names as the types, they are distinguished by context. If a variable has the same
identifier as its type, a declaration variable:type may be suppressed to a single
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identifier, as in the example. At the end, servers (1.24-25) and agents (1.26) are initialized
(and variable names are bound with formal parameters of servers).

10.

11.

12.
13.
14.
15.
16.

17.

18.

19.

20.

21.
22.

23.
24.
25.
26.
27.

#DEFINE N 2
#DEFINE K 1

server: Dbuf (agents Aprodcons[N];servers Sprodcons[N]),
services {put, get},
states {elem0,elem[K]},

actions {

<i=1..N>{Aprodcons[i].buf.put, buf.elem0O} ->
{Aprodcons[i].Sprodcons[i] .ok put, buf.elem[1]},

<i=1..N><j=1..K-1>{Aprodcons[i].buf.put, buf.elem[j]} ->
{Aprodcons[i].Sprodcons[i] .ok put, buf.elem[j+1]},

<i=1..N><j=2..K>{Aprodcons[i].buf.get, buf.elem[]j]} ->
{Aprodcons[i].Sprodcons[i] .ok get, buf.elem[j-1]},
<i=1..N>{Aprodcons[i].buf.get, buf.elem[1l]} ->

{Aprodcons[i].Sprodcons[i] .ok get, buf.elemO}

server: Sprodcons (agents Aprodcons;servers buf),

services {doSth,ok put,ok get}

states {neutral,prod, cons}

actions {

{Aprodcons.Sprodcons.doSth, Sprodcons.neutral} ->
{Aprodcons.buf.put, Sprodcons.prod}

{Aprodcons.Sprodcons.doSth, Sprodcons.neutral} ->
{Aprodcons.buf.get, Sprodcons.cons}

{Aprodcons.Sprodcons.ok put, Sprodcons.prod} ->
{Aprodcons.Sprodcons.doSth, Sprodcons.neutral}
{Aprodcons.Sprodcons.ok get, Sprodcons.cons} ->

{Aprodcons.Sprodcons.doSth, Sprodcons.neutral}

}i

servers Dbuf,Sprodcons|[N];
agents  Aprodcons|[N];

init -> {
<j=1..N> Sprodcons[j] (Aprodcons|[]j],buf) .neutral,
buf (Aprodcons[1l..N],Sprodcons[1l..N]).elemO,
<j=1..N> Aprodcons[j].Sprodcons[j].doSth,
}.

There are two obvious deadlocks in the example: when the two agents both try to
get from an empty buffer and when they try to put to a full buffer. The former one is
shown in the counterexample presented in Fig. 1. However, it is hard to “enforce” the
model checker to show the latter deadlock (if it is even known by the designer).



124 W.B. Daszczuk and W.M. Zuberek

buf Sprodcons[1] Sprodcons[2]
elem0 neutral neutral
Aprodcons[1] -> doSth Aprodcons[2] -> doSth
cons
get 4— Aprodcons([1]
cons
get ¢ Aprodcons[2)

current states and pending messages
elem0 cons cons
Aprodcons([1] ! get

Aprodcons[2] ! get

Fig. 1. The counterexample of a deadlock in “bounded buffer” system

4 Petri Net Equivalent to IMDS

Although the main target of Dedan is finding deadlocks, a user may be interested in

other properties of a verified system, for example:

e structural properties of a system: structural conflicts, dead code, pure cyclic system

or not, etc.,

e temporal properties other than deadlock: if a system is safe from some erroneous

situation, if given situations are inevitable, etc.,

e graphical definition of concurrent components of a system (servers or agents),

e graphical simulation in terms of concurrent components rather than in terms of a

global graph.
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Fig. 2. Petri net interpretation of (a) regular action (b) agent-terminating action
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For the purpose of supporting the above possibilities, some additional facilities are
included into Dedan. Besides the export to external model checkers, for temporal anal-
ysis, the interface with Charlie Petri net analyzer [12, 13] is included, to obtain a structural
analysis. The export is in ANDL format (Abstract Net Description Language [14]).

An IMDS system may be converted to an equivalent Petri net. Every action is
converted to a Petri net transition, as illustrated in Fig. 2. Input items (a message m and a
state p) are converted to the input places m and p. In a regular action, output items (a
message m’ and a state p') are converted to the output places m’ and p’ (Fig. 2a). In an
agent-terminating action, only one output place is present (corresponding to an output
state p’, Fig. 2b). The initial marking of the Petri net has tokens in all places of initial
servers’ states and all places of initial agents’ messages. By construction of the described
conversion of an IMDS system to a Petri net, the reachable markings graph has identical
structure as LTS of IMDS (states<‘“state” places, messages< “message” places,
actions«transitions, configuration«»marking, initial configuration«<initial marking).

Sprodcons[1] @ W’/ Aprodcons/[1]

<~

Sprodcons|2]

Fig. 3. Petri net representation of the “bounded buffer” system: servers Sprodcons[1..2], buf,
agents Aprodcons(1..2]
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The “bounded buffer” system converted to the Petri net (in ANDL format) is shown
below. First, the places with initial marking are defined. Then the transitions follow,
with input places marked “—1” and output places “+1”. The final “1” is not important.
The indices of vector elements (in square brackets) are replaced by indices separated
from vector names with underscore. Identifiers in messages (agent, server, service) and
states (server, value) are separated also by underscores. For example, a message
(Aprodcons[1], buf, put) is converted to place identifier Aprodcons_1_buf_put.

pn [ IMDS ] {
constants:

places:
Aprodcons_ 1 buf put =
Aprodcons 1 buf get =
Aprodcons_ 2 buf put =
Aprodcons_2 buf get =
buf elem0 = 1 ;

buf elem 1 = 0 ;

o O O o

transitions:
buf 1 : : [Aprodcons 1 buf put - 1] & [buf elem0 - 1] &
[Aprodcons_1 Sprodcons_1 ok put + 1] & [buf elem 1 + 1] : 1 ;
buf 2 : : [Aprodcons 2 buf put - 1] & [buf elem0O - 1] &
[Aprodcons 2 Sprodcons 2 ok put + 1] & [buf elem 1 + 1] : 1 ;
buf 3 : : [Aprodcons_1 buf get - 1] & [buf elem 1 - 1] &
[Aprodcons_1 Sprodcons_1 ok get + 1] & [buf elem0 + 1] : 1 ;
buf 4 : : [Aprodcons 2 buf get - 1] & [buf elem 1 - 1] &
[Aprodcons 2 Sprodcons_ 2 ok get + 1] & [buf elemO0 + 1] : 1 ;
Sprodcons 1 5 : : [Aprodcons 1 Sprodcons_1 doSth - 1] &
[Sprodcons 1 neutral - 1] & [Aprodcons 1 buf put + 1] &
[Sprodcons 1 prod + 1] : 1 ;
Sprodcons 1 6 : : [Aprodcons 1 Sprodcons_1 doSth - 1] &
[Sprodcons 1 neutral - 1] & [Aprodcons_ 1 buf get + 1] &
[Sprodcons 1 cons + 1] : 1 ;

The Petri net is illustrated in Fig. 3. The states and messages in individual servers
are grouped and separated by dashed lines. The states of servers are filled red while the
messages are filled green. Also, Sprodcons[1] states have dense grill while
Sprodcons [2] states have rare grill. States of buf have chessboard filling. Mes-
sages of Aprodcons [1] have diagonal hatching while messages of Aprodcons
[2] have horizontal hatching. Initial states and initial messages are surrounded by bold
ovals. All messages have identifiers in italics.

5 Deadlock Detection Using Siphons and Reachability

The siphon report from Charlie [13] contains (among other data):
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minimal siphon ( place ) =

1 |0.Aprodcons_1 buf put:1,
|2.Aprodcons_2 buf put:1,
|5.buf elem 1 :1,

|6.Aprodcons 1 Sprodcons_1 doSth 11,
|8.Aprodcons_1 Sprodcons_1 ok get :1,
|10.Sprodcons_1 prod :1,
|14 .Aprodcons 2 Sprodcons 2 ok get : 1,
|15.Sprodcons_2 neutral 11,
|16.Sprodcons_2 prod :1

2 |1.Aprodcons_1 buf get:1,

|3.Aprodcons 2 buf get:1,
[4.buf elem0 :1,

|6.Aprodcons_1 Sprodcons_1 doSth 11,
| 7.Aprodcons_1 Sprodcons_1 ok put 01,
|11.Sprodcons_1 cons .1,
|13.Aprodcons 2 Sprodcons 2 ok put :1,
|14.Aprodcons_2 Sprodcons_2 ok get 11,
|15.Sprodcons

(etc)

As the system has deadlocks, there should be siphons that may be emptied, rep-
resenting the two deadlocks. There are 49 elementary siphons found. Every empty
siphon may be checked for reachability using model checking technique (in the
Charlie’s output, a set of places is listed that should be emptied, and every emptied
place represents the lack of a message or a state in a configuration), using the CTL
formula AG (not ¢) (or LTL formula O(not ¢)), where ¢ is an empty siphon. In the
example above, the Uppaal formula (Uppaal [15] is one of external model checkers
used in Dedan) for the siphon number 1 is (services has the encoding 1-put, 2-get, 1-
doSth, 2-ok_put, 3-ok_get):

A[] !(Aprodcons_ 1 buf!=1 & Aprodcons 2 buf!=1 & !buf .elem 1
& Aprodcons_1 Sprodcons_1!=1 & Aprodcons 1 Sprodcons 1!=3 &
!Sprodcons_1.prod & Aprodcons 2 Sprodcons 2!=3 &
!Sprodcons 2.neutral & !Sprodcons 2.prod)

The verification gives the result false, which means that the siphon may be emptied.
Uppaal generates a counterexample, in which both agents perform get on empty
buffer (state elem0). Many other siphons may be emptied by two get operations on
the empty buffer. All these situations constitute a single deadlock (but the counterex-
amples may differ in the order of issuing get by the two agents). Therefore, every
siphon may be easily checked for emptying (there are some siphons that are not
emptied in the example, for instance (buf_elemO,buf_elem 1)). As some
siphons are equivalent (they have the same or equivalent counterexamples, differing in
the order or operations), abstraction classes should be made in the set of siphons. The
criterion for allocation of siphons to abstraction classes is a configuration that finishes a
counterexample (it is equivalent to a marking in the Petri net). In the example, there are
two abstraction classes representing the two possible deadlocks, they are identified by
the configurations (triples are messages, pairs are servers’ states):
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Aprodcons[2],Sprodcons[2],put), (Sprodcons([l],prod),
Sprodcons[2],prod), (buf,elem[1l])}

1. {(Aprodcons[l],Sprodcons[l],get),
(Aprodcons[2],Sprodcons[2],get), (Sprodcons[l],cons),
(Sprodcons[2],cons), (buf,elem0)}

2. {(Aprodcons[l],Sprodcons([1l],put),

(
(

For small systems, for which an LTS may be prepared internally in Dedan, the
reachability of siphon emptying may be checked directly in the LTS. For instance for
the siphon number 1 the reachability of siphon emptying may be verified by the
inspection of the LTS and finding a configuration in which:

e pending message of the agent Aprodcons/[1] is not put at buf, or the agent is
terminated (no pending message of Aprodcons[1]),

pending message of the agent Aprodcons[2] is not put at buf,

current state of the server buf is not elem 1,

pending message of the agent Aprodcons[1] is not doSth at Sprodcons[1],
pending message of the agent Aprodcons [1] isnot ok_get at Sprodcons [1],
current state of the server Sprodcons [1] is not prod,

pending message of the agent Aprodcons [2 ] isnot ok_get at Sprodcons[2],
current state of the server Sprodcons[2] is not neutral.

6 Verification of a System with Leader

An example in Sect. 5 was a purely cyclic system. If a system is not cyclic, it may
contain a leader — a subnet initializing the system before it works cyclically. Such a
leader obviously contains a siphon — an emptied subnet which do not restore tokens
(because it is not needed). Such a system of “2 semaphores” is described in [3].
A siphon is found for every place implementing an initial state of a server or an initial
message of an agent:

7 |19.A 2 proc 2 start :1
8 [12.A 1 proc_1 start :1
9 [28.r res H

. (etc)

For the siphon number 7, the formula A[ ] ! (A_2_proc_2! = 1) evaluates to
false, suggesting a deadlock, but it is an initial message of the agent A[2]: (A[2], proc,
start), contained in the leader. Distinguishing between deadlock siphons and leader
siphons is obvious: if a siphon consists in a single place with no input arcs, it is a leader
siphon. As the siphon may be emptied, the initial marking is followed by some other
marking and therefore it is not a leader siphon and a deadlock siphon at the same time.
There may be some other patterns in LTS (such as initial loops, for example), so further
research on this issue is needed.
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7 Conclusions

The paper overviews the IMDS formalism and illustrates some of its aspects by dis-
cussing a small example of bounded buffer used by producer and consumer agents.
Also, a conversion of IMDS models into Petri nets is outlined. Due to this conversion, a
wide variety of Petri net model analysis methods can be used for verification of IMDS
models. In particular, structural analysis of Petri nets can be used which is not readily
available in the IMDS formalism.

There are several aspects of the IMDS formalism that require further research.

One is the usefulness of the IMDS approach for the analysis of large models and the
restrictions which the approach may impose on the analyzed models.

For large models, it would be attractive to have some sort of compositional
approach in which consecutive model components could be added to the analyzed
system without the necessity of reevaluating the system for each addition.

An interesting research question is if the structural methods used for analysis of
Petri nets can be adopted to the IMDS formalism; i.e., is it possible to develop
structural approach directly in the IMDS formalism, without deriving the Petri net
model?
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Scheduling Tasks in Embedded Systems
Based on NoC Architecture Using Simulated
Annealing
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Abstract. This paper presents a new method to generate and schedule tasks in
the architecture of embedded systems based on the simulated annealing. This
novel method takes into account the attribute of divisibility of tasks. The paper
describes methods in the following chapters in order to generate target system
with established restrictions (deadlines). The research activities are an extension
of the research presented in the article [1]. As in the case of said work studies, in
researches the same algorithms was used for each considered case. Previous
studies have indicated very promising results after applying the attribute of
divisibility for tasks represented in the created systems.

Keywords: Scheduling - NoC architecture - Simulated annealing

1 Introduction

The necessity to increase productivity and continuous miniaturization within embedded
systems enforces continuous work in this area [4—6]. It represents the development of
embedded systems, speaks for multi-criteria optimization, which is aimed at creating
architectures of embedded systems optimized in terms of criteria, such as the cost of
setting up the system, power, speed and design time. These criteria must be met with
systems characterized by the increasing complexity [6]. Specified parameters must be
taken into account in studies concerning the creation of specialized architectures using
appropriate computer methods.

As co-design is defined by parallel designs of both hardware and software com-
ponents, the effect of which is embedded system implementing their tasks by using
integrated components. Usually, optimization undergoes several criteria. In some cases,
the aim is to obtain a system that meets one of the criteria with the given limits for the
other criteria [6, 7]. There are algorithms that minimize execution time of the system at
limited cost, the cost of creating a system at a given speed or to minimize power
consumption while providing a minimum speed. Similar algorithms process of
co-design is used in this work [8].

This novel method takes into account the attribute of divisibility of tasks. A pro-
posal of representing the process is made in the form of trees. Despite the fact that the
architecture of Network-on-Chip (NoC) is an interesting alternative to a bus archi-
tecture based on multi-processors systems, it requires a lot of work, which ensures the
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W. Zamojski et al. (eds.), Advances in Dependability Engineering of Complex Systems,
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optimization of communication. This paper proposes an effective approach to generate
dedicated NoC topology solving communication problems. The research activities are
an extension of the research presented in the article [1].

In this work graphs are accepted as TGFF input proposed by David Rhodes and
Robert Dick [2, 3].

2 Scheduling

Scheduling problems are applied in the areas of computer science research discrete
optimization, discrete programming and combinatorial [9]. For each of the areas
becomes the goal of finding the optimum, accepted for the objective function to order
tasks using a set of machines for which the process is executed. This process should
include the restrictions imposed on the tasks, individual machines and their mutual
relations. A typical performance of the scheduling process. In the scheduling problem,
two sets can be distinguished:

— T={Ty, T, ..., o} — tasks set that need to be sorted
- M= {M,, My, ..., ,} — set of machines/processors used to perform tasks

Such criteria as task dependency and independence are also being considered.
Whenever term “dependency” is used, it refers to occurrence of dependencies in the
order in which tasks are carried out. In case of this criterion, it can be concluded that
there are restrictions on the order of tasks. Otherwise, tasks are independent. If
dependent tasks are under consideration, they can be presented as a task graph, which
makes it possible to illustrate specific links between the tasks. Another task scheduling
criterion, quite rare in case of embedded systems, which is examined here, is task
divisibility. If a task can be interrupted in the course of performing it, we say that it is
divisible. Otherwise it is indivisible.

Typically it is considered in the case of operating systems, where it is possible to
interrupt the performance of a given task, and his resume after the completion of the
tasks of higher priority. The task can be suspended in the event of a higher priority, or at
the moment of the interrupt request. In this work only the case of suspension of the task
in the event of a higher priority tasks will be considered. Of course, if such an operation
was possible, the task must have the attribute of divisibility. Typically, these attributes
are not considered when scheduling tasks within embedded systems. In this article, in
addition to the above-described case are taken into account time constraints. Time
constraints are set for the selected tracks in the graph. It is one of the main objectives of
scheduling. Figure 1 shows the limitations imposed on each path in the graph.

Two types of optimization algorithms can be distinguished in scheduling: algo-
rithms using task succession graphs or algorithms using task interaction graphs. Among
the former algorithms are, inter alia, letter schedulers, and among the latter, genetic
algorithms.
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Fig. 1. Elementary task graph

3 Synthesis of SoC Systems

Contemporary embedded systems are characterized by greater complexity, stemming
from the integration of constantly increasing diversity of functions in a single system.
In addition to the increasing complexity, another aspect of the development of
embedded systems are constantly growing requirements related to cost, power con-
sumption, speed of action and the time of design.

3.1 Synthesis and Co-synthesis

The designing of architecture using computer methods specifies the term system syn-
thesis. If such a synthesis is used for embedded systems which integrate components in
hardware and software it is called hardware and software co-synthesis [10]. As
co-design is defined parallel design of both hardware and software components, the
effect of which is embedded system implementing their tasks are using integrated
components. Usually optimization undergoes several criteria. In some cases, the aim is
to obtain a system that meets one of the criteria with the given limits for the other criteria
[7]. There are algorithms that minimize execution time of the system at limited cost, the
cost of create a system at a given speed or to minimize power consumption while
providing a minimum speed. Similar algorithms process of co-design used in this work
[8]. Some work on the co-design of embedded systems [7] allows the use of a simplified
architecture which includes a general purpose processor and specialized module.

Methods of co-design based on the specifications presented above form of com-
municating processes, automatically generate the architecture of the embedded system.
This process usually is performed iteratively by making various divisions of func-
tionality and comparing the resulting systems. If an example is considered in which
mapping can be used in different processors and hardware modules [7] of co-design
process can be divided into the following tasks:
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— Defining the architecture through the allocation of modules
— Assignment of tasks to resources
— Scheduling tasks and transmissions

The allocation of computational modules is a step which defines the system
architecture. This step is possible after determining the available library modules and
their parameters. The next step, usually performed in parallel with the allocation, the
allocation of tasks to processors is a generalized problem of the division of tasks
between hardware and software. Tasks that are assigned to the processors are subjected
to the process of scheduling which is responsible for determining the order in per-
formance of specific tasks. The last two stages, both assigning tasks to processors and
scheduling is NP-complete problems. In the class of NP-complete problems finding the
target architecture is only possible by using effective heuristic methods.

Many of the proposed co-synthesis methods assumed multi bus architecture. In
recent years, single-chip network architecture NoC [4] for systems-oriented intensive
calculations was proposed. Many studies concluded that it is most effective architecture
for this type of systems.

3.2 NoC Synthesis

Depending on application, and ultimately generated NoC topology, synthetic methods
can identify the region in which the graph is synthesized in regular/irregular archi-
tectures and each group of the task graph is synthesized in the architecture of the
structure of regular/irregular. By selecting regular NoC topology is assumed to simplify
the design process. In case of such design decisions it narrows the search for a subset of
solutions. Previously, the algorithms took graph tasks as input. This approach allows
obtaining the benefits as well as certain restrictions. Approach which used a task graph
(TG) as a representation of the data, was used to good effect in [10, 11]. A large
number of existing algorithms co-synthesis is a refining [13, 14], such solutions starting
from sub-optimal solutions, in the course of operations proposed system is improved by
modifying the architecture. In such algorithms solution is usually the initial architecture
for the system fulfills the present limit, and then striving to achieve the best system
follows the migration process for existing PE, reduction or addition of PE.

Restrictions imposed by heuristic algorithms have been offset by the use in the
synthesis of embedded systems metaheuristic algorithms [13]. Simulated annealing
algorithm presented in many works multi-purpose research approach based on mapping
the mesh structure of NoC architecture. Here the heuristics used in the deterministic
algorithm to explore the space and finding the Pareto mappings that optimize perfor-
mance and power consumption. With the construction of the NoC network, it is pos-
sible to virtualize hardware that can map one or more logical tasks on a single PE.

According to current knowledge this is the first work in which the use of simulated
annealing has been applied in co-synthesis embedded systems considering divisibility
of tasks as attribute tasks.
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4 Simulated Annealing

It belongs to the group of so-called soft selection algorithms. These are algorithms
which allow to accept the growth of minimized objective function, in order to avoid
local minima zone. The basis for this algorithm is an analogy of creating a crystal solid
through the slow process of annealing. The aim is to achieve a minimum energy state
corresponding to crystal. This is accomplished by the slow decreasing of temperature,
so that at each temperature level heat balance is obtained.

Because the scheduling is classified as NP-hard problems still are being sought as
the most optimum solutions using algorithms approximating the most accurate results.
The best solution to the problem can be found by reviewing all possible mappings,
which in a multiprocessor system based on a network of NoC is first brought to the
mapping tasks in the correct network and then scheduling at the appropriate processors
tasks and the required transmission. This method is however impractical due to
exponential number of possible solutions.

One example solves the problem of mapping and scheduling the network NoC is
the method of simulated annealing [15—17]. This is an example of a method of per-
forming global optimization. The idea of this algorithm is taken from the metallurgical
where it describes the process of annealing of metals.

Initially, the algorithm tends to accept many random solutions with all available
space as to minimize temperature narrows the space of solutions until the freeze.
Stopping criterion is determined by the freezing condition or lack of changes by a fixed
number of iterations. In this work simulated annealing algorithm was used to find the
most optimal solution.

5 Preliminaries

This paper presents a co-synthesis hardware and software method based on the simu-
lated annealing method [11, 12]. The comparison of the methods used synthesis hard-
ware and software for the tasks and problems divisible and indivisible is shown here. So
far, the proposed approach to co-synthesis using any methods or algorithms not con-
sidered such an attribute which is the divisibility of tasks. According to the current state
of knowledge of the author it has not been studied as such issues in terms of scheduling.
The approach presented here is also proposing to split the graph into individual regions,
also performing at the minimization of certain parameters of NoC network.

Acyclic directed graph can be used to describe the proposed embedded system.
Each node in the graph represents a task, while the edge describes the relationship
between related tasks. Each of the edges in the graph is marked by a label d, where each
of its indices defines the tasks that connect. An exemplary task graph is shown in
Fig. 1. In the presented approach time constraints on the chosen path in the graph are
taken into account. In Fig. 1 presents the restrictions (deadlines) imposed on the path,
are marked them as T (rest).

The presented approach assumes that there is a database containing computing
elements for implementation in SoC systems:
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— tasks execution times
— modules surface

In the proposed method two basic types of PE can be distinguished:

— Universal programmable processor (PP)
— Specialized hardware modules (HC)

Each of universal programmable processors can perform all the tasks that are
compatible with them. Ppi is determined by memory space occupied by the required
task, while SPP; determines the area of PP; processor.

In contrast, PP;, HC hardware module can perform only one task, but there is a
possibility of many hardware implementations of the same task. In addition, certain
communication buses are also defined by channels of communication bandwidth. All
communication channels have the same bandwidth bygc.

6 Methodology

The graph showing task dependencies in the constructed system is accepted as input
data in the proposed methodology for the simulated annealing. Parts of the graph are
submitted to annealing process, in accordance with the proposed optimization. Then the
individual parts are combined with each other at the same time specifying the best
possible architecture of the system.

6.1 System Design Futures
The proposed system includes the following functionalities:

— graph distribution into relevant regions
— mapping of certain regions into NoC
— annealing process which individual parts of the graph are subjected to

Each of the regions is subjected to annealing process in such a way as to meet the
limits and get the best possible reproduction into NoC or NoC region.
System construction consists in the following steps:

Drawing a number of algorithms for partitioning and mapping

Drawing division algorithms from the pool of available algorithms
Graph division in accordance with the rules of algorithm drawn
Drawing the calibration algorithms from the pool of available algorithms
Representation of input task graph part in the created portion of NoC
The combination of all the NoC regions into one network.

AR e

After mapping all tasks in the appropriate regions of NoC, one integral network has
created algorithm set for divisibility and mapping together with a description of the
values optimized by particular rules are presented below. Each of the proposed algo-
rithms suggests that one or more of the parameters associated with NoC problems
should be minimized. The above table (Table 1) shows selected individual NoC
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parameters proposed for optimization, such as: optimizing the speed, optimizing the
NoC traffic or optimizing NoC energy consumption. Optimizing NoC traffic is carried
out by the division gene proposing a cut at the point of the longest transmission from
the graph which is being examined. Removal of the specified transmission adds a
communication channel between the relevant NoC regions. Disabling the longest
transmission from the available NoC region provides more options for aligning the
remaining transmissions.

Table 1. Sample database for the system described by the Fig. 1

Task name | P1 P2 P3
t s |t s |t S

T1 15| 5| t| s|41/13
T2 1513 |37]15|28 |21
T3 15(21{26|23|20/|23
T4 1020{23|25|20/38
T5 10 (28|18 40|20|35
T6 10| 7|11[38|20|12
T7 10[15]26|15|20| 19
T8 10{23|27]22(20 23
T9 10|18 | 18 |27 |20 |35
T10 10(30| 1138|2037
T11 10{11|12]41|2026
T12 1517421312234
T13 15[15|15/37|14|21
T14 15) 9]/16|25|25|13
T15 15(11|15/17|30| 8
T16 2011627 9{35/18
T17 2018 |18 27|22 35
T18 203011 |38{23 37
T19 20| 11|12]41|51 |26

In the proposed approach, there are two types of algorithms to be distinguished:
dividing algorithms and mapping algorithms. The first type is responsible for the
breakdown of the graph into smaller parts of the network. The second type of algorithm
is used for representation of a portion of the graph (which is the result of division by
sharing algorithm/algorithms) into NoC region. Then each of the proposed (allocated)
graph fragments undergoes the process of finding the best solution for a given NoC
region by means of applying the annealing algorithm. After finding a set of solutions
for all the regions they are merged into one coherent and integral dedicated network.
Figure 1 shows a sample tasks graph with the tasks use as input to creating system.
Each of the proposed algorithms must ensure full compliance with the time limits
imposed on the graph that represents system tasks. The next step after the division task
to processors is task-specific mapping step in the specified region of NoC. The next
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step is to create complete network architecture, combining all its regions and, if nec-
essary, regrouping tasks, as shown in Fig. 2. Architecture for the tasks usually attribute
divisible without it differ from one another, but in this case they are the same and are
shown in Fig. 2. Last step is scheduling. This is shown in Fig. 3 (for non attribute of
divisible tasks) and Fig. 4 (for the task with attribute of divisibility).

P3

Fig. 2. NoC architecture for indivisibility and divisibility tasks
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Fig. 4. Scheduling of divisibility tasks

7 Result and Analysis

Research has been carried out on comparing task allocation with regard to divisibility
attribute and without taking account of this attribute. The same algorithms were used
for each of the cases under examination. The application of the proposed approach to
solving the problem resulted in a significant improvement in system performance as
well as in the implementation of all tasks and allowed for lower power consumption.
Division of graph into individual regions, which are then mapped into parts of NoC,
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which was already proposed, brings significant benefits in relation to representation of
the graph as a whole.

Because previous studies have been carried out on the graphs generated by the
author’s work in the current was used commonly known graphs presented for open
discussion and testing with their use. For graphs used in the paper, the author applied
for divisibility attribute randomly selected tasks. What is a new approach in relation to
the proposed works [2, 3]. Like the previous studies use divisibility attribute impor-
tance shortened the duration of the system. The following are generated to the target
architecture with all the data needed to create the system. Research has shown that by
using the attribute divisible of tasks, the obtained execution time is shorter than the
algorithm proposed by authors of TGFF graphs. The problem turned out to scheduling
tasks for some graphs TGFF without the use of an attribute divisibility. Thanks to the
additional use of task divisibility attribute, much faster execution of the system was
possible, as well as further energy was saved thanks to the proposed solution.

For the cases referred to were obtained times worse than those obtained by the
authors of graphs, which motivates you to change the algorithm search space of pos-
sible solutions to thereby further shorten the generation of the target system.

8 Summary

This work considers the problem of scheduling tasks in embedded systems including
attribute divisibility. The envisaged system is specified using the graph tasks. The
target system is constructed using the algorithm of simulated expression. In the process
of constructing the system and actually improve the original solution process is carried
out scheduling and, if necessary, the allocation of tasks to other processors to meet the
criteria of multi-criteria optimization in the process of creating a new system. The most
important criterion in the process of creating the system is to meet the restrictions
imposed on individual path in the graph representing the system tasks to create. The
presented approach is an extension of the work presented in the article “Scheduling
tasks in embedded systems based on NoC architecture, International Journal of
Computer Technology and Applications, 2014”. As in the case of said work studies, in
researches the same algorithms was used for each case considered. Previous studies
have indicated very promising results after applying the attribute of divisibility for tasks
represented in the created systems.

The study allowed us to achieve shorter lead times prioritization of tasks for graphs
TGFF than those obtained by the authors. In future work would be an interesting issue
to consider dual-processor tasks attribute divisibility and without this attribute.
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Abstract. The paper includes a proposal of a new algorithm for Computer
Aided Design (CAD) of complex system with higher degree of dependability.
Optimization: in scheduling of tasks, partitioning of resources, the allocation of
task and resources are basic goals this algorithm. These optimization problems
are NP-hard, but can be it solved efficiently e.g. by meta-heuristic algorithms.
Presented the CAD algorithm based on Ant Colony Optimization may have a
practical application in developing tools for rapid prototyping of such systems.
The Ant Colony Optimization algorithm is a probabilistic technique for solving
computational problems which can be reduced to finding good paths
through graphs.

Keywords: Complex system - Scheduling - Partition - Allocation
Dependable - Optimization + Pheromone * Evaporation + Ant Colony + CAD tools

1 Introduction

The objective of computer-aided design of complex computer systems (i.e. that contain
sets of processors and additional resources, that compute great number of programs) is
to find the optimal solution, in accordance with the requirements and constraints
imposed by of the stated specification of the systems. The following optimality criteria
are usually taken into consideration: the speed of action, the cost of the implementation,
the power of consumption and the degree of dependability.

The identification and partitioning of resources between various implementation
techniques is the basic matter of automatic aided design. Such partitioning is signifi-
cant, because every complex system must be realized as result of hardware imple-
mentation for its certain tasks and of software implementation for other. Additionally
scheduling problems are one of the most significant issues occurring in design of
operating procedures responsible for controlling the allocations of tasks and resources
in complex systems.

The new model and new construction methods - the par-synthesis - which are
presented in [1], software and hardware components are developed jointly in parallel
and coherently connected to each other, what the final solution reduced costs and
increases the speed of action, differently than before. This model and methods for
systems with a high degree of dependability were presented in [2].

© Springer International Publishing AG 2018
W. Zamojski et al. (eds.), Advances in Dependability Engineering of Complex Systems,
Advances in Intelligent Systems and Computing 582, DOI 10.1007/978-3-319-59415-6_14
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The resources distribution is to specify, what hardware and software are in system
and to allocate theirs to specific tasks, before designing execution details. Another
important issue that occurs in designing complex systems is assuring their fault-free
operation. Such designing concentrates on developing dependable and fault-tolerant
architectures and constructing dedicated operating procedures for them [3]. In this
system an appropriate strategy of self-testing during regular exploitation must be
provided. The general model and new concept of parallel to tasks scheduling and
resources partition for complex systems with higher degree of dependability was
presented in detail in [3, 4]. We proposed in these papers the following schematic
diagram of a coherent process of synthesis for systems of faults tolerant, Fig. 1, which
in turn increases the degree of dependability of these systems.

N
System specification ’J M~
¢ Database of

. resources
Set of all tasks (require- _»I Initial set of resources |<. - >

ments and constraints) i \\‘_/

\A v
Dependable structure. - Resources set
Set of testing tasks. ¢ Analysis of system tasks | modifications
y
!
Scheduling Tastlfs ansd rtesourcei al'loca- o] Resources
of tasks ion. System analysis. partition

v

[ Resulting system ]

Fig. 1. The process par-synthesis of dependable complex system

The suggested method of par-synthesis consists of the following steps:

1. specification of requirements and constraints for the system,

2. specification of all tasks,

3. assuming the initial values of resource set,

. defining testing tasks and the structure of system, self-testing strategy selection,

5. scheduling of tasks,

6. the evaluation the operating speed and system cost, multi-criteria optimization,

7. the change should be followed by a modification of the resource set, a new system
partitioning into hardware and software parts and an update of structure and test
tasks (go to step 5).

-h .

Modeling fault tolerant systems consists of resource identification and tasks
scheduling problems that are both hard NP-complete [5, 6]. Algorithms for solving
such problems are usually based on heuristic approaches.
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The objective of this paper is to present of meta-heuristic approaches to the solution
problems of dependable complex systems design, i.e. a simultaneously solution to tasks
scheduling and resource assignment problems. The set of tasks consists with tasks of
self testing and tasks users. A collection of resources creates the redundant structure
with high dependability. We suggested in the paper [3] hybrid algorithm: evolutionary
with simulated annealing, in which there are Boltzmann tournaments. The paper [4]
presented other the meta-heuristic algorithm, based for the adaptation a neural network
Tsang-Wang, what has been applied for resolving problems of resource allocation and
task scheduling and also for a coherent solution to these problems. We present, in this
paper, other the meta-heuristic algorithm yet, based for the adaptation Ant Colony
Optimization, for aided design of system of higher degree of dependability. The
development of these algorithms allowed us to compare the results achieved by these
various meta-heuristics.

2 Adaptation of ACO to Solve the Problems of Par-Synthesis

The Ant Colony Optimization (ACO) algorithm is a heuristic algorithm which uses the
idea of agents (here: ants) and imitating their real behavior in a way [7, 8]. On the basis
of specific information (distance, amount of pheromone on the paths, etc.) ants evaluate
the quality of paths and choose between them with some random probability (the better
path quality, the higher probability it represents). Having walked the whole path from
the source to destination, ants learn from one another by leaving a layer of pheromone
on the path. Its amount depends on the quality of solution chosen by agent: the better
solution, the bigger is amount of pheromone. Then the pheromone “vapors” to enable
the change of path chosen by ants and let them ignore the worse (more distant from
targets) paths, which they were walking earlier. The result of such an algorithmic
operation is not only the solution itself. Very often it is the trace, which leads to this
solution. It allows us to analyze not only a single solution, but also permutations
generating different solutions, although based on the same division (i.e. tasks are
scheduled in different order, though they are still allocated to the same processors).
This very kind of approach is utilized to solve problems such as synthesis, where not
only the partition of tasks is important, but also their schedule.

To adapt the ACO algorithm to synthesis problems, the following two parameters
have been defined:

e Number of agents (ants) in the colony.
e Pheromone evaporation coefficient (from the range (0; 1)).

The process of choosing these parameters is important and should consider that:

e For too big number of agents, the individual cycle of algorithm can last quite long,
and the values saved in the table (“levels of pheromone™) as a result of addition will
determine relatively weak solutions.

¢ On the other hand, when the number of agents is too small, most of paths will not be
covered and as a result, the best solution can long be uncovered.
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The situation is similar for the evaporation coefficient:

e Too small value will cause that ants will quickly “forget” good solutions and as a
result it can quickly come to the so called stagnation (the algorithm will stop at one
solution, which does not have to be the best one).

e Too big value of this factor will make ants don’t stop analyze “weak” solutions;
furthermore, the new solutions may not be pushed, if time, which has passed since
the last solution found will be long enough (it is the values of pheromone saved in
the table will be too big).

The ACO algorithm defines two more parameters, which let you balance between:

e o — the amount of pheromone on the path, and
e [ — “quality” of the next step.

These parameters are chosen for specific instance of problem. This way, for parameters:

e o > [ there is bigger influence on the choice of path, which is more often exploited,
o < P there is bigger influence on the choice of path, which offers better solution,
o = B there is balanced dependency between quality of the path and degree of its
exploitation,

e o = 0 there is a heuristic algorithm based only on the quality of passage between
consecutive points (ignorance of the pheromone level on the path),

e B =0 there is a heuristic algorithm based only on the amount of pheromone (it is
the factor of path attendance),

e o = =0 we’ll get the algorithm making division evenly and independently of the
amount of pheromone or the quality of solution.

Having given the set of neighborhood N of the given point i, amount of pheromone
on the path 7 and the quality of passage from point i to pointj as an element of the table
5 you can present the probability of passage from point i to j as [9]:

[es] [n;)"

—ZE - whenj k
¢ ) Sy Whenl € N
pij - tenk
0 else

Formula 2.1. Evaluation of the quality of the next step in the ACO algorithm.
In the approach presented here, the ACO algorithm uses agents to find three pieces
of information [9, 10]:

e The best/the most beneficial division of tasks between processors.
e The best sequence of tasks.
e Searching for the best possible solution for the given distribution.

Agents (ants) are searching for the solutions which are the collection resulting from
the first two targets (they give the unique solution as a result). After scheduling, agents
fill in two tables:
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e Two-dimensional table representing allocation of task to the given processor.
e One-dimensional table representing the sequence of running the tasks.

The operation of agent involves (Fig. 2).

To evaluate the quality of task allocation to processor, the following method is
being used (Fig. 3).

The computational complexity of single agent is polynomial and depends on the
number of tasks, resources and times of tasks beginning.

Collecting information: Allocation of tasks to resources and
running the tasks

v

Drawing the next available task with the probability specified |
in the table of task running sequence

v

Drawing a processor with the probability specified in the
table of tasks allocation to resources

v
Task scheduling

v

Is it the last task?

Yes v

e )

Fig. 2. Agent (ant) operation scheme

Selected algorithm parameters:

e a is number of ants: for number of tasks n < 50 this @ = 75 and for n >= 50 this
a = [1,5 * n] i.e. the largest integer not greater than 1,5 * n
e the pheromone evaporation coefficient is 0,08.

After initiating the tables (of allocation and sequence) for each agent, the algorithm
starts the above cycle, after which the evaluation of solutions takes place. Having
completed the particular number of cycles, the parameters are being updated and
algorithm continues working (Fig. 4).

Like in other meta-heuristic algorithms, parameters of ants’ colony have been
selected through experiments. Algorithm tuning is to select possibly best parameter
values. This process demands many experiments which are conducted for different
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Evaluation of current (incomplete) scheduling

v

Allocation of task to the next of available resources <

v

Evaluation of the sequence obtained

v

Release the task

v

Was it the last of available resource

Yes i

e )

Fig. 3. The principle of path evaluation

Initiation of tables of tasks running sequence and allocation of tasks to resources
v
Completing the cycle of analysis for each agent —
v
Evaluation of the best solution found in current cycle

v

For each agent — based on the best solution — updating the tables of
tasks running sequence and allocation of tasks to resources

v
. No
< Is it the last cycle?
Yes
v
[ Optimization/customization of system parameters ]

Fig. 4. The principle of ACO algorithm operation

combinations of parameter values. For each combination of variable values, compu-
tation process has been repeated many times, and then an average result has been
calculated. The same graphs type of STG [11], like at previous algorithms (Genetic and
Neural), have been applied.



Adaptation of Ant Colony Algorithm for CAD of Complex Systems 147

3 Computational Experiments

3.1 Example Actions of Algorithm for Scheduling Problem

Specifications: Two identical parallel processors and seven dependent nonpreemptive
tasks with known execution times. Should be found allocations and priorities (for

o > P).

1. Define the G - structure of the tasks unallocated and the S - structure of the possible
for allocation of tasks in the next step (for example, at the beginning of G = {T},
T,,..., T;} and S = {Ty, T,, T5}). Update pheromone level, include evaporation.

2. In the S choose the task with the strongest track structure with pheromone: e.g. after
the task Tjs is selected the task T4, and not T, if dominated by the quality of the
path: e.g. the length available next task, would be selected the task T;.

3. Allocate available the task to the processor - just as soon as you can and in
accordance with the precedence constraints.

4. Remove the selected task of G and S, and add to the list of correction by an ant.
5. Update the level of pheromone and leave a trace (Fig. 5).
6. If G = O is the end of the algorithm.
7. Go to point 1;
______ >
the path ants

processor Pl T|1 T|5 T|7

processor | P2 T2 T |6

time 0 1 2 3 4 5 6 7 8 9 10 11 12

Fig. 5. Gantt chart the result of scheduling

3.2 Examples of Selected Computational Experiments. Comparing
the Results of Par- Synthesis for Dependable Systems

3.2.1 Independent Tasks with Cost of Memory — Minimization of Cost

and Time

Algorithm Ant Colony Optimization obtained solutions with lower cost than other
algorithms solutions for almost all instances of problems. Solutions obtained with this
algorithms feature shorter scheduling lengths when compared to solutions of other
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Fig. 6. The markings on the charts for algorithms: ACO, Genetic [4], Neural [5], respectively.

algorithms. When the number of tasks is increased, ACO algorithm outruns others by
generating structures with much shorter scheduling lengths — Charts 1 and 2 (Fig. 6).

3.2.2 The Influence of Precedence Constraints on Computations

Calculations were conducted for ten sets of dependent, nonpreemptable tasks, with
different numbers of tasks and sequence constraints. Maximal number of processors:
15. Both time and cost were optimization criteria. Random access memory cost was
taken into account as well.
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Once again ACO algorithm obtained solutions at a lower cost than solutions of
other algorithms. The case is different for time criterion (scheduling length) — there are
instances of problems where similar and better solutions are obtained by genetic
algorithm, especially for the criterion on time — Charts 3 and 4.
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4 Conclusions

This paper is about the problems of parallel design of complex systems with high degree
of dependability. Such a design is carried out on a high level of abstraction in which
system specification consists of a set of tasks, which should be implemented by a set of
resources and these are listed in the database (container or a catalogues) and are available
(exist or can be fast created). Resources possess certain constraints and characteristics,
including speed, power, cost and dependability parameters. Thus such a design concerns
complex system of the following type — resources, tasks and optimization criterions. The
problems of resource partitioning (selection) as well as scheduling (sequencing) of tasks
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performed on these resources are determined simultaneously. Optimization of
afore-mentioned design actions occurs on the same high level.

Among presented in this paper results of computational experiments the new
solutions were obtained with method Ant Colony Optimization.

In papers [3, 4] were presented other methods - Genetic i Neural - was possible to
compare the results for of various methods, which selected are presented here.

For different problem instances, particular algorithms may achieve different suc-
cesses; others may achieve worse or better results at different numbers of tasks or for
other optimization criterions.

The recommended option is to obtain of results by different algorithms for different
their actions and the compare these solutions.

Adaptations of other methods and additional comparison of the results obtained will
now be studied.
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Abstract. To meet the reliability of embedded systems, fault-tolerant methods
are widely used. The first step in many of these methods is detecting faults and
anomaly detection is often the primary technique which leads to early indication
of faults. In the context of embedded systems, some anomaly detection methods
are available however; none of them are adaptable to dynamic environments. All
of the previous works attempt to provide anomaly detection systems without
considering the context of the data. Contextual anomalies, also referred to as
conditional anomalies, have different behavior in different contexts. The purpose
of designing a context-aware anomaly detection mechanism is to provide the
capability of detecting anomalies while the system’s environment changes. In
this paper, a method for detecting anomalies is proposed which adapts itself to
the changes in dynamic environments during detection phase. This method first
gives the context of a small window in a data flow and then loads corresponding
configuration to the anomaly detector. The results have shown an average of
68.83% of true positive rate and 11.41% of false alarm rate.

Keywords: Anomaly - Context-aware anomaly detection * Categorical data -
Dependability -+ Embedded systems

1 Introduction

Embedded systems have become inevitable parts of a diverse range of systems. They are
being deployed in many application areas ranging from control of critical infrastructures
to catch data from hostile environments [1]. Many of these devices with embedded
computers are safety critical and any malfunction can cause damages or loss in human
life and property, and therefore will require a higher level of dependability than usual. It
is presumed that fault tolerance, which is one way of achieving high dependability, will
be employed in such devices. In several fault-tolerant mechanisms, the first step requires
fault to be detected and then, fault tolerance measures can be applied to tolerate it.
Hence, fault detection is a primary step in achieving dependability [2].

Anomaly is an event or pattern in data that differs from a standard notion of normal
behavior. An anomalous event deflection from the expected behavior is higher than a
pre-defined threshold [3]. Threshold is denoted as the lowest level of deviation from
normalcy. According to the distance metric, any event exceeding the threshold is
beyond the normal region and considered anomalous. Anomaly detection refers to the
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problem of finding patterns in data which deviate substantially from a known behavior
[4]. The extensive use of anomaly detection is in a wide variety of application domains
such as fraud detection for credit cards, intrusion detection for security monitoring
systems, fault detection in military surveillance, safety critical systems and in many
other areas. The importance of anomaly detection is because of translating anomalies of
data into important (and often critical) practicable information in an extensive appli-
cation domain.

Fault detection can be performed either explicitly or implicitly [2, 4]. In the former,
faults are typically detected through pattern recognition, which classifies data based on a
priori knowledge or by extracting statistical information from the patterns [5]. In the
latter, faults are detected using some indicators, such as anomaly, which may have been
caused by faults. Some faults do not have any distinct signature and are detected
indirectly as a result of unusual behavior of the system that manifest itself as anomalies
in sensor data or monitored systems [6]. The data collected by such sensors are called the
sensor data that can be numeric or categorical. Numerical data often referred to as the
measurable data, are usually continuous have a unique zero point on a ratio scale and
have mathematical ordering properties. Categorical data, also called qualitative or
nominal data, are counts for a set of non-overlapping categories. They have no absolute
measurements, cannot be ordered by their values, but can be separated into groups [7, 8].
It seems likely that with increasing computing power, more of the sensor data will be in
the form of categorical data [2]. Working with categorical data, since they are much
more difficult to handle than numerical data, is a real challenge to users and developers
of such sensors [2].

Categorical data sets contain sequences of symbols. A collection of unique symbols
makes the alphabet. An anomalous event may occur when some particular symbols or
subsequences are adjacently located in the data stream. When system’s behavior is
considered normal for the environment, the data collected in the monitored sensors
used as the training dataset. During the collection period, which is called the training
phase, it is required that no unusual conditions dominate the operation of system [2].

Anomalies can be divided into three main types: (1) Point, (2) Collective, and
(3) Contextual anomalies. Point anomalies occur when an individual data instance is
anomalous with respect to w.r.t all other data in the dataset. This is the most common
anomaly discussed in literature. Collective anomalies occur when a data instance is
anomalous based on the values of its adjacent items. This is prevalent in sequence data,
graph data, and spatial data. The final type, contextual or conditional anomalies occur
when the data instance is only anomalous in a specific context. Most research is
concerned with the two prior types of anomalies with less focuses on the contextual
anomalies [3, 9].

This paper deals with the problem of detecting anomalies in a non-stationary
environment with categorical data. Considering that, normal behaviors may change in
different circumstances due to changes in some environmental factors [10], there is a
need for a detection mechanism which is adaptive to the changes during its detection
phase. Our anomaly detection technique is a window-based method and consists of
three steps: (1) Training in design time, (2) Identifying the data context in run time,
(3) Detecting anomaly in run time.
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Training in design time: Probability matrices are calculated. Each probability matrix
shows the probability of each unique subsequence in the normal data. Moreover rep-
resentative vectors are generated. These are explained more in the following sections.

Identifying the data context in run time: Data context is recognized by k-Nearest
Neighbor (kNN) classifier which assigns a class label to the captured sequence of the
test data using the representatives in the learning set.

Detecting anomaly in run time: When the context is recognized, the algorithm
automatically assigns the correct probability matrix for the context, and anomaly is
detected based on the Probabilistic method.

Major metrics for evaluating the proposed method are detection coverage, power,
area and time consumptions. The evaluation was done using a total of 460 test data sets
for different number of injected anomalies. The range of injected anomalies varies
between one to six. The average of 68.83% of true positive and 11.41% of false
negative rate shows the effectiveness of the proposed method on improving
fault-tolerance metrics of the embedded systems.

The rest of the paper is organized as follows: Sect. 2 gives the related work.
Section 3 presents the overview of our anomaly detection scheme. Section 4 describes
the construction of the benchmark datasets. Section 5 carries out the hardware
implementation. Section 6 discusses the experimental results and, finally, Sect. 7 draws
conclusions.

2 Backgrounds and Related Work

This section presents the terminology and the definitions related to the proposed
method.

Anomalous Event: An anomalous event in the output of the sensor is the one consist of
symbol or permutation of symbols which do not exist in the normal data set. There are
three phenomena which could make an event anomalous [2]:

Foreign symbol: These anomalies occur when a symbol not included in the training
data set, comes in testing data set.

Foreign sequence: A set of ordered elements containing no foreign symbol that is not
present in the training data set.

Rare sequences: Sequences which occurs less than a predefined threshold in the
training data set.

An anomaly detector should be capable to make decision about events within its
scope. It cannot decide on the events it cannot see. The scope of an anomaly detector is
the extent which the detector window overlaps the anomaly called as [2]: the Whole
Scope (detector window size equal to anomaly length), Internal Scope (detector win-
dow size less than anomaly length), Encompassing Scope (detector window size larger
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than anomaly length), Boundary Scope (detector see a part of the anomaly as well as
part of the background data), Background Scope (detector window see only the
background data).

2.1 Anomaly Detection Techniques

Anomaly detection has been a focus of many research papers within diverse areas. In
network area, the naive Bayesian classification method has been used to detect
anomalies in the sensor data [11, 12]. Several methods have been developed for
detecting anomalies in operating system call data [13]. A set of anomaly detection
techniques has been proposed that detect anomalies in large flight datasets.

Based on what is considered as a unit element in a test sequence, the anomaly
detection techniques are classified into four categories including: Kernel-based,
Markovian, window-based and Hidden Markov Models techniques. Kernel-based
techniques are similar to point-based anomaly detection, since the entire test sequence
is considered as a unit element. Markovian techniques learn a probabilistic model in the
training phase and use this model to predict the occurrence probability of each symbol
in the test sequence with respect to the previous few symbols observed so far [2]. In
window-based techniques, a short window is moved through the sequence and the
symbols within the window are analyzed. Based on the analysis on the subsequence,
the anomaly score of the entire test sequences is determined. Hidden Markov Models
techniques transform the observable set of symbols to hidden state space using prob-
abilistic rules and detect anomalies in this space.

2.2 Detectors

In the following we give brief reviews of methods that have been presented particularly
in the context of anomaly detection in embedded systems.

Markov, STIDE and Probability-based anomaly detectors are some effective
methods that have been evaluated in embedded systems.

Markov detector: A Markov model consists of a set of finite states and the probabilities
of transiting between them. Figure 1 shows a transitional matrix of a Markov model
with four states in which each letter represents a state and numbers are the transitional
probabilities between states. The main feature of a Markov model is that the next state
(S¢+1) in this model only depends on the current state (S;) not to any previous states.
This feature can be written as follows: The state of a system at time 7 is represented by
X, then

P(Xz+1 :xt+1|Xr =X, Xi—1 = Xi—1,- -, Xo :xo) :P(Xt+1 :xl+l‘X1 :xt) (1)

The Markov anomaly detector calculates the transitional probabilities between
states in the training phase and uses them to estimate the transition between states in the
test data. The three required steps in a Markov model based anomaly detector are as
follows: (1) Constructing a transition matrix from training set, (2) Setting a threshold
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for the bound within which system’s operation is considered normal, (3) Examining the
test data using the transition matrix, made in the training phase.

STIDE detector [2]: STIDE (sequence time delay embedding) anomaly detector
stores all sequences of a certain size from normal data stream as “self” (normal)
sequences and compares the incoming sequence from test data to each of them. If a
sequence in the test data does not match any normal sequence, it is identified as
“nonself” (anomalous) sequence. The STIDE algorithm can be written as follows:

Let X = (x1,X2,X3,...,xy) and ¥ = (y1,¥2,3, - ..,yn) be two sequences of length
N; the similarity between them is defined by the Sim(X,Y) function:

0 ifx;=yiforalli,1<i<N

Sim(X,Y) = { 1 otherwise (2)

It states that the Sim function returns zero, if the elements of two sequences are peer
to peer identical. Given the normal database with M subsequences of size N, S, =
{X1,X>,X3,...,Xu} and the test data with K subsequences of size N, §, =
{Y1,Y>,Y3,...,Yg} the anomaly score of a test subsequence Y, is computed as:

Ay, =

1

{o if Sim(X;,Y;) = 1foralli, 1<i<M 3)

1 otherwise

Thus, if the test subsequence (Y;) does not match any subsequence of the normal
database, Ay, = 1. Finally for obtaining an anomaly score for the test sequence (As, ),
the locality frame count (LFC) technique is used. In this technique, the number of
mismatching subsequences in a frame with length L (L is a user defined value) of the
test sequence is counted. If this number exceeds the threshold, A s, is incremented.

Probabilistic Detector: This method proposed in [14] is a window-based technique and
measures the probability of events for capturing system behavior during the learning
phase. While a sliding window is moved through the learning sequence, for all subse-
quences with the size of the detector’s window, the number of pairs of symbols and their
distance from each other is calculated in order to make the frequency function. This
information is stored in the form of a matrix which will be used in the testing phase.
Consider a matrix that is made during the learning stage. Members of the matrix are
the frequency function f;. ,), which represents the number of pairs of elements x and y
that occurs at distance i, “1 <i<(window length — 1)” from each other. Finally, by

T4

dividing fi(,) to the total number of frequencies of distance “i”, an approximate
probability of elements x and y at distance “/” is calculated.

In the test stage, the probability of two elements at a specific distance of each other,
in the detector’s window is obtained from the matrix created in the learning stage and

the probability function is defined as:

P = Hx,yeDWpi(x’ y) where i = d(x,y) (4)
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Where “DW” is a set of elements in the detection window and the statement p;(x,y)
is the probability of x and y occurring at i distance of each other. The data in the
detection window will be more normal, if this product is closer to one.

Previous techniques for anomaly detection presented in embedded system, only
consider the data itself, without any concern about the context of the data. These
methods, assume the environment to be fixed and so they fail to detect anomalies in
dynamic environments. An effective anomaly detection method should be capable of
recognizing anomalous activities ile adapting to the normal behaviour changes,
otherwise the false alarm rate will be greatly increased.

State(X+1)
A B C D

<<| 00 | 05 | 0.0 | 05
g @l 0.0 0.5 0.5 0.0 first section
3 | s
]
&S ©| 1.0 | 00 | 00 | 0.0 [do]d,]--[do] -] |dn-1] dn |

2l 00 | 00 | 00 | 00 i

Transition Sequence: ABBCAD... S5 -- 5,
Fig. 1. Transition matrix for a Markov Fig. 2. Constructing  representative
model with four states. The letters are vectors for a training sequence

representing all states and numbers are
probabilities between states.

3 Proposing a Context-Aware Anomaly Detection Method
for Embedded Systems

The proposed method can be applicable specifically to embedded systems and differs
from the detection methods in information theory problems. First, because of the
cyber-physical property of embedded systems, the type of data collected from sensors
of these systems shows that data does have a correlation with each other. In other word,
detection in these systems is performed by considering dependencies in the context of
the data. Second, embedded systems substantially must be designed under some
constraints such as the limitation on resource usage, time and power consumption and
if these constraints are not met, may lead to critical failure or damage.

In this problem, a database of categorical data is collected in which, each single
data has two sets of contextual and behavioral attributes. Corresponding to a specific
context or condition, the behavior of data may be different.

Data was classified according to their context to different groups or classes, Such
that the database is a collection of categorical data in some groups that each corre-
sponds to a specific context.
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The proposed anomaly detection method operates in semi-supervised mode where
the training strategy will be implemented using only normal instances. The probability
matrix presented in the probabilistic detector is also used in both learning and testing
stages of this algorithm. Using the probability matrix allows to perform mathematical
operations on the data.

3.1 The Training Stage

There is a training sequence in each class that characterizes the normal behavior of data
when the system is judged to be under normal usage. In this method, a probability
matrix and some representatives are created from the training sequence of each class,
and will be used in the test stage. A class representative is a subset of the class members
which contains exactly one element from the class.

Consider a database with M classes and assume (n;,i € [1,M]) representative
vectors for each class. The representatives of the i-th class are constructed by dividing
the training sequence of that class into n; sections, and then a predefined number of
subsequences with a certain size, shown as step in Fig. 2, are randomly selected in each
section and the probability matrices are created for them. Eventually, by calculating the
average matrix, a representative vector for a section is obtained. To clarify the subject,
an example of constructing a representative vector is given next.

Let the training sequence of a class be a stream of n contiguous elements. Also,
suppose a set of m representative vectors needs to be defined for that class. Hence, the
training sequence is partitioned into m non-overlapping equal length sections. Having
set the number of subsequences needed to construct a representative vector to k and the
length of each subsequence to g, a representative vector can be generated for one
section as explained below.

First, k subsequences are extracted by randomly placing a sliding window of length
g over each section elements. Afterwards, the probability matrix is constructed for each
subsequence and the average of all the probability matrices is calculated as the rep-
resentative vector for one section. The representative vectors of a class are considered
as the class members which will be employed in the test stage. Figure 3 shows an
example of a probability matrix and three representatives created in the training stage
from a normal sequence.

In (5), 5; is the probability matrix of the j-th subsequence extracted from one section
of a training sequence and R is the average vector of all the probability matrices,
indicating the representative vector for that section and is given by,

DS
R=="— (5)

In this function, the distance of a test probability matrix to all classes members
(representative vectors) is calculated using a distance measure. Equation (6) shows the
Euclidean distance of two vectors x = (X11,X12, ..., Xyn) and r = (rq1,712, ..., F'nn), in
which x is the probability matrix of the test subsequence and r is a class representative
vector,
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Fig. 3. (a) The probability matrix created from a normal sequence and (b) three representatives
of that sequence

d= Z?:l Z;:l <xif - rif)z (6)

In kNN, the class label with the highest frequency of occurrence among the
k-nearest neighbors of the test matrix is assigned to it.

After determining the context of the selected test subsequence as an object, the
corresponding probability matrix is loaded and the test data stream is scanned for the
presence of anomaly by passing through the detection window of the probabilistic
detector (described in Sect. 2). This procedure will continue until an alarm occurs or
the end of the test data is reached.

As a result when the training stage ends, each class will have one vector storing the
normal data behavior and some representatives, all in the form of the probability
matrix.

3.2 The Test Stage

In this stage, a window with a certain size (referred to as step in the algorithm) of the
test data stream is buffered, and then the probability matrix is created for the captured
subsequence. Identifying the context or the class label of the captured subsequence, the
kNN classifier is applied to the corresponding matrix.

An alarm makes the context recognition process be repeated for the next step size
subsequence of the incoming test data stream. If the class label of this subsequence
differs from what already was, the alarm is ignored and the class label is changed to the
newly recognized one, so its corresponding probability matrix is loaded and scanning
the test data stream is continued with this matrix. Moreover, the alarm will be
announced, if the new class label is the same as previous one.

This is due to the fact that the probabilistic anomaly detector is bound to a fixed
context data stream, so in this case, any changes in the data context raises the alarms
that should be ignored as they do not indicate the presence of anomalies, but they are
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a) Training_stage algorithm(training data of all class, wi,step,k)

1. For (i=1 to # of classes)
a. S =training data of class;
b.  matrix; = Call training_stage of the probabilistic algorithm(S, wl)
c. Divide S to g section.
d.  Forall section of S do
L For (i =1 to k)
1. s; = arandom step-length subsequence of section i.
2. §; = probability matrix of s;.
-
I R=Z=S),
b) Test_stage_algorithm(test data, all class probability matrix and representatives, wi, step, K)
1. flag=0.
x = step-length subsequence of test data.
X = probability matrix of x.
1 = kNN(all representatives, X).
matrix = matrix(l) .
while (the end of test data)
1. flag = Call test_stage of the probabilistic algorithm(test data, matrix, wl)
I if(flag =1)
a. old_l=1;
b.  repeat steps 1 through 4.
c. if(l=0ld_l)alarm(), exit.
d.  else repeat steps 5 to end.

AR IE i

Fig. 4. Pseudo code of the context-aware detector, (a) Training stage, (b) Test stage

due to changes in the data context, and with the same context, any alarm should be
reported.

Figure 4 depicts a pseudo code of the context-aware detector that the input data
stream is assumed to be from some data sources where the anomaly behavior is
different.

The first part of this algorithm represents the training stage of the detector which
receives the entire classes training data as an input. The input parameter wl indicates the
detector window length and step is the length of the extracted subsequences which are
used in creating the representatives and subsequently identifying the data class label.
Also, the k parameter denotes the number of these subsequences, randomly extracted
from one section of a training sequence. The step length is suggested to be several
times greater than the detector window length, allowing more information to be
extracted from one subsequence. Accordingly, the greater the step length, the more
information that will be stored.

In Fig. 4(a), the same commands are executed on every data class. Initially, the
training probability matrix of one class is calculated (stepl), and then its training
sequence is divided into g sections and the class representatives are generated in the
form of the probability matrices (step2).

Figure 4(b) represents the test stage of the proposed detector. The input parameter k
indicates the number of neighbors in the kNN classification rule. Also, the step
parameter is the length of the buffer used to store the test data, as it is being fed into the
detector. Considering that, the step size is equal to the previous one in the training
stage. But, unlike before, it is desirable to choose a small step size to reduce the
computational complexity.

Estimating the label of the buffered test subsequence using kNN function and
consequently the class of the test data, detection function is performed with the training
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probability matrix of the specified class (marrix(l)). Any event that sets the flag to 1, as
long as the class label has not been changed, indicates the presence of anomaly.

4 Constructing the Benchmark Datasets

The process of generating training (normal background) and test data (background plus
anomalous events) used for evaluating our detection method are described here.

4.1 Generating the Training and Test Data

This algorithm works by starting with a training-set of purely normal data and then uses
the training-set to build a model of normal data in the form of a matrix, so that by
referring to this model, the test data will be examined.

First it must be stated that the sensors output data of an embedded system which
measures a variable (pressure, temperature, light, humidity, density, speed, road traffic,
etc.) in a changing environment can be used for training the proposed detector. For this
to work, seven images are taken of a scene with a fixed-position camera in rapid
succession. This procedure is repeated for several different light intensities. In other
word, our approach is evaluated using a synthetic dataset composed by images taken
from a fixed-position camera which differ between each other depending on light
intensities. It can be said that the measured variable is a tricolor (RGB) image and the
required changing environment is achieved by different light intensities during a day.

Each of the images was cropped to a 50 x 50 pixels image before processing. All
image processing were done in MATLAB environment. Any pixel in the image is a
three-dimensional array which is a categorical value by itself but the categories are a lot
which makes it difficult to evaluate. Converting each array to a decimal number, a
numerical vector is returned from an image pixel matrix. The numerical values of each
vector were turned into categorical data by matching the values in a given range to a
specified character, i.e. the numbers within the range of (0-9) are associated with the
symbol “a”, and symbol “b” is assigned to every data value in the (10-19) interval,
likewise other values are also categorized. Figure 5(a) depicts the methodology of
creating the benchmark dataset. This benchmark dataset also can be used in color
image processing applications.

Since, data behavior is also a function of changes in the environment conditions;
various lighting levels are used to make the change. As a consequence, collected data
for which the behavior is different, affected by the variation in the light intensity, are
put separately in distinct classes.

Accordingly, a set of classes that each consist of seven images is obtained. For each
class, a normal vector of length 10,000 and about six-hundred test vectors of length 100
are created such that, each element of the normal vector is a symbol with the highest
number of occurrence in all seven vectors. Creating the normal vector, the points in
other vectors that differ from the norm, are deemed to be anomalies. Also, a test vector
belonging to one of the classes is generated by randomly selecting a subset of normal
vector as a background data, as well as randomly injecting an anomaly with a specific
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Fig. 5. (a) Constructing categorical data, (b) Generating normal and test vector in a class

length into it. As you can see in Fig. 5(b), a two-length anomaly is injected in the test
vector, randomly extracted from the normal data stream, considering that the class
members are three vectors derived from an equal situation.

The test data, suitable for evaluating the approach in such a problem, in which data
behavior is dependent on environmental conditions, is built by randomly selecting the
test vectors from all classes and serializing them consecutively as a contextual test data
stream.

5 Experimental Results

The most basic factors for evaluating an anomaly detection system are the false alarm
rate (or false-positive rate) and the detection rate (or true-positive rate). It should be noted
that the main objective in all anomaly detection methods is to determine whether the test
data is anomalous or not, without considering the type and location of the anomaly, so the
true-positive rate would be taken into account only in anomalous data sets and false
alarms would be evaluated when non-anomalous data sets are fed into the detector. This
section describes the experiments performed to evaluate our detection algorithm. Fur-
thermore, the delay and area of the detector is measured using a synthesis tool.

Each of the two detectors, probabilistic and context-aware was written in C++
language and was evaluated on a test dataset containing 460 test vectors; where the
anomaly length varies between 1 to 6 symbols. Moreover, four classes are considered,
each including a large proportion of training data sets; also the alphabet length in
different classes varies between 6 to 9 symbols. The number of representatives has a
direct impact on kNN classification accuracy that should be precisely chosen. In this
detection algorithm, the same number of representatives was considered for each class.

Table 1 shows the true-positive and false-positive rate of the context-aware
anomaly detection algorithm when the detection window size changes between 3 to 5
characters and the number of representatives varies between 4 to 32 vectors. As it can
be seen in this table, along with increasing the detection window size, the average rate
of true positive and false positive are both increased. This indicates that by increasing
the window size, for more test vectors the detector generate alarms that can be due to
the reduction in detecting the changes by kNN algorithm. Using this dataset and with a
fixed step size, increasing the window length reaches the detector to the point that the
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probability matrices of different classes become more similar and this similarity will be
more by taking more representatives which makes the kNN algorithm deteriorates
dramatically. As a result, the detector cannot isolate data class changes with anomalies
and makes alarms for both of them. As it can be seen in the bottom line of Table 1, the
high value of true-positive and false-positive for w; = 5 is because of the weakness of
detector adaptation to the changes in data context.

The true-positive and false-positive rate of the Probabilistic method is shown in
Table 2. It is worth mentioning that the high rate of false alarm is due to lack of the
detector awareness to the context changes. It should also be noted that, the Probabilistic
anomaly detector is not capable of differentiating the anomaly from changes in data
context and designates these changes as anomalous consequence. Accordingly, the
Probabilistic method cannot adapt itself to the new context and will fail in detecting the
contextual anomalies. In our experiment, the class of the test data has been changed
over time so the high rate of false alarm was generated.

Table 1. True positive and false positive rate of the proposed detector

# of representatives | True-positive (%) False-positive (%)
w=3w=4\w=5w=3w=4\w=5
67 65 63 2 3 5

8 63 65 69 1 2 2

16 65 63 61 4 7 5

32 63 87 95 5 6 75

Table 2. True positive and false positive rate of the probabilistic detector

Probabilistic method | True-positive (%) | False-positive (%)
100 100

6 Hardware Implementation

In order to verify the performance of the proposed method, the detector testing stage
was implemented in VHDL language and was simulated using Modelsim simulation
tool. In our implementation, some ports are defined in order to connect the outputs of
the training stage to the detector test circuit. We provide the entity of the design in
Fig. 6, in which the parameter n indicates the alphabet length of the training-set and the
ports mem and rep denote all class probability matrices and representatives. The
architecture of this entity is presented in Fig. 7. Finally, Leonardo Spectrum synthesis
tool is used to transform the hardware description of the proposed method to a gate
level netlist corresponding to the 65 nm ASIC technology. Adding that, the proposed
detector can be implemented on an ASIC platform included with a microprocessor and
a programmable memory integrated with other custom features. This is due to the
greater capacity and faster performance of ASIC technology. The area optimization
results for different detection window sizes are presented in Table 3.
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Package Types is
Subtype PMatrix is array ((WD-1) downto 0, (WD-1) downto 0) of integer range 0 to 100;
Type rep_vector is array (0 to K-1) of PMatrix;
Type ram is array (0 to M-1) of PMatrix;

End Types;

M: #of classes, K: #of representatives

entity detector is

port
clk  :in bit;
sym :in integer range 0 to n-1;
mem :in ram;
rep :in rep_vector;
alarm : out bit);
end entity;

Fig. 6. Entity declaration of the context-aware detector

Test_stage_architecture

1. =0
2. While(i<s)
a. Buff]0 to (s-1)]= Buffer sym in each clock , i++
3. mi=Matrix_create_function ( buff")
4. lable0=kNN_function(rep, m1)
5. While (errori=0)
b. error]= Probability_function(/able0, mem/[lable0], WD)
c. Move DW forward.
6. If (errorl=1) alarm= 1, exit()
7. While (alarm=0)
a. While (error1=0)
Lerrorl= Probability_function(lable0, mem[lable0], WD)
IL.Move DW forward.
b. =0
c. While (i <s)

LBuff]0 to (s-1)]= Buffer sym in each clock , i++
d. mI=Matrix_create_function (buff)
lable]=kNN_function(rep, m1)
If (lablel= lable0)
Lalarm=1
else
LlableO = lablel

e.
f.

g

End architecture.

Fig. 7. Pseudo code of the hardware description of the proposed detection algorithm test stage

Table 3. The synthesis results of context-aware detector

wy | Clock frequency(MHz) | Total area (# of gates)
3 [51.0 1804

38.2 3769
5 1307 5793

Table 4. The synthesis results of Probabilistic detector

wi

Clock frequency(MHz)

Total area (# of gates)

3

84.5
54.1
389

245
572
972
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7 Conclusion

In this paper, we propose an anomaly detection method that makes a detection system,
aware and capable to react to the changes in its environment. This approach employs
the kNN clustering algorithm to identify the context of the test data stream feeding into
the detector. After determining the context of a short test subsequence, the corre-
sponding probability matrix is loaded into the detector. The context is assumed to be
constant until an alert is generated. Finally, based on the context of the new incoming
test subsequence, the generated alarm will be ignored or reported. All detection
methods provided in embedded systems are not applicable in changing environments as
all of them generate false alarms mainly due to failure in recognizing the context
changes. The proposed method can detect an average of 68.83% of anomalies while
generating 11.41% of false alarms. To demonstrate the usefulness of the proposed
method, several experiments are conducted to demonstrate its effectiveness and effi-
ciency (Table 4).
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Abstract. The chapter introduces a comparative analysis of the complexity of
the Tate pairing operation on a supersingular elliptic curve and the complexity
of the final exponentiation in the tripartite key agreement cryptographic proto-
col. The analysis takes into account a possibility of using different bases of finite
fields in combination. Operations of multiplication and multiple squaring in the
field GF(2") and its 4-degree extension, of Tate pairing on supersingular elliptic
curve and of final exponentiation are considered separately and in combination.
We conclude that the best complexity bound for the pairing and the final
exponentiation in the cryptographically significant field GF(2'°!) is provided by
the combination of the polynomial basis of this field and 1-type optimal basis of
the field expansion.

Keywords: Finite field - Extension of finite field - Optimal normal basis -
Combination of bases - Supersingular elliptic curve - Tate pairing - Algorithm
with square root extraction - Algorithm without square root extraction + Final
exponentiation

1 Introduction

The idea of combining bases to accelerate computations in finite fields was first
introduced in [1] on the basis of the estimates of complexity of transformations of bases
in the fields possessing the 2- or 3-type optimal normal basis (o.n.b.) [2]. In [3-5], a
number of modifications of the multiplication in these bases have been proposed. In
particular, in [5] multiplication algorithm in the so-called optimal polynomial basis of
type 2 (in the terminology of [1] - almost polynomial basis (a.p.b)) using the multi-
plication operations in the ring GF(2)[X] is described and estimated. The product is
converted into a.p.b. using a permutated o.n.b., i.e. by means of operations without
reduction modulo an irreducible polynomial.
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Recall that 1-type o.n.b. in the field GF(2") occurs if p = n+1 is a prime number,
and 2 is a primitive root mod p, 2-type o.n.b. or 3-type o.n.b. arise when p = 2n + 1 is
a prime number, and the field characteristic 2 is a primitive root modulo p. If p=3
(mod 4), and 2 is a quadratic residue, we have 3-type o.n.b, otherwise 2-type o.n.b.

As used in this paper, the field GF(2'°!), has 3-type o.n.b. and its 4-th degree
extension has 1-type o.n.b.. Availability o.n.b. allowing to speed up the operation of
raising to a power equal to the power of the field characteristics, or the scalar multi-
plication of the elliptic curve point by the power of the field characteristics, as well as
the operation of the square root extracting.

Polynomial basis p.b. of these fields has generators, which are the roots of the
irreducible trinomials that simplifies the implementation of the operations of multi-
plication in these bases. Thus, there is reason to explore the possibility of sharing o.n.b.
and p.b. in the implementation of the various stages of cryptographic protocols.

In this paper, we concretize the idea of using combinations of bases in relation to
the implementation of the tripartite key agreement protocol [6] in arithmetic super-
singular elliptic curve over a cryptographically significant field GF(2'!): tacking into
account security parameter k = 4 for supersingular elliptic curve over this field, security
of discrete logarithm problem in group of elliptic curve points is equivalent to security
of this problem in multiplicative group of order 27%* — 1 [7]. Recall that this protocol is
one round. System parameter is a point P of supersingular elliptic curve over the
ground field GF(2").

Each of the three participants A, B and C selects a private key «a, b and ¢, computes
and publishes the public key KA = aP, KB = bP and KC = cP. Then each of them
receives the public keys of other participants, calculates an element e(bP,cP), e(aP, cP)
or e(bP, aP) of the field GF(2"*) performing the Tate pairing operation e with two
points of an elliptic curve and then the operation of the final exponentiation (raising to a
power equal to the quotient of the order of the group GF(2"*)" on the order of the
elliptic curve). The final step is to calculate the shared secret key by exponentiation of
the result to the power a, b and c respectively. The chapter provides upper bounds on
the number of elementary operations in the pairing and the final exponentiation phases
of the said cryptographic protocol. The rest part of chapter contains Sect. 2 were
operation of multiplication and multi squaring in distinct bases of the field GF(2'°!) are
considered, Sect. 3 that is devoted to these operations in 4-degree extension of this field
comparing their complexity for distinct combinations of bases of basic field and its
extension. In Sect. 4 we compare complexity of pairing and final exponentiation
operations separately and totally for distinct combinations of bases. In conclusion the
comparison results are summarized.

2 Bases and Operations in GF(2")

Consider a sequence f; =o' +o~' € GF(2"),n=191,i € Z. The set {1,f,,...,
Bi,....p1 '} is called a polynomial base (p.b) of GF(2"), the set
{Brso s B BiY({Brs - By, BT*}) forms an almost p.b (a.p.b) of GF(2")
(doubled a.p.b). The set {&;, ..., Eiyvn s &y} = { fo, e fH, . .,Bfm} is an optimal
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normal base (0.n.b) of GF(2"). The set {f,..., i, B} (or{B1,-- o, Bis- s Pant)s
Bi = &xiyoi = 1,...n, where T is a permutation

(i) = 2" mod pif 2" mod p <n,
| (p—2%) mod pif2 mod p > n,

p =2n+1, is called a permuted o.n.b. (p.o.n.b) (or doubled p.o.n.b).

Let T (T~"') denote the operation of the conversion from a.p.b to p.o.n.b (from p.o.n.b
to a.p.b). If 28 <n < 2%+, then the conversion complexity (number of xor-operations)
satisfies the recurrent inequality Ly(n) < Ly (n — 2*) + Ly (2) + n — 2* with the initial
value L7 (2) = 0. This recurrence can be solved as Ly (2¢) <2¢7!(k — 2) + 1 [5]. Note,
that the weaker bound Ly (2k ) < k-1 (k) + 1 was derived in [1] due to the overestimated
initial value Ly(2) = 2. From this inequality one can obtain estimations Ly (191) = 513,
Lr(382) = 1227. Trivially, the complexity of the operation D of the conversion from d.
p.o.n.b to p.o.n.b. is n-1.

Following [5], we multiply elements of GF(2") represented in a.p.b as elements of
the ring GF(2)[X] getting the product in d.a.p.b. Denote this operation xg. Also fol-
lowing [5] we denote Bottom(a) and Top(a) the lower half of product and product after
replacing of its lower half with zeros). We implement two multiplication operations in
a.p.b:

Y Xqppp Z With result in a.p.b,

Y Xgppy Z With result in p.o.n.b,:

Y Xgpbp 2 = Bottom(e) + T~ (D(T(Top(c)))),

Y Xappn 2 = T(Bottom(c)) + D(T(Top(c))),

where ¢ =y Xg z, «+» is n-bit xor.

It follows that complexity of each of these operations (number of logical opera-
tions) L(Xappp) = L(Xgppv) = M(n) + Ly (2n) +2n where M(n) is complexity of
operation Xy (transformation D in this case is performed without “xor” - operations).

Implementing ¢ = T(y) xg T(z) instead of ¢ =y xgz we obtain also two multi-
plication operations in p.o.n.b:

Y Xponpp Z With result in a.p.b,

Y Xponpn Z With Tesult in p.o.n.b.

Complexity of each of these operations L(Xpoup) = L(Xponpn) = M(n) 42 *
Ly (n)+ Lr(2n) +n.

Denote X,y multiplication in p.b. in the field GF(2") with minimal polynomial
Ponp(X) that root generates o.n.b. It can be performed converting operands to a.p.b.,
executing X gpp and converting the product back to p.b. Mentioned converting’s are of
complexity n. Hence complexity of multiplication Xy iS L(X gppp) + 31

P.b. is organized using the root of trinomial Pp,(X) instead Ponp(X). Let R(x) be the
modulo trinomial reduction of complexity 2n. Then multiplication in p.b. of GF(2") is
denoted and described as y xgz=R(x xgy). Its complexity is limited to
M(n) + 2n. Squaring in p.b. is performed by an algorithm that directly take into account
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the reducing of the vector-result. Below we denote this operation z}g? =72 Its com-
plexity is limited to n, but symbolically synthesis for n = 191 gave the squaring pro-
gram with only 99 xor’s.

Denote Z,(;]o)nb =z a raising to power 2/ operation implemented to element z in p.o.

n.b. with result in a.p.b.:

fori=(1,n):

bli] = a[r[r (i) —j]]

c=T(b).

Its complexity equals 0, because logical operations absent.
(0] /

Operation z.), = T~ (T(z)2]) is implemented to element z in a.p.b. with result in

a.p.b. Its compl(z)xity is 2Ly (n).

Operation zfllsz = T(z)zj is implemented to element z in a.p.b. with result in p.o.n.b.
Its complexity is L.

Operation 11(9121\/ =T (z)2j is implemented to element z in p.b. (for minimal poly-
nomial Py, (X)) with result in p.b. Its complexity is 2Ly (n) +n).

Denote zl()’; a raising to power 2/ operation to element z in p. b. (for minimal
polynomial Py,(X)) with result in p.b.:

cC=1Z
Jori=(1,j):

1
c= c[()b

Its complexity is bounded by nj (for n = 191 one can take estimate 99j).

In Table 1 there are represented the numbers of logical operations “xor” and “and”
(denoted @ and &) and the total numbers of these operations in rows {, &} for
multiplication and squaring in distinct bases of GF(2'°!). Here and below we assume
implementation the fastest of the stated algorithms for multiplication in the ring
GF(2)[X] [8]. Here and below in tables there are represented data derived from esti-
mates of the complexity of operations and confirmed by computer experiment. Column
“A over the ring” contains numbers of operations without operations Xz of multipli-
cation in the ring.

3 Multiplication and Squaring in GF(2!°1*%)

The field GF((2'")*) contains a 1-type o.n.b. over the subfield GF(2'°!). Operations
of addition, multiplication, and squaring in these bases can be implemented using
operations in GF(2'"!) in p.b, a.p.b, or p.o.n.b of this basic field. It follows that there
are 6 combinations of bases of basic field and its extension, and each of them can be
chosen to implement operations of Tate pairing, final exponentiation, and operation of
secret working key computing. Together with operations considered in the second
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Table 1. Comparison of Operations in GF(2'°!)

Bases of Minimal Logical Squaring | j-Times Multiplication | A over
GF(2"") | polynomial | operations squaring the
ring
a.p.b. Ponb(X) @ 1026 1026 15798 1418
& 0 0 5724 0
{D,&} 1026 1026 21522 1418
p-o.n.b. Ponb(X) @ 0 0 16311 1931
& 0 0 5724 0
{D,&} 0 0 22035 1931
p.b Ponb(X) @ 1408 1408 16371 1991
& 0 0 5724 0
{D.&} 1408 1408 22095 1991
p-b Ppb(X) @ 99 99;j 14758 378
& 0 0 5724 0
{D,&} 99 99j 20482 378

section, algorithms of these operations use operations of multiplication in 4-degree
extension of the field GF(2") and operation of raising to power 2/.

Let agﬁb_wj denote the operation of raising an element a to the power 2/ using
V)
ap

Let X pp_4np be a multiplication using a.p.b. of basic field with multiplication X,
and p.b. of its extension.

operation z,, . of basic field and p.b. of its extension.

Analogous notation az(zil)ab_4nNa aggnb_4nP7 a}:’an_z;nN, X apb_4nN> X ponb_4nP> X ponb_4nN>
X pb_anp» Xpb_4nn are used for operations in other combinations of field extension and
basic field.

Denote +4, an addition in field extension in any of its basis and any basis of basic
field, its complexity equals 4n.

In can be shown that operations X .5, 4nNs X ponis_4nN> X pb_4nn €an be implemented
performing 9 multiplications an 22 additions in the field GF(2").

So complexity of X5 4ny equals 4 L(Xgppn) +22n. Complexity of operations
X apb_dnP> X ponb_anP>» X pb_anp €Xceed these values of 6n accordingly numbers of n-bit
additions for converting between o.n.b. and p.b. of field extension.

Complexity of multiple squaring is estimated analogously.

Numbers of logical operation for multiplication in distinct bases of the field
GF(2'°!) and its extension are presented in Table 2.
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Table 2. Comparison of Operations in GF(2!91x4)

Base of | Minimal Logical and n- | Numbers of logical operations if there are used the bases of
GF(2") | polynomial | bit operations | GF(2"**) over GF(2"), n = 191:
o.n.b. p.b
X squaring | 661-times | X squaring | 661-times
squaring squaring
a.p.b Ponb(X) 53} 146384 | 4104 1026 147530 | 5250 5250
& 51516 |0 0 51516 |0 0
{D,&}) 197900 | 4104 1026 199046 | 5250 5250
p.o.n.b | Ponb(X) 53} 151001 | 0 0 152147 | 1146 1146
& 51516 |0 0 51516 |0 0
{D.&} 202517 |0 0 203663 | 1146 1146
p.b Ppb(X) 52} 137024 | 396 65439 138170 | 1542 261756
& 51516 |0 0 51516 |0 0
{D.&} 188540 | 396 65439 189686 | 1542 261756

4 Tate Pairing and Final Exponentiation Operations

Let us consider four variants of Tate pairing computing with root extraction on
supersingular elliptic curve ¥ = X3+ X +b [9].

(a) A.p.b. of the field GF(2""), o.n.b of its extension.

Algorithm Pairing_apb_onb(at, B, X, ¥, taps_ons, b) for pairing of points P = (a, p),
Q = (x,y) using pairing parameter t,,, ,n» (an element of the extension field with all
coefficients being 0 s and 1 s of the field GF(2'°!)), b = 1, (identity element rep-
resented in a.p.b of GF(2")).

C= [lapbv lapb’ lapb’ lapb]
t= tapb_anh

_ ¢
S = typp_ann

for i = (1,n):
1
o = Ogppp (1)
B = aaphP ®
Z = 0+X

V= axapbPX

W =7+ V+B+y+1,

u= [Zxapth[O])» zxapth[l])7 ZXapth[z])s zxapth[?’])s):
V= Z+1apb

r= [anpthupbs [0]7 VXapst[l]’ VXapst[ZL anpbPS[3]]
vV = [W,W,W,W] + 4,0 + 4,I

Complexity of this algorithm estimated accordingly numbers if multiplication,
addition and squaring operations in them:
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LPairing_aph_onb( ) 191(2L( 0 ) + 2L( a;,9bO ) +L(XaphP) +L(><apb_4nN) + ISL( + ))

Remark that here and below multiplication with multiples t or s containing trivial
elements are not taken into account in assessing complexity of pairing, L(+) is com-
plexity of addition in GF(2'°!).

(b) P.o.n.b. of the field GF(2'"), o.n.b of its extension.

Algorithm  Pairing_ponb_onb(at, B, X, ¥, tyons_ons, b) for pairing of points
P = (a,B), Q = (x,y) using pairing parameter t,o.;_on» When b = 1,,,, (that is, the
identity element represented in p.o.n.b. of GF(2")) differs from just considered only in
the type used in operations in the notation of which “apb” is replaced by “ponb”, 1, is

replaced by 1,5,
Hence complexity of this pairing operation is represented by formula

Lepairing_ponb_ons(n) = 191(2L(z (Lnb) + 2szzﬁ(1)a) + L(Xponsp) + L(X ponb_ann) + 15L( +)).

(c) A.p.b. of the field GF(2'""), and p.b. of its extension.

Algorithm Pairing_apb_pb(a., B, X, Y, taps_ps», b) for pairing of points P = (a1, B),
Q = (x,y) using pairing parameter t,p,_,, When b = 1,.

C= [1apbv Oapb’ Oapb’ Oapb]

t= tapbpb
s=t o
= YapbpbapbP_4nPb
for i = (1,n):
1
a = aapbP M
B = Bapor
= PapbP
Z = 0+X

V = 00X X
W=zZ+V+p+y+ 1,

u = [Z2X pppt[0], ZX opppt[1], 2X 4pppt[2], Z2X opppt[3]]
vV =17+1 4

r= [vXapbPS[O]sVXapbPS[l]svxapst[z]’ VXapbPS[S]]
V= [W Oapbs Oapln 0 pb] + 4,0 + 4,F

C= CxajpbP 4nPb¥Y

X = XapbP
(n—1)

Its complexity is the following:

(190)
LPairing_apb_pb(n) = 191(2L( ) ( apb )
+ L(Xapbp) +L(Xapb_anp) + L1IL(+)).
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(d) P.o.nb. of the field GF(2!°!), p.b. of its extension.

Algorithm Pairing_ponb_pb(a, B,X,, tyens_p», b) for pairing of points P = (a, B),
Q = (x,y) using pairing parameter t,,,;_,» When b = 1,,,_p» can be obtained from
the considered algorithm Pairing_apb_pb(a, B, X, y, t,ps_p»,b) via substitution of
indices of operations, pairing parameter, and the field identity element. Its complexity
is estimated by formula
Lpaiing_pons_pp (1) = 191(2L(z1),) +2L(Z\ 1))
+ L( Xpaan) + L( Xponb_élnP) + 11L( + ))

Now consider two variants of Tate pairing computing without root extraction on
supersingular elliptic curve ¥ = X> + X +b [9].
(a) P.b. of the field GF(2'""), o.n.b. of its extension.

Algorithm Pairing_pb_onb(a, B, X, ¥, t,s_om», b) for pairing of points P = (a1, B),
Q = (x,y) using pairing parameter t,;_,,, When b = 1.

C = [1pb’ 1pb’ 1pb9 1pb]

t= tpbonb
T
u=x
v=u
Y=Y
for i = (1,n):
o= aly
B = Bpél‘o)
W = aXpp(V + 1) + uty + b+((n-1)/2),
vV = a+V
r=v+l,,

a=[w+ vxput [0] + rXx,8[1], W + vX,5t,5[2] + rXx,,s[3],
W+ VX8 [0] 4+ 1X58[1], W + vX,58[2] + 1X,,;8[3]]

C= C;:)Ib)_4nN X pb_4nNa

u=u+v+l,

v=v+ 1,

Its complexity is estimated as follows:

LPairing_ph_onb (I’l) =191 (2L(Z‘§;}a)) + 2L(Z;:‘1t)) + 2L(Z¢(1131(i)1))

+ L(%pn) + 2L 0%ph_an) + L (aly) 4y ) + 16L(+)).

(b) P.b. of the field GF(2'!), p.b. of its extension.

Algorithm Pairing_pb_pb(a,B,X,y,t,s_pp,b) for pairing of points P = (a1, B),
Q = (x,y) using pairing parameter t,, when b = 1, differs from just considered in
four rows:
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C= [lph’ Oph: Opb’ Opb]
t= tph _pb
s =)
pb(l4)nP
C = Gy npX pi_anp

Its complexity is represented by formula

LPairing_pb_onb (l’l) = 191 (ZL(ZI(;};) ) + 2L(Z1(:}t)) + 2L(Z£15z[i))))

o+ L0¢p) + 2L < pp_ane) + L (al}) 4 ) +16L(+)).

Table 3 presents data on the number of logical operations executed considered
pairing algorithms on supersingular elliptic curve ¥> = X> +X + 1 over GF(2"") (1
corresponds to 29910607 “xor”, or 10875600 “and” or 43094757 of both these
operations). In the tables below we also provide better bounds (given in parentheses)
obtained via conversion to a basis with faster implementation of the corresponding
operation.

Table 3. Comparison of complexity of pairing algorithms

Base of Minimal Logical and n-bit Relative numbers of logical
GF(2") polynomial operations operations if there are used the
bases of GF(2"™4) over GF(2"),
n =191
o.n.b. ‘ p-b
Algorithms with root extraction
a.p.b Ponb(X) @ ~1.0753 ~1.0826
(~1.0753)
& ~1.0053 ~1.0053
{D.&} ~1.0551 ~1.0605
(~1.0551)
p.o.n.b Ponb(X) @D ~1.0826 ~1.0928
(~1.0753) (~=1.0754)
& ~1.0053 ~1.0053
{D,&} ~1.0590 ~1.0680
(~1.0551) (~=1.0551)
Algorithms without root
extraction
p.b Ppb(X) 2] 1 ~1.0122(1)
& 1 ~1
{D,&} 1 ~1.0089(1)

For the considered supersingular elliptic curve over the field GF(2'°!), the final

exponent is
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d =3091630018413806675756281512823633589197041669549687929671602408959
840129378579594402937527601299349322226669494907787798498735918079301
8784436808613949303377539749281529855.

Taking into account that in binary expansion of this number the units take the
places 0-95, 97-190, 192-381, 478, and 573 one can represent this exponent as

d

= ((a02286 + a1)295 + a2)297 + as.

(2% + 1)2%%0 ¢ (2190 _ 1))295 + (294 _ 1))297 + (296 _ 1)

As a corollary, final exponentiation algorithm corresponds to the formula

286

x! = (%)

Y1 =X%,y, =x%,y3 =x%,

95
)2

297 a
¥2)" y3, where y, = x® =x

can be computed by the

9

1,2,4,8,10,14,20,40,80,94,96,160,180,190 of lengths 13.
This allows obtaining the following program of final exponentiation using a.p.b. of
basic field and p.o.n.b. of its extension.

x and the remaining elements

additive  chain

X = a;

= <D .
V= XapbP74N’

Zy = VX apr74NX;

Z = VXapbN_aNL1;

— -2 .
V = ZiponbP_4N5

V= ZXaphP74nNV;

— ,® .
V = Z,onbP_4N5

Z; = VX apbP74nNzl 5

z= yXapr_4Nz;

— v® .
V= XapbP74Ny

— @ .
V2 = XapbP_4N>

z= VXaphP74nNZ2;

Vipo =X z(z;(;;)ty/v;

Z = V3XapbP_4nNZ3;
Zo = 25X gpbP_anNZ;
Z = Vo XapbP_anNY25
Z = VgX apbP74nNZ;
Z = V10X apbP_anNL;
z= yg)zi?anAN;

— 5, 00D .
72=1 apbP_4N>

Z3 = L3 X gpbp_anNL2;
Z5 = VX apbN_anNZ4;
V=X z(z;;}:)P_zw;

Y3 = Z1 X 4pbP_anNZ;
Z = V3X appp_anNZ;
Y1 = 22X 4pbp_anNZ;
= ZXapr,4nNy1;

z= Z><aphFL4nNy3;

24 = IpX gpbN_4nNZ2;
(40) .

X apbP_4N5

Z = VX gpbP_anNZ;
— ¢ 80 .

V=X apbP_4N»

Z = V3X apbP74nNZ;
— 9% .

z= Xpoan_4Ns
— ,095) .

z= zpoan74N,

c =2z

V3 =X Ez?;()b)ﬂw;

z= VXupbP_4nNZS;
Y2 = Vi X apbP_anNZ;
Z = ZgXV;

Z = V3X apbP74nNz4;
Yo = ZX appP_4nNX;

Z = ZX gppP_4nNY2>

Programs for other combination of fields bases differ only by operation notation.

These programs contain 17 multiplication and 14 multi squaring’s in the field
GF (2%, 1t is easy to write formula of complexity of these operations and compute
their values that are given in Table 4 (1 corresponds to 3421756 logical operations
“xor” and “and”). In each case 374 additions, 153 multiplications and 2644 squaring’s
in GF(2"!) are executed.

Table 4. Final exponentiation, n = 191

Base of GF(2") | Minimal Logical and n-bit Bases of the field GF(2"4) over
polynomial operations GF(2"), n = 191:
o.n.b. p-b.
a.p.b. Ponb {D.&} 1 ~1.0103(~1.0004)
p.o.nb. Ponb (®.&) ~1.0061(~1.003) | ~1.0165 (~1.0005)
p.b. Ppb (®.&) ~1.0134 ~1.0192(~1.0135)
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In three partite key agreement protocol, final exponentiation is performed after
pairing operation. In Table 5 there are represented total numbers of logical operations
for implementations of this composition in distinct combinations of bases (1 corre-
sponds to 44310956 logical operations “xor” and “and”).

Table 5. Comparison of composition of pairing and final exponentiation, n = 191

Bases of GF(2") | Minimal polynomial | Bases of the field GF(2"**) over GF(2"),
n=191:
o.n.b. p.b.

a.p.b Ponb(X) ~1.0498 ~1.0555(=1.0498)

p.o.n.b Ponb(X) ~1.05381(=21.0498) ~1.0629(~1.0499)
Algorithms without root extraction and final
exponentiation

p.b  Ppb(X) 1 | ~1.0087(~1)

5 Conclusion

In this chapter, implementation of algebraic operations in finite fields possessing 2-type
or 3- type optimal normal basis and in its 4-degree extension has been comparatively
considered taking into account possibility of using distinct combination of bases.
Comparative data were also obtained on the complexity of the implementation of
pairing and final exponentiation operations in a three-partite key agreement protocol.
Based on these data, we can conclude that although for final exponentiation the best is
combination of almost polynomial basic of the base field and optimal normal basis of
its extension, pairing and final exponentiation are performed faster in polynomial basis
of GF(2'°!) and optimal normal basis of its extension. At the same time, it can be noted
that the differences in the complexity of implementation with the use of different
combinations of bases are not so significant. The advantage of a polynomial basis of
the base field is a consequence of the peculiarities of the pairing algorithm without root
extraction.
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Research, project 17-01-00485a. The authors are grateful to Igor Sergeev for editing and
anonymous reviewers for comments.
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Abstract. In the paper the channel reliability of communication network with
common set of standby radio stations for real conditions of Air Traffic Man-
agement (ATM) is discussed. ATM systems represent essential infrastructure
that is critical for flight safety and communication is a key element in the present
ATM system. As additional method of improving the reliability of the ATM
communication network a dynamic management of backup modes with
two-stage mode of redundant elements is proposed. Mathematical model of the
channel reliability is developed. Comparative analysis of redundancy effec-
tiveness for developed and used structure of ATM communication network is
performed.

Keywords: Reliability - Redundancy - Air traffic management - Controller -
Communication network

1 Introduction

Air Traffic Management (ATM) systems represent essential infrastructure that is critical

for flight safety. Communication is a key element in the present ATM system. Com-

munication between air traffic controllers and pilots remains a vital part of air traffic

control operations, and communication problems can result in hazardous situations.

Analysis of aviation accidents has identified that a breakdown in effective human

communication has been a causal or contributing factor in the majority of accidents [1].
There are different types of air traffic controllers:

e Tower controllers direct the movement of vehicles on runways and taxiways. Most
work from control towers, watching the traffic they control.

e Approach and departure controllers ensure that aircraft traveling within an airport’s
airspace maintain minimum separation for safety.

e En route controllers monitor aircraft once they leave an airport’s airspace.

The modern ATM system has independent direct communication channels (CC) for
each controllers operating at different radio frequencies f;, i = 1, m, where m is number
of CC. The amount of the CC is determined by the structure of ATM in the area of a
specific airport and provides independent interaction with the aircrafts for all con-
trollers. Technical support of controller-pilot communication carried out by means of
radio stations (RS). Interoperability of technical means and controllers in ATM com-
munication network is provided by voice communications system which is a

© Springer International Publishing AG 2018
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state-of-art solution for air traffic control communication. The modern approach to
system design focuses on providing high-availability solutions that are based on reli-
able equipment and on redundancy strategies tailored to customers’ needs and
requirements.

Currently, the main method of improving the reliability of controller’s CC is to
duplicate equipment to provide communications on each frequency of interaction
ground-to-air channel (Fig. 1). Each of the m controllers communicates with aircraft
using the main radio station (RS) as basic hardware. After the failure of main RS, it
switches into a work with the backup (redundant radio station).

Unfortunately the economic efficiency of used fault-tolerance approach is low. In
the paper another redundant method for communication network of ATM system is
discussed.

The rest of this paper is organized as follows. In Sect. 2 some important works in
the area of reliability with redundancy are reviewed. In Sect. 3 the main definitions and
assumptions are presented and models of ATM communication network reliability with
common set of standby radio stations for reservation of different ATM communication
channels are proposed. In Sect. 4 the conclusions are presented.

fs f2 fin
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FTTTTTTTA [ 1 FTTTTTTTA [
1 L ! 1 !
1 [ 1 | 1
I RS : ! RS : : RS !
| . : ' !
: RS v RS i RS I
1 L ! 1 !
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: Channel 1 : : Channel 2 : : Channel m :
| Lo . I .
1 L ! 1 !
1
! & ATC 1 | @ ATC 1 : & ATC 1
b s P i S TP - ! b e i o !

Fig. 1. Redundant communication network of ATM system

2 Related Works

The reliability of duplicated channels is well studied in the literature [2, 3].

One of the methods to increase efficiency of redundancy in the structures with
identical elements is the allocation of the common group of reserve elements. The k-
out-of-n system structure is a very popular type of redundancy in fault tolerant systems.
The term k-out-of-n system is used to indicate an n-component system that works (or is
“good”) if and only if at least k of the n components work (or are good). This system is
called a k-out-of-n:G system. The works [4-6] provide improved versions of the
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method for reliability evaluation of the k-out-of-n:G system. Liu [7] provides an
analysis of the k-out-of-n:G system with components whose lifetime distributions are
not necessarily exponential.

An n-component system that fails if and only if at least k of the n components fail is
called a k-out-of-n:F system [8]. The term k-out-of-n system is often used to indicate
either a G system or an F system or both. The k-out-of-n system structure is a very
popular type of redundancy in fault-tolerant systems. It finds wide applications in
telecommunication systems [9, 10]. This model can be used for analyse of reliability of
ATM communication network with k controllers and n RS provided availability of CC.

In real conditions it is important to know not the reliability of communication
network at whole but each selected CC for controller. The channel reliability problem
in standby system consisting of independent elements with some units used as a
universal component standby pool is formulated in [11]. In [12] the reliability of
selected communication channels with common set of standby radio station in the
system with periodical sessions of communications for real conditions of ATM is
discussed and advanced model of the channel reliability is developed. In [13] model of
the channel reliability in the ATM communication network based on embedded cloud
technology in the real conditions of operation is developed.

In this paper we investigate the reliability of selected communication channel with
common set of redundant radio stations and with dynamic management of backup
modes in ATM communication network.

3 Model Formulation and Solution

The following symbols have been used to develop equations for the models:
A — Failure Rate for RS
u  — Repair Rate for RS

m  — Number of communication channels

n  — Number of RS in common set of redundant radio stations

A} — Channel Availability with active backup mode of redundant elements

A; — Channel Availability with dynamic management of two-stage backup modes
l — Number of repair bodies

In this paper we investigate a repairable redundant communication network of
ATM system with N = m+n radio stations, m of which are main RS and n radio
stations are used as a universal component standby pool (Fig. 2).

As an additional method of improving the reliability of the system we will use a
dynamic management of backup modes with two-stage mode of reserve elements.

Let the two-stage group reserve contains n elements, of which r <n are at the first
stage of readiness, and n — r are located on the second stage of readiness. At the same
time we assume that the second group of redundant elements are in cold standby
(standby components do not fail when they are in standby 4, = 0) and can fail only
after their transfer to the first stage of the redundancy. Redundant elements of the first
group are in hot standby (standby components have the same failure rates as the main
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components 4; = ). In case of failure of main operating radio station it without delay
is replaced by the backup station from the first stage of readiness. At the same time the
redundant element of the second stage of readiness is transferred to the group with first
stage of readiness.

The above two-stage model of redundancy required to support readiness on the first
stage only for z elements, which provide reliable level of operation. In [14] it is shown
that if 4; > A, at the first stage is optimal to have only one no-fault element. For our
case this condition is satisfied, so we can accept that z = 1.

For system with 1 <I<n number of repair bodies the behaviour of the examined
system is described by the Markov Chain state transition diagram (Fig. 3), where: H; —
state with i failed RS, but in the selected channel there is a workable RS; H;; — state
with i + 1 failed RS, in the selected channel there is no a workable RS.

On the base of this diagram the system of Chapman—Kolmogorov’s equations can
be writing in accordance with the general rules [15].

By solving the resulting system of equations, we can obtain an expression for
availability of selected communication channel:

a +ap
A=1-— Py=—" 1
% ijl a1+a2+a3’ ()

][]
Channel 1 Channel 2 Channel m

Fig. 2. Communication network of ATM system with common set of standby elements
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Fig. 3. Markov chain state transition diagram (1 <I/<n)
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For the system with n <I<N number of repair bodies the Markov Chain state
transition diagram of the system is shown at the Fig. 4. On the base of this diagram the
system of Chapman—Kolmogorov’s equations can be writing in accordance with the
general rules [14].

By solving the resulting system of equations, we can obtain an expression for
availability of selected communication channel in accordance of (1), where

n—1 (m+ 1)1 ¥
7

a) = a1
=0 b

Y

az(m—i—l)"{ /

(n+1)!

i=1

llin: i n 7lvn+i+1+(m*1)!lm4 [—nti+]l Wl Tt
2\ m—1)\nvit1 I 2 N—i—i-1) '

i=1

I-n ; I N=l—1 [+i
i ; (m— 1)U o
1 j! 7
et +;l(ml>/}+ I Z(N—l—i—l)!}’
-1




Dynamic Redundancy in Communication Network of ATM System 183

(/ﬂr/)ﬁ P //ﬂf/)ﬁ. ) (/771‘/)/7

/'; 1 2 Y -1
“ 7 CZN
(me))2
P e p (H-6)Q , HEN_ (m2A (m2_
3 g A
Mlg 4” u 4 4 @ !/5 (&9u (mZ 7 __/{(,7 Zsﬂf//ﬂ (met)u
aH e 2, 7U"H
A A 2 2 2
B 2 W-E.H)n wer NV EYA - (m2)A (n-1)2 y
WAL mt sl g 6T En , eyl lnd, 2 T TAL S
T gt 2aa? P st T Fimag

Fig. 4. Markov chain state transition diagram (n <[/ <N)

4 Numerical Example

Let us investigate the reliability of selected communication channel with common set
of redundant radio stations and with dynamic management of backup modes in ATM
communication network. It is possible to evaluate the reliability in the proposed model
with two-stage mode of reserve elements in comparison to the active backup mode of
redundant elements with the help of the factor of reliability improvement V:

1A

V=
1-A,

where the value of A, is determined in accordance with the expression (1), equation for
the A availability of the system with active backup mode of redundant elements was
determined in [11].
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Fig. 5. The factor of reliability improvement
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At the Fig. 5 the factor of reliability improvement V is shown as function of
number m of communication channels with different number n of standby radio stations
in common redundant set of RS for Mean Time Between Failures of each RS
MTBF = 1/AL. =3000 h, 1 =1 and p =2 h.

Analysis of the curves at Fig. 5 shows that factor of reliability improvement dra-
matically increases with increasing number of redundant elements at the second stage
mode of reservation. The intensity of the given functional relation decreases with
increasing number of channels.

5 Conclusions

Mathematical model of the channel reliability of the communication network of Air
Traffic Management system in the real conditions of operation is developed. ATM
systems represent essential infrastructure that is critical for flight safety and commu-
nication is a key element in the present ATM system. As additional method of
improving the reliability of the ATM communication network a dynamic management
of backup modes with two-stage mode of redundant elements is proposed. Mathe-
matical model of the channel reliability is developed. Expressions for channel avail-
ability of the ATM communication network with common set of redundant radio
stations and dynamic management of backup modes with two-stage mode of redundant
elements are developed. Comparative analysis of redundancy effectiveness for devel-
oped and used structure of ATM communication network is performed.

It is shown that at the first stage two-stage mode of redundancy is optimal to have
only one no-fault element. In this case channel reliability of communication network
increases with increasing number of redundant elements at the second stage mode of
reservation. This dependence is more active in the communication networks with a
smaller number of channels.
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Abstract. The paper deals with developing and researching Markov’s models
and assessing of the availability of Instrumentation and control systems which
are a part of smart building automation system (BAS). It was determined that the
causes of failures and unavailability of the BAS component architecture can be
hardware (physical), software (design) faults, and successful attacks on vul-
nerabilities (interaction faults), first of all. BAS failures are related to reliability
issue, attacks on vulnerabilities is related to security issue. These two reason
groups are considered as elements of two disjoint sets. The paper presents the
detailed analysis of the BAS architecture consisting of control (FPGA-based),
communication (ZigBee) and data levels considering their faults and vulnera-
bilities. Besides, maintenance procedures (without, common and separate
maintenance for reliability and security) are described.

Keywords: Software faults and vulnerabilities + Availability - Maintenance
strategy - Markov models -+ Smart buildings - Building automation system

1 Introduction

The development of virtualization technology and the creation of cloud computing
environments are responsible for the appearance of new variants of the architecture of
IT systems, which must be considered when assessing and ensuring the quality of
modern computer systems and services, which include a system of “smart home”. This
dynamic character of the processes of information interaction significantly complicates
the possibility of rapid assessment of the reliability and availability of software and
infrastructure resources available to remote access [1].

According to the international and national standards in [2, 3], we can assess the
level of risk for a building automation system and give the requirements that must be
met to achieve the desired goal of safety and availability.
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The primary goals of the work in [4] are security issues for system design and the
integration of security subsystems, which significantly tightens security requirements to
the protocol of a network control system, and weaknesses in the system design
according to hardware and software components.

In [5] it deals with development and research of Markov models of smart building
automation systems (BAS), it has been taken into account that BAS failures can be
caused by intra (reliability) and external (security) reasons including software faults
and attacks on vulnerabilities. The sets of faults and vulnerabilities are considered as
separated and disjoint ones, Markov models of BAS architecture with occurred soft-
ware faults and attacked vulnerabilities considering three maintenance strategies are
systemized and researched. These strategies are based on recovery without mainte-
nance, maintenance with common and separate activities on reliability (faults) and
vulnerabilities (security). Recommendations concerning choice of strategies and
parameters of maintenance are suggested.

We develop number of strategies using a Markov model. These strategies deal with
the system availability; it describes the possibility to recover the system from the down
state (the state when there is a need to use these strategies) to the up state (the level of
availability according to the customer requirements). The architecture of these strate-
gies depends on the kind of maintenance (common or separate). The result of these
strategies give different ways for recovering the system taking into account the cus-
tomer requirements as the maximum value of availability during the minimum time.

In Sect. 2 we presented the analysis of system design and presented the classifi-
cation of BAS. In Subsect. 2.1 the architecture of BAS and the main components in
system design are analyzed. The faults and vulnerabilities of the main BAS compo-
nents (FPGA, ZigBee, and database) are described in Subsect. 2.2. Subsection 2.3
analyzes the model and tree to draw the structure of the steps of the analysis using the
Markov model and give the wide picture of system analysis. Subsection 2.4 presents
the review of the development of Markov model strategy and how it can be applied to
this work, and describe the parameter of the strategy. In Sect. 3 the analysis of system
using Markov model for separated maintenance strategy is performed via marked
graphs for the model of separated maintenance [5]. Section 4 is dedicated to research of
Markov models depending to use the different strategies.

2 Approach and Modeling Technique

Analysis of the system is performed to determine its dependability taking into account
reliability and security issues; in this work we have developed a number of strategies,
which are used to analyze complex and big systems. According to [6, 7] BAS design
have been divided into three levels, system availability will depend on these levels. The
analysis the components for each level in [8] is performed. In Fig. 1, the classification
of BAS describes the parameter of system design, which is divided between the reli-
ability issues and security issues.
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Building automation
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Fig. 1 Analysis the availability of building automation system

2.1 Building Automation System Architecture and Components

BAS components are different depending on the area of system application, but in
general they can be divided as:

1.

Upper level (Management Level): dispatching and administration as well as work
with databases and statistical functions. At this level cooperation between personnel
(operators, dispatchers etc.) and system is performed, which is implemented by
means of computer devices and SCADA systems. In our case study, we analyze the
database of this level taking into account reliability and security.

. Middle level (Communication Level): it is responsible for connection between

levels and sending/receiving the information. According to our analysis we choose
ZigBee as one of these level components.

. Low level (Automation Level): level of terminals with input/output functions. This

level includes sensors, actuating mechanisms, cabling between devices and low
middle levels. One of the important components used for this level is FPGA [1].

These levels are divided depending on our vision of analysis for the system as

shown in Fig. 2. There are different designs of BAS but we choose this design as the
easiest in use and analysis.
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Station
level

- Communication
level
FPGA FPGA FPGA
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Fig. 2 Architecture of building automation system
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2.2 Component Faults and Vulnerabilities

Field programmable Gate Arrays (FPGAs) are silicon devices, which are ready to be
used. They can be electrically programmed and then can be used as a kind of system or
digital circuit. One of the features of FPGAs is easiness of configuration and
cost-effectiveness. It is also possible to make any updates and upgrade it. To do this it is
necessary just to download a new application bit stream. FPGAs have numerous
advantages but nevertheless, design flexibility remains their main advantage, when we
consider cyber-security of FPGA we must take into account all parts involved in the life
cycle of the FPGA chips and FPGA-based BAS. These are an FPGA chip vendor, a
developer of the BAS as well as a user of FPGA-based BAS. The analysis of
cyber-security for FPGA technology includes the development process as well as the
operation of the integrated BAS. It must be noted that cyber-security vulnerabilities can
be introduced by:

— the FPGA-chip vendor, during designing, manufacturing, packing and testing of
FPGA chips;

— the BAS developer, i.e. when FPGA electronic design is developed, implemented or
rested; the operator of the BAS, i.e. it is possible to make changes in the operating
BAS during operation or maintenance.

Database attacks have increased because of the increased availability of access to
data stored in those databases, database in BAS design contents the information, which
is important for the system and data from different levels for management and storage,
when the access to the stored information will be available for several users, it will
increase the possibility of data theft, that is why it is necessary to control this kind of
access because in the BAS system the attacker aims to access the important informa-
tion, which he can use for attacks or monitoring the system.

Let us consider what wirelesses networks consist of they have four basic compo-
nents. These are: the transmission of data via radio frequencies; access points providing
a connection to the organizational network and/or the client devices (laptops, PDAs,
etc.); and Users, the given components may have vulnerabilities and be attacked and
this will result in the compromise of confidentiality, integrity, and availability.

2.3 General Models

The pervious analysis in [8] was related using ATA technique taking into account the
vulnerabilities of system components. To analyze BAS and system components and
receive the state probability we need to use the Markov model. In the Markov model
[9] we have possibility to add more components and eliminate them without any effect
on the analysis process. During the first step in analysis process we need to give a big
picture for system with all possible sates, which the system can be in throughout its
cycle life.

Use Markov model to draw the path of transmission of system without taking into
account the past of state, also we have possibility to add more sate path to system
analysis without need to change the another state, the analysis will be divided between
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use the (separated and common maintenance). In Fig. 3, the first model, which ana-
lyzes all the possible states of the system and shows the transmission between state and
recovery. In Table 1 it describes transmission and recovery between the states. When
the Markov model is developed, we have eliminated number of states as shown in

Fig. 3 Markov graph for BAS availability

Fig. 4a (first simplification).

Table 1 Description of parameters Markov graph

Parameter | Failure/recovery rates

APH Physical operation failure (hardware)

pPH Physical operation failure (hardware/repair)

APHr Physical failure operation (soft error)

pPHr Physical operation failure (soft hardware error/restart)

APHc Physical manufacture failure (hardware)

pPHc Manufacture failure (hardware/changing design)

AINS Intrusion failure (soft hardware vulnerability)

pINS Intrusion failure (soft hardware vulnerability/restart)

AMNSc Intrusion failure (severe hardware vulnerability)

pINSc Intrusion failure (severe hardware vulnerability/changing design)
ASD Failure caused by design fault (software)

pSD Soft error caused by design fault (software/restart)

ASDc Failure caused by design fault (software)

pSDc Failure caused by design fault (software/changing code)
AINSD Intrusion failure (soft software vulnerability)

pINSD Intrusion failure (soft software vulnerability/restart)

AINSDc | Intrusion failure (severe software vulnerability)

pINSDc | Intrusion failure (severe software vulnerability/changing code)
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Fig. 4 Simplified Markov model

Figure 4b shows the second simplified Markov graph. Second simplification is the
assumption of the successive manifestation of faults and vulnerabilities of component
BAS. Also, it is assumed that a fault or vulnerability will be eliminated from the
probability PR (PS).

2.4 Model Specification

We develop a few Markov model as shown in Table 2. The BAS analysis is divided
into security issues and reliability issues. The sates of transmission for Markov model is
divided according to these two issues. First, the security part is presented as Nv
(number of vulnerability); second is the reliability Nd (number of faults). The goal of
these model is to eliminate Nv, Nd in the minimum time of the system life cycle, and
recover to the maximum value of availability (Aygasconst) during period of time
(Tmsasconst). In some cases, the elimination process inside the system will not be able
to eliminate the vulnerability or design fault; in this case we add the maintenance
strategies, which give the support for system to increase the elimination process. In our
case we use two types of maintenances strategies:

(1) the common maintenance, which deals with design fault and vulnerability in same
time, and it means that the process of elimination will be sequential between
design fault and vulnerability;

(2) the separated maintenance, which deals with vulnerability and design fault sep-
arately one by one. In next section, we will be describing the characteristics of
maintenance strategies for two models: one with common maintenance and
another with separated maintenance.
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Table 2 Basic models BAS

Model The number of | The number of Number of Type of
name faults vulnerabilities maintenance Maintenance
MBASI1 0....... Nd 0....Nv 0 -

MBAS2 0....... Nd 0.....Nv o Common
MBAS3 0....... Nd 0....Nv (e o) Separate
MBAS4 0....... Nd 0....Nv 0....Np Common
MBASS 0....... Nd 0....Nv 0....Ndp, O.... Separate

Ndv

3 Markov Model for Separate Maintenance

The model is also extended toward the base and includes additional separate state
maintenance procedures, the number of maintenance states doubled since considered
maintenance procedures, the purpose of which is to identify software faults only, and
on the other hand, only vulnerabilities. Marked graph is shown in Fig. 5.

e/
usable state

unusable state

maintenance state for
vulnerabilities

maintenance state for
software defects

@@o@

Fig. 5 Marked graph MBAS3 model for separate reliability/security maintenance
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Conditions modeling separate maintenance procedures are shown by the dashed
circles with different filling. Transitions in the maintenance of the state carried out a usable
state: the maintenance state for vulnerabilities - with the intensity of maintenance AMs, in
the maintenance state for software faults - with intensity AMr. Since we are considering
separate maintenance, formed two complete groups of events: the identification of vul-
nerabilities in the maintenance with the probability of not detecting vulnerabilities and
PCS with probability (1—PCS); identify software faults in the maintenance with the PCR
probability and failure to identify faults with a probability of (1-PCR).

Each maintenance state is performed by two transitions vulnerabilities: the first -
with PCS*uMs intensity simulates the detection and elimination of vulnerabilities for
maintenance, the second - with the intensity (1-PCS)*uMt simulates holding main-
tenance without identifying vulnerabilities. In the case of the removal of all vulnera-
bilities transition from the maintenance weighted intensity pMt.

Similarly, there is simulation of transitions from maintenance state on software
faults. Transitions with PCR*pMr intensity model identification and removal of soft-
ware faults for maintenance, transitions with intensity (1-PCR)*puMt model holding
maintenance without identifying faults.

4 Simulation and Comparative Analysis

Values of parameters for simulation were chosen the following as shown in Table 3.

Table 3 Values of input parameters of simulation processing

Symbol | Illustration Value | Unit
laR(1) | The intensity of the first fault manifestation BAS AD1 5e—4 | 1/hour
1aR(2) | The intensity of the second fault manifestation BAS AD2 4.5e—4 | 1/hour
1laS(1) | Intensity of the first vulnerability manifestation BAS All 3e—3 | l/hour
1aS(2) | The intensity of the second vulnerability BAS AI2 3.5e—3 | 1/hour
muR(1) | The intensity of the restoration with the removal of the first fault BAS uD1 | 0.5 1/hour
muR(2) | The recovery rate with the elimination of the second fault BAS pD1 0.4 1/hour
muS(1) | The recovery rate with the removal of the first vulnerability BAS Il 0.45 1/hour
muS(2) | The recovery rate with the elimination of the second vulnerability BAS pI2 | 0.34 1/hour
muRH | The intensity of the restart without removing faults uDH1 = pDH2 5 1/hour
muSF | The intensity of the restart without removing vuln. pIF1 = pIF2 6 1/hour
PR The probability of fault elimination of the BAS during recovery 0.9

PS The probability of eliminating the vulnerability of the BAS during recovery | 0.9

Nd The number of faults in the system BAS 2

Nv The number of vulnerabilities in the system BAS 2

laMj The intensity of the common maintenance AMj le=3 | l/hour
laMs The intensity of the maintenance separate in vulnerabilities AMs 5e—3 | l/hour
laMr The intensity of the maintenance separate in faults AMr le=3 | l/hour
muMt | The intensity of holding measures on common maintenance UMt 0.4 1/hour
muMs | The intensity of detecting and removing a vulnerability pMs 0.2 1/hour
muMr | The intensity of detecting and removing a fault pMr 0.3 1/hour

PCS The probability of identifying vulnerabilities in the maintenance process 0.4409

PCR The probability of identifying a software fault in the maintenance process | 0.388
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Fig. 6 Simulation results for BAS availability models

Results of simulation are illustrated by Fig. 6. The following conclusions can be
formulated according with simulation of BAS with two different strategy of
maintenance.

Graphs of availability function have the same view (Fig. 6): at the first stage
availability is decreased to minimum and then is increased to stable value. Hence, three
parameters should be taken into account:

— a value of availability function minimum Apgasmin (for the model MBASI —
0.99641, the model MBAS2 — 0.99286, for the model MBAS3 — 0.97864);

— avalue of availability function in stable mode Aygasconst (for the model MBAS1-
1, for the model MBAS2 — 0.9975, for the model MBAS3 — 0.9852);

— time of transition in stable mode Tygasconst (for the model MBAS1-28117 h, for
the model MBAS2 — 16225 h, for the model MBAS3 — 16810 h).

5 Conclusions

The paper analyzes Markov models which are used to research smart building BAS
availability and security considering maintenance strategies. The main strategies are
based on common and separated maintenance and the possibility to recovery system by
elimination the vulnerabilities and faults. Figure 6 shows the simulation of two
strategies and the difference between the time to recovery and the maximum value of
availability, the choosing of these strategies is done according to customer
requirements.
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Future steps include:

— development of integrated strategies for BAS maintenance oriented at Cloud
Computing taking into account reliability and security policies;

— investigation of the impact on the availability and the safety of other types of BAS
vulnerabilities.
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Abstract. The aim of the article was to develop a concept of a model that
allows for assessing the security control process, taking into account the eval-
uation indices of security, capacity and the level of service. For this purpose, a
hybrid model was proposed which used the computer simulation and fuzzy logic
method. The performed analysis allows for identifying relationships between
individual indicators and specification of the influence of one of the indicators
on the other ones. The proposed model extends the existing approach to the
security control process evaluation that was based on the independence of the
aforementioned evaluation criteria. Only one selected factor was considered.
The proposed model allows for selecting an appropriate structure of the tech-
nical system and the structure of the process including the criteria of security,
capacity and level of service.

Keywords: Security control - Airport - Multiple-criteria evaluation

1 Introduction

The Commission Implementing Regulation No. (EU) 2015/1998 imposes on airport
managers the obligation to designate boundaries between the landside and the airside.
The access to the landside area of an airport is possible after checking authorized
persons and after a security check. The aim of the article was to develop a model that
allows for assessing the security control process, taking into account the evaluation

indicators of security (efficiency), capacity and the level of service.

The aim of the security control process is the prevention of forbidden objects
specified [1]. The legislator allows for performing security control by means of various
control methods. For example, passengers undergo security control using at least one of

the following methods:

a manual search,

walk-through metal detectors (WTMD),

dogs for detection of explosives,

devices for detecting trace amounts of explosives (ETD),
security scanners,

devices for detecting trace amounts of explosives (ETD) combined with a hand-held
metal detector (HHMD).

© Springer International Publishing AG 2018
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Advances in Intelligent Systems and Computing 582, DOI 10.1007/978-3-319-59415-6_19
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Various methods of control also apply to objects brought to the operating area. The
legislator accurately specifies the possibility of using control methods; however, the
process implementation methods are not defined in such a precise way. As a result, the
process must be performed in various variants. Thus, it will be important for the airport
operator to perform the process in accordance with security requirements while
obtaining a specified efficiency of the system to ensure timely passenger service. The
existing research on this matter concerns an analysis of these notions; however, they
are described as separate issues.

Some scientific studies focus on examining the structure of the process and the
structure of the system of the capacity of security control [7-9, 12, 23]. In such studies,
an analysis of the sensitivity of the system on changes in selected parameters is per-
formed (the number of operators, the volume of individual areas, the number of devices
used etc.). This allows for designing an appropriate structure of the system. A com-
prehensive set of information on systemic analysis was presented in report [4].

Another group of scientific studies is devoted to issues related to the level of
service. Such studies mostly focus on the process management method (management of
the dynamic quantity of resources). The measure of the assessment are indicators
characterizing the level of service — mostly the queuing time, system evaluation by
passengers, functional availability of the system etc. There are a quite a few studies
devoted to this aspect [10, 11, 13, 17, 26].

A separate group of studies focus on security issues. In this case, analyses are per-
formed that concern the reliability of systems for detecting forbidden objects [3, 19-21].
These studies show the level of security a given structure of the system or individual
technical devices are characterized by.

At present, no approach is available that would allow for simultaneous
multi-criteria assessment of the analysed structure of the security control system and
process. The airport manager must adopt a management strategy for the system that
will guarantee reliability as regards forbidden objects and also will allow for avoiding
delays in flight operations, thus guaranteeing a high level of passenger service.
A multi-criteria assessment was already presented in other areas [2, 5, 6, 14-16, 18, 22,
24, 25, 27-30], which confirms that it is commonly used.

2 Concept of a Model of Multiple-Criteria Evaluation
of the Security Control System

The proposed concept of a multi-criteria evaluation assumes the development of a
model on the basis of which it is possible to determine evaluation indicators in a
parallel manner: reliability of detection of forbidden objects (efficiency), system
capacity and the level of service. Next, on the basis of the values obtained, the entire
system is evaluated, which allows for selecting the best solution for the pre-defined
boundary conditions.

As input data, the structure of the technical system of security control must be
determined as well as the method of performing the security control process (the
structure of the process). One should also define figures for the structure of the system
and process for determining output data. The concept of the multi-criteria evaluation of
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Fig. 1. Concept of a model of multiple-criteria evaluation of the security control process.

the security control system is presented in Fig. 1. It is based on a hybrid model using
computer simulation methods and fuzzy logic.

For example, it was assumed that the security control process would be performed
at a single security counter. In the system, there is a queue of passengers waiting for
security control with an unlimited volume of Q; = 00 passengers. The security
checkpoint system consists of queues for WTMD control (metal detection) and x-ray
control (detection using x-radiation). The volume of these areas is equal to Q, =
Qs = 8 passengers. This means that 8 passengers submitting their objects for x-ray
control can prepare for the WITMD control at the same time. It was assumed that all
objects belonging to one passenger would be treated collectively as 1 piece of baggage.
Detection of forbidden objects using a WTMD or x-ray device can be performed for 1
person/piece of baggage at the same time: Q4 = Qs = 1. The system also includes a
hand search and hand baggage control area. A passenger’s hand search and hand
baggage search is performed at the same time for 1 passenger/piece of baggage
Qg = Q7 = 1. At any given time, 5 pieces of baggage Qg = 5 and 2 passengers Qg = 2
can be waiting for manual control of baggage. A passenger’s objects that were not
subjected to additional hand search are collected at the collection area, which can hold
a total of 5 passengers Qg = 5. The diagram of a security counter is presented in Fig. 2.

The developed model performs the security process in a parallel manner for pas-
sengers in accordance with the algorithm we already presented in [10]. For the per-
formance of subsequent activities in the process, we assumed theoretical random
variables presented in Table 1.

Additionally, the time of a passenger’s control with a WTMD device was assumed
as deterministic equal 2 [s]. An appropriate probability of events was also adopted. The
probability of a passenger being directed to the hand search was adopted as 0.1. The
probability of detecting a metal objects with a WTMD device is equal to 0.99. The
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Fig. 2. Structure of the security control process
Table 1. Input data
Activity Distribution function
Passengers inter-arrival time Exponential (0.05)

Time of preparation for the control | Normal (60.20)
Time of x-ray control of the baggage | Normal (8.2)

Hand search time Normal (20.5)
Time of manual control of baggage | Normal (30.10)
Baggage reclaim time Normal (80.20)

Where: exponential(A), normal(u, ), dimensions are in [s].

probability of detecting an object with an x-ray device is 0.80. The probability of
baggage being directed to the hand search was adopted as 0.05. The probability of
detecting forbidden objects by means of a hand search is 0.95. It was also adopted that
in the level of service aspects, points are awarded on a 5 to 1 scale at an interval of 60 s.
A passenger who waited in the queue for less than 60 s will give 5 points to the system.
A passenger who waited in the queue from 60 to 120 s will give 4 points etc.

Performance of a computer simulation allows for determining the following
indicators:

e the reliability indicator of forbidden object detection X, — the share of correct
detections in the stream of passengers holding a forbidden object;

e the capacity indicator of the security control system X. — the average number of
controlled passengers within an hour;

e the level of service indicator X ,s — the average evaluation of the system depending
on the passenger’s queuing time.

Membership functions were assigned to input data from the simulation model to perform
fuzzy reasoning. It was assumed that each variable could be represented by a low or high
level. Membership function of the output linguistic variable is represented by a low,
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Fig. 3. Membership functions of the input and output linguistic variables (a) capacity of security
control counter, (b) efficiency of prohibited items detection, (c) level of service, (d) evaluation of
security control process.

average and high rate. Membership functions were developed on the basis of data
presented in [4, 7] and the knowledge of experts from the Airport Wroctaw (Fig. 3).

A set of rules was adopted to determine the index of the evaluation of the security
control. In the presented example, the weight is the same for all rules. The set of rules
has the following form:

R1: If (X, is low) and (X;,g is low) and (X, is low) then (Y. is low)
R2: If (X, is high) and (X;,s is high) and (X, is high) then (Y. is high)
R3: If (X, is high) and (X;,s is low) then (Y. is average)

R4: If (X, is low) and (X,,s is high) then (Y. is average)

RS: If (X, is low) and (X, is high) then (Y, is average)

R6: If (X, is high) and (X, is low) then (Y, is average)

R7: If (X;,s is low) and (X, is high) then (Y. is average)

R8: If (X, is high) and (X, is low) then (Y,. is average)

For the adopted input data, FlexSim software was used in which a simulation model
was used which allowed for the determination of input values for fuzzy reasoning.
Next, an evaluation model was built on the basis of a fuzzy logic method using Matlab
software.

The devices used for detecting forbidden objects often concern specific groups of
objects. For example, the WTMD device is used for detecting metal objects only. Thus,
the results obtained were presented in various groups depending on the type of for-
bidden object and the method of carrying it. The summary is presented in Table 2.
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Table 2. Evaluation of the security control process

Type of forbidden object XLoS | Xc |Xe |Ysc
Metal object carried by the passenger 495 |140/0.993.78
Explosive object carried by the passenger | 4.95 |1400.10 | 2.50
Metal object carried in the baggage 495 |140/3.713.71
Explosive object carried in the baggage [4.95 |140|3.71|3.71

For the adopted input data, the capacity of 140 passengers per hour was obtained.
Such a system would be evaluated at 4.95 points by passengers considering the waiting
time for a security check. The security technologies used, however, caused a difference
in the value of the obtained efficiency indicator. The minimal value was obtained for
detection of explosives carried by passengers. The maximum value of the Xe index was
obtained for detection of any objects carried in baggage. Such a differentiation also
contributed to the final value of the assessment of the Ysc process.

0 02 0.4 0.6 08 x|

Fig. 4. Relationship between efficiency and the evaluation of the security control process.

Analysis of process sensitivity was conducted as regards the influence of the Xc
indicator on the assessment of the Ysc process (Fig. 4.). It results from the conducted
analysis that using various detection methods for objects and an attempt at changing
procedures may influence the final evaluation of the system as regards Ysc €
<2.5,3.78 > . The maximum value of the index was obtained for detection of metal
objects carried by passengers. The minimal value of process evaluation was obtained
for the detection of explosives carried by passengers.

The analysis presented above was performed for theoretical input data. However, as
shown, the presented concept of the model can be used for an actual system after
performing actual research and implementing the results to the evaluation model.
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3 Summary

The article presents a concept of the model of assessment of the security control
process at the airport, which takes into account 3 indicators. The first of these is
capacity. It is of strategic importance for the airport manager who strives to obtain the
highest possible value of capacity. The efficiency indicator is an index opposite to
capacity. Detection of forbidden objects is a key indicator for legislator and safety
aspects. The use of additional control methods reduces capacity. Therefore, it is
important to find an optimal solution guaranteeing punctual performance of the ground
handling process while keeping an appropriate level of safety at the same time. The
concept we present also allows for an evaluation of the system taking the aforemen-
tioned assumptions into account. The concept we present also takes into account a third
index, which concerns the level of service. This, in turn, has a significant influence of
the non-aeronautical revenue for the airport [10]. Thus, these are three key indicators
that have not been considered simultaneously in scientific literature so far.

Further studies will be aimed at acquiring data from a real system and assessing
various structures of the security control system and process to find the optimal
solution.
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Abstract. The paper proposes extension of the Continuous Integration prac-
tices with debug automation of unhandled exceptions. Goal of this improvement
is to reduce the amount of redundant work when inspecting hundreds of failed
tests from possibly the same reason, and to decrease time necessary to provide a
fix to the codebase. The suitable CI infrastructure is proposed and an automatic
method how to eliminate duplicated bugs is discussed. Also an example of such
automation in the Windows operating system is presented.

Keywords: Continuous integration - Debug automation -+ Unhandled
exceptions - Error reports - Statistic based debugging

1 Introduction

All software contains bugs. Some of them are detected during the stage of development
(i.e. by running automated tests), but some of them are released with software to the
users, and result in crashes. When the volume of crashes is very high, it becomes
impossible to investigate all single occurrences of a bug, especially when the most of
them are duplicates (single bug causing hundreds of clients or tests to crash). To
facilitate this problem, it comes in handy to have a process that will help to remove
duplicates, and group occurring problems into buckets representing bugs. The benefit
of this approach is quite obvious: instead of investigating the cause of failure of each
test, they are analyzed automatically and grouped into buckets, so the developer has to
investigate a reduced number of buckets that has already been initially debugged by
automates.

There can be distinguished 3 general use-cases for the debug automation systems:
(1) handling error reports coming from the users after software release, (2) monitoring
machine software and hardware configurations (i.e. corporate laptops/desktops in an
organization, monitoring causes of server crashes etc.) and (3) extending Continuous
Integration development process of complex systems.

The first use-case was well described by the Microsoft researchers from WER
(Windows Error Reporting) [1] — also this system is described further in this paper. The
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reason why special attention is paid to WER is because parts of it are used as a base in
the example in this paper. More details are discussed in Sect. 4 of this publication.

The second use-case has been described and analyzed by the [2], analyzing causes
of crashes of systems and applications of 200 research machines running Windows
XP1 in the EECS department at UC Berkeley. It is worth to be mentioned, that data was
gathered and analyzed using an internal version of WER system.

The main focus of this publication is gathered around the third use-case — the
extension of Continuous Integration with a debug automation process — to answer the
question what was the reason of a test failures. Most of the automatic tests that are part
of the Continuous Integration process follow the “3-As” pattern (Arrange, Act, Assert).
In “Arrange” phase all necessary inputs and preconditions are set. The “Act” phase
invokes object or method under tests with data prepared in previous phase. The
“Assert” phase checks, whether the output of the “Act” phase meets expected result.
Also “Assert” is a phase, where test decides if it was failed or passed. But when
something unexpected happens during “Act” stage, test also fails but not due to dif-
ferences in expected output.

When test fails due to expected result mismatch it is often quite obvious why — so
there should be no reason to automatically debug it. But when the test fails because of
the unhandled exception resulting in application (or operating system) crash, the reason
is often unknown and needs further investigation — so it is important to address such
cases.

Other aspects related to the software development methods were discussed in
previous publications [3]. Also, this publication emphasizes an innovative approach in
Continuous Integration set of practices — to investigate not all failed tests, but auto-
matically debugged reasons of those test failures caused by unhandled exceptions —
other aspects of automations in software development process can be found in [4].

For the sake of this publication, the following definitions are used: error/exception —
behavior of the computer program not intended by the programmer, unhandled
exception — exception that was not handled by the program code causing it to crash,
crash — unexpected program exit due to error/exception, bug/root cause — single cause of
one or more errors in program code, bucket (noun) — error signature allowing one to
group problems, bucket (verb) — process of classification error reports into buckets, call
stack — ordered list of frames, in this case from the time when a crash occurred, order
indicates relation between frames (caller), frame — consists of module and offset, often
translated to function name using debug symbols, post-mortem debugging — process of
finding root cause of the error after crash occurred using data collected during that crash,
i.e. crash reports.

Section 2 of this publication contains description of the Continuous Integration set
of practices including Continuous Delivery and Deployment, also with the extension of
them with debug automation process. Section 3 discusses the idea of bucketing algo-
rithms, Sect. 4 provides a complete example of the debug automation process in a
Windows environment with description of the WER system. Section 5 concludes this
publication, summarizing the automation process and emphasizing areas for
development.
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2 Continuous Integration and Automating the Debug Process
of Unhandled Exceptions

As the basis of this paper are the practices of Continuous Integration, Delivery and
Deployment, it is worth to shortly describe them and emphasize relations between
them. More complex analysis of these (and other aspects of automations in software
development process) can be found in another paper written by authors [4].

The Continuous Integration (CI) is a set of practices, known for a long time, but
formally introduced as part of the eXtreme Programming methodology, and then well
described by Martin Fowler [5]. He has distinguished the 11 most important practices
of CI: (1) “Maintain a Single Source Repository”, (2) “Automate the Build”, (3) “Make
Your Build Self-Testing”, (4) “Everyone Commits To the Mainline Every Day”,
(5) “Every Commit Should Build the Mainline on an Integration Machine”, (6) “Fix
Broken Builds Immediately”, (7) “Keep the Build Fast”, (8) “Test in a Clone of the
Production Environment”, (9) “Make it Easy for Anyone to Get the Latest Executable”,
(10) “Everyone can see what’s happening” and (11) “Automate Deployment”. It can be
concluded in one sentence: the CI set of practices provides rapid feedback about
committed change quality, and helps to avoid integration problems.

Continuous Delivery [6, 7] is the practice of developing software in a way, where it
is always ready to be deployed to the production (software is deployable through its
lifecycle and the development team prioritize keeping the software deployable over
time spent working on a new feature). Continuous Delivery is built on the CI (adding
stages responsible for deploying an application to production), so in order to do
Continuous Delivery, you must be doing Continuous Integration. Continuous
Deployment is a practice built on Continuous Delivery. Each change is automatically
deployed to the production (which might result in multiple deployments per day). The
main difference (and the only one) between Continuous Delivery and Continuous
Deployment is that the deployment in Continuous Delivery depends on business
decisions and is triggered manually, and in Continuous Deployment each “good”
change (the one that has not broken the build and passed all of the tests) is immediately
deployed to the production [6, 8].

When the developed application is very complex, consisting of many components
with thousands of tests, sometimes information that the test failed may not be sufficient.
Especially, when after the commit hundreds of tests start to fail at the same time.
Inspecting all of them may be a time-consuming task. After all, it may be a single bug
that caused multiple tests to fail.

As mentioned before, when a developer is receiving hundreds or thousands of error
notices, it is almost impossible to investigate all of them, especially when they can have
a single root cause (bug). Having a process that extends the default Continuous Inte-
gration process might be very crucial for complex systems, reducing time needed to fix
the bugs, and also prioritize them.

The proposed method also reduces the chance of test noise (when unstable test or
environment where application is being tested crashes but the cause is not in the
application under test) influencing the results. The test noise can be explained using the
example: tested application is a windows kernel mode driver - each application running
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in kernel mode shares a single virtual address space and because of this a crash in
kernel mode results in an entire operating system crash. One of the test failure con-
ditions might be detection of a system crash. But when the system crash occurred
because of another faulty driver (not the tested one), the test will be marked as failed,
but the reason of this failure was not related to the tested application — so noise was
generated, and developers need to investigate this issue, wasting their time. Having
automated the process of debugging, such cases can be quite easily filtered out,
pointing to which test failures are noise-related.

Extension of CI process, with debug automation, has been presented on Fig. 1.
Starting from the beginning, the developer commits his change to the source code
repository. Then, CI server detects that new change was introduced to the repository
and starts the build (compilation, static analysis etc.). When the compilation process is
finished, automated tests are executed. Depending on the complexity of developed
system, this step can be executed in hundreds of thousands of machines (physical or
virtual). During this phase, due to errors introduced to the source code by developers, a
tested application often crashes.

Default CI process

_____________________ ~
| CT Server prepares and Application is crashing , |
Developer . . error reports are generated
| . deploys the build with .
commits (i.e. memory dumps and |
change through .
| change to the L acquired by debug
f deployment pipeline . |
| repository automation system )
Devel ;
| cveoper Continuous |
Integration Server |
» Automated tests
| and Deployment |
Pipeline
LA _sowceeode L1 L 11
repository
‘ Buckétmg Debug automation [« Error ??p.Or‘S ‘
‘ algorithm acquisition |
‘ Debugged and clustered Error reports are debugged in an automated ‘
‘ root Causes of errors are way (i.e. using command -line debuggers ), ‘
provided to developers and necessary data are gathered (application
‘ for fix source code, debug symbols ) |
- - = J

Debug automation

Fig. 1. CI process with the proposed debug automation

In the proposed extension of default CI process, the Error reports acquisition stage
defines how the error report is prepared when the crash occurred, and how it is sent to
the next stage. The Debug automation is a stage, where from each acquired error report
all necessary data is extracted (using debugger). The last stage, Bucketing algorithm, is
to generate an appropriate bucket for the extracted debug data — the unique identifier of
a bug.
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After that, a report of failures is presented to the user. It contains not only infor-
mation of which tests failed, but also the reason for those failures. It is very important,
because hundreds of failed tests can have a single root cause, so the developer does not
need to investigate each test, but only the reasons represented by the buckets. It
significantly reduces the time to fix an issue in the source code.

The main advantage of the proposed debug automation process is a significant
reduction of work and time needed to find and fix bug introduced to project source code
during development having CI process set up. It’s achieved by not analyzing all failed
tests, but looking into distinct reasons of those test failures (which were debugged
automatically) instead.

The implementation of debug automation extension in default CI process requires
to solve some additional problems: method of error reports generation during the
unhandled crash (currently all modern operating system can handle this case), method
of error reports acquisition from test environment to debug servers or collecting
additional debug artifacts from build stage needed by a debugger (i.e. debug symbols).

3 Bucketing Algorithms

Accuracy of the bucketing algorithm is crucial in debug automation systems analyzing
high volumes of incoming data. The ideal bucketing algorithm should strictly maintain
the property of orthogonality: one bug per bucket, and one bucket per bug [1]. “Second
bucket problem” appears when multiple crashes caused by the same bug spread into
more than one bucket, and “long tail problem” appears when multiple buckets con-
taining a small number of crash reports, represents a single bug [1, 9].

In WER [1], all bucketing heuristics (client-side labeling and server-side classify-
ing) have been divided into two main categories affecting the impact of a heuristic to a
final bucket: expanding (to prevent assigning different bugs into one bucket, increases
the number of buckets) and condensing (to assure that no two buckets represent the
same bug, decreases the number of buckets). Also those two types of heuristics should
not be conflicting with each other, instead they should be complimentary — expanding
should not introduce new buckets for the same bug, and condensing should not put two
bugs in one bucket [1].

In the server-side bucketing of WER, more than 500 heuristics have been imple-
mented into windows debugger extension “!analyze” in 100 000 lines of code [1]. The
most important ones are C1 to C5 — they allow the algorithm analyzing memory dump
to identify thread context and stack frame which most likely caused the crash. Result of
running “!analyze” command in windows debugger result in generating of a BUCK-
ET_ID, i.e. the one presented on the Listing 1.

According to the [9], depending only on WER bucketing heuristics may result in a
“long tail problem”, thus there is a need of a more complex method. Another approach
may be using the call stack of the thread when the crash happened - comparing error
reports between each other based on a call stack similarity metric, and assigning them
to one bucket when a threshold for similarity is reached.

Call stack is a stack (linear data structure of LIFO type — Last In, First Out) of
actively executed program functions. On top of it there is a function that is currently
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executed by the operating system. The great advantage of the method comparing
exceptions using call stack similarities is that it can be used to compare call stacks of a
multi operating system application, allowing one to classify errors that happened on
different operating systems (i.e. shared module used in Windows and Linux). This
similarity may be computed using simple string-like similarity (i.e. Levenshtein dis-
tance) or a much more sophisticated method, like the one proposed by the Microsoft
Research Team, Position Dependent Model (PDM) that’s part of a more complex
method called ReBucket [9]. However, those methods are complicated, including call
stack pre-processing (i.e. for removing recurrences and “safe functions”, unification of
C++ templates etc.). However, sophisticated methods of generating failure buckets are
very complicated problems and exceeds the scope of this publication.

4 Example

In the Windows operating system, the processor can run in two different modes: user
and kernel [10]. All normal applications, and some of the drivers, run in user-mode,
which means that when they are started, the Windows operating system creates the
process for them with private virtual address space and the handles table. Because
application virtual address space is private, one application cannot affect the data of
another application. When the crash occurs, it is limited only to that application, other
applications and operating system are not affected. Code running in kernel-mode shares
a single virtual address space — this means that kernel-mode drivers are not isolated
from each other and can damage each other and also the operating system, so if a
kernel-mode driver crashes, the entire operating system crashes (displaying the “Blue
Screen of Death” - BSOD).

Windows Error Reporting (WER) [1] is a distribute post-mortem debugging system
developed by Microsoft and partially is a part of the Windows operating system. It
originated from two initiatives from Microsoft developers: the Windows team devel-
oped a tool to automatically diagnose the most likely cause of the crash from a core
dump, and an Office team tool to automatically collect mini dumps (stack trace with
subset of heap memory) when the unhandled exception occurred. A combination of
those two tools, automatic diagnosis with automatic error data collection, resulted in
the creation of the WER service. The first program shipped with WER client side code
was MSN Explorer.

The goal of the WER system, according to its authors, is to diagnose and correct
every software error on every Windows systems. To achieve this goal, considering the
enormous number of systems running Windows, WER must be scalable and able to
deal with a big inflow of error reports every hour. So, to reduce the cost of error
reporting when the volume is high, WER uses progressive data collection. Most of the
buckets contain only a bucket identifier. When additional data is needed (i.e. this is the
first signature of the problem), WER can collect additional information like mini dump,
full memory dump or memory dumps of related processes. If the solution is already
known for WER for the provided problem signature, the user is automatically provided
the solution via a URL sent to him.
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To achieve progressive data collection, WER uses a set of heuristics first on the
client machine (called labeling) and then on the WER servers (called Classifying).
Labeling, the client-side bucketing, is an important step, because in most cases only a
bucket label will be sent to the WER servers.

To sum up the general WER system design: when the error condition is detected on
the client machine, a special error with label bucket is generated and sent to the WER
service. It stores the information about that error occurrence and, depending on the
information it already has for the provided bucket label, it may request more details
from the client machine (i.e. mini dump) or redirect a user or administrator of the client
machine to an already known solution. When a crash occurrence for a bucket exceeds a
threshold, WER automatically generates a bug report for developers in the bug tracker
to investigate the issue [9]. According to the data collected and analyzed by Microsoft
researchers [1], in comparison with errors reported by humans, bugs found by WER are
4.5 to 5.1 times more likely to be fixed.

Despite WER there are some already existing systems for generating error reports,
acquiring and debugging them, like Apple’s CrashReporter for Mac OS X [11] or
Mozilla’s Crash Reports [12]. Also, all modern operating systems are capable of
generating appropriate reports when the unhandled exceptions occur.

The Symbols files (.pdb) [13] in the Windows operating system are files generated
by the compiler during the project build stage. They contain the following information:
public symbols (typically all functions, static and global variables), a list of object files
that are responsible for sections of code in the executable, frame pointer optimization
information, name and type information for local variables and data structures, source
file and line number information. They are used by the debugger to show developers
more user-friendly information i.e. function names instead of offset value. They can be
stored in Symbols Server by using the Microsoft Symstore utility.

A simplified example of a crashing Windows user-mode application will be con-
sidered. Figure 2 presents the entire infrastructure with all stages: (1) first, developer
commits his change to the repository (in this example: missing NULL pointer check in
function “GoLeft”), (2) committed change is automatically detected by the CI server
(3) which performs compilation and building process. (4) After successful compilation
debug symbols are added to the Symbols server (using Symstore utility). During the
next step (5) CI server deploys the tested application to the test machines imitating
production environment (but having set the registry key to create memory dumps for
unhandled exception crashes) and perform tests. Some tests will fail due to missing
NULL pointer check. Then, (6) CI server sends memory crash dumps to servers run-
ning debuggers (cdb.exe). The most important parts of debugger output have been
presented on Listing 1. After that, CI server presents to the developer information about
the results - in this example, an unhandled exception for the reason (missing NULL
pointer check in “GoLeft” function) represented by the bucket from Listing 1. gener-
ated by WER heuristics in “lanalyze” command of windows debugger. So, after that,
the developer immediately can see what the root cause was of those failures, and
quickly commit the fix. Handling crashes from kernel mode applications (drivers) in
the Windows operating system is very similar — instead of using cdb.exe debugger, the
kd.exe debugger should be used.
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' h
' i
' 1
' BUCKET_ID: NULL_POINTER_READ_CppConsoleApplication!BinaryTreeSearch::GoLeft+52 !
' I
' 1
' !

Listing 1. The most important part of debugger (cdb.exe) output after crash dump analysis

5. CI server executes automatic tests
on test machines and collects results
of those tests (including memory
dumps from crashes)

3. CI server performs Test machines
compilation of the
source code and prepare

build

1. Developer - 4. When the compilation was successfull,
. 2. Change is debug symbols are stroned in Symbols
oMM | getected by CI
change to the Y Server
. server
repository Symbols server

Developer

Source code
repository

7. CI Server presents to
the developer results of
automatically debugged
reasons that caused
tested application to
crash

6. CI server sends
memory dumps to
servers that runs
debbugers to
automatically debug
them — using symbols

Servers running debuggers from Symbols Server

Fig. 2. Example of CI infrastructure with the debug automation extension

5 Conclusion

When the developed application is very complex (contains multiple modules, devel-
oped by many developers), benefits of extending the typical CI process by automating
debugging are obvious — reduction of redundant work spend by programmers to narrow
down the root causes of failing tests due to an unknown reason (unhandled exception
causing crash), and shortening the time needed to fix errors in the application. The
more the system is complex (contains more automated tests), the more advantages
come from debug automation.

This paper discussed the Continuous Integration set of practices, and the problem of
test failure due to unhandled exceptions, and proposed the solution with an example of
implementation — the debug automation in Windows Operating system. The single
bug introduced in a line of the code (missing NULL pointer check) caused different
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(and not relevant) tests to fail due to an unknown reason. Debug automation narrowed
this down to a single root cause in the source code, saving time in debugging different
cases with a common issue. Without this method, the developer would need to
investigate manually (reproduce error in his development machine) those cases.

However, crucial in terms of debug automation is the bucketing algorithm. Its
accuracy determines if developers will receive duplicated bug reports, or bug reports
with multiple different problems aggregated wrongly into a single bucket. Microsoft
researchers have done much work in this field [1, 9], but still there are many aspects
that need additional researches.

For the sake of this paper, the scope of provided example was reduced to Windows
operating system — this enables usage of heuristics implemented by Microsoft engi-
neers in WER parts of the debuggers to generate a bucket (using “!analyze” command
in KD or CDB debuggers). However, in some cases this approach is not sufficient [9]
and there is a need to use more sophisticated methods, i.e. using call-stack similarities.
Also, using call stack similarities methodology to compare error reports allows com-
parison of errors from different operating systems (for example when there is a shared
module used by both, Windows and Linux applications). But dealing with call-stacks
introduces other problems like how to calculate similarities, or how to treat recursions,
“safe functions”. Many of the aspects mentioned before will be the subject for further
researches.
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Abstract. Self-oscillating modes in computer networks control systems
quite negatively affect the characteristics of these networks. The prob-
lem of finding the areas of self-oscillations is actual and important as the
study of parameters of self-oscillations. Due to the significant nonlinear-
ity of control characteristics, the study of the oscillatory modes presents
certain difficulties. This paper describes the technique of research of self-
oscillating modes on the basis of the control theory. This material is
rather methodical than exploratory one.

Keywords: Traffic active management - Control theory - Self-
oscillating mode

1 Introduction

While modeling technical systems with control it is often required to study char-
acteristics of these systems. Also it is necessary to study the influence of system
parameters on characteristics. In systems with control there is a parasitic phe-
nomenon as self-oscillating mode. We carried out studies to determine the region
of the self-oscillations emergence. However, the parameters of these oscillations
were not investigated. In this paper, we propose to use the harmonic linearization
method for this task. This method is used in control theory, but this branch of
mathematics rarely used in classical mathematical modeling. The authors offer
a methodological article in order to introduce this method to non-specialists.
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2 The RED Congestion Adaptive Control Mechanism

To improve the performance of the channel it is necessary to optimize the queue
management at the routers. One of possible approaches is the application of the
Random Early Detection (RED) algorithm (see [1,5,9,11,14]).

The RED algorithm uses a weighted queue length as factor determining the
probability of packet drop. As the average queue length grows, the probability
of packets drop also increases (see (1)). The algorithm uses two threshold values
of the average queue length to control drop function (Fig.1):

0, 0 < Q < Qminv
p(Q) = %pmmm Qmin < Q < Qma)u (1)
17 Q > Qmax-

Here p(Q)) — packet drop function (drop probability), @ — exponentially-
weighted moving average of the queue size average, Qmin and Qmax — thresholds
for the weighted average of the queue length, pmax — the maximum level of
packet drop.

Qmin Qmax Q

Fig. 1. RED packet drop function

The RED algorithm is quite effective due to simplicity of implementation
in the network hardware, but it has a number of drawbacks. In particular, for
some parameters values there is a steady oscillatory mode in the system, which
negatively affects Quality of Service (QoS) indicators [10,15,19]. Unfortunately
there are no clear selection criteria for RED parameters values, in which the
system does not enter in self-oscillating mode.

To describe the RED algorithm we will use the following continuous model

N W (W (t-T(Qt .
W(t) = T(éﬂg) - éj)“‘(t_(T(QSt)) ))p(t - T(Q, t))»

Q) = 7o N(®) — C; 2)
Q(ﬂ = _quQ(t) + quQ(t>-
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(see [4,6,7,12,13,16,17,20]) with some simplifying assumptions:

— the model is written in the moments;

— the model describes only the phase of congestion avoidance for TCP Reno
protocol;

— in the model the drop is considered only after reception of 3 consistent ACK
confirmations.

In (2) the following notation is used:

— W— the average TCP window size;

— @— the average queue size;

- Q— the exponentially weighted moving average (EWMA) of the queue size
average;

— (C— the queue service intensity;

— T— full round-trip time; T' =T}, + %, where T}, — round-trip time for free
network (excluding delays in hardware); % — the time which batch spent in
the queue;

— N — number of TCP sessions;

— p— packet drop function.

3 Harmonic Linearization Method

The method of harmonic linearization is an approximate method. It is used
for study of start-oscillation conditions and determination of the parameters of
self-oscillations, for the analysis and evaluation of their sustainability, as well as
for the study of forced oscillations. Harmonically-linearized system depends on
the amplitudes and frequencies of periodic processes. The harmonic lineariza-
tion differs from the common method of linearization (leading to purely linear
expressions) and allows to explore the basic properties of nonlinear systems.

We will use the block-linear approach in control theory [3]. According to this
approach, the original nonlinear system is linearized and divided into blocks.
These blocks are characterized by the transfer function linking the input and
output values. The method of harmonic linearization is used for systems of a
certain structure (see Fig.2). The system consists of linear part H; and the
nonlinear part, which is set by function f(z). It is generally considered a static
nonlinear element.

For the harmonic linearization method free movement mode (input g(¢) = 0)
is assumed. The free harmonic oscillations are applied to the input of the non-
linear element:

x(t) = Asin(wt). (3)

On the output of the nonlinear element f(z) we get a periodic signal. Let’s
expand it in a Fourier series:

M8

f(z) = % + 57 (g sin(kwt) + by, cos(kwt)), (4)

ES
Il

1
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o0 f@) ,

Fig. 2. Block structure of the system for the harmonic linearization method

where the coefficients of the Fourier series have the following form:

1 2w
ap = — f(Asin(wt)) sin(kwt)d(wt);
T Jo
1 27
b, = — f(Asin(wt)) cos(kwt)d(wt); k=1, 00.
T Jo
In this case we assume that in (4) agp = 0, in other words the constant

component is absent.

The linear element is a low-pass filter, that is, when k is increasing the linear
elements suppress higher harmonics. We will consider only the first harmonics.
Then (4) will be presented in the form:

f(z) = aq sin(wt) + by cos(wt), (5)
where
1 27
a = — ; f(Asin(wt)) sin(wt)d(wt);
by = % ; 7rf(A sin(wt)) cos(wt)d(wt).

From (3) you can write:

sin(wt) = %;
oy Ldr_ 14 )
ORI T s at T Awat”

Then we may rewrite (5) with respect (6):

"(A) d
Fla) = () + 2 A Lo — (4,00, ™
w dt
where H,;(A,d;) — approximate transfer function of the nonlinear unit, »(a)

and s (a) are the harmonic linearization coefficients:

al 2 . .
x(A) = q= Aiw f(Asin(wt)) sin(wt)d(wt);
b1 o (®)

# (A) f(Asin(wt)) cos(wt)d(wt).

=4 4,
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After finding the coefficients of harmonic linearization for given nonlinear
unit, it is possible to study the parameters of the oscillation mode. The existence
of oscillation mode in a nonlinear system corresponds to the determination of
oscillating boundary of stability for the linearized system. Then A and w can be
found by using stability criteria of linear systems (Mikhailov, Nyquist—-Mikhailov,
Routh-Hurwitz). Thus, the study of self-oscillation parameters can be done by
one of the methods of determining the limits of stability of linear systems.

3.1 The Nyquist—Mikhailov Criterion

This criterion belongs to analytical and graphic criteria. It has remarkable graph-
ical representation of the system behavior and regions of existence of the oscil-
latory mode.

The Nyquist-Mikhailov criterion — [18] allows to judge about the stability of
the open-loop automatic control system by using Nyquist plot (amplitude-phase
characteristic) of the open-loop system.

Make the substitutions 9; — iw and s — 9; — iw in the transfer function.
Undamped sinusoidal oscillations with constant amplitude are determined by
passing the amplitude-phase characteristics of the open-loop system through
the point (—1,1i0).

The characteristic function of the system is:

1+ H,(iw) =0,
H,(iw) := Hi(iw)Hpy (A4, iw).

where H, — the transfer function of the open-loop system.
Thus:
Hl(iw)Hnl(A,iw) =—-1. (9)

Given by (7) from (9) the equality is obtained:

1

=

(10)

The left part of the Eq. (10) is the amplitude-phase characteristic of the linear
unit, and the right part is the inverse of the amplitude-phase characteristic of
the first harmonic non-linear level (with opposite sign). And the Eq. (10) is the
equation of balance between the frequency and the amplitude.

This type of criterion is also called as a Goldfarb method.

Sometimes it is more convenient to write the Eq. (10) in the following form:

(A) + 15 (A) = —m. (11)

This type of criterion is also called as a Kochenburger method.
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4 Harmonic Linearization of the Linearized RED Model

To rewrite the model (2) in the block-linear approach we need to linearize it. We
will follow the article [6].
Let’s write linearized system:

5W(S) = _s+ 01;7*2 (i+e75Tf) g]\?;f e_STf 6p(s)7
1 Nf(SW( )
0Q(s) = — s);
C’?( ) s+71"—f Ty (12)
6Q(s) = 1+$6Q(5)3

op(s) = PREDﬁ(sQ(S)a

where the balance point is denoted by f index, variation is denoted by ¢, and

07 0< Q < Qmin;
PRED = %a Qmin < Q g anaX7
0, Q > Qmax-

Based on (12) the block representation of the linearized RED model (Fig. 3)
is constructed.

1 N oq
s+ T

S+Tf f
—sTy

Fig. 3. Block representation of the linearized RED model

Let’s reduce the block diagram of linearized model (Fig.3) to the form
required for harmonic linearization.
As a static nonlinear function we will use Prgp. The linear part is follows:

1 C*Ty o, 1 N 1

H;, = e X — X
: s+ gyz(L+emTr) 2N s+ 15 1+ 3%

1 1 1 C? o1y

s+ A+ e T) 5t 4 1+ 755 2N

(13)

In the block representation the diagram from Fig. 3 will be as shown in Fig. 4.
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O—— P ;

Fig. 4. Block representation of the linearized RED model for harmonic linearization

Let us compute the coefficients of harmonic linearization s(a) and »'(a) (8)
for the static nonlinearity Prgp:

/2
#(A) = Aiﬂ/o Prep (Asin(wt)) sin(wt)d(wt);
w/2
7 (A) = %/0 Prep (Asin(wt)) cos(wt)d(wt).
We will get:

Omax
4 Pmax

= Afﬂ.i@ma}( O sin(wt)d(wt)

Amin

#(A)

_ 4 Pmax
Aﬂ' Qmax - Qmin

Qmax 4 Pmax (COS Qlpin — COS CVrnax)

— cos(wt ;
( ) Qmin Am Qmax - Qmin

(14)

Omax
4 Pmax

Qmin
4 DPmax

- E Qmax - Qmin

#(A)

AXmax

_ i Pmax (Sin Qmax — Sin amin) (15)
Q'min Arm Qmax - Qmin .

The values of sin and cos from integration limits iy and qupax:

2
. . Qmin Q i
xr = ASIH Qmpin = anin; SIN Oin = A ; COS Qin = 1- AfHQm’
16
LT

. . Qmax . o max
x = Asin Qmax = Qmax; SIN Omax = ; COSOmax = 1

-

sin(wt)

Thus, from (14) and (15) with the help of (16) we will get:

4 Pmax Q2 i Q2
A —_ 1 _ min 1 _ max \ .
%( ) Am Qmax - Qmin ( A2 A? )’
4 Pmax Qmax - Qmin 4pmax
/ —_ =
* (A> B Am Qmax - Qmin A A2r

(17)
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Thus, from (10), (13) and (17) we may derive:

1 1 1 072 —iwTy
iwt g (1+ e ™M) iw+ 72 14 54 2N
Am 1 len Qmax
=— [ —(\/1 - -1 )J”Z] (18)
4pmax Qmax - Qmm

For clarity, it is possible to plot parametric graphs on the complex plane
separately for left H;(i,w) and right —1/H,;(A) parts of the Eq. (18) (of w and
A respectively) (see Figs. 5 and 6). The intersection of the curves gives the point
of emergence of self-oscillations.

For the example of the calculation we have chosen the following parameters:
Qumin = 100 [packets], Qmax = 150 [packets], pmax = 0.1, T, = 0.0075 s, wy =
0.002, C' = 2000 [packets]/s, N = 60 (the number of TCP sessions). As a result
we obtained the following values for the amplitude and the cyclic frequency:
A = 1.89 [packets], w = 16.55s1.

The traffic behavior can be demonstrated by using the standard computer
networks simulation software NS-2 [2,8]. For selected parameters we will get the

Imaginary part of , and I,
Imaginary part of 1, and .

0.00 +

) “Hi'(A) - - Initial points “H(@)  — Hu(4) _+ + Initial points

“150 =T = o 50 100 150 200 750 %% 005 0.00 005 T10
Real part of 11, and -1, Real part of 4, and i,

Fig. 5. Nyquist plot for system (18) Fig. 6. Nyquist plot for system (11)

T T
Queue Length ——

CWND [pkt]
Queue Length [pkt]

Fig. 7. A sliding window size changes Fig.8. A router’s queue oscillation
at the source under RED control
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graph of the window size change (at the traffic source) (Fig.7) and oscillations
of the instantaneous queue length at router under RED control (Fig. 8).

5 Conclusion

The authors demonstrated the technique of research of oscillatory modes of the
systems with control. We tried to explain this technique for mathematicians
unfamiliar with the formalism of the control theory. We plan to apply this tech-
nique to the study of a wide range of algorithms of traffic active control. Also
it is interesting to compare these results with the previous results obtained for
self-oscillation systems with control.
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Abstract. Along with the continuous development of wireless networks a
problem with the availability of free bandwidth occurs more often. The amount
of distortion is growing at an alarming rate, which cannot be containing in any
way. The only solution is to develop systems that can dynamically adjust to the
prevailing conditions. The article presents a description of the tests performed
CSMA/CA (EMCD-Effective Multichannel Detector) multichannel detector
designed by Transbit Sp. z o. o. in the framework of the project financed by
Polish National Centre of Research and Development for advanced spectrum
management. Testing the detector has been implemented in the MATLAB
simulation environment.

Keywords: OFDM - CSMA/CA - Multi-channel

1 Introduction

Most modern wireless networks IP (Internet Protocol) based on CSMA/CA (Carrier
Sense Multiple Access with Collision Avoidance) access method. It is different from
that used in wired Ethernet networks, in which collisions are detected and frame
retransmissions are enforced. The main feature of the CSMA/CA is to avoid the
emergence of conflicts on the basis of the listening network status. If two stations at the
same time want to send data, the only one of them will be able to do it. CSMA /CA
properties are the object of many researches i.e.: analysis of priority arbitration with
throughput optimization and prediction [1, 2], optimization in heterogeneous networks
[3] or random CSMA networks [4]. In the study of new network solutions CSMA
should perform a test. The test requires reliable equipment. Therefore, the authors
decided to develop and implement a CSMA multichannel detector. The article presents
a description of the tests performed multichannel detector CSMA/CA taking into
account the legal nature of the project. Small networks with a small amount of the
station seem to work well. In the case of a complicated topology, the waiting time for
giving data may be too long from the point of view of user’s expectations. Therefore,
the idea of action network on several frequency channels at the same time forced a
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quick suitable detector which detects signals carrier on all channels. Testing and the
results described in the article relate to the detector as described in [5, 6].

2 Testbed

The tested detector has been implemented in simulation environment Matlab. The
detector itself consists of nine modules supported by the main program (detector).
Additional modules simulate the phenomenon of interference. The most important
modules are described in the following next subsections.

2.1 Pseudorandom Numbers Generator

A pseudorandom generator creates a batch data for the construction of the OFDM
signal. The diagram shows the following Fig. 1.

Pseudorandom Pseudorandom
Input data ————— numbers
output data
generator

Fig. 1. Pseudorandom numbers generator scheme

2.2 Inverse Fast Fourier Transform Module (IFFT)

The data of the generator are used to build the preamble and OFDM symbols [7, 8].
Subcarriers of this modulation are modulated using QPSK modulation. Framer is
responsible for correct formation of OFDM symbols. Figures 2 and 3 show respec-
tively the OFDM signal generated without interference, and its spectrum.
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Fig. 2. Generated OFDM signal
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Amplitude spectrum of OFDM signal
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Fig. 3. Amplitude spectrum of generated signal

2.3 Additive White Gaussian Noise Module (AWGN)

Generated OFDM signal is transmitted by the noised channel. It was created by using
the White Noise Generator with Gauss distribution (AWGN). As an input to this
function takes the OFDM signal, while the regulated parameter is the target signal-to-
noise ratio (SNR) in decibels (Fig. 4).

OFDM Signal [>— AWGN —— Noised signal

;

SNR [dB]

Fig. 4. AWGN module scheme

In addition, to check the resistance of the quality detection in the Simulator,
AWGN function at the input is the sum of the OFDM signal and narrow-band
interference.

2.4 Low-Pass Filter

Distorted (degraded) signal by AWGN is given at the input of a bandpass filter matched
to the width of the currently used channel. Because the spectrum of the signal consisted
of two symmetrical halves received as a result of digital Fourier Transforms are
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Magnitude Response (dB) and Phase Response
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Fig. 5. Low-pass filter characteristic

designed one low-pass filter (Fig. 5). After filtering the halves of the spectra have been
made in the complete spectrum of the signal using the Matlab fftshift (moves the
sample spectrum, so that a sample of zero was in the middle of the graph).

2.5 Energy Detector

Degraded signal, after filtering, is scanned in the channel by using energy detector,
which detects a signal level exceeding the set threshold, which triggers the correlative
detector (Fig. 6). Energy detector performs a summation of the squared values of
samples of OFDM signal in the length of 320 samples. This window corresponds to the
length of one OFDM symbol. After the calculation of the energy value for the duration
of one window, it compares its level from a previously defined threshold. The threshold
was schedule on the basis of receivers parameters (self-noise and the width of the
channel).
Achieving the required threshold of detection triggers correlative detector.

Detected chanel Detector Comparator Decision

!

Energy
threshold

Fig. 6. Energy detector module scheme
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2.6 Correlative Detector

The layout of the correlative detector is based on a method of Schmidl & Cox * 97.
Degraded OFDM signal is given to entry of the detector. Burst and peak detectors are
closely related. The first detects the signal in the window that has been declared in the
transmitter. In this window the peak detector, based on the analysis of these dwellings,
generates a correlation peaks and counts them. If it detected all peaks (10 on the
symbol), the correlative detector tool would tell you that the signal has correct syn-
chronization (Fig. 7).

Noised OFDM
signal

Burst detection Peak detection

Fig. 7. Correlative detector module scheme

3 Tests

3.1 Tests Description

The test scenarios consist in validation the detection process determined by the
probability of correct detection (Py) in the channel with white noise and narrowband
jamming signal. The study was performed for two channel width: 1 and 2 MHz. The
ratio of the amplitude of the interference to OFDM signal is given in decibels:

xdist [dB] — ZOZogIO xdist (l)
XOFDM XOFDM
where:
Xdist — jamming signal amplitude,
Xorpm — OFDM signal maximal amplitude.

The following tests have been performed for each channel: at a constant
signal-to-noise ratio changed the level of interference in OFDM signal levels in the
range of —40 to 0 dB. The measurements were repeated 1000 times to determine the
probability value of correct synchronization. The above study was repeated for
SNR = 6, 10, 15, 20, 25, 30 dB. SNR = 6 dB noise value of their own real receiver.

3.2 Results

The chart depicted in Fig. 8 illustrates the OFDM signal in time domain, energy level
of the signal in the receiver, and the moment of reaching the energy threshold level that
was defined in the detector. The point at which the detector triggered the process of
correlative detection was delayed by reaching a threshold due to the measurement of
energy in the length of 320 samples. Once it has registered in its power window
exceeding the threshold detector starts correlative algorithm.
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In the case of the channel with white noise without interferences, work of correl-
ative algorithm was not disrupted in any way. Because the generated noise has a flat
frequency characteristic, did not affect significantly the outcome of cross-analysis.

Figure 9 shows the measurement results for OFDM signal in a channel with a width
of 1 MHz. For SNR equal 6 and 10 dB were obtained the worst results.
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Fig. 9. Probability of correct detection on 1 MHz channel
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Fig. 10. Probability of correct detection on 2 MHz channel

Above these values narrowband interfering signal amplitude equal to half of the
OFDM signal amplitude (—3 dB) does not interfere with the work of the correlative
detector and the probability of correct detection was oscillating within the limits of
95-100%. By SNR = 6 dB, 100% probability of correct detection was for X/
Xorpm < 10 dB. For the channel with a width of 2 MHz acceptable probability value
occurred for relative Xgi/Xorpm = —4 DB (at SNR > 10 dB). This channel has proven
to be more resistant than 1 MHz channel noise with high amplitude (Pps = 100% for
Xdist/XOFDM =—6dB at SNR =6 dB, Flg 10)

Studies have shown that a low signal-to-noise ratio (0 dB), in the absence of
narrow-band interference, does not adversely affect the process of detection. With
narrow-band interference, the channel on a narrower band showed lower effectiveness
of correct detection than the channel with a wider band.

4 Conclusions

Continuous increase in the use of wireless telecommunications networks forced work
on methods of a dynamic and effective management of available frequency band. The
application of multi-channel access methods allows for a significant increase in net-
work capacity and its resistance to interference. Research has shown that by increasing
the width of the channel increasing the bandwidth of the channel as well as its
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resistance to distortion of narrowband. Thanks to increasing effective throughput to
useful data.

Detector described in the article served as the research and development project for
create multichannel broadband radio by Transbit Sp. z o. o. Has it up to 4 MB/s in one
channel and range up to 30 km, while maintaining the quality of the transmission even
in a mobile application. Next, it is intended to extend research on the content presented
in the articles.
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Abstract. This work was carried out in order to examine the legitimacy of use
and to compare ongoing cost of cloud based (IaaS) and classic hosting for three
types of web applications. With a plethora of various cloud providers, increased
reliability and plummeting down daily ongoing cost — Infrastructure as a Service
seems to be a natural successor of traditional hosting for even fairly simple web
applications. However, there was unclear until now, how laaS compares to
a traditional hosting in terms of cost-effectiveness. In that article three different
types of sites were used to provide a clear answer which type of hosting to use to
justify ongoing cost and the same time assure an optimal performance of
a certain types of web applications.

Keywords: Cloud hosing * Traditional hosting - Web applications * Resources
consumption - Cost effectiveness analysis

1 Introduction

In the contemporary world, Internet is an indispensable element for most companies in
all significant market areas; a basis for the functioning of majority of the government
agencies, NGOs and large portion of individuals. Statistics [10, 11, 19, 21] indicate
that approx. 50% of world’s population has access to Internet, there is around about
1,8 billion active webpages, 6+ million computers online 24/7 and connected to the
global network, and lastly 42 PT (!) bytes of data transferred every second. Internet
has become a vital aspect for an increasing number (as for now 6,4% of total
employed people) of professionally active people that work from home on a daily
basis. Nowadays, it is not a difficult task to create even a complex website - there are
many tools [12, 13] that isolate a user from the technical side - so that he could focus
only on their needs, that is, filling the created site content. These solutions offer
a range of capabilities desired by surfers, and everything is delivered in a very user
friendly way. Every newly created web page or application needs a server to run on.
Nowadays, there are two practical options: traditional hosting (on a dedicated server)
or hosting in a cloud. Choosing the appropriate type of hosting for a web application
may be difficult.

© Springer International Publishing AG 2018
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2 To Cloud or not

In times of shrinking budgets many companies [5, 14], from small and medium-sized
businesses are looking for new ways to effectively ensure their web hosting needs.
Hosting environment is rapidly changing, and many people are now looking beyond
traditional hosting towards cloud one. Traditional approach comes mainly in two forms,
dedicated and shared. With dedicated hosting, a company pays for the complete
resources of one or more servers from a service provider. The client has full control over
a fixed amount of resources (dedicated bandwidth, CPU, RAM, and drive space). With
shared hosting, which is more common among small and medium sized businesses, the
client pays for a set amount of space (storage) on a single server, and that server’s
resources are shared by a number of other websites. Traditional hosting has drawbacks
[2, 3]. Because the resources of a single server are shared among a number of different
websites, spikes in traffic to those websites can mean decreased performance for your
own. Security breaches and other performance issues on other sites make take yours
down as well. And there’s a single point of failure. If the server itself experiences
technical problems, everyone hosted on that server will be affected. Cloud hosting offers
a level of scalability that traditional hosting can’t. Instead of paying for a set amount of
space upfront on a single server, the user pays as they go for what they actually use. With
cloud hosting, the load is balanced across a cluster of multiple servers. The information
and applications contained on those servers are mirrored across the whole cluster,
meaning that if an individual server goes down, there is no lost information or downtime.
Because of this redundancy, cloud hosting is much more elastic and resilient. Problems
with one website or application are unlikely to affect your bandwidth or performance.
Cloud hosting companies provide Infrastructure-as-a-Service (IaaS) [18], which is a s-
tandardized, highly automated offering, where compute resources, complemented by
storage and networking capabilities are owned and hosted by a service provider and
offered to customers on-demand. Customers are able to self-provision this infrastructure,
using a Web-based graphical user interface that serves as an IT operations management
console for the overall environment. IT departments needn’t to invest in in-house server
hardware. And customers don’t need to pay for up front for extra storage or processing
capacity that they don’t use. Cloud hosting is more quickly scalable than traditional
hosting [9]. If an application or website receives more or less traffic, the cloud servers
scale up and down automatically. With cloud hosting, there’s no need to manually add or
remove server space as there is in shared hosting. Cloud hosting is still a relatively new
technology, and many who have experience with traditional hosting are reluctant to
move to something different. Finding some suitable criteria for comparison laaS and
traditional hosting is a major issue. It was decided that besides technical parameters,
a key constraint influencing the decision are ongoing monthly costs. Some studies have
shown [15-17, 20] that a cheaper and more efficient may be the cloud. Cloud allows
usually to handle a larger number of users at lower cost, which is a plus. However, one
should pay attention to the characteristics of website traffic and the budget that was
intended to allocate and obviously local market conditions. The research was conducted
for three, diverse types of websites. The results will give a clear answer what kind of
hosting is more suitable for which type of web applications on Polish market in late 2016.
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3 Factors Influencing the Decision About Hosting

The final choice on hosting type is due to the different priorities and frequently a matter
of a subjective decision. Given below factors helped us to structure research and make
fundamental decisions.

3.1 Hidden Costs

Common sense dictates that the costs associated with a certain hosting solution is the
most important aspect upon decision making. Everyone wants to spend as little as
possible, and at the same time to achieve the best results. However, it is essential to
address following question: How much capital do we need to run our website effi-
ciently (performance wise) and cost-effectively? One should answer this question in the
perspective of different time periods: one month, six months, year, or even two or three
years. Aside from a hosting offer, other a (local) factor is heavily influencing the final
cost — it is the exchange rate. While the dedicated servers have no problems with
the settlement in any currency (almost every country has local products), whereas, in
the case of cloud solutions most of them charge only in USD or EUR. Unfortunately,
tested by us, Amazon cloud does not allow settling in Polish zlotys. These issues lead
us the next uncertainty: the ability to predict costs. Hosting market is changing rapidly
which leads to difficulties in predictability of costs in longer periods of time.

3.2 Expertise

Building a website and decision where to host it, are two essentially different services.
Making a decision on the type of hosting still requires the physical implementation. At
the same time, it is not a one-time task. What is needed is an experienced administrator
with a certain knowledge: about the operating systems (usually Linux) and technolo-
gies used by the hosting site. In the cloud, one knows the architecture and the options
available in the selected service provider. With it, one can efficiently and cheaper set up
the server. With a traditional web hosting often happens that the administrator himself
must take care of virtual machines on a separate Virtual Private Server and creation of
backups, which are easily available in the cloud. In addition, in the cloud it is more
difficult to configure a particular (optimal for our needs) instance. This is due to the fact
that it can consist of many components: a separate service for file storage, database
management or additional drives.

3.3 Prospect of Possible Changes

A lot may depend on the period that we have to analyze. If it is longer (over a year), an
additional factor is the possibility of future site customizations. It may be due to
technical issues and/or popularity of the page. Technical changes can lead to change in
server requirements, since a website/application may require more resources over time.
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This in turn forces the analysis of how difficult it will be to change the current version
of the hosting to another (usually more expensive and time consuming). Much easier is
to predict whether in given time frame there will significant technical changes occur,
rather than predict its near time statistics (number of visits, load). Application owners
that count on their website high popularity must be prepared for consequences related
to it. For this reason, it carried out various tests and generates appropriate load estimate.
The more agents, the more difficult their effectiveness.

3.4 Risks

One of risk that should be mitigated is the potential unavailability of a site due to
a failure of various nature (e.g. server failure, high load with limited resources, power
outage etc.). It is common knowledge that uptime of the cloud servers is typically
higher. In the case of physical damage of a dedicated server it may not be available for
a longer while. The cloud hosting through replication avoids this problem. It is
imperative to pay attention to the volatility of the cost. In the case of the dedicated
hosting, cost for a defined period of time is fixed and known from the beginning. IaaS
price is variable, calculated based on pay-per-use scheme. Some sudden spikes of load
or unexpected influx of new users may result in unplanned, excessive costs. However,
there are methods to avoid such a scenario (notifications and locks).

3.5 Anticipated Results

Review of available hosting offers (of dedicated servers and IaaS) does not imply an
easy way how to compare them. Whereas once we can grasp the final price of tradi-
tional hosting solutions, TCO of laaS offering without a detailed analysis, remains
mystery. There are a few, rather superficial and generic research made [4, 6-8, 16, 17]
that made attempt to address the question which hosting solution to choose. Unfor-
tunately, none has addressed significant nuisances like different type of web applica-
tion, different type of server load or local market conditions. Authors’ assumption was,
both approaches have to be competitive. If it were not so, one of them would not exist
or would significantly lost its presence on the market.

Since there is no “common knowledge” which is better in terms of monetary
resources, it is assumed that the cost-effectiveness of hosting services on a dedicated
server or cloud will “overleap” each other like on Fig. 1. Diagram in Fig. 1. depicts
authors assumptions, how the final results may look like. As one can see, the graph for
the classical hosting is non-linear (stepwise). One pays for the current hosting option
until it turns out to be inadequate to the load and one switches to a more expensive one.
Cloud chart is unpredictable, non-linear and with many variations. The costs vary in a
short period of time. The greatest riddle was the difference between these charts in real
world conditions. It was only assumed that for a certain load a better choice may be
traditional web hosting, and for another cloud based one.
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Fig. 1. Assumed cost of hosting (dedicated vs. cloud based) for a various number of users

4 Test Environment

As a basis for experiments we developed three types of websites (a brochure, standard
and business one) that were later hosted on a dedicated server (provided by OVH — best
value in the market) and in Amazon Cloud, which was chosen due its undisputed
popularity.

Table 1. Technical parameters of a dedicated server used for tests

Dedicated server type | ES-SAT-2-32

CPU Intel Xeon E5 1650 3.1 GHz + (6 cores/12 threads)
RAM 32 GB DDR3

HDD 2 x 3 TB SATA

RAID Soft

Network link 1 GBit

Bandwidth 250 Mbps

Transfer unlimited

IPv4/1Pv6 1/64

A brochure was a very simple website (purely HTML based), which was mainly
used to display information. It didn’t require a database. It consisted of up to a few
pages (in our case it was a mere 2 MB total disk space). As for a standard site, we
considered an application (with a database) that interacted with users. It was CMS
based (WordPress) webpage of popular chain of restaurants (in our example: dB size
800 MB+, project files around 2 GB). As for business site, we considered a large set
pages and an engine that required considerable amount of computations and intense
database operations (it was a large Web-shop, based on Magento engine). The test
environment was prepared to accommodate requirements of test websites, so both
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standard (based on WordPress) and business application (Magento) require PHP along
with a database (MySQL). All websites were run on Ubuntu 14.04 with Apache 2.4 as
a web server.

4.1 Dedicated Server — Traditional Hosting

Thanks to free software called Proxmox we were able to utilize resources of the
dedicated server (Table 1.) as six Virtual Private Servers (Table 2). Monthly cost of the
dedicated server was (304,93 PLN gross) which was rounded down to 300 PLN.

Table 2. Technical parameters of 6 VPS - derived from the dedicated server.

Name of VPS | Monthly fee [PLN] | # of cores | RAM [MB]
Ubuntul 50 1 5461
Ubuntu2 100 2 10923
Ubuntu3 150 3 16384
Ubuntu4 200 4 21845
Ubuntu5 250 5 27307
Ubuntu6 300 6 32768

4.2 Cloud Hosting - IaaS

As a cloud service provider, Amazon Web Services (AWS) was selected. This is one of
the largest companies providing such services. An additional argument to use AWS
was able to benefit from free testing. This offer is available for a year after opening an
account. And some services (including ones we used), for some tenant instances are
free for a period of 750 h of operation. It was very helpful during the initial server
configuration. The basic service used during the tests was Elastic Compute Cloud
(EC2). Thanks to it one can create instances of the web servers. AWS offers 40
different configurations, which differ in the number of vCPUs, memory, disk type,
storage size and a price. The basic unit of account is the price per hour. Significant
reductions in price can be achieved by purchasing services for a year or three years in
advance (Table 3).

Table 3. Price (per hour of usage) of selected (EC2 instances EU- Frankfurt).

Instance | vCPU | RAM (GB) | Storage (GB) | Price (USD/h)
t2.nano 1 0,5 EBS 0,0075
t2.micro |1 1 EBS 0,0150
t2.small 1 2 EBS 0,0300
t2.medium | 2 4 EBS 0,0600
t2.large 2 8 EBS 0,1200
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It was decided to test our test websites in five instances, which were available in
competitive prices in relation to the dedicated server. EBS is an abbreviation of Elastic
Block Store, and acts as a disk storage (SSD based) that stores files for EC2 instances
(self-replicable, highly available and durable). In order to fully utilize the potential of
the cloud for database operations RDS service was used. In the case of RDS prices vary
due to the type of database (in our case MySQL) and a region (in our case EU —
Frankfurt was selected) (Table 4).

Table 4. The parameters and the price of RDS instances (MySQL in EU- Frankfurt).

Instance vCPU | RAM (GB) | Price (USD/h)
db.t2.micro |t 1 0,020
db.t2.small 1 2 0,040
db.t2.medium | 2 4 0,080

4.3 Tests and Measurements

The complete test scenario for a brochure, consisted in displaying the contents of all
subpages. For a standard page, following order of actions was considered as a com-
plete test scenario: opening main page, go to list of restaurants, choose one, choose
menu, list of menu entries, pick an entry (open PDF), go to page with categories of
recipes, choose a recipe, open contact page, fill and send a contact form. For a business
page a test scenario consisted in: opening main page, go to one of static pages, choose a
category of products, choose a product and its size, add a product to the shopping cart,
go to shopping cart page, choose a buy as a guest option, fill in delivery address, go to
the payment page, choose the form of payment, confirm the purchase and submit the
form. All the measurements during test scenarios were taken/processed by following
tools: Gatling, collectd, Graphite. During the tests following parameters were collected
[1]: total # of simultaneous requests, total test time (times of user’s initialization and a
test scenario preparation was included), time of users’ initialization (included in the
test time, but defined separately), % of fulfilled requests (measured in a given time-
frame, which could fall into one of following predefined ranges (in ms): >800, 800-
1200, <1200 and failed (> 60000)). If % of unfulfilled requests was higher than 1% it
was considered as failed, % CPU/RAM Usage, Server Load (for last minute), # of
requests per second. In case of [aaS, CPU and RAM usage was additionally measured
on a database instance.

5 Analysis of Results

One of the most important selection criteria is cost. And it was chosen as a parameter
that can be used for comparison of the two hosting types. Cost of hosting on a dedicated
server was trivial to define, since it was a simple monthly fee. Whereas the total cost of
cloud based hosting (AWS), was far more intricate to project and influenced by the
following factors: choice of EC2 and RDS instance type, storage type and its size, dB
size, time of use. In our case, data was stored only in EC2 and not in S3 so not additional
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cost for data transfer was incurred. The initial examination of AWS offer, proved to be
excessively expensive and simply unreasonable in comparison to offerings of traditional
hosting from the local (Polish) market. In order to make it more money-wise, it was
decided to use two different instances - one with better parameters (more capable) for
18 h. aday (where the load would be potentially higher) and other during remaining 6 h.
(at night) the less capable one. Amazon is very flexible in terms of form of charging. Pay
per use is the most expensive, whereas for payment in advance one may get accordingly
20-34% (depending on selection of a certain instance) discount for 1 year and 46-55%
for 3 yrs. Taking advantage of promotional pricing, requires allocation of large portion
of a budget before the application becomes profitable, which may not be suitable for
everyone. At the same time, it collides with idea of flexible solution, which does not
require large budget allocation for long period of time (Table 5).

Table 5. Max. number of fulfilled requests — IaaS vs. Traditional hosting

VPS Brochure Standard Business laa$
Ubuntul 680 | 680 280 50 140 |20 t2.nano
Ubuntu?2 680 680 360 100 280 45 t2.micro
Ubuntu3 680 680 410 120 330 |70 2.small
Ubuntu4d 680 680 420 190 370 110 | t2.medium
Ubuntu5 680 | 680 |420 190 390 120 t2.large
Ubuntu6 680 X 420 X 410

Performance tests revealed that for Standard and Business websites, a single VPS
(the least capable) is able to meet almost twice higher load (in terms fulfilled requests
than the most expensive (most capable) variant of cloud instances. Due its simplicity
brochure website was independent of hardware - no matter of any variant of cloud or
traditional hosting was used. The bottleneck constituted here rather a webserver than
any other technical aspect. Brochure was the only case in the comparison where its
hosting was more affordable in the cloud regardless of a hosting time-frame (monthly —
23 vs. 50 PLN and annually — 189 vs. 600 PLN) (Fig. 2).

400
Cloud * Dedicated hosting
350
300
250

200

Cost [PLN]

150
100

50

0 50 100 150 200 250 300 350 400 450
Number of users

Fig. 2. Business website - monthly cost of hosting for max # of user
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For both the standard and business sites, cloud hosting turned out to be more
expensive and less (capacity) efficient solution. Results for traditional hosting
demonstrated that another (more expensive) VPS instance proved to be sufficient for
a larger number of users. In the case of the Business website, the first instance
(Ubuntul) of the server allowed to handle 140 requests, another 280 (twice more),
following next one 330 and the last one 370. For cloud hosting, the transition to more
efficient configuration can mean considerable sudden increase in costs (e.g. from 200 to
340 PLN). One does not get significant increase of capacity but cost soars irresponsibly
(Fig. 3).

250
Cloud  © Dedicated hosting

cost [PLN]

0 50 100 150 200 250 300 350 400 450
number of users

Fig. 3. Standard website - monthly cost of hosting for max # of user

6 Conclusions

The work presented in the paper was devoted to the study cost effectiveness of tra-
ditional and cloud based hosting. We have examined three different websites in
diversified environments. During performance and resource consumption tests we were
able to demystify some myths that were considered as a common knowledge, but also
managed to generally examine the applications running on systems with multicore
processors. Analysis of the results allowed us to draw several noteworthy conclusions.

The research confirmed the fundamental belief stating that the choice of nowadays
web hosting is not a trivial task. However, it denied our expectation that both hosting
types would deliver comparable results, at least for the tested web applications. Some
believes that cloud based hosting is far superior in many ways; we can confirm that in
terms of resilience and availability it has no match; however, an intricate model of
charging and high ongoing costs make it still economically unjustified. The nuisance in
choice between two ostensibly alike hosting types, generally lies in finding a common
ground of comparison. Even if just a cost and technical parameters are set as a common
denominator, adequate comparison constitutes a bit of challenge. Monthly (and annual)
total cost of hosting was primary (and decisive) factor in our final assessment of
traditional and cloud based hosting. Traditional hosting proved to be a better choice for
two of three types of the surveyed sites (Standard and Business). The cheapest
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proposed solution (a single, and yet not very powerful VPS) on a dedicated server was
able to handle a larger number of active users than the most expensive instance of the
cloud. The only exception was a brochure for which both traditional and cloud based
hosting were able to handle the same maximum number of users at the same relatively
inexpensive, but the most affordable hosting for it, turned to be cloud (it was just
marginally less expensive). Situation would change diametrically if database would
have been used, which in cloud based hosting involves additional costs. That was the
main reason why for two other types of tested websites was cheaper to host them on a
dedicated server regardless of a time-frame. In terms of technical parameters, it is worth
to consider two things: even for websites with statistically little traffic the memory size
should be greater than 2 GB (not enough memory is usually a bottleneck), whereas
number of CPUs (and their speed) is vital for the websites with high traffic. The
achieved results have raised new ideas for research. It would be useful to prepare more
diversified sites. Architecturally and in terms even more mixed traffic. It would be
useful to analyze the effect of streaming services and those who need large resources
only in specific and custom time intervals. It would also good to break the limitation of
a Web server. The point here is not being limited by a number of active requests, and to
be able ALWAYS fulfil more requests with a stronger configuration. In the case of
services based on PHP (like our Standard/Business sites), it would be beneficial for the
sake of performance to test nginx server.
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Abstract. Inverted pendulum is an example of a model that is used
to simulate many phenomena eg. quiet standing. Because it is a non-
linear object and it is difficult to stabilize, new ways of controlling and
stabilizing the inverted pendulum are constantly being sought. Finding
these methods is very important in the reliable operation of the whole
system of which the inverted pendulum is a part. It should be emphasized
that the inverted pendulum generally has its critical point beyond which
it falls over, which makes the further work of the system impossible.
This paper shows a new approach to stabilization it using trigonometric
functions that are oscillating. The presented solution is characterized by
high stabilization efficiency simultaneously for small and large swinging
of the pendulum. The concept of stabilizing the pendulum is based on
the similarity of coping with this problem by human individual. The
individual without knowing the mathematical model of the object is able
to stabilize the inverted pendulum by oscillating movements, changing
the amplitude and the oscillation period. Such an action can be described
by a trigonometric function.

Keywords: Inverted pendulum - Stabilization and control + Nonlinear
systems

1 Introduction

Many examples of processes that use the inverted pendulum to model its com-
ponents can be found in the literature. Such solutions as a Segway, which is a
balancing robot, are widely known [1,3,11]. An inverted pendulum model can
be used to study in quiet standing [8]. Inverted pendulum may also be an intro-
duction to more complex calculations such as stabilization of helicopter in hover
[6,7] or other multirotors such as a quadrotor [9,14].

The basic regulator used to stabilize the inverted pendulum is PID [10,12],
but inverted pendulum is nonlinear and difficult to stabilize, hence new methods
of control and stabilization are constantly sought. Finding these methods is very
important in the reliable operation of the whole system of which the inverted
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pendulum is a part. It should be emphasized that the inverted pendulum usu-
ally has its critical point beyond which it falls over, which prevents the further
work of the system. Scientists are looking for new and better solutions. Fuzzy
logic [4,8,13], artificial neural networks [5,15], an inverted model [2] are used to
control. The paper presents a new approach to stabilization using trigonometric
functions that are oscillating. Studies show that the solution is characterized by
high stability at the same time for small and large pendulum swings. The con-
cept of stabilizing the pendulum is based on the similarity of coping with this
problem by human individual. The individual without knowing the model of a
mathematical object is able to master the stabilization of the inverted pendu-
lum by means of oscillating movements, changing the amplitude and oscillation
period. Such an action can be described by a trigonometric function.

2 The Simulation Model of the Pendulum

One of the processes that use inverted pendulum for process modeling is quiet
standing [8]. For the modeling of the inverted pendulum in this process, a system
is used where the base is still on the ground and the pendulum has the ability to
rotate in two planes separately stabilized by the same algorithm. The movement
of the pendulum in a single plane can be described in accordance with Fig. 1.
The pendulum has the ability to deviate from the vertical by an angle . For the
purposes of the test, it can be assumed that the angle ¢ takes values in a range
from +90° to —90°. Stabilization of the position of the pendulum is obtained by
forcing the straightening torque M, where M equals the product of the forcing
force F,; and the radius (the pendulum arm) R.

Fig. 1. The model of inverted pendulum.

Model parameters:

m — mass of inverted pendulum,

R — radius (the pendulum arm), distance from the center of mass to the point
- the center of rotation,

 — angle of the pendulum deviation from the vertical,

w — angular velocity of the pendulum,
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€ — angular acceleration,

g — gravitational acceleration,

a — linear acceleration of the center of mass of the pendulum, acceleration vector
perpendicular to the radius R,

Q — force of gravity, therefore Q = mg,

F, — force for stabilizing the pendulum.

Force of gravity @ is distributed to the pressure on the basis of the pendulum
and the force Fy,, therefore (1).

Fy = Qsin(p) = mgsin(p) (1)
while the force for stabilizing the pendulum is (2):
F=—am=—eRm (2)

The resultant force F' influencing the movement of the pendulum is described
by the formula (3). As a result, we obtain the equation of the pendulum (4)
and (5).
F=F,—F,
—am = F, —mgsin(p)
eRm = mgsin(p) — F, (5)
The simulation model of an inverted pendulum was made on the basis of the
formula (5) as shown in Fig.2, in MatLab Simulink.

g Inverted —»¢
E pendulum — @

Fig. 2. The simulation block of the inverted pendulum.

The input vector of model consists of three variables:

m — mass of the pendulum, variable in the formula denoted as m, the first input
of block,

R — length of pendulum arm, the second input of block,

F, — force for stabilizing the pendulum, variable in the formula denoted as F,
the third input of block.

The output vector of the model consists of two variables:

€ - angular acceleration, the first output of block,
@ - angle of pendulum deviation from the vertical, the second output of block.
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3 Inverted Pendulum Controller and Test Results

Human individual using oscillating movements, changing the amplitude and
oscillation period is able to effectively stabilize the pendulum. By observing this
way of dealing with the problem, controllers using the trigonometric function
can be developed. The paper presents two trigonometric controllers. The first
one is a simplified controller, while the second one is expanded and it is called a
complete controller.

The simplified controller is conforming to the formula (6). The controller has
one parameter to set k; coefficient. For the tests the value of ks coefficient was
assumed to be 1000.

Fy =k, (29 sin (g) + 9.81w) 6)

The complete controller is conforming to the formula (7). The controller
has one parameter for the setting of k. coefficient, which was set to 300 in the
tests. The study found that the sine function and the angular velocity should
be raised to the square, but the negative values of these elements should be
maintained. Hence, absolute values were introduced in the formulas. Similarly,
it was found that the value of general amplification of the formula should be
inversely proportional to the absolute value of the deviation angle.

F, = :; <Qg sin (%) sin (g)’ + gw |w|) (7)

In the studied models, the control system was designed to bring the inverted
pendulum to a state of equilibrium, i.e., ¢ equals to zero. In the inverted pen-
dulum model, the initial value of the angle ¢ of the deviation from the vertical
is introduced. The initial value of the deviation is set to 1rad, which is approx-
imately 57.3°. In the model of the inverted pendulum the values m = 80kg and
R = 1.2m were assumed.

The tests were carried out in a direct connection of the controller and the
inverted pendulum, according to the diagram in Fig.3 and in the system with
a distorting inertial block, as shown in the diagram in Fig.4. Transfer function
Fcl of inertial block of executive system is compatible with the model (8)

1

Fel=— -~
T 0.00255% + 0.15

(®)

3.1 The Symulation Tests of the Simplified Controller

The simulation results of the simplified control system in the direct connection
of the controller and the inverted pendulum are shown in Fig. 5. The setpoint has
been reached in less than 15s without visibly exceeding the set point. The sim-
ulation results of the simplified control system in combination with the inertial
block are shown in Fig. 6. After this change the stabilization was not achieved.
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Fig. 3. The scheme of the simulation system without inertial function.
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Controller X
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Inverted
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Fig. 4. The scheme of the simulation system with inertial function.

Keeping in mind that the inverted pendulum is a non-stationary and nonlinear
object, it should be considered that the direction of research is appropriate. Sim-
ple oscillatory system very well adjusts the pendulum to the set point, however,
this proposal is not resistant to interference, which may occur in the real object.

3.2 The Symulation Tests of the Complete Controller

The simulation results of the complete control model in the direct connection
of the controller and the inverted pendulum are shown in Fig. 7, while the sys-
tem connected to the inertial block F'cl is shown in Fig.8. In both cases, the
system has been adjusted to a setpoint value in less than 5s without exceed-
ing the setpoint. The influence of the inertial part on the adjustment process is
unnoticeable.

3.3 The Symulation Tests of the Complete Controller
for the Changed Object Parameters — The Change of Mass

In another test of the complete control model of inverted pendulum, attention
was paid to its sensitivity to the change in mass of the pendulum. During the
test the same initial conditions and all controller settings were set. The inertial
function Fel (Fig.4) was also used. The mass of the pendulum was reduced by
half, instead of m = 80kg it was set to m = 40kg.



High Quality Stabilization of an Inverted Pendulum Using the Controller 249

60
¢[deq]

Al

40

30

20

10 -
0

0 5 10 15 20

time[s]

Fig.5. The simulation results of system without inertial function — the simplified
controller
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Fig. 6. The simulation results of system with inertial function — the simplified controller
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Fig. 7. The simulation results of system without inertial function — the complete
controller
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Fig. 8. The simulation results of system with inertial function — the complete controller
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Fig. 9. The simulation results of system with inertial function — the complete controller
and m = 40 kg

As shown in the diagram in Fig. 9, the system has been adjusted to a setpoint
value of less than 5s, without visibly exceeding the setpoint. The effect of mass
change on the control process is shown in the diagram in the form of minor
disturbances, but it did not significantly affect the stability of the system.

3.4 The Symulation Tests of the Complete Controller in Response
to Small Disturbances

The complete control model was tested for small disturbances. Sometimes, clas-
sical regulators tuned to large deviations, have a poor quality control with small
disturbances. During the test, the same initial conditions and all controller set-
tings were set as in the previous tests. The inertial function Fel (Fig.4) was
also used. Tests were performed for two values of the pendulum mass m = 80 kg
and m = 40kg.
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Fig. 10. The simulation results of system with inertial function and small disturbances
— the complete controller and m = 80 kg
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Fig. 11. The simulation results of system with inertial function and small disturbances
— the complete controller and m = 40kg

The disturbance was introduced into the F,, control value. The control value
was added to the external 10N interfering force, occurring for 1s at intervals
of 10s.

The results of the tests are shown in Fig. 10 for a pendulum of mass m = 80kg
while for a pendulum of mass m = 40kg in Fig.11. In both cases, the system
was adjusted to the setpoint in about 3s without exceeding the setpoint and
without oscillation. The complete control model effectively responds to small
disturbances.

4 Conclusions

The conducted simulation studies have demonstrated the high quality of the
inverted pendulum stabilization for large deviations and small disturbances.
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Thus, the approach to stabilization using trigonometric functions is the appro-
priate direction. In classic solutions such as PID, the controller is tuned to a
particular work point, beyond which the new controller parameters are required
to be set. In nonlinear systems, such as inverted pendulum, the change of work
point, e.g. the change of mass (especially with such a high value from 80kg to
40kg) or work range, can destabilize the entire system. Sometimes the operat-
ing point of the pendulum may change due to minor damage, malfunction, or
operational reasons. Thus, the proposed solution can significantly increase the
reliability of the entire system. The presented model of inverted pendulum was
developed on the model of individual in quiet standing. Bearing this aspect in
mind, further studies of the human model in quiet standing can be carried out
using the controller proposed in the paper.

The scope of further research can be focused on the development of the
model of the inverted pendulum and systems similar to this model. An inverted
pendulum control model for the trolley can be developed, taking into account
the moment of inertia of the pendulum. In further research, the derived control
principles in the helicopter autopilot can be checked out.

It should be emphasized that the proposed model of controller has only one
parameter to set, so tuning such a controller is simple and quick to implement
by empirical method.
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Abstract. A process of ensuring the security of citizens requires an access to
the information from sensors located in different points of monitoring and data
acquisition systems [1]. Automating the process of detection and identification
of people that uses marking objects and their identification on the basis of
defined database is crucial for enhancing the level of security of protected
resources. The paper proposes a concept of application that combine the
advantages of RFID (Radio-Frequency Identification) and technique of recog-
nition of persons on the basis of facial features. The proposed solution makes it
possible to increase the efficiency and reliability of the monitoring system in the
field of rapid and unambiguous identification of system users [2].

Keywords: Video monitoring * Reliable identification - RFID technology

1 Introduction

Video monitoring systems have been used for many years to increase security level of
citizens and protected facilities. We encounter video surveillance in both public and
national utility facilities, in commonly available places and in the areas with limited
access. Monitoring systems are a combination of video recording (sensors), transmit-
ting, storing and reproducing devices in one integral unit. They enable observation of
people or objects in real time as well as event recording for later analysis. Different
kinds of monitoring services in the technical environment have been described in [2, 3].

The detection and identification of people/objects is one of the primary advantages
offered in the modern surveillance systems. Automatic detection and recognition of
people based on facial features is an active area of research covering different fields of
science [4]. However, in order to obtain such functionality several factors that affect the
efficiency of the process of analysis, detection and identification of facial features
require consideration. In the reliable systems, the following factors should be taken into
account: lack of proper object lighting (insufficient sensitivity of the transducer) or no
infrared operation mode, too long distance between the object and the camera

© Springer International Publishing AG 2018
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(no proper selection of the focal length), no possibility of object specification (insuf-
ficient sensor resolution) or no extraction possibility (low resolution, sensitivity). The
impact of environmental and sensor technical factors on reliability of the detection and
quality of identification processes has been discussed in [5]. Each of these degrading
factors effect on the reliability and speed of the identification process, which are a
critical indicator of the system’s readiness for common use. They can lead to the
following problems associated with the reliable identification process (Fig. 1):

— false rejection - an object that has its model in the database is unrecognized and
rejected due to the fact that it does not have its counterpart,

— misclassification - an object that has its model in the database is not properly
assigned to other model in the database,

— false acceptance - an object that does not have its model in the database is assigned
to a model that already exists in the database.

In order to minimize the impact of mentioned degrading factors, in particular the
time of identification, the monitoring systems increasingly use solutions that support
the automation of the verification process. An example of such a solution may be the
RFID technology, in which the identification is carried out through the exchange of
data between the tag and the reading device using radio waves.

The RFID technology is currently one of the most widely used techniques for
automatic identification. This is due to the following facts:

— a global standardization, which enables the use of various patterns on a larger scale,
— 1improving the process of entering data, relevant to the verification of a large number
of objects,
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— the ability to re-write and modify data in the tag,

— an automated readout which does not require human intervention,

— a data security,

— the IDs resistance to damage and their long service life,

— the possibility of integration with other systems of automatic identification,
— shortening the time of objects verification.

A number of examples of complex monitoring systems using RFID technology can
be found in the literature [6, 7]. In the majority of cases passive tags are applicable,
which are used to identify objects in the processes of logistics, transportation, manu-
facturing, monitoring of supplies and support for navigation. An access control system
combining RFID technology and face recognition based on neural network is presented
in [8]. The system recognizes the face of the person holding the RFID card and denies
access if they do not match. Wide discussion of different attendance management
systems is given in [9]. Some advantages and disadvantages of Bluetooth, Iris, fin-
gerprint, face recognition and RFID solutions are explained as well. The [10] shows an
embedded face recognition authentication system, which consists of the RFID card
used to store the face eigen information and the face recognition unit. The main benefit
of this hardware solution is shortness of time for identification. An increasing a reli-
ability and speed of object identification was also the basic assumption taken into
account in the process of developing the RFID_FACE_REC application.

The paper presents the innovative concept, functional description and implementation
of application utilizing RFID technology in supporting the process of people identifica-
tion in the video surveillance system. The identification is carried out in two stages, and
combines the advantages of RFID technology and automatic detection and faces recog-
nition in a digital video image (Fig. 2). Presented application was practically imple-
mented in a video surveillance network of Telecommunications Institute laboratory.

STAGE 1: RFID VERIFICATION

Verification of RFID in the
databse

Application RFID card r

| RFIDseril number
-
STATUS: THREAT DETECTED
<
v b
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(The person with recognized RFID
in database)

v STAGE 2: FACIAL FEATURES l RFID serial number Gathering the face picture
Searching pictures in the VERIFICATION from the camera —
database
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'AEnmEE o
( II;.,I e Y (

(e picture ofprson'snot
in database)

STATUS: OK
(the picture of person in
database}

Fig. 2. Diagram of a two-step identification of persons with the use of RFID and facial
recognition
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2 The Concept and Implementation of RFID_FACE_REC
Application

2.1 Functionality of the Application

As it was already mentioned, the concept of RFID_FACE_REC application is based on
implementation of two essential functions comprising identification of the object based
on the assigned RFID value followed by the identification based on the facial features
recognition. Application of these functionalities in conjunction with the fulfillment of
specific technical and operational requirements determines its effectiveness and relia-
bility. The essential functional requirements defined with reference to the presented
application are presented in Fig. 3 while the operational and technical requirements are
shown in Fig. 4.

assignment of adding / removing
roles user

| | threats detection /
| | reporting

recognition of a
RFID identification person on the basis of

facial features

Fig. 3. The functional requirements for RFID_FACE_REC application

a simple interface - compatibility with

intuitive operation RFID reader
cooperation with \Q/ compatibility with
selected database nowadays OS

T

reliable and fast

" p 5 IP cameras support
identification PP

Fig. 4. Technical and operational requirements for RFID_FACE_REC application

Fast and unambiguous identification of persons, which allows immediate reporting
of threats in the monitored object is particularly important. The cooperation of appli-
cation with the family of IP cameras as well as a wide range of RFID tags makes it
possible to use it in a complex video surveillance system. Furthermore, through the use
of graphical interface, it is possible to signal detected threats using “pop-up” windows
that are activated automatically after completion of identification. The application
provides interaction with the Microsoft Office Access database, which offers access to
the information about user permissions.
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2.2 Implementation of the Application

The RFID_FACE_REC application, which is the basis of the measurement system,
have been realized on the basis of Microsoft Visual Studio Community 2015 devel-
opment environment and consists of two software modules written using C# language.
The first module is responsible for the verification of the object using the RFID
technology. For verification purposes KT-STD-2 passive transponders have been used,
operating at a frequency of 125 kHz, which in its data memory has saved the unique
number assigned by the manufacturer. The UNIQUE readers of JABLOTRON com-
pany (modelJA-190T) cooperate with RFID transponders. They also operate at a fre-
quency of 125 kHz. The task of the reader is supplying power for the transponder and
reading the Transponder Identification Number (TID). The reader cooperates with a
personal computer through the USB interface. The data read from the reader are then
compared with the information stored in the database. In this way, the first step of
identification is carried out.

A graphical interface built on the activities related to the servicing start-up screen of
application (User.cs), menu for user creation (AddUser.cs), menu for graphical visu-
alization of data (Form2.cs) and the main menu of the application (RfidForm.cs), which
is responsible for the first stage of identification, have been developed for the com-
munication with the user. Communication with the database uses the OLEDB pro-
gramming interface developed by Microsoft. It guarantees universal access to data
sources, regardless of the form and ways of storing them.

The process of retrieving data for a specific RFID number is implemented using
RfidForm.cs class. The result of SQL (Structured Query Language) query is transferred
to the personData object and is then used by the module responsible for the identifi-
cation of a person based on the analysis of facial features. This module uses the
modified for the project purposes a “Multiple face detection and recognition in real
time” (MFRRT) application described in [11]. The application mentioned in the process
of detection and face recognition uses a method called “own faces” that utilizes
Principal Component Analysis (PCA). In the process of recognition an EmguCV library
is used [12], which offers a number of important functions related to the detection and
identification, including character recognition, face and motion of objects detection.
The modifications consist in adding new functionalities. The first enables adding a new
user’s face into database and linking it with the declared number of RFID (Class
Form?2.cs). User’s picture (in the format of bmp) and the associated number of RFID
are stored in the root directory of the “TrainedLabels” project with a unique identifier.
The second function is responsible for face recognition of an identified person and
check whether it is associated with a previously verified RFID card. This operation is
supported with the MainForm.cs class that is responsible for generation of the graphics
window informing the system administrator about result of recognition and verification.

The application cooperates with family of IP cameras, whose main characteristics
are shown in Table 1. After running the main window of application is called in a
position of waiting for scanning RFID cards.
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Table 1. Features of the used IP cameras

Model of IP cameras | The image resolution
Axis M1031-W 640 x 480
Axis Q1755 1280 x 720
Axis 207 MW 640 x 480
Axis 215 PTZ 702 x 576

3 Testing and Analyzing the Results

For the experiment, the existing infrastructure of the laboratory monitoring network has
been used (Fig. 5) [1, 2]. Reasoning about the correctness of network components
specification as regards data transmission reflecting information from the monitoring
system is based on a statistical estimation of reliability of the software and hardware
platform forming the service chain. The presented infrastructure is also a result of our
experience gained when designing a laboratory network environment, as well as the
conclusions of the analysis of the literature [3, 5]. Products of renowned suppliers of
hardware and software for both the systems and applications are the components of the
test platform. Therefore, concluding that the specified measuring system is a correct
and highly reliable testbed seems to be reasonable.

Monitoring IP camera IP camera Domain
centre Backbone m 12.insigma.pl
Domain network e

I1.insigma.pl )

_ () J

| ! Ry ,,,A Wi camera
~ N\

2
Administrator . WiFi camera
- RFID ]
of monitoring centre 4
N i WiFi camera
Systel 8

database
Fig. 5. Diagram of the test bed environment

The presented system (Fig. 5) was supplemented with elements used in the veri-
fication process by means of RFID technology, which are already mentioned passive
transponders KT-STD-2 and the RFID reader (model type JA-190T). The position of
administrator (located in the domain 1l.insigma.pl) was represented by PC laptop
equipped with Intel Core i3-3217CPU 1.180 GHz and working over the Windows
operating system. For communication with the camera Real-Time Streaming Protocol
(RTSP) is used.

Commissioning tests were related to the verification of the possibility of imple-
mentation and starting the application and determination of the correctness of its basic
functionalities. The application offers the user access to options supporting the process
of verification and identification as defined in the set of presented functional, operational
and technical requirements. The administrator gets an opportunity to create the user
based on the definition of an RFID tag, and create a database of face images (Fig. 6).
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Fig. 6. User creation menu

Another useful feature is the verification and identification mode of application
work where the ability to detect threats at the stage of verification of RFID (Fig. 7) or at
the stage of identifying facial features (Fig. 8) is offered.
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2. Detect face

Resuts:
Persons present in the scene:

Edyta Barabasz
Number of faces detected:

1

Configure:
Select Camera

® Webcam | x |

1P Camera

tep//1002 12/mpd] 2297071 To nie est uzytkownik 0

oK

Fig. 8. Detection of threats - a person from the database with a different number of RFID
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The studies related to the determination the correctness of the user verification
process using the RFID reader and determination the effect of the number of images in
the database and camera resolution on the correctness of identification were carried out
within the functional tests. In order to evaluate the results the criterion of proper objects
identification was determined. This criterion has been established in the form of
recognition probability:

sufficient at least equal to 50%;
satisfying at least equal to 60%;
correct at least equal to 70%;
suitable at least equal to 90%.

B

The results of the experiments presented in the figure (Fig. 9) show the correctness
of identification in a function of number of images and camera resolution. During the

The impact of resolution at the correctness of identification

Correctness of identification

Fig. 9. The correctness of identification as a function of the number of images in the database
and camera resolution

Reliability of RFID operation

Reliability of operation

0 5 10 15 20 25 30 35 40
Distance from RFID reader [mm]

Fig. 10. The reliability of RFID tag operation as a function of distance from RFID reader
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tests the camera worked in a low resolution mode (QCIF — 176 x 144), and then was
switched to the of high resolution mode (4CIF — 704 x 576). The database contained
respectively 1 or 6 images of recognized person. It should be noted that the correct
identification is possible even at low resolution of camera. It is also worth to emphasize
that for the first stage of the application work, i.e. verification of RFID, an almost 100%
correctness of recognition was observed (Fig. 10).

The use of this variant of work does not provide however the 100% guarantee of
correct operation of the system.

4 Summary

The obtained results confirm the accomplishment of assumptions set for the RFID_-
FACE_REC applications in order to improve the reliability and speed of people
identification in video surveillance systems.

The results of the tests regarded to the application RFID module indicates the
independence of verification from the test environment and used sensors. Each of the
tests performed for UNIQUE standard has confirmed the correctness of object identi-
fication that was based on the prepared database. This ensures a high level of security
of the protected object. Proper verification of the object in the first phase enables the
realization of the second stage, i.e. the identification of the person based on facial
features. In case of positive result of identification the transmission of information
about absence of any threat is realized. Otherwise, the alarm about the threat for the
controlled area or object is generated to the security.

In summary it is worth noting, that the use of a hybrid combination of two men-
tioned techniques of automatic identification improves the reliability of the system,
reduces the time required for identification and enhances safety. It should be also
mentioned that the presented application, at the current stage of development, does not
aspire to be a professional application, but its purpose is to estimate the possibility of
using it in specific environmental and technical conditions, in order to obtain con-
clusions for further development work. The obtained results are determinant for further
studies in the area of surveillance systems.
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Abstract. A new approach to service requests management in case of insuffi-
cient hardware resources is proposed. It is based on wide aspects of requests
analysis and it assures reliable and fast access to priority services. Requests are
analyzed for, among others, time of occurrence, category of user who made the
request, type of service, current system load and hardware utilization. Deter-
ministic but dynamic rules help to manage system load very effectively, espe-
cially in terms of dependability and reliability. The proposed solution was tested
on Gdansk University of Technology central system, followed by the discussion
of the results.

Keywords: Service requests management - Aspect - Dependability
Reliability - Load balancing

1 Introduction

Ensuring efficient and reliable access to IT services is a serious challenge. It becomes
even more difficult when requests for different services fluctuate over the time. That is
the reason why cloud computing is used so commonly. It allows to scale hardware
resources in a very quick, relatively cheap, and efficient way. But what happens, when
hardware resources are limited? Depending on organization where the system is used,
load can vary in a daily, weekly, monthly or even yearly cycles. A university is a very
good example at this point. Administrative staff and university lecturers use their
university system during working hours. Students, on the other hand, prefer evening
sessions. In addition, depending on the moment of academic year, also the need for
various IT services is different. For example, reading lecture plans is heavily used at the
beginning of the semester, but after a few days the number of requests for this service
drops drastically. Moreover, it is possible to determine the type of each service —
whether reading or writing the data dominates. An example of a university shows that
the allocation of resources for specific IT services should not be constant over time but
dynamically adjusted. The problem to solve is to develop such a method of service
requests management which in case of insufficient hardware resources will provide
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reliable and fast access to priority services. Of course, you can try to resolve this
problem using different types of load balancing but it does not give you the possibility
to prioritize requests, especially when hardware resources are limited. As a result of a
simple load balancing, we can achieve the consumption of all available resources and,
as a result, the denial of service very quickly. The aim of an effective solution is to use
multiple nodes and to handle service requests dynamically depending on the aspect in
which they are made. In this approach the critical services will be available regardless
of the load at all times.

2 Motivation and Related Work

The problem of proper and effective load balancing has been under intensive research
for years. Load balancing algorithms can be divided into two categories. There are
static algorithms commonly used such as Round Robin and Weighted Round Robin.
On the other hand, last connection as well as weighted last connection are dynamic
algorithms commonly used. There are also works on other issues of cloud or distributed
computing, e.g. cost-optimal scheduling on clouds [1], load balancing for distributed
multi-agent computing [2], agent-based load balancing in cloud [3], communication-
aware load balancing for parallel applications on clusters [4]. Also, there are approa-
ches that apply genetic algorithms to dynamic load balancing [5]. Latest approaches
focus on dynamic type-related task grouping on the same nodes [6] or weighted last
connection algorithms with forecasting mechanisms [7]. There is also some research
related to performance overhead while using virtualization in cloud [8]. Some other
research was done focusing on type of communication used in resource allocation
inside cluster and on load balancing — blocking or non-blocking connection, especially
in the message-oriented model [9]. It is very important when clusters and data are
located in different data centres spread all over the world. That impacts on availability
very much.

Our aim is to focus not only on availability but also on dependability and reliability
of services, where proper prioritization based on wide aspect of requests analysis takes
place. It is very important when there are not enough hardware resources to process all
requests at a time. This work is the continuation of our research on context analysis for
better security and dependability of distributed internet systems [10].

3 Proposed Solution

In contrast to a simple load balancing, management of requests based on an aspect of
their calls does not allocate resources evenly. Aspect-oriented management of requests
means that during the request realization there is not only services invocation but also
an additional functionality. This additional functionality includes reading the request
attributes and then, on the basis of them as well as the configured rules, deciding which
service node should be involved. This additional action is entirely separated from the
main request realization. All requests should be analyzed this way. This is a perfect
example of aspect-oriented programming. By using information about who, from
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Fig. 1. Management of service requests in terms of performance improvement with limited
hardware resources

where, and when invoke request to the service appears we are able to allocate resources
(often very limited) to meet changing demands and at the same time provide the
resources needed for critical services dependability. Figure 1 illustrates schematically
the definition of the problem and its solution.

System work on a single node during the biggest load is inefficient very often and
many requests are serviced in sub-optimal time. Detailed statistics from our case are
presented in Sect. 5. Adding more nodes with appropriate management of requests,
although they did not allow all services to maintain optimal execution time (node 1),
allows the selected priority services to work optimally and without any delay (node N)
during the increased load time period. If you have resources to ensure optimal per-
formance of all services during the biggest load, a simple load balancing is good
enough to ensure efficient performance. Dynamic management of requests on the basis
of modifiable configuration is a necessary solution when it is not possible to ensure
sufficient resources for all services and while priority services must be provided with
high performance and reliability during the whole period of increased load. In single
node configuration during the peak load snow ball effect appears, which means that
more and more services response in elongate time because they are waiting for access
to resources. In such situation whole system work with poor performance. When we
can divide load between many nodes and decide that on some of them only priority
services will work those services will not wait for resources. Even in peak load
snowball effect will not appear on nodes where demand for resources is less then
available.
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Of course, the proper system architecture is important to support aspect-oriented
management of requests. A perfect solution is to introduce an explicit separation
between the user interface layer and the services layer. It is assumed that the user
interface layer (web browser with running applications on the client side and the
network connection between the browser and the server) does not bring noticeable
performance drop during the request handling. Comparing with the time of the request
handling in the services layer, the time of transmission and request handling in UI layer
can be omitted. The discussed model of system architecture is presented at Fig. 2. This
architecture is used in the increasingly popular microservices [11].
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Fig. 2. Model of system architecture with request analysis between Ul layer and services layer

Building a system that uses architecture of independent services and applications
assures flexibility. The problem of providing communication between services and Ul
application requires an additional usage of REST and JSON protocol at a small effort.
The explicit separation of the UI layer from the business services layer provides a
number of advantages:

— less impact of errors for overall work of the system - by separating the requests, a
part of the system can be in error state while the remaining part is able to work
properly,

— scalability — you can easily deploy services that require more resources on machines
with greater computing power,

— the ability to customize system architecture to the realities of the organization - this
is important when the organization is large and has a complicated structure. It also
allows you to deploy selected applications and services for specific groups of users
to ensure the improvement of access control,

— the possibility of a partial modernization of the system — this is especially important
for large systems where frequent exchange of technology is impossible. With
independent services it is easier to upgrade some parts of the system. It is necessary
to ensure compatibility at the API level only.

As business services have only programming API and they do not have a user
interface, developers are forced to write unit tests because otherwise they are unable to
test what they have produced. The key to the implementation of high quality software
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is writing automated tests. Unfortunately, when quick results are expected, this activity
is often omitted in the first stage of the system production due to the additional time
effort. However, when the work methodology forces developers to create tests, then
they will guarantee high quality solution at the maintenance stage. That and all pre-
vious advantages make the architecture of independent services very functional and
easily applicable, especially in systems with microservices architectures [12].

As for an aspect-oriented management of request deployment, the first thing to do is
determining the system’s characteristics. It means indicating time periods when the
system is the most intensively used, when delays in access to services happen which
result from inadequate hardware resources for the system’s load. The next question is in
which services the delay occurs and if it is caused by the massive use of services by
users or the services’ insufficiency. Another matter is if any services should be dis-
tinguished in terms of importance and priority. To answer all these questions you need
to perform some suitable measurements. The best way to deal with that matter seems to
be gathering traces of performed operations and their execution times on the service
layer. Additionally, it is worth saving the aspect of request characterizing the selected
call: which user invoked the request (what users’ group he belongs to), which appli-
cation the request was invoked from, when it was invoked and which service it was
sent to. After collecting these data and analyzing them, we can determine which
services consume the most resources, when, by whom and from what applications they
are used. You need to compare the above information with the business environment of
the system: who (which group of users) has to be provided with priority access, to what
services and in which period of time this access must be provided. In practice, the most
often it turns out that various services are not used extensively simultaneously and that
miscellaneous groups of users need priority at different time. Such dynamics of the
system usage enforces a similar dynamic in allocating resources.

The allocation of limited resources to services must not be constant but variable
with the ability to adapt easily, depending on the aspect of the request. For this purpose,
the requests management component must be introduced between the Ul and the
services. That component should be able to analyze the mentioned above aspects of a
request. Then, depending on predefined rules, the request should be redirected to one of
the N nodes. In this way, you can specify the nodes that will serve a selected group of
users and requests to selected services. This allows you to prioritize periodically the
selected requests by providing reliable access to critical services and functions of the
system.

Figure 3 shows a formal diagram of request redirection to the nodes on the basis of
the aspect of the request and the defined configuration. The ideal solution is defining
the rules in the way which will ensure equal responsive access to all services for all
users. However, with a large number of users and services and with limited resources it
may be impossible. Then you have to choose which critical services should be available
in which periods of time.

The rules should be under modification as long as we reach the satisfactory level of
responsiveness of critical services. At the time of insufficient resources, low priority
services may not be available but those with a high priority will be able to work
properly. Figure 4 shows a life cycle of configuration. It will be usually a daily cycle,
but it can also be adapted to another time quantum, depending on the needs.
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Fig. 3. Diagram of requests redirection to the nodes on the basis of the aspect of the request

Continuous monitoring of requests and the collected data analysis allows you to cus-
tomize the configuration of dynamic requests to the nodes allocation. This way you can
achieve the highest possible efficiency as well as ensure the dependability of key
services.

4 Verification Method — Case Study

The proposed solution was implemented in the system “Moja PG” at Gdansk
University of Technology. A component of request management was introduced
between the portal (which is a collection of independent user applications) and services
layer (in which business components are embedded). Another node was added on
which all services are available in the same way as on the original node. The requests
manager distributes requests from user applications into these two independent nodes.

Using exactly the same UNIX operating system and the same version of the JVM
on both nodes provides the same threading, concurrency and parallelism mechanisms.
Exactly the same system software was used before and after adding the request
manager. Thus it is possible to compare the results of those two measurements without
the need to consider the impact of the operating system or JVM.

Dynamic requests management solution was introduced in the production envi-
ronment at the beginning of the academic year 2016/2017. It was a specific period of
time because you had to ensure reliable access to services for 30,000 users within a few
days. Students wanted to see their timetables, sign up for elective subjects or extend the
validity of their electronic ID cards. At the same time employees had to issue the
necessary certificates, give students their final grades and supervise the teaching pro-
cess. Student actions during the working day got lower priority in the access to
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Fig. 4. Life cycle of requests redirection configuration

resources on the basis of the aspect of the request. However, full access to resources
was granted in the evening when university employees did not use the system.

Introducing such a separation, the average execution time was reduced. There was
no noticeable drop in performance during the first days of the academic year, which
occurred in the previous years. Services were available, there was no moment in which
the system was overloaded. Thanks to the dynamic request management and despite a
sudden increase in the number of system users, there was no snow ball effect. This
effect means lengthening the service response time as a result of taking over more and
more resources by other services. Reliable access to critical services was guaranteed all
the time because they were invoked on a separate node. The change from a traditional
balanced load distribution to dynamic request management helped to maintain full
reliability of critical system functions.

The process of determining the rules for the separation of requests between nodes
was discrete and was repeated once a day. Analysis was performed automatically on
the basis of log files in which service requests were saved along with their execution
times. As a result, we were able to calculate the following statistics:

— average time of service execution divided into groups of users,
— the total time of the service execution during the day divided into groups of users,
— the number of requests to the service divided into groups of users.

On the basis of those statistics it is easy to determine which services are the most
often invoked, by whom, and which occupy resources for the longest time. Of course,
changing the configuration directly affects the performance of the execution of services,
so you need to monitor regularly the statistics to ensure that the rules are properly
applied. Besides, changes in the way of using the system make a continuous control
essential, too.
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5 Measurements Results

Measurements of system “Moja PG” in the production environment were made on log
files generated by the system. A sample log file part is shown below:

2016-09-26 00:00:05,170 [StudentManagerBean t-146] START: getObjectById

2016-09-26 00:00:05,205 [StudentManagerBean t-146] STOP getObjectById: 34ms

2016-09-26 00:00:05,222 [StudentManagerBean t-18] START: getCardBySubject

2016-09-26 00:00:05,662 [InventionsManagerBean -83] START: searchInventions

2016-09-26 00:00:05,794 [InventionsManagerBean t-83] STOP searchInventions: 132ms

2016-09-26 00:00:05,809 [InventionsManagerBean t-157] START: getInventorsByInventionId
2016-09-26 00:00:05,822 [InventionsManagerBean t-157] STOP getInventorsByInventionId:12ms
2016-09-26 00:00:05,835 [InventionsManagerBean t-146] START: getAdministrativeUnitsByInvenId
2016-09-26 00:00:05,838 [InventionsManagerBean t-146] STOP getAdministrativeUnitsByInvenId: 2ms

2016-09-26 00:00:05,844 [StudentManagerBean t-18] STOP getCardBySubject: 621lms

Some part of the following lines content logged by the system had to be hidden for
security reasons. Pairing log lines talking about the beginning of the service request
processing (START) and its completion (STOP) was performed on the basis of the task
ID (e.g. “t-146”). Each STOP line contains also execution time in milliseconds. Ser-
vices are executed asynchronously, so log lines appear in a file in a random order, too.
In each line there is also included the timestamp, the name of the package of services,
e.g. StudentManagerBean or InventionsManagerBean, and the name of the proper
service.

The first log analysis checked only correctly completed invocation of services and
summed up their execution times. Then, on the basis of the total time in one-day
periods, a ranking list was created showing which services performed the longest. The
ranking presents services that are invoked very frequently or which are invoked rarely
but with a long execution time. Therefore, it is also worth analyzing the average time of
service execution. First, the measurements were performed on a loaded production
system without the additional node. Then, the services which occupied the first node
resources for the longest time were redirected to the second node. After 24 h log file
analysis was repeated, this time on both nodes. The collected results are shown in
Tables 1, 2 and 3 and in Figs. 5 and 6.

The charts on Figs. 5 and 6 show the average execution times of selected services at
the beginning of the academic year in 2015 and 2016. In 2015 “Moja PG” system
worked only on a single node without aspect-oriented management of requests. In 2016
an additional node was used and service requests were distributed between nodes on
the basis of their invocation aspects. The noticeable fact is the reduced service exe-
cution time (the longest service executions in 2016 lasted 765 ms and in 2015 —
1907 ms). In addition, on the graph of 2015 you can notice a significant increase in
services execution time on 2015-10-02 — all students started to use the system inten-
sively at the beginning of the academic year. Then a snowball effect occurred — an
extension of services execution time because the user load caused that each invoked
service was executing even longer. In the chart of the year 2016 there was an extension
of services execution time on 2016-09-30, when the students started to use the system
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Table 1. The results of service performance measurement in 2016

Year 2016
Service name Max Avg. Avg. The
execution execution execution increase in
time [ms] time time with execution
without load [ms] time
load [ms] between the
loaded and
no-loaded
system [%]
getInvoiceSummary 11 108.00 90.50 96.13 6.22
getMyCourseTree I 317.00 200.50 253.80 26.58
getMyGenerallnfo II 437.00 348.50 368.07 5.61
getMyPersonData 11 15.00 14.03 14.33 2.16
getMyStudyProcessCard 11 700.00 581.50 628.20 8.03
getObjectByld 1 765.00 547.50 638.53 16.63
searchFullCourseEctsByCourseld 20.00 15.00 15.20 1.33
I
searchMyStudentMessage 1 692.00 523.00 578.33 10.58

Table 2. The results of service performance measurement in 2015

Year 2015
Service name Max Avg. Avg. The increase
execution execution execution in execution
time [ms] time time with time
without load [ms] between the
load [ms] loaded and
no-loaded
system [%]
getInvoiceSummary 172.00 71.17 94.67 33.02
getMyCourseTree 370.00 241.67 324.67 34.34
getMyGenerallnfo 1286.00 258.00 455.00 76.36
getMyPersonData 69.00 17.67 32.44 83.65
getMyStudyProcessCard 1907.00 1060.67 1670.78 57.52
getObjectByld 1434.00 966.33 1270.56 31.48
searchFullCourseEctsByCourseld 157.00 43.33 56.11 29.49
searchMyStudentMessage 1078.00 552.67 820.22 48.41

intensively. However, thanks to

using two nodes, there were enough resources to

prevent any snowball effect and the duration of execution time of services did not

exceed 800 ms.

Measurements from 2016 presented in Table 1 clearly show that the priority ser-
vices running on the second node had a single-digit increase in execution time under
load (from 1.33% to 8.03%), while services operating in the more loaded first node had
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Table 3. The results of comparative measurements of service performance in 2015 and 2016

Service name Increase in Increase in avg. Increase in avg.
max execution time execution time
execution without load with load
time between between 2016 between 2016
2016 and and 2015 [%] and 2015 [%]
2015 [%]

getInvoiceSummary -37.21 —10.54 —33.55

getMyCourseTree —14.32 —17.03 —21.83

getMyGenerallnfo —66.02 —4.52 —19.11

getMyPersonData —78.26 —20.58 —55.82

getMyStudyProcessCard —63.29 —45.18 —62.40

getObjectByld —46.65 —43.34 —49.74

searchFullCourseEctsByCourseld | —87.26 —65.38 —72.91

searchMyStudentMessage —35.81 -5.37 —29.49

Service execution time [ms]
8 8

g

g
\

Year 2016

— getinvoiceSummary Il

- -getMyCourseTree|

— getMyGeneralinfoll
getMyPersonData ll

- -getMyStudyProcessCard Il

---getObjectByld |

— searchFullCourseEctsByCourseld |

—searchMyStudentMessage Il

Fig. 5. Chart of the average service execution time on selected days of the year 2016
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Fig. 6. Chart of the average service execution time on selected days of the year 2015
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an increase in execution time under load in the range from 10.58% to 26.58%. On the
basis of those results it can be stated that the critical services running on a node II
worked stable and reliably, despite the system maximum load of 30 thousand users. If
the load had been distributed equally between the two nodes, some of the resources
would have been used by the services with a lower priority, and consequently the
priority services execution times would have been extended, affecting negatively on the
dependability of key system functionality. Table 3 shows compiled results of the
comparison of services execution time between selected time periods in 2015 and 2016.

Without load the percentage differences in execution time ranged from 4.52% to
65.38%, which means that the system running without load on one node selected
services (getMyGenerallnfo, searchMyStudentMessage or getlnvoiceSummary) han-
dled at the optimal time. This is why differences are so small (from 4.52% to 10.54%),
while the execution time of remaining services even without load were reduced from
17.03% to 65.38%. This indicates that one node even without load did not have enough
resources for optimal work. The comparative analysis of the maximum service exe-
cution times between unloaded system and system under load shows an increase of
execution time from 14.32% up to 87.26%. The services of higher priority that were
transferred to the second node (II) were being executed shorter from 37.21% to
87.26%, while those of lower priority which were executed on more loaded first node
(I) showed a shorter duration of execution time in the range from 14.32% to 46.65%.
Summing up the results of the measurements, it can be stated that with the selection of
priority services and redirection of their execution on less loaded node a shorter exe-
cution time and reliable access, even at maximum load, were provided. Services with
less priority which were running on the more loaded node also recorded a reduction of
operating time (by distributing the execution of services on two nodes). However, it
was not as significant as in the case of priority services. The measurements’ results
show that using an aspect-oriented management of service requests can assure
dependable access to priority services which can be moved to a separated node. Of
course, when there are unlimited resources, a dynamic load-balancing is enough for
making all services unfailing. However, when there are insufficient resources, the
services should be prioritized and the most important ones should work properly
regardless of the load. In the production environment we were able to achieve our main
goals by adding another node and using an aspect-oriented management of service
requests. In this way:

— the execution time of all services decreased because more resources were available,

— the execution time of priority services decreased significantly because they were
invoked on a separated node,

— the most important goal — priority services guaranteed reliable performance
regardless of the load.

Priority service are used by finite and well known group of users. We were able to
estimate how much of resources were necessary for this group of users to work on
priority services. During work day of this group of users required resources were
granted to priority services which gave us confidence that they will work with high
performance and dependability. When priority services were not used, thanks to
dynamic configuration free resources were used by other services which needed them.
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Management of service request allows to react to a changing load and assure
necessary resources for the chosen services. When high performance and dependability
cannot be assured for all services because of the lack of resources, then a configurable
management of service requests is a good solution. Thanks to that the priority services
can perform efficiently.

6 Summary

The proposed solution is based on the aspect-oriented management of services
requests. It was introduced in the system “Moja PG” at Gdafsk University of Tech-
nology that supports 30,000 users. After adding an additional node, the services exe-
cution time was reduced, thanks to a dynamic management of requests. On the basis of
the request aspects and configurable rules, a snowball effect was avoided in the time of
the most intensive system use. Execution time of priority services got reduced by an
average of more than 60%. In the case of services with lower priority, the execution
time was reduced by more than 30%.

Summing up, when computing resources are limited, then appropriate arrangement
of rules for requests management provides a stable and fast access to critical services,
without the risk that less important services will lead to the seizure of resources. Of
course, the rules must be constantly modified, based on the performance results in order
to adapt them to the changing conditions of system usage. As a result of the need for
regular performance analysis and customization of the rules used in the configuration,
there arises a question if the system should be allowed to configure itself automatically.
Some work on the mechanism of dynamic recommendations was started. At this stage
we assumed that the system should suggest which rules will improve the efficiency of
access to services. However, the administrator will configure these rules in the pro-
duction environment manually. When the recommendation engine is refined, an ulti-
mate goal is to implement a module which will automatically reconfigure the system
due to changing user activities.
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Abstract. Recent tendencies in the field of application development indicate
the more and more significant role which mobile applications fulfill in everyday
live of the rapidly growing number of smartphone users. Development of mobile
application fulfils more and more important role in the everyday lives of the
visibly growing number of smartphone and tablet users especially from the pint
of view of security aspects. Addressing these tendencies the paper presents the
security development with the algorithm constituting the creation process of
mobile applications to overcome the existing threats faced by the mobile
application developers.

Keywords: Mobile application development - Mobile security - Data access
security - Data storage and transfer security

1 Introduction

Currently there exists no standardized solution or methodology for developing the
applications which would be ultimately threat-resistant. Together with the invention of
newer and newer strategies to prevent the security breaches the more sophisticated
threats emerge and new vulnerabilities are detected by the platform developers. While
designing and building the mobile applications there will always be a tradeoff between
functionality, optimization and security. However none of these areas should be
omitted and treated with less importance than the others as only balanced combination
of those three will enable to create the reliable and useful solutions [2, 3, 6].

The increase in mobile Internet traffic is mainly due to the increasing possibilities of
mobile devices offered to the users. However, the intuitiveness and ease of use of
Android applications make it comparably attractive despite its known drawbacks in the
area of security. Any developer of mobile application for these platforms should be
aware of the threats and vulnerabilities that each of them carries and should adjust the
development strategies in such a way so that the optimal level of safety is assured
especially when interaction with confidential or sensitive data is required [1, 4, 7].

The model called Security Development Strategy (SDS) [10, 11] was developed in
the previous research works for building mobile applications so that they would be less
vulnerable to external attacks and leaks of sensitive dat. The existing another
approaches to mobile application security focus mainly on the transmission of sensitive
data to external services, whereas using the SDS approach equal focus is put on all
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aspects of the sensitive data management. Safe data transfer between mobile and
external devices is undoubtedly a crucial link in the process of securing the applica-
tions, however not the only one.

The problem presented in the paper concerns the development aspects of mobile
applications from the point of view of their security. It describes the general overview
of algorithms constituting the creation process of mobile applications to overcome the
existing threats faced by the mobile application developers. It proposes the design
pattern with some detailed technique suggestions to improve the security of developed
mobile applications.

The presented paper is structured as follows: Sect. 2 gives the outline of Security
Development Model created for building secure mobile applications and the algorithm
of mobile application development. Section 3 deals with the algorithm of first pillar of
SDS, data storage security model. Section 4 presents the algorithm of second pillar of
SDS, data access security model while Sect. 5 describes the algorithm of third pillar of
SDS, the data transfer security model.

2 Security Development Model

The field of security of mobile applications requires the elevated attention because of
the privacy issues of millions of users of smartphones and the lack of adequate solu-
tions to assure the security of data. Having this in mind it is worth to think about more
ways of how to reduce the risks connected with the mobile security in the context of the
development process itself [5, 6, 8, 9]. One of the most crucial aspects which is the core
of the proposed solution is to create a model which assures less probability of capturing
the sensitive data by the malicious software or hackers [5, 6, 8, 9].

The idea of Security Development Strategy [10, 11] assumes that application should
conform to predefined security standards embracing three main areas: storage (of
sensitive data on the mobile device), access and transfer of sensitive data (Fig. 1).
Conformation to the standards should be achieved by implementing threefold security
pattern for each of the mentioned areas. The model specifies the assumptions on how to
achieve a proper level of security in each field and provides necessary details on the
implementation of mechanisms which will allow achieving desired safety effects.

/

Secure Development Strategy

4 Storage ¢ Access ' Transfer

e limit stored data e geolocation e encryption
e alternative forkey e application-device ID e digital signature

k stores e sessions e security keys /

Fig. 1. Pillars of Security Development Strategy for mobile applications
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The process of mobile application development from the security perspective

constituting the Security Development Strategy (SDS) is regarded as an integral process
during creation of any function of the mobile application.

The developers add security management features at the beginning of mobile

application development and remember to add them every time they create a function
handling sensitive data. Therefore the general structure of the process contains the
following steps: Create project. Add security management. Create function. Handle
security. Repeat for all relevant functions. Test security management. Improve security
management. Publish application.

The algorithm of mobile application development from the security perspective

contains the following steps (Fig. 2):

1.

10.

Define the scope of sensitive data, i.e. having the data structure of the application
define which data will be considered as sensitive. For example in Password
Manager application the sensitive data includes user credentials, user personal
information, passwords stored within the application.

. Define the security level for the application. The security level describes how the

application should behave in case of security breaches. By default there are three
levels of security levels:

e minimum Security — ignore breaches,
e medium security — alert about the breaches, but do not lock the application,
e maximum security — alert about the breaches and lock the application.

(optional) Specify the allowed locations for the application usage (e.g. applications
used in stores, hotels, restaurants — never outside a certain range).

Create SecurityManager class through which all requests for sensitive data should
be handled.

Create the function(s) of an application.

Specify in XML configuration the permissions for the function(s) which manipu-
late the defined scope of sensitive data.

Repeat steps 5 and 6 whenever a new function handling sensitive data is being
created.

. Perform security tests. The security tests should include all the security mecha-

nisms from SecurityManager class which are used in the application. The scenarios
of the security tests have to be created. They should embrace all the possible
courses of actions for the given functionality. For example for login process
embrace:

user gives valid credentials,
user gives invalid credentials one time,

e user gives invalid credentials X number of times, after which the application
should be locked,

e the same login credentials are used from two remote locations — alert e-mail
should be sent to the user.

If necessary implement improvements in the security configuration.
Repeat steps 8 and 9 until security tests results are satisfying.
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Fig. 2. Algorithm of security mobile application development

3 Data Storage Security Model

The first pillar of SDS storage concerns the client-side of the system i.e. the mobile
application. The major assumptions of data storage pattern embrace sensitive data
encryption, limitation and restricted access.

Mobile applications developer has two possibilities on where to store application
data. He can choose external server where data will be stored in databases and special
firewall mechanisms will block access to it. On the other hand some of the information
which the application uses is necessary to be stored on the device. The first option
seems to be a better solution as it eliminates the risk of losing data when the device is
damaged. However, it requires a large amount of data traffic between the application
and the server. In that light the second option comes in handy — it reduces the amount
of data transfer. It seems to be less practical, as the data to be valid need to be updated.
Moreover, the storage space of the device is also limited. Thus, the combination of both
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solutions comes from the need of keeping the data up-to-date and accessible by many
devices at any time simultaneously giving the possibility to store a little number of
crucial information on the device [11].

The storage mechanisms depend on the place of where the data is saved on the
device. Two places for data storage which are also a potential risk points can be
discussed for SDS: key-chain and device file system.

3.1 Key Stores

Mobile platform developers introduced special mechanisms for storing data in a secure
manner — key stores. The assumption is that the applications can access only those key
store values which they have privileges to. For jailbroken devices there is no problem
in reading the key store values with the use of special dumping applications. This is the
reason why the first assumption of SDS states that: Sensitive data should never be
stored as plain text, but they should always be encrypted and stored as such in key-
chains and any other storage places.

The other suggestion for storing sensitive data is to transfer the responsibility from
key-chains which are known to store valuable information, especially remembered
passwords, to the internal database of the application. This is expressed as the second
rule for data storage: Sensitive data could be stored within the application database
files and encrypted using encryption keys stored in the external server databases to
limit the risk of reading the data. The algorithm for limitation of storage and secure
storage constituting data storage security model in SDS is as follows:

1. Define the scope of data that the function which is currently being implemented
requires.

2. Classify the data according to its sensitivity.

3. Specify the necessity to keep the data on the device; for example the registration
process.

4. For each piece of data not required to be stored find another way on how user will
be accessing it. The example on when the data does not require to be stored is the
user personal information during the registration or login processes. This personal
information will be downloaded from the server every time the user logs in to the
application.

5. For each piece of data to be stored on the device.

1. Create a separate keychain.

2. Define a keychain entry.

3. Store the name of the keychain entry in the XML configuration file. The XML
configuration file was chosen as the most common approach to store the con-
figuration information. It is widely used, understandable and most of the pro-
gramming environments support the reading and writing to and from the XML
files.

4. Add the encrypted value to the created keychain entry. The choice of the
encryption algorithm depends on the developer. By default the AES algorithm is
being used.
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3.2 File System

Sensitive data could be stored within the internal database as custom structures known
only for developers of a specific application. This is not a common practice at the time.
The SQLite data records are stored in a file on the device, thus it may seem a hazardous
thing to store the passwords there. That is why credentials and simple character vari-
ables should be still stored with the use of key-chain stores, however in case of other
structured data one should definitely use the internal database of the device.

The algorithm for function privileges specifies for each function in the configura-
tion file which data it can have access to. It constitutes data storage security model in
SDS as follows:

Define the scope of data which will be accessed by the function.

Implement function (write function body).

If the required data is qualified as sensitive go to step 4, else go to step 7 and finish.

If it was not done previously add reference to the iSec Framework [11] through

which access to sensitive data is obtained. The iSec Framework provides an

interface for implementing security mechanisms into the application. Having ref-

erenced it we are able to call all the functions which it provides and use them to

build the security into our application.

5. Modify the chosen function and use the built-in iSec Framework [11] method to
access sensitive data.

6. Add the function name to the XML configuration file.

el NS

4 Data Access Security Model

The second pillar of SDS strategy concerns the access to data. This comes from the fact
that mobile applications need to communicate with external services and other appli-
cations. The major assumptions of this security area embrace three mechanisms which
aim to enable identification of the user requesting access to application resources:
geolocation, application-device ID and sessions.

To ensure the functionality of the second pillar of SDS strategy, the access control
model approach for mobile applications was proposed [11]. It was named mobile
Application-based Access Control (mABAC) model. The core part of mABAC
approach essentially represents the basic elements of access control, such as subjects,
objects and methods.

4.1 Geolocation

The geolocation became a common mechanism for locating devices and performing
certain services which enable to display proper language or time zone for the user.
Recently Google has used this mechanism to secure access to private user accounts.
The Google procedure works in such a way that the location of the computer together
with date and time of the registration and consequent logins to the account are
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registered and then used for validation. The location of the computer is obtained on the
basis of the IP address of the computer.

A similar mechanism can be implemented for a mobile application. Having a
unique identifier of the device, its location could be registered and sent to the server
with every request issued by the application. It would serve as a frame of reference for
future logins. In case a suspicious attempt would take place a message should be sent to
the user. This would require a mobile phone number or email specification by the user
or the application could notify itself about the attempt to login with the use of push
notifications. The algorithm for geolocation constituting data access security model in
SDS is as follows:

1. Implement the login mechanism provided with the iSec Framework [11].

2. Implement the request handling mechanism of iSec Framework [11].

If the function requires the sending a request to the server go to step 4, else go to
step 6.

Obtain current user’s location coordinates.

Encrypt the coordinates and add them to the request.

Send the request.

On the server side resolve the coordinates based on incoming IP address.
Compare them with the coordinates found in the message body.

If the coordinates match, go to step 10, else go to step 13.

Check the history of previous user’s locations.

If the location does not vary significantly from previous ones go to step 13, else go
to step 14.

12. Allow data access and finish the algorithm (omit the steps 14 and 15).

13. Inform the user about the possible risk of violation.

14. According to the users response, block or allow access.
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4.2 Device Unique Identifier

Every device is assigned a unique identifier which enables to distinguish it from the
others. The transmission of a unique identifier can somehow violate the privacy as it
could be captured by unwanted parties. Nevertheless, Universal Device Identifiers
(UDIDs) seem to be the most reliable way which can be used to identify the requests
for the data sent to the server. Together with the geolocation coordinates they can
prevent external invalid requests to be served.

In order to conform to Apple standards it is best not to use the default device UDID,
but it does not change the fact that we do not want to resign from the possibility of
identifying a specific device. One has to remember that many users may log in to the
application from the same mobile appliance. This is the reason why SDS suggests that a
custom unique identifier was generated for the device during the installation phase.
This unique identifier will be referred to as an Application-Device Identifier (ADID)
and it will be characteristic for a single application only. That is why it will not be
possible to use it for any other purposes than for the application in subject.
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Application ID is stored in the configuration file of the server and the configuration
of the application (XML config file). UDID is transmitted during the first application use
and stored in the database (encrypted). The ADID is used to identify the specific device
which uses the application. It enables to identify the device, the possible users and the
application itself. The ADID enables to avoid the necessity to send the actual UDID of
the device which by some is considered as privacy leak. The algorithm for ADID
constituting data access security model in SDS is as follows:

1. Obtain application ID (AID) from the configuration file (it is installed together with
the application).

2. Obtain device UDID.

3. Take 24 random characters from the UDID together with their indices in the UDID
string.

4. Combine the obtained data into a single string consisting of an AID and additional
48 characters — one character from the UDID and its index, next character from
UDID and its index, etc.

5. Encrypt it with the 3DES algorithm.

6. Send ADID together with every request to the server.

7. If the ADID (connected with a specific user and location) does not exist and the
device requires access to other function than registration goes to step 8, else goes to
step 9.

8. Display information about violation to the user.

9. Allow access.

5 Data Transfer Security Model

Data transfer pattern refers to all mechanisms which involve the exchange of data
between the mobile application and the external services. These mechanisms should
incorporate in their action flow the additional security procedures — data encryption, the
use of security keys and the verification of the requests integrity [11].

Data transfer is the weakest link in the entire process of the mobile application
development. It comes from the fact that the requests are travelling over the Internet in
an unprotected space and they are prone to a special kind of attacks called the “man in
the middle”. This attack means that between the mobile device and server application a
third-party may be listening and waiting for the exchange of information.

5.1 Digital Signatures

As far as the integrity of the data is concerned it is a good and common practice to use
the digital signatures. They enable to check whether the message received is exactly the
same as the message sent and if it was not modified on the way to the receiver. The
digital signature mechanism relies on the encryption which should assure the authen-
tication. The Digital Signature Standard (DSS) relies on a private key algorithm. Only
the owner of the message knows the private key and the public key is known.
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It is however possible to use other encryption techniques and implement them instead.
The algorithm for request integrity constituting data transfer security model in SDS is
as follows:

Prepare the request.

Get current timestamp.

Hash the request with the current timestamp.

Add hashed string and encrypted timestamp to the request payload.
Send request to the server.

Resolve the hashed string with the timestamp.

If the string and the request body match go to step 8, else go to step 9.
Proceed with handling the request.

Display information about the lack of integrity of the message.
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5.2 Security Keys

The last suggested mechanism represents security keys for digital signatures. Security
keys introduced by SDS are 128-bit strings which should be sent to the server before
the request for sensitive data. The security key can be unified for the entire application
and independent from the device. When transferred it should also be encoded with
chosen cryptographic algorithm. Security keys are used to sign the request and they
allow verifying whether there was no violation of this request on its way from the user
to the server. They contain the information about the ADID as which enables to
identify the device from which the request was sent. They also incorporate date
information which can protect from brute force attacks. The algorithm for security keys
constituting data transfer security model in SDS is as follows:

Get the ADID of the application.

Get the current UTC timestamp (as Unix timestamp).

Combine the last 8 character from ADID and the date into one string.

Hash the string with ADID using SHA-3algorithm.

Add the security key to the request payload.

Send the request to the server.

The web service function on the server should create the appropriate security based
on obtained timestamp and ADID stored on the server.

8. If the obtained security key and web service-generated key are the same, allow
access. Otherwise inform the user about the violation.

NN A LD~

6 Conclusions

The complexity of the ecosystem leads to the complexity of the mobile application
development. Mobile applications have found to contain potentially malicious
behaviors. The paper proposes a development process or even a design patter with
detailed technique suggestions to improve the security of the applications.
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This paper aims to address the problem on balancing the functionality, optimization
and security of the mobile applications and proposes to take all aspects of sensitive data
management during the application creation process into consideration. In specifically,
it defines the security models of three data security aspects (i.e. data storage, data
access and data transfer) and specifies the guidelines in the models to add security
management features for each function which handles sensitive data. Moreover, the
presented work describes a set of algorithms to support the development of secure
mobile applications for all the three data security aspects.

In addition, a prototype framework is developed to implement the proposed model.
The implementation of the ready-to-use classes and methods which would assure
security of any mobile applications seems to suit the current needs for simultaneous
time-efficiency and safety. That is why the prototype framework iSec was developed.
Its main components correspond to three pillars of the security model presented in the
previous sections: storage, access and transfer [10].

The further research on data storage model should be conducted in order to provide
an easy to use way for developers to securely store indispensable data directly on the
device. The possibilities include especially the data access control mechanisms.
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Abstract. The paper deals with the problem of computer performance evalu-
ation basing on program benchmarks. We outline the drawbacks of existing
techniques and propose a significant enhancement using available performance
counters. This new approach needed development of supplementary tools to
control benchmarking processes and combining them with various measure-
ments. In particular, this resulted in some extensions of the open source program
Phoronix Test Suite. The usefulness of our approach have been verified in many
experiments taking into account various benchmarks and system configurations.
We present the measurement methodology and interpretation of the obtained
results, which confirmed their practical significance.

Keywords: Benchmark programs -+ Performance sensors : Performance
evaluation - Test suite platform

1 Introduction

The technological progress in computer systems has a high impact on various utility
features. In particular, it results in improvement of performance, dependability, power
consumption, etc. An important issue is evaluation of these properties. For this purpose
various program benchmarks have been developed. They can be targeted at different
systems and aspects, and developed by commercial or scientific/industrial organiza-
tions. This topic is being discussed for many years in relation to appearing technologies
([5, 6, 8], conferences on benchmarking, e.g. [9, 17]). The proposed sets of benchmark
programs are sometimes considered as controversial. Especially, in the case of
superficially defined properties and technical documentation. Another issue is the
problem of controlling and performing measurements. Hence, various measuring
techniques and supplementary tools have been proposed [7, 14, 20, 22]. In our opinion
classical benchmarking techniques can be significantly improved by combining them
with performance counters.

The problem of system monitoring using performance counters have been
addressed in many publications within our Institute (e.g. [11-13]), so we have gained
good experience and developed some dedicated tools. Performing various experiments
we have found the need of deeper studies taking into account different system con-
figurations and their impact on the overall performance. This resulted in combining
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benchmarking techniques with performance counters (neglected in the literature). This
new approach needed developing some supplementary tools which have been inte-
grated with a comprehensive testing and benchmarking platform [22].

In Sect. 2 we characterize benchmark programs and outline the problem of their
analysis. Section 3 describes the developed methodology of enhanced measurements
including performance counters. Section 4 presents and explains results obtained for a
sample of experiments with different benchmarks and system configurations. Final
conclusions are comprised in Sect. 5.

2 Benchmark Programs

In the process of evaluation various features of computer systems an important issue is
selection of appropriate program benchmarks. In general, we can distinguish synthetic
and application benchmarks. Synthetic benchmarks are based on specially developed
programs targeted at imposing specific workload on the selected system components
and their interaction [5, 6]. Application benchmarks are composed from real programs
and measure overall system performance in relevance to the used application. In
practice, it is reasonable to mix these two approaches. Selecting or designing bench-
marks we should take into account workload specificity, e.g. its dynamics [6] and
system domain (embedded systems [8], cloud environment [4], mobile systems [3],
etc.). A static workload is one in which a certain amount of work is fixed and arrives at
once. The dynamic workload is characterized not only by the workload items but also
by a work arrival process.

Using benchmarks we should be conscious of the evaluation goals. In the stage of
system development we are interested in optimizing system components so using
various benchmarks we can check the performance of various solutions, the impact of
specific components on the whole system behaviour, perform design trade-offs, etc.
This goal can be further extended for system users in relevance to the possibility of
changing system configurations, e.g. compiler optimizations, caching and buffering
policies, memory organization and management, etc. [6]. Application designers can be
interested not only in speed (performance of algorithms and platforms) but also in some
high level user defined properties, e.g. the effectiveness of recognizing traffic signs [19]
or other visual objects [3, 15]. Taking into account green computing paradigm and
locally powered systems (Li-ion or solar batteries) power consumption becomes an
important performance feature.

Another issue is considering dynamic changes (during system exploitation) of
workload, memory or network usage, etc. Here, we can examine the impact of addi-
tional resources (even machines) on the performance (scale up and speedup elastic
issues) [4]. On the other side it is reasonable to check the performance decrease in
function of increased load. Developing subsequent system versions we face the
problem of checking whether they still satisfy quality goals. This can be verified with
so called regression benchmarks [20, 21] which simulate different usage patterns tar-
geted at specificity of the tested systems. Before deployment of a new system it is
reasonable to perform comparative performance evaluations [2].
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Depending upon the goal of benchmarking and the target tested environment
various benchmarks have been developed as open source or commercial ones. In
practice they are targeted at some specific system platforms or issues, e.g. embedded
systems (MiBench [8]), CPU architecture and processing kernels (e.g. SPEC CPU,
linpack [6, 9, 14]), operating system scheduling, graphical processor (Unigine Valley),
I/O subsystem (Flexible I/O Tester, HD Tune), memory usage and locality of refer-
ences, data base, parallel systems ([1, 24]), transaction processing (TPC [16, 25]), PC
and workstations; web, mail, system file server, disks (GNOME Disks, HD Tune),
database (pgbench). In addition, we have a lot of popular application benchmarks e.g.
gzip (file compression), x264 (video coder in format H.264/MPEG-r AVC), C-Ray
(image generation based on ray tracing), data centric and parallel processing applica-
tions. Here, we can include also real programs, e.g. word processing software, CAD
software and other user’s application software.

In most studies on benchmarking overall performance of the system is expressed by
a single metric [1, 5, 6]. In the case of a single program typically the performance is
given by the execution time, throughput or speedup in relation to some basic system.
For benchmarks comprising different programs targeted at different system components
or workloads the result aggregation is more complex. We can use here arithmetic mean
(e.g. for time based metrics), harmonic mean (for rate based metrics, e.g. cache miss
rate). In the case of benchmarks targeted at different features weighted means should be
used. In many cases the aggregated metrics are not satisfactory, moreover they can be
difficult for interpretation. Hence, we propose to enhance measurements with perfor-
mance counters or other internal variables used as some probes (e.g. ratio of invoking
specific program libraries).

Performance measurements allow designers and users to tune and configure sys-
tems, optimize application algorithms and codes, identify bottlenecks, match system
features with workload characteristics. In most cases performance is correlated with the
speed or system throughput. Recently, we are also interested in power consumption and
dependability features. Hence, special benchmarks are developed for these purposes.
Dependability benchmarking is intended to characterize system behaviour in the
presence of faults [10]. Such benchmarks reveal weak points in the system, evaluate
fault resistance of different solutions, etc. Dependability benchmarks are specified not
only by the workload but also by fault load (internal and external).

Dedicated benchmarks usually comprise embedded measurement functions. Taking
into account application benchmarks we have to perform some code instrumentation
for measurements. Detailed (fined grained) analysis of various benchmarks is needed
due to the fact that manufacturers provide and report benchmarks to show the best
features of their products (bench marketing). Dealing with various programs as
benchmarks it is important to automatize and manage measurements in testing pro-
cesses. In particular, we have to log in real-time (while test is running) various per-
formance sensors and present results. For this purpose we have enhanced popular and
recognized benchmarking platform Phoronix Test Suite [22] with developed modules
providing new capabilities using its extensible architecture (presented in Sect. 3).
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3 Managing Performance Experiments

Performance evaluation needs running various benchmark programs with different
input data for various configurations, Moreover, the performed tests should be repeated
to get some statistics of results, which may differ due to various fluctuations in the
evaluated system (e.g. processes related to operating system, program updates, memory
usage organization, caching and buffering policies). Finally, the collected results should
be presented in some numerical or visual form and analysed. Efficient handling of these
processes in an automatic way needs a special test platform. An example of such
platform is open source Phoronix Test Suite [22] (PTS). It is well accepted and easy to
use by practitioners, providing wide range of configuration options not encountered in
other benchmarking tools. Using this platform in our experiments we have found the
need and possibility to enhance it with useful supplementary functions discussed in the
sequel.

It is worth noting that classical benchmarks have limited capabilities of system
configuration and no mechanism of integration with performance counters. They have
embedded measurement functions which provide only parameters on basic usage
features for the tested program, e.g. execution time, transmission speed from/to disk.
On the other hand application benchmarks need additional code for the required
measurements. These drawbacks are mitigated in a large extent in PTS platform which
is written in PHP and works on many operating systems. It facilities managing complex
tests with many benchmarks and their configurations in an automatic way. As an open
source project it provides the capabilities of refinements, in particular a mechanism to
extend its functionality with plugins, for example a built-in plugin capable of moni-
toring performance counters during test execution.

PTS is based on test profiles which are composed of configuration files specified in
XML and various shell scripts describing actions needed to install tested applications
(benchmarks). This allows us to automatize testing process starting from loading the
application with supplementary files (e.g. libraries, files from Internet), performing
measurements and presenting final results. Hundreds of test profiles from different
categories are also provided with PTS, allowing quick and straightforward execution of
tests to assess different aspects of system performance without specialistic knowledge.
Test profiles are combined in test sets which can be executed sequentially within the
same Phoronix session. Moreover, their results can be aggregated. The test set can
comprise different benchmarks, and input data sets, including simulated environment
interaction. Each test can be executed a specified number of times with optional
additional repetitions performed till achieving a representative statistically significant
features, e.g. standard deviation below certain threshold. PTS evaluates statistical
properties of test results (e.g. standard deviation, minimal, maximal values). Moreover,
PTS is integrated with bisection mechanisms of Git version control system, which
allows to find code changes in subsequent versions related to performance reduction.
Experiment results can be presented in some standard visual forms as well as in XML
format, which is useful to add user defined analysis processes. The presented features
make PTS a particularly useful tool to support benchmarking processes and minimize
the threat of user-made mistakes affecting the result correctness.
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Having analysed practically extensive functional features of PTS system we have
found that it outperforms other open source benchmarking platforms. Hence, taking
into account the gained experience with monitoring performance counters we have
decided to extend the capabilities of PTS platform. The appropriate code extensions
have been prepared by the first author. These extensions relate to three aspects: inte-
gration of performance counters into PTS, integration of PTS with GNU/Linux cgroups
mechanism, improvement of MATISK (My Automated Test Infrastructure Setup Kit)
module and plot generation.

Inclusion of measuring performance counters needed significant changes in PTS
system_monitor module (pts-core/modules/system_monitor.php). In particular, the
previous solution was restricted to monitoring a small set of sensors (performance
counters) with static methods of phodevi-sensor interface. In consequence, it was not
possible to create many instances of the same sensor type (e.g. to trace many CPU
cores). Higher universality has been achieved by tuning phodevi_sensor into an
abstract class (pts-core/objects/phodevi-sensor.php), which became a super class for all
sensor classes. Further extension related to creating a list of sensors and verifications of
correct selection of sensor parameters (e.g. disk identifier). Whenever possible, the
available devices of a given type (e.g. disks, CPU cores) which can be monitored are
automatically detected. Moreover, the previous sensor functions comprised many faults
resulting from lack of source code updates needed to keep up with changes in standard
GNU/Linux utilities used to obtain sensor data. The whole code has also been refac-
tored. An important modification related also to improving time resolution of mea-
surements by handling separately sensors with direct reads (e.g. temperature) and
sensors introducing some measurement delays (e.g. CPU usage — counting time units
within a specified time period, e.g. 1 s). The first group of sensors is handled with a
common descendent process, the remaining by separate processes. In this way we
avoid reduction of read frequencies while increasing the number of active sensors. Prior
to modifications, all the measurements were performed sequentially. As a result, time
resolution was constrained by the sum of mentioned sensor delays, what quickly
became an issue with multiple instances of numerous sensors being monitored, espe-
cially during short tests.

An important issue is collecting performance data related strictly to the tested
benchmark. Most tools monitor system resources by counting all parameter values
which may cover also processes not related to the tested benchmarks. This problem has
been resolved by integrating PTS with GNU/Linux cgroups mechanism [18]. It allows
creating groups and assigning processes to them. Due to ability of resource accounting
for individual groups, monitoring only processes and threads related to the tested
benchmark is assured. When cgroup monitoring is enabled for the PTS test session, the
new control group is created. Every process and thread spawned by the benchmark is
then assigned to the newly created cgroup, which is destroyed after test process
completion. Combined with the total resource usage metrics, the data obtained with
cgroup accounting allows to estimate how the processes not related to the benchmark
running during the test process impact the results, e.g. by consuming CPU time, which
would be otherwise used by the benchmark itself. Cgroups mechanism provides
resource controllers, which allow limiting usage of the specified types of resources
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(block devices, CPU usage, memory). This gives the possibility of testing the impact of
resource availability on system performance.

It is quite useful to perform a set of tests based on contexts. The context describes
configuration specific for invoking a specified test profile. In particular, this can be a set
of compiler flags used in subsequent runs of the tested application or program version
identifier. This capability simplifies automatic comparisons. Such functionality was a
part of the built-in PTS MATISK module which disappeared in newer versions due to
compatibility problems. The developed improved version of this module has been
successfully integrated with PTS. Moreover, PTS has been combined with improved
graphical result plotting (extended by introducing the capability of displaying simul-
taneously many test results in one view). All the extensions and improvements have
been accepted by the project leader Michael Larabel and are included in the version
available to users since February 2015 [22, 23]. PTS system can cooperate with
Phoromatic tool operating in client-server architecture and can be used to remotely
manage tests on a group of computers. Tests can be automatically invoked at prede-
fined time schedule, so we can collect data on performance changes in time.

The usefulness of the PTS system extensions has been verified in many practical
experiments. It can be used to find most time consuming kernels as well as to evaluate
various interactions. Moreover, we can design long term experiments which are needed
to identify software aging effects (software rejuvenation), memory leaks, threats in
memory paging systems, etc.

4 Experimental Results

Using PTS system with described extensions and modifications we have performed
many experiments with various benchmarks. The capabilities of this approach are
illustrated for a sample of executed test sets. We show results for 5 representative test
sets:

e TI1 - Tests targeted at checking the impact of GCC compiler optimization and the
number of used threads — C-Ray benchmark with image generation (http://www.
sgidepot.co.uk/c-ray.html); Intel Core i5-4670k (4 GHz, 4 GB RAM).

e T2 - Testing average disk read and write speed using Flexible IO tester benchmark
(https://github.com/axboe/fio) for 3 disks: D1 — SSD disk Crucial MX100, D2 —
West. Digital WD80OBEVS, D3 — Samsung HDO80H]J; taking into account dif-
ferent block sizes, sequential and random IO profiles.

e T3 - Testing the effectiveness of graphical processor with Unigine Valley bench-
mark (https://unigine.com/products/benchmarks/valley/); Intel Core i5-4670k
(4.1 GHz, 8 GB RAM, NVIDIA GeForce GTX 750).

e T4 - Data compression tests for gzip (https://www.gnu.org/software/gzip/),

e xz (http://tukaani.org/xz/) and bzip2 (http://www.bzip.org/) for different data sources
and different compression levels.

e T5 - video coding tests performed on 3 platforms (x264 benchmark, http:/www.
videolan.org/developers/x264.html): P1 — PC with Intel Core 15-4670k (4.1 GHz,
8 GB RAM, NVIDIA GeForce GTX 750 and OpenGL, SSD disk, Arch Linux),
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P2 — P1 without OpenGL, P3 — laptop Intel Core 2 Duo 1.9400 (1.86 GHz, 4 GB
RAM, graphical unit, SSD disk, Arch Linux), P4 — PC Intel Pentium E5200
(2 cores, 2.5 GHz, 2 GB RAM, Seagate disks, Debian GNU/Linux Stretch).

Table 1 presents results (execution times) for test set T1 (performed as one
experiment-single session of PTS) in function of 8 compiler optimization levels: O0 —
no optimization, Ol and O2 the lowest and standard levels, O2 standard with —
march = native profile, O3 and O3n — high level and high level with native profile, Of
and Ofn — aggressive optimization and with native profile. Each test has been executed
many times (standard deviation of results was in the range 0.05-0.35%). The best results
have been obtained for Ofn compilation. The number of threads has a significant impact
till 4 threads (system with 8 cores), however the speedup differed to some extent for
various optimization levels. Increasing the number to 16 threads has lower impact
(except O2).

Table 1. Average execution times for tests T1 (in seconds)

No. of threads | Compiler optimization level

00 O1 02 O2n |03 |O3n |Of |Ofn
1 184.03 | 120.76 | 108.92 | 90.72 | 63.25 | 49.36 | 61.48 | 42.54
4 53.14| 35.03| 31.29/26.44|18.15|14.26|17.64 | 12.22
16 49.41| 32.55| 29.09|24.5816.72|13.09 | 16.26 | 11.26

CPU usage during tests T1 was practically stable at 100% level (25% for each
core). However, for 4 threads we observed lowering the CPU usage at the end to the
level of 25%, this resulted from faster termination of processing on the remaining
threads. This effect disappears in the case of more threads than the number of cores. We
have also checked the impact of floating point operations. Eliminating the use of FPU
unit instructions (appropriate setting of the compiler and using library libsoft-fp) we
have got over 212 times higher execution time for O3n level with 4 threads. This
confirms high impact of floating point operations.

Tables 2 and 3 present results for test set T2 in relevance to sequential and random
IO operations (disk reads and writes), respectively. The presented transmission speed
(Table 2) and IO operation rate (Table 3) are shown for 3 disks (D1-D3) and different
sizes of data blocks. SSD disk D1 outperforms standard HD disks in transmission
speed by several times. Comparing IO rates for random operations we see much higher

Table 2. Average disk transmission speed (MB/s) for tests T2 — sequential operations

Block size | Read operation Write operation
D1 D2 |D3 |Dl D2 | D3
4 kB 462.89 1 61.10 | 31.90 | 311.36 | 53.96 | 42.63

16 kB 530.95|61.23 | 58.78 | 322.12 | 59.66 | 57.41
128 kB 540.38 | 61.26 | 55.56 | 323.57 | 59.45 | 57.45
2 MB 538.53|60.69 | 51.04 | 319.40 | 56.54 | 57.38
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Table 3. Average 10 operation rate (IOPS) for tests T2 — random operations

Block size | Read operation | Write operation
Dl D2 |D3 | D1 D2 |D3
4 kB 94795 | 201 | 175 | 74794 | 191 | 159
16 kB 26366 | 191 | 169 | 19016 | 184 | 152
128 kB 4249 | 137|123 | 2508 | 121|117

values for D1 disk by several hundreds times as compared with classical disks. This
results from head positioning (seeking time) involving mechanical movements. This
difference is lower for bigger blocks (lower number of needed head movements).
Standard deviation of results was in the range of a fraction to a few percent. In the case
of random writes it was higher for D1 disk (up to 7%).

In Fig. 1a and b we present the shape of CPU usage plot and average transmission
speed plot during the execution of test T2 for D1 disk (block size 16kB, sequential
writes). An interesting issue is that CPU usage is low (below 6%) except some spikes
up to 25%. These spikes result from operating system activities (OS system was
installed on the tested disk). Similarly, interference of these activities is visible in
Fig. 1b showing the transmission speed during the whole test. The presented multiple
plots refer to subsequent instances of activated tests.

d)
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Fig. 1. Performance counter plots for: (a) CPU usage during D1 disk write (blocks 16 kB) in test
T2 (y axis 0-29%), (b) disk D1 write transmission speed in test T2 (y-axis 0-344 MB/s), (c) CPU
usage for test T3 (y-axis 0-57%), (d) graphical processor usage (y-axis 0-100%) — test T3
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In test set T3 we used Unigine-Valley benchmark and verified its operation for 7
different image resolutions: 800 x 600, 1024 x 768, 1280 x 800, 1440 x 900,
1280 x 1024, 1680 x 1050 and 1920 x 1080 pixels. The obtained numbers of gen-
erated frames per second were: 87.23, 67,88, 56.75, 48.15, 48.07, 37.98, 33.32,
respectively. Hence, the frame generation speed decreases with the number of pixels.
However, this follows a non linear relation. Standard deviation of test results was in the
range 0.05-0.2%. CPU usage during this benchmark was on average about 30%. It
fluctuated (compare Fig. 1c) with spikes ranging to 50%. Graphical processor was used
at high level (about 100% with sporadic negative spikes to 20% (Fig. 1d). For
increased resolutions the number and amplitude of these spikes decreased.

Table 4 presents results of test T4 related to data compression benchmarks based on
gzip (uses algorithm DEFLATE), xz (uses algorithm LZMA?2) and bzip2 (uses algo-
rithm Burrows-Wheeler) programs for two input data sets (special GNU/Linux files
/dev/zero and /dev/urandom comprising null characters and pseudorandom data,
respectively. Moreover, these tests have been done for different compression levels
(1, 6, 9) assuming single tread (because multithreading is supported only for gzip and
bzip2). Standard deviation of results was in the range 0.2—1%. CPU has been used in a
stable manner at the average level of 25% (used only one core).

Table 4. Average execution times for test T4 (in seconds)

Block size | Input data sets

/dev/zero -1 | dev/urandom -1 | dev/zero -6 | dev/urandom -6 | /dev/zero -9 | dev/urandom -9
gzip 4.17 26.10 5.48 27.30 5.47 27.76
Xz 6.47 216.07 17.30 297.13 17.24 376.91
bzip2 7.56 114.14 7.65 113.09 7.71 115.96

Results of test TS are summarized in Table 5. The video coder x264 (64 bit edition
of X264 in 12666 version) has been used to code (a film available at https://media.xiph.
org/video/derf/y4m/in_toTree_444_720p50.y4m) in YUVAMPEG?2 format. The effec-
tiveness of coding is measured as the speed of coding in frames per second. Standard
deviation of results was in the range 0.2-2% except platform P4 (2.7-7.7%) on which
there were some web activities. Processor i5 showed the best results (P1, P2), using
OpenCL resulted only in a small improvement (P1 platform). It is worth noting that
activation of more threads than CPU cores increases the speed by 15-20%. CPU usage
during the test was quite high. For P1 with 4 cores and 4 threads it was in the range 70—
84%. Doubling the number of threads increased this value to 100%. Usage of graphical
processor fluctuated in the range 6—18%.

Table 5. Average coding speed for x264 (frames per sec) — test TS

Number of threads | System platform

P1 P2 P3 P4
1x number of cores | 58.72 | 57.43 | 9.62|11.40
2x number of cores | 70.68 | 65.98 | 11.07 | 13.69
4x number of cores | 71.03 | 66.63 | 11.00 | 13.74
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Resuming we should notice that the introduced extensions to Phoronix Test Suite
gave the capability of performing more complex tests and collecting more information
which can facilitate interpretation of system behaviour for different benchmarks.

5 Conclusion

Performance evaluation depends upon selected benchmark programs, test suite man-
agement and measurement techniques. Running benchmarks we should collect large
amounts of high resolution data about the tested system (or its component) behaviour.
Moreover, we should analyse and characterize workload features and their impact on the
system performance. Hence, an important issue is not only appropriate system stimuli
but also measurements of high level performance parameters (e.g. speed-up, transaction
rates) combined with fine grained monitoring (using special counters) integrated with
result visualization and reporting. To eliminate the need of benchmark instrumentation
for collecting measurement results an efficient test framework is needed. For this pur-
pose we have extended the capabilities of Phoronix Test Suite (87 commits, over 15000
added lines) which is available as open source program [22, 23]. The usefulness of the
proposed testing methodology has been illustrated for a representative set of tests.

Further research is targeted at extending the list of performance sensors and
extending this capability for other operating system platforms. Moreover, it is rea-
sonable to improve time resolution of the monitoring processes.
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Abstract. Software-Defined Networks (SDNs) are a new networking
technology that provides important advantages in IP networking, related
to flexibility at network and application levels, especially in control prob-
lems. However the SDN prefers a centralized logical control principle.
There are still open research issues related to controller placement in
SDNs. In this paper a reliability optimization method is presented to
solve the problem with multi-controller placements between controllers
and network switches. An algorithm was developed that ensures the reli-
ability for deployment of controllers in SDNs.

1 Introduction

Software-Defined Networks (SDNs) enable a clear separation of the data planes
from the control [15]. The traditional networks, based on routers, switches, etc.
integrate both these planes in the same devices. Contrary to these networks,
SDNs propose the application of central controllers that provide central con-
trollers for the development of many control planes to realize a distributed sys-
tems [12]. This new network paradigm allows the data forwarding to be sim-
plified, enables full network programmability, and increases the reliability of all
network components, etc. Moreover, the SDNs provide designers with a number
of challenges, ranging from security, scalability and performance, and ending
with improving the reliability of the entire system.

SDN networks have been the subject of much research and numerous stud-
ies. Earlier papers presented initial solutions for the SDNs based on the concept
of OpenFlow standard [13], later developed in the SDN networks [18]. Further
problems associated with SDNs, including controller failures or network discon-
nections between the control and data planes leading to packet loss and per-
formance degradation have been studied by B. Heller et al. [8]. The adoption
of a controller model that acts as a distributed system has been presented by
P. Berde [4]. The placement of the controllers that consider some optimization
criteria have been analysed in the papers by Bari [2] and Muller [14]. In the
first paper dynamic controller provisioning in software defined network was pro-
posed. In turn, in the second paper a placement strategy was introduced which
can improve SDN survivability. Nevertheless, none of these proposals considers
the controller design up to the optimization of the controller placement in SDNs.
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Furthermore, the controller itself might fail and therefore the network nodes
might get disconnected from the controller. Moreover, some links can be perma-
nently or temporarily damaged. This will cause the network to lose their effi-
ciency and be deprived of their abilities. It depends on designers to determine
what number of defective parts will keep the SDN network at a predetermined
high reliability.

Reliability issues of the network have been the subject of numerous studies.
Among others, reliability-aware controller placement for SDN networks was pre-
sented by Y. Hu [9]. In this paper, through simulation of different placements,
algorithms are compared with each other. Network optimization, which aims to
achieve high reliability in the network is shown by the same authors in [10]. In
this paper a metric was proposed called expected percentage of control path loss
to measure reliability. An algorithm to achieve high reliability in the southbound
interface between controllers and nodes has been presented by F.J. Ros et al.
[16]. Nevertheless, none of the above services apply to multiple controllers, and
multiple links in the SDN networks.

The main contribution of this paper is an extension of the optimization
problem to multi-controller and multi-link placement in the SDNs. The over-
all objective is to attempt to solve this problem and provide an algorithm for
the sub-optimal optimization with multi-controllers and multi-paths. Moreover,
the reliability factors are here defined to define more precisely the reliability of
the SDN networks.

The remainder of this paper is organized as follows. Section 2 presents the
analytical model of controller placement in the SDN network to optimize the
network reliability. The placement heuristic is proposed in Sect. 3. Section 4 pro-
vides an approximate reliability evaluation of Software-Defined Networks. The
simulation results given in Sect. 5 evaluate the proposed method of solving the
problem. Finally, Sect.6 concludes the work.

2 The Proposed Analytical Model

In this section the reliability optimization framework is described, including
problem formulation, reliability lower bound and some results arising from opti-
mization theory.

Figure 1 shows the network architecture of Software-Defined Network with its
distributed control plane. The network is classified into three logical plane [17].
The bottom layer, switching layer, is composed of a number of switches which
guarantee the distribution of frames among different physical facilities. The mid-
dle layer, controller layer, is a centralized entity in translating the requirements
from application layer down to the switching layer and propagation the events
and local states from switching layer bottom to the application layer. Finally,
the top logical layer, application layer, consists here of a number of control
applications. In proposed approach all applications can run on multiple physical
facilities.

The SDN network is represented by an undirected graph G(V = N U F, E),
where N is the set of network nodes, F is the set of facility placements where
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Fig. 1. Architecture of the Software-Defined Network with its distributed control plane.

a controller can be located, E is the set of links among them. Let u,v be the
vertices which are connected by means of a directed edge. Thus, p,, is the
probability that the links (u,v) € E are operational. We assume different i.i.d.
operational probabilities for all devices, such as controllers, nodes, and links.
Let ; be binary variables that equal 1 if the facility j € F holds a controller,
0 otherwise. The cost of deploying the controller in such facility is equal to ¥;.
Let y;; be binary variables that equal 1 if the node %, ¢ € N, connects to the
facility j, 0 otherwise. The latency of data transmission to node i connected with
the node j is given by L;; which is treated here as a cost of deploying the switch
in such facility. Both costs ¥; and L;; can be measured in terms more relevant
to the network terminology or may also relate to the average economic costs.
The reliability controller placement problem in the SDN can be formulated

as follows:

jeF jEFiEN
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subject to
> iy >0 for Vie N (2)
JjeEF
Yij < Tj for Vie N, Vj e F (3)
Yij, ©; €{0,1} (4)
R(G,i,f;) > B for Vie N (5)

where R(G, 1, f;) is the probability defining the reliability between the node ¢
and node f;, (f; C F), B is defined threshold. This means that each node i has
to connect to a subset f; C F of deployed controller. It is in accordance to the
conventional network reliability terminology introduced by M. O. Ball [1] which
defines such probability as the k-terminal reliability R(G, i, f;) between ¢ and f;,
where k =| f; |.

It is also assumed that is optimized average network reliability, namely

. o R(G.i, f;
mll’l{l . ZZEN E]EAZ ( f)} (6)

where M, M <| N |, is the number of controllers in SDN.
The optimization given in Egs. (1) and (6) allows to realize the controller
placement and optimize the average reliability of the network.

3 Sub-optimal Placement Algorithm to Optimize
Network Average Reliability

A challenge when deploying a control infrastructure in the SDN is to deter-
mine the control layer, which applies to the designed scenario. Given a network
topology, the objective is to find the number of controllers to deploy, and their
location. At the same time the reliability of the network must be taken into
account, which in accordance with the requirements must get the highest of all
possible values.

The proposed optimization follows the backtracking method [5], which is
a modification of the search into the greedy approach. The operation of this
algorithm is as follows (see Fig.2). List is also a stack. However, the expansion
of the test node is replaced by its extension, here the generation of a single
child. If the new node does not meet the criterion of purpose or end, it is further
extended with one child. After successive expansions the resulting node meets
in the backtracking method the criterion of the end or you cannot allow it to
generate new offspring, then it returns to the nearest ancestor to the node, and
further expansion is possible.



302 J. Martyna

procedure BackTrack (n: node; solve: boolean);
begin
put node n on the stack;
while the stack is not empty do
begin
if the node at the top of the