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PREFACE 

A binary error-correcting code of length n is just a subset of the vector 
space F2' and linear codes are subspaces of F2'. The vectors in a code are 
called codewords and the Hamming distance between two codewords is the 
number of positions in which they differ . The rate of a code of length n is 
defined to be the logarithm to the base 2 of the number of codewords in the 
code divided by n. One of the fundamental problems in coding theory is to 
construct and study codes of length n with large rate subject to the condition 
that the minimum of the distances between any two different codewords is 
some given integer d, the minimal distance of the code. 

Historically, linear codes have been the most important codes since they 
are easier to construct, encode, and decode. Around 1970 several binary non­
linear codes having at least twice as many codewords as any linear code with 
the same length and minimal distance have been constructed. Among them 
are the Nordstrom-Robinson code, the Preparata codes, the Kerdock codes, 
the Goethals codes, the Delsarte-Goethals codes , etc. However, these binary 
nonlinear codes are not so easy to describe, to encode and decode as the linear 
codes. It is also discovered that the weight enumerator of the Preparata code 
is the MacWilliams transform of that of the Kerdock code of the same length, 
though they are not dual to each other, which seems to be a mystery in coding 
theory. 

A surprising breakthrough in coding theory is that the Kerdock codes can 
be viewed as cyclic codes over Z4 (Nechaev (1989) and Hammons et ai. (1994)) 
and the binary image of the Z4-dual of the Kerdock code over Z4 can be 
regarded as a variant of the Preparata code (Hammons et al. (1994)). This 
leads to a new direction in coding theory, the study of cyclic codes over Z4. 

This book aims to be an introduction to this new direction. The first draft 
was prepared for several lectures at the Department of Mathematics, Shaanxi 
Normal University, Xi'an, China in May 1996 and the second draft for a series 

VII 



viii Preface 

of lectures at the Department of Information Technology, Lund University, 
Lund, Sweden. Then these drafts were revised completely to the present form. 
The Hensel lemma and Galois rings which are important tools for the study 
of Z4-codes are included. The Gray map being a connection between Z4-codes 
and their binary images is introduced. The quaternary Kerdock codes and 
Preparata codes and their binary images are studied in detail. The construction 
of lattices from Z4-codes and the weight enumerators of self-dual Z4-codes are 
mentioned. To read the book only a rudiment of binary codes is necessary. 

The author is indebted to Rolf Johannesson who supported the author's 
work in many aspects and created an active and productive atmosphere in the 
Information Theory Group in Lund where the present book was written. The 
author is also indebted to Anupama Pawar K. and Babitha Yadav for their 
beautiful typesetting and to E . H. Chionh for her helpful and careful editorial 
work. Without their support and help the book could not have appeared so 
soon . 

Zhe-Xian Wan 



CONTENTS 

Preface vii 
1. Quaternary Linear Codes and Their Generator Matrices 1 

1.1. Definition 1 
1.2 . Generator Matrices 4 
1.3. Examples 7 

2. Weight Enumerators 9 
2.1. Weight Enumerators of Quaternary Codes 9 
2.2. Krawtchouk Polynomials 18 
2.3. Distance Enumerators of Binary Codes 26 

3. The Gray Map 35 
3.1. The Gray Map 35 
3.2. Binary Images of Z4-Codes 38 
3.3. Linearity Conditions 44 
3.4 . Binary Codes Associated with a Z4-Linear Code 48 

4. Z4-Linearity and Z4-Nonlinearity of Some Binary 
Linear Codes 53 
4.1. A Review of Reed- Muller Codes 53 
4.2. The Z4-Linearity of Some RM(r, m) 55 
4.3. The Z4-Nonlinearity of Extended Binary Hamming 

Codes H2~ when m :::: 5 57 
5. Hensel's Lemma and Hensel Lift 63 

5.1. Hensel's Lemma 63 
5.2. Basic Irreducible Polynomials 66 
5.3. Some Concepts from Commutative Ring Theory 68 
5.4. Factorization of Monic Polynomials in Z4[X] 70 
5.5. Hensel Lift 73 

6. Galois Rings 77 
6.1. The Galois Ring GR(4 ffi

) 77 

IX 



x Contents 

6.2. The 2-Adic Representation 
6.3. Automorphisms of GR(4m) 
6.4. Basic Primitive Polynomials Which Are Hensel Lifts 
6.5. Dependencies among ~j 

7. Cyclic Codes 
7.1. A Review of Binary Cyclic Codes 
7.2. Quaternary Cyclic Codes 
7.3. Sun Zi Theorem 
7.4. Ideals in Z4[Xl/(Xn - 1) 

8. Kerdock Codes 
8.1. The Quaternary Kerdock Codes 
8.2. Trace Descriptions of K(m) 
8.3. The Kerdock Codes 
8.4. Weight Distributions of the Kerdock Codes 
8.5 . Soft-Decision Decoding of Quaternary Kerdock Codes 

9. Preparata Codes 
9.1. The Quaternary Preparata Codes 
9.2. The "Preparata" Codes 
9.3. Decoding P(m) in the Z4-Domain 
9.4. The Preparata Codes 

81 
85 
88 
90 
93 
93 
96 
98 

104 
113 
113 
116 
121 
126 
130 
133 
133 
139 
142 
145 

10. Generalizations of Quaternary Kerdock and 
Preparata Codes 155 
10.1. Quaternary Reed-Muller Codes 155 
10.2. Quaternary Goethals Codes 163 
10.3. Quaternary Delsarte-Goethals and Goethals-Delsarte Codes 170 
10.4. Automorphism Groups 171 

11. Quaternary Quadratic Residue Codes 177 
11.1. A Review of Binary Quadratic Residue Codes 177 
11.2. Quaternary Quadratic Residue Codes 184 

12. Quaternary Codes and Lattices 195 
12.1. Lattices 195 
12.2. A Construction of Lattices from Quaternary Linear Codes 198 

13. Some Invariant Theory 205 
13.1. The Poincare Series 205 
13.2. Molien's Theorem 207 
13.3. Hilbert's Finite Generation Theorem 212 



Conten ts Xl 

14. Self-dual Quaternary Codes and Their Weight 
Enumerators 217 
14.1. Examples of Self-dual Quaternary Codes 217 
14.2. Complete Weight Enumerators of Self-dual Z4-Codes 221 
14.3. Symmetrized Weight Enumerators of Self-dual Z4-Codes 229 
Bibliography 233 
Subject Index 239 



CHAPTER 1 

QUATERNARY LINEAR CODES AND 
THEIR GENERATOR MATRICES 

1.1. Definition 

Let 1£4 be the ring of integers mod 4, n be a positive integer, and 1£4 be the 
set of n-tuples over 1£4, i.e. 

The all "0" n-tuple (0, ... ,0) and the all "1" n-tuple (1, . .. , 1) will be denoted 
by on and In, respectively. 

Any non-empty subset C of 1£4 is called a quaternary codel or, simply and 
more precisely, a 1£4 -code or a code over 1£4, and n is called the length of the 
code. n-tuples in 1£4 are called words and n-tuples in a quaternary code Care 
called code words of C. 

Let both C and C' be quaternary codes of length n. If C' ~ C, C' is called 
a subcode of C. 

For all (Xl, .. . , xn) and (YI, . .. , Yn) E 1£4 define a componentwise addition 

then 1£4 becomes an additive abelian group of order 4 n . 

Any subgroup of 1£4 is called a quaternary linear code, or simply, 1£4-linear 
code. 

IThere is some ambiguity in the terminology "quaternary code" , because codes over 1F22 are 
also called quaternary codes. But in this book quaternary codes always mean codes over Z4 . 
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x . y = Xl Yl + ... + XnYn , 

which is called the inner product of x and y. If x . y = 0, then x and y are 
said to be orthogonal. 

Let C be a quaternary linear code of length n. Define 

C1. = {x E z~ I X· y = 0 for all y E C}. 

It is easy to verify that C1. is a subgroup of z~. Hence C1. is also a quaternary 
linear code, called the dual code of C. If C C C1., C is called a self-orthogonal 

code. If C = C1., C is called a self-dual code. 
Two quaternary codes Cl and C2 both of length n are said to be equivalent, 

if one can be obtained from the other by permuting the coordinates and (if 
necessary) changing the signs of certain coordinates. Quaternary codes differ 
only by a permutation of coordinates are said to be permutation-equivalent. 

The automorphism group Aut(C) of a quaternary code C is the group generated 
by all permutations and sign-changes of the coordinates that preserve the set 
of codewords of C. 

Let us recall that an additive abelian group of prime power order pm, 
where p is a prime and m > 0, can be written uniquely as a direct sum of ml 
cyclic subgroups of order pel, ... , and mr cyclic subgroups of order per, where 
ml, el, ... , m r , er are positive integers and el > . .. > er . Then we say that 
the group is of type (pel )ml ... (per) mr. Clearly, m = ffilel + ... + ffire r . We 
also agree that an abelian group consisting of the identity element alone is of 
type po 

For example, the additive group z~ is of type (22)m, since it is a direct 
sum of n cyclic subgroups of order 22. We have 

where each 

{(O, . .. , 0, X, 0, . . . ,0) I X E Z4} 

is a cyclic subgroup of order 22 

A quaternary linear code is a subgroup of some Z;;, where n is the length of 
the code, and its order is a power of 2. So we can say the type of a quaternary 
linear code. Clearly, equivalent quaternary linear codes are of the same type. 
The type of a quaternary linear code is of the form (22)m, (22)mI2m2, 2m, 
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or 2° . In the following we simply write the type (22)m as 4m and the type 
(22)m12m2 as 4m1 2m2. 

24 has only three subgroups, which are of type 41,21 , or 2°, respectively. 
Thus there are three quaternary linear codes of length 1, and they are 

{(O), (1) , (2), (3)}, {(O), (2)} and {(O)} . 

Now let us enumerate the quaternary linear codes of length 2. Clearly, 
subgroups of 2~ are of type 42, 4121, 22 , 41, 21 or 2°. There is only one 
quaternary linear code of length 2 and type 42 , which is 2~ and is generated 
by the rows of the 2 x 2 matrix over 24 

This matrix is called a generator matrix of the quaternary linear code Z~ . 

There are four subgroups of 2~, which are of type 4121 and each of them 
is generated by the rows of one of the following 2 x 2 matrices 

(~ ~), (~ ~), (~ ~), (~ ~) 
Clearly 

( ~ ~) and (~ ~ ) 
generate the same subgroup, so the second matrix is not listed. The quaternary 
linear codes generated by the first matrix and the second matrix, respectively, 
are permutation-equivalent; so are the quaternary linear codes generated by 
the third matrix and the fourth matrix, respectively. Therefore there are only 
two inequivalent quaternary linear codes of length 2 and type 4121 . 

There is only one quaternary linear code of length 2 and type 22, which 
has a generator matrix of the form 

This is a self-dual code. 
Quaternary linear codes of length 2 and type 41 are generated by anyone 

of the following 1 x 2 matrices: 

(1 0), (0 1), (1 1), (1 2), (2 1), (1 3), (3 1) . 
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Clearly, the first two matrices generate permutation-equivalent quaternary lin­
ear codes, so are the fourth and fifth matrices, and the sixth and seventh 
matrices. Moreover, the quaternary linear codes generated by the third and 
sixth matrices are equivalent. Therefore there are three inequivalent quater­

nary linear codes of length 2 and type 41 

Quaternary linear codes of length 2 and type 21 are generated by anyone 
of the following 1 x 2 matrices: 

(2 0), (0 2), (2 2). 

Clearly, the first two matrices generate equivalent quaternary linear codes . 
Therefore there are two inequivalent quaternary linear codes of length 2 and 
type 21 Both of them are self-orthogonal. 

Finally there is only one quaternary linear code of length 2 and type 2°, 
which is {(O, O)}. 

Therefore altogether there are 1 + 2 + 1 + 3 + 2 + 1 = 10 inequivalent 
quaternary linear codes of length 2. 

1.2. Generator Matrices 

Throughout the book if it is clear from the context we make the convention 
that the elements 0 and 1 of 2.2 are regarded also as elements 0 and 1 of 
2.4, respectively, a word x = (Xl, .. . ,xn ) E 2.'2 is also regarded as a word 
x = (Xl, ... ,Xn ) E 2.4, and a 2.2-matrix M (i.e. a matrix over 2.2) is also 
regarded as a 2.4-matrix (i.e. a matrix over 2.4 ) , Thus if M is a 2.2-matrix 
then 2M is a well-defined 2.4-matrix. 

Let C be a 2.4 -linear code of length n. A k x n matrix Gover 2.4 is called a 
generator matrix of C if the rows of G generate C and no proper subset of the 
rows of G generates C. 

Proposition 1.1. Any 2.4 -linear code C containing some nonzero codewords 
is permutation-equivalent to a 2.4 -linear code with a generator matrix of the 
form 

A 
(1.1) 

where hi and h2 denote the kl x kl and k2 x k2 identity matrices, respectively, 
A and Care 2.2 -matrices, and B is a 2.4 -matrix. Then C is an abelian group 
of type 4kl 2k2, C contains 22kl +k2 codewords, and C is a free 2.4 -module if and 

only if k2 = O. 



Quaternary Linear Codes and their Generator Matrices 5 

Proof. We apply induction on the code length n . We distinguish the following 
two cases: 

(a) There is a codeword of order 4 in C. After permuting the coordinates 
of the codeword and (if necessary) mUltiplying the codeword by -1 , we can 
assume that the codeword of order 4 is of the form 

Let 

C' = {(O, X2, .. . ,xn ) E C} . 

Clearly C' is also a Z4-linear code and can be regarded as a code of length n-1 
by deleting the first coordinate. By induction hypothesis, C' has a generator 
matrix of the form 

(~ h,-I 
o 

where Al and Care Z2 matrices and BI is a Z4 matrix. Then C has a generator 
matrix of the form 

Ck, +1 .. . Ck, +k2 

Al 

2h2 

After adding a certain linear combination of the last kI + k2 - 1 rows of the 
above matrix to the first row, we can assume that it is carried into a matrix 
of the form (1.1). 

(b) There is no codeword of order 4 in C. Then all nonzero codewords in C 
are of order 2. Since C I {on}, there is a codeword of order 2 in C. As in (a) 
we can assume that this codeword is of the form 

Define C' as in (a). Then C' is also a Z4-linear code without codewords of order 
4. C' can be regarded as a code of length n - 1. By induction hypothesis , C' 
has a generator matrix of the form 

where C I is a Z2 matrix. Then C has a generator matrix of the form 

(~ 
2C2 . . · 2Ck

2 

2h2 -I 
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After adding a certain linear combination of the last k2 - 1 rows of the above 
matrix to the first row, we can assume that it is carried into a matrix of the 
form 

(2h2 2C), 

which is a matrix of the form (1.1) with k1 = O. o 

Let U1, .. " Uk, E ~4 and Uk! +1, .. . ,Uk! +k2 E ~2 ' We may regard 
U1, ... , Uk! , Uk! +I , .. . , Uk! +k2 as information symbols. Then encoding is car­
ried out by matrix multiplication 

Proposition 1.2. The dual code C.L of the Z4-linear code C with generator 
matrix (1.1) has generator matrix 

(1.2) 

where n is the code length of C. C.L is an abelian group of type 4n-k!-k22k2 
and C.L contains 22n-2k!-k2 codewords. 

Proof. Denote the ~4-linear code with generator matrix (1.2) by C' Clearly 
C' c C.L. Let c = (C1,C2, '" ,cn) E C.L. After adding a certain linear combi­
nation of the first n - k1 - k2 rows of (1.2) to c, we can obtain a codeword of 
C.L, which is of the form 

Since e' is orthogonal to the last k2 rows of (1.1), each of Ck! +I , ... ,Ck! +k2 is 
o or 2. After adding a certain linear combination of the last k2 rows of (1.2) 
to e' we can obtain a codeword of C.L, which is of the form 

e" = (C1 ' .. . , Ck, 0, ... , 0) . 

Since e" is orthogonal to the first kl rows of (1.1), Cl = ... = Ck = O. Therefore 
e E C' . 0 

The matrix (1.2) is called a parity check matrix of the ~4-linear code C 
generated by the rows of the matrix (1.1) . A word e = (Cl, ... ,cn) belongs to 
C if and only if e is orthogonal to every row of (1.2). 
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Corollary 1.3. Any self-dual 1.4 -code of length n contains 2n codewords. 

Proof. Let C be a self-dual 1.4-code of length n with generator matrix (1.1). 
By Proposition 1.1 , I C I = 22kl +k2 and by Proposition 1.2, I C1- I = 22n-2kl-k2. 

Since C1- = C, we have 22n-2kl-k2 = 22kl+k2. Therefore n = 2k1 + k2 and 

IC 1= 2n 0 

1.3. Examples 

Example 1.1. Let K4 denote the 1.4-linear code with generator matrix 

( ~ ~ ~ ~) 
o 0 2 2 

(1.3) 

By Proposition 1.1 , K4 is of type 4122 Therefore I K41 = 16. It follows from 
Proposition 1.2 that Kt is also of type 41 22. Therefore I Kt I = 16. It is 
obvious that any two rows of (1.3), distinct or not , are orthogonal. Therefore 
K4 ~ Kt · Hence K4 = Kt and K4 is a self-dual code. 0 

Example 1.2. Let C1 be the 1.4-linear code with generator matrix 

(
11 11) 
o 2 0 2 

(1.4) 

It is clear that C1 is self-orthogonal . By Proposition 1.1 , C1 is of type 4121 and 
by Proposition 1.2 ct is of type 4221

. ct has generator matrix 

Example 1.3. Let as be the 1.4-linear code with generator matrix 

( ~ ~ 
o 0 

o 0 

003 1 

o 0 1 2 

1 0 3 3 

o 1 2 3 

2 1) 3 1 

3 2 

1 1 

(1.5) 

o 

(1.6) 
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By Proposition 1.1 as is of type 44 and then by Proposition 1.2 at is also of 
type 44 It is easy to check that any two rows of the generator matrix, distinct 
or not, are orthogonal . Therefore as = at, i.e . as is self-dual. as is called 
the octacode. 0 

Example 1.4. Let Ks be the Z4-linear code with generator matrix 

1 1 1 1 1 1 1 1 

0 2 0 0 0 0 0 2 

0 0 2 0 0 0 0 2 

0 0 0 2 0 0 0 2 (1.7) 

0 0 0 0 2 0 0 2 

0 0 0 0 0 2 0 2 

0 0 0 0 0 0 2 2 

By Proposition 1.1 Ks is of type 41 26 and then by Proposition 1.2 Kt is also 
of type 4126. Clearly, any two rows of the generator matrix, distinct or not, 
are orthogonal. Therefore Ks = Kt and Ks is self-dual. 0 



CHAPTER 2 

WEIGHT ENUMERATORS 

2.1. Weight Enumerators of Quaternary Codes 

Let C be a Z4-code and n be its length. Let a be an element of Z4 , i.e . 
a = 0, 1, 2 or 3. For all x = (Xl , .. . ,Xn ) E Z4 ' define the weight of x at a to 
be 

Wa(x) = 1 {i 1 Xi = a} I· 

Then the complete weight enumerator of C is defined to be the homogeneous 
polynomial of degree n in four indeterminates X o, Xl, X 2 and X 3 

Wc(XO,XI ,X2 ,X3) = L X;o(c) xt(c) X;'2(C) X;"3(C) , (2 .1) 

cEC 

(see Klemm (1987)) . 

Example 2.1. Let C2 be the Z4-linear codes with generator matrix 

Then 1 C2 1 = 8 and C2 consists of the following eight codewords 

(0 , 0) , (1,1), (2,2) , (3 , 3), (0,2) , (1 , 3) , (2 , 0), (3, 1) . 

The numbers wa(c), where a E Z4 and C E C2 are shown in the following table. 

9 
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Table 2.1. 

wo Wj W2 W3 

(0,0) 2 0 0 0 

(1,1) 0 2 0 0 

(2 , 2) 0 0 2 0 

(3,3) 0 0 0 2 

(0,2) 1 0 1 0 

(1,3) 0 1 0 1 

(2,0) 0 0 

(3,1) 0 0 

Therefore by (2. 1) we have 

o 

Example 2.2. Let K4 be the Z4-linear code introduced in Example 1.1. K4 
has 16 codewords and the numbers wa(c), where a E Z4 and c E K4, are shown 
in the following table. 

Table 2.2. 

Wo Wj W2 W3 

0000 4 0 0 0 

11 1 1 0 4 0 0 

2222 0 0 4 0 

3333 0 0 0 4 

0202 2 0 2 0 

1313 0 2 0 2 

2020 2 0 2 0 

3131 0 2 0 2 

0022 2 0 2 0 

1133 0 2 0 2 

2200 2 0 2 0 

3311 0 2 0 2 

0220 2 0 2 0 

1331 0 2 0 2 

2002 2 0 2 0 

3113 0 2 0 2 
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Therefore 

WK , (XO,XI ,X2 ,X3) = X6 + xt + X~ + X: + 6X~X~ + 6X{X~ . (2 .3) 

D 

Let f be a function defined on Z'4 with values in C [Xo, Xl, X 2 , X3] . The 
Hadamard transform of f , denoted by j, is defined by 

where i = A. 

j(x) = L i X
' Y f(y) forall XEZ4, 

YEZ~ 

Lemma 2.1. Let C be a Z4-linear code of length n. Then 

1 L f(x) = fCf L j(x) . 
xECJ. xEC 

Proof. We have 

L j(x) = L L i X
'

Y f(y) 
xEC xEC YEZ~ 

= L f(y) L i X
'
Y 

YEZ~ xEC 

(2.4) 

For y E C 1-, X . Y = ° and i x . Y = iO = 1 for all x E C, then the inner sum is 
equal to 1 C I. For y ~ C1-, as x runs through C, either x . y takes values 0, 1, 
2, 3 equally often or only values 0, 2 equally often . But iO + i l + i2 + i3 = ° 
and iO + i2 = 0, so the inner sum is zero. Therefore 

L j(x) = 1 C 1 L f(y)· D 
xEC 

We have the following generalization of MacWilliams identity to Z4-linear 
codes. 

Theorem 2.2. Let C be a Z4-linear code, then 

1 
WCJ. (Xo, Xl, X 2 , X 3) = fCf Wc (XO + Xl + X 2 + X 3, X o + iXI - X 2 - iX3, 

X o - Xl + X 2 - X 3, Xo - iXI - X 2 + iX3). 
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Proof. Let f(x) = X;o(x) X~l(X) X;"2(X) X;3(X) for all x E Z;;. Let us 

compute the Hadamard transform j(x) of f(x) . By (2.4), 

j(x) = L i X Y X;o(y) X~l(Y) X;"2(Y) X;3(Y). 

yEZ~ 

Clearly 

Wa (y) = ba,y, + b a ,Y2 + ... + ba,Yn , 

where b is the Kronecker delta. Then j(x) can be written as 

j(x) = L (iX,Y, XgO .!ll X~l . Yl Xg 2.Yl X~3 . Yl) ... 

YEZ~ 

x (i XnYn xgO.Yn x1l.yn xg2.Yn X~3 .Yn) 

= ( L i X,y, XgO.Yl X~l . Yl Xg 2Y l X~3 .Y l ) 
YlEZ. 

(2.5) 

The last equality follows from the observation that when Xl = j , L:!=o i x
,
k 

X k = L:!=o ijkXk , and there are WJ(x) ' s Xl equal to j, which contribute 
together (L:!=o iJk X k )W1 (x) 

For c E C, f(c) = X;o(c) X~l(C) X;"2(C) X;3(C) , then by Lemma 2.1 and 

(2.5), we have 

W C.l (Xo, Xl, X 2 , X 3 ) = L X;o(c) X~dc) X;"2(C) X;3(C) 

cECJ. 

= L f(c) 
cEC.l 
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1 ~ . 
= jCf ~ f(c) 

cEC 

1 ( 3 ) wo(c) ( 3 ) wdc) - ~ ~ ·OkX ~ ·lkX 
-jCf~ ~t k ~t k 

cEC k=O k=O 

( 

3 )W2(C) ( 3 )W3(C) 
X L i2k X k L i3k X k 

k=O k=O 

1 (3 3 3 3 ) 
= jCf Wc L iOk Xk, L i l k X k, L i2k Xk, L i3k X k 

k=O k=O i=O i=O 
1 

= jCf Wc(Xo + Xl + X 2 + X 3, Xo + iX I - X 2 - iX3, 

Xo - Xl + X 2 - X 3, Xo - iXI - X 2 + iX3). 

o 

Theorem 2.2 is from Klemm (1987). 

Example 2.3. Let 

C3 = {(O, 0), (2, 2)}. 

Clearly, C3 is a Z4-linear code with weight enumerator 

It is easy to verify that ct = C2 where C2 is the Z4-linear code appeared 
in Example 2.1. By Theorem 2.2, 

= ~WC3(XO + Xl + X 2 + X3,XO + iXI - X 2 - iX3, 

Xo - Xl + X 2 - X3,XO - iXI - X 2 + iX3) 

1 2 2] = 2[(Xo + Xl + X 2 + X 3) + (Xo - Xl + X 2 - X 3) 

= xg + xl + X~ + X; + 2XOX2 + 2XI X 3, 

which coincides with (2.2) . o 
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Example 2.4. The Z4-linear code Cl in Example 1.2 has eight codewords. It 

is easy to compute the weight enumerator of Cl · 

Wc, (Xo, Xl, X 2, X 3) = X~ + xt + xi + xj + 2Xg xi + 2X; X~ 

ct has 32 codewords, but the weight enumerator can be computed by Theo­

rem 2.2. 

= ~Wc, (Xo + Xl + X 2 + X 3,XO + iXl - X 2 - iX3, 
8 

Xo - Xl + X 2 - X 3, Xo - iXl - X 2 + iX3) 

= ~ [(Xo + Xl + X 2 + X3)4 + (Xo + iXl - X 2 - iX3)4 
8 

+ (Xo - Xl + X 2 - X3)4 + (Xo - iX l - X 2 + iX3)4 

+ 2(Xo + Xl + X 2 + X3)2(XO - Xl + X 2 - X3)2 

+ 2 (Xo + iXl - X 2 - iX3)2(XO - iXl - X 2 + iX3)2 ] . 

The complete weight enumerator of a Z4-code C is usually denoted by 

cwec (Xo, Xl, X 2, X 3) = Wc(Xo , Xl, X 2 , X 3) 

o 

_ ~ Xwo(c) Xwd c) X W2 (c) X W3(c) (2.6) 
- ~ 0 1 2 3 

cEC 

Permutation equivalent codes have the same complete weight enumerator 
but equivalent codes may have distinct complete weight enumerators . The 
appropriate weight enumerator for an equivalence class of codes is the sym­
metrized weight enumerator, obtained by identifying Xl and X 3 in (2.6) 

swec(Xo, Xl, X 2 ) =cwec(Xo, Xl , X 2 , Xd 

= L x;o(c) x~dC)+W3(C) x;n2( C) , (2.7) 

cEC 

which is a homogeneous polynomial of degree n in X o, Xl and X 2 (see Conway 
and Sloane (1993a)). 

Example 2.5. The symmetrized weight enumerators of 1(4 , C2 and C3 are: 

sweK.. (Xo , Xl , X 2 ) = X~ + 8xt + xi + 6xgxi , (2 .8) 
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swec2 (Xo, Xl, X 2) = X~ + 4xf + xi + 2XOX2 (2.9) 

and 

respectively. 

(2 .10) 

o 

Example 2.6. The complete weight enumerator of the octacode Os is 

cweos (Xo, Xl, X 2, X 3) = xg + X~ + X~ + X: + 14 (xrixi + xt X:) 

+ 56 (xgX{ X 2X 3 + xgxlx 2xl 

+ XOX{XgX3 + x ox l xgxl) 

and the symmetrized weight enumerator of Os is 

sweos (Xo, Xl, X 2) = xg + 16X~ + X~ + 14X~ xi 

+ 112XoXt X 2 (X~ + Xi). 

(2 .11) 

(2. 12) 

o 

From Theorem 2.2 follows the following generalization of MacWilliams iden­
tity for swec. 

Theorem 2.3. Let C be a '£4 -linear code, then 

1 
swecl.(Xo, Xl, X 2) = fCT swec(Xo + 2Xl + x 2, Xo - x 2, Xo - 2Xl + X2). 

Proof. By (2.7) and Theorem 2.2, 

swecl.(Xo, Xl, X 2) = cwec l. (Xo, Xl, X 2, Xd 

= I~ I cwec(Xo + Xl + X 2 + Xl, Xo + iX I - X 2 - iX I , 

Xo - Xl + X 2 - Xl, Xo - iXI - X 2 + iXd 

1 = fCT cwec(Xo + 2Xl + X 2,XO - X 2, 

Xo - 2Xl + X 2, Xo - X 2) 

1 
= fCT swec(Xo + 2XI + X 2, Xo - X 2, Xo - 2Xl + X 2)o 
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Example 2.7. The symmetrized weight enumerator of C3 is given by (2.10). 
We know that C2 = ct . Therefore by Theorem 2.3, we have 

1 
sweC2(Xo, Xl, X 2) = 1 C

3
1 swec3 (Xo + 2Xl + X 2, Xo - X 2, Xo - 2Xl + X 2) 

1 2 )2J = 2 [(Xo + 2Xl + X 2) + (Xo - 2Xl + X 2 

= xg + 4X? + xi + 2XOX2' 

which coincides with (2.9) . o 

The Lee weights of 0,1 ,2, 3 E Z4, denoted by wdO), wd l ), wd2), wd3), 
respectively, are defined by 

wdO) = 0, wdl) = wd3) = 1, wd2) = 2. 

The Lee weight wdx) of x = (Xl, . .. ,Xn ) E Z~ is defined to be the integral 
sum of the Lee weights of its components 

n 

wdx) = L WdXi)' 
i= l 

This weight fun ction defines a distance function 

ddx, y) = wdx - y ) 

on Z~, which is called the Lee distance. 
Actually when we use Z4-codes in communication , the four alphabets 0, 1, 

2,3 are usually used to represent the signal points iO = 1, i l = i, i 2 = -1 , i 3 = 
- i, respectively, in the complex plane. Denote by d~ W, i b ) the square of the 
Euclidean distance between in and i b . Then 

More generally, to any x = (Xl , ... , Xn ) E Z~ there corresponds a complex 
vector 

· X ( 'X I ' X ) 'l = 'l , .. . , tn. 

For any x , y E Z~, the square of the Euclidean distance between i x and i Y is 
given by 

n 

d2 ( ·x 'Y) = ""' d2 ( 'Xi .y.) E~'~ ~ E~ ,~ . 

i=l 
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-1 

-/ 

Fig. 2.1. 

Then 

(2.13) 

This explains why we introduce the Lee weight and Lee distance in Z~ . 

The Lee weight enumerator of a Z4-code C of length n is defined to be 

Leec(X, Y) = L X2n- w d c )yw d c ) , 

cEC 

(see Hammons et al. (1994)). It is obvious that 

From (2.7) and (2.14) we deduce that 

Leec(X, Y) = swec(X2, XY, y2), 

(2.14) 

(2.15) 

which is a homogeneous polynomial of degree 2n. From Theorem 2.3 follows 
also the following generalization of MacWilliams identity for LeeC. 

Theorem 2.4. Let C be a Z4 -linear code, then 

1 
Leec.L(X, Y) = iCT Leec(X + Y, X - Y). 
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Proof. By (2.15) and Theorem 2.3, 

LeecL (X, Y) = sweCL (X2, XY, y2) 

= _1_ swec(X2 + 2XY + y2 , X2 _ y2, X2 _ 2XY + y2) 
ICI 
1 = TCT swec[(X + y)2 , (X + Y)(X - Y) , (X - Y)2] 

1 
= TCT Leec(X + Y, X - Y) . 

The Hamming weight WH(X) of x E zn is defined to be 

WH(X) = WI (x) + W2(X) + W3(X), 

This weight function defines also a distance function 

o 

on Z'4, which is called the Hamming distance between x, y E Z'4. The Ham­
ming weight enumerator of a Z4-code C of length n is defined to be 

Hamc(X , Y) = L Xn-wH(X)YWH(X) , (2.16) 
cEC 

(see Conway and Sloane (1993a)). It is obvious that 

Hamc(X, Y) = cwee(X, Y , Y , Y) 

=swec(X, Y, Y) . 

We also have 

Theorem 2.5. Let C be a Z4 -linear code, then 

1 
Hamcl.(X , Y) = TCT Hamc(X + 3Y, X - Y). 

2.2. Krawtchouk Polynomials 

(2.17) 

o 

Let n be a fixed positive integer, q a prime power , and x an indeterminate. 
The polynomials 

k 

Kdx) = Kk(x, n) = L (-IF (q - l)k- j ( x) (~= x ) , k = 0 , 1,2 ... , 
J=O J J 

(2.18) 
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are called the Krawtchouk polynomials, where 

(;.) = 
{ 

1

X,(X - 1) . . J .. !(X - j + 1) , if j is a positive integer, 

if j = 0, 

0, otherwise, 

see Krawtchouk (1929), (1933) . 
Let C be a code of length n over IF q, not necessarily linear. For any c = 

(CI, C2, . . . , cn) E C, define the Hamming weight of c to be 

w(c) = I{jl cj fO}I· 

Let Ai be the number of codewords of Hamming weight i in C, then {Ao, 
AI, ... , An} is called the weight distribution of code C. Define 

n 

W (X Y) - '" A Xn-'y i 
C , -L ' 

i=O 

and call it the weight enumerator of code C. 

Proposition 2.6. Let C and C' be codes of length n over IFq , and Ai and A~ 
be the number of codewords of weight i in C and C', respectively. If 

1 
Wc,(X, Y) = TCI Wc(X + (q - 1) Y, X - Y), (2. 19) 

then 
,In 

Ak = TCI l: AiKk(i), k = 0,1,2, ... , n, 
, =0 

(2.20) 

and conversely. 

Proof. By definition, 
n 

Wc (X + (q - 1) Y, X - Y) = l: Ai(X + (q - 1) y)n-i (X - y)i 
i=O 

Expanding, we obtain 

Wc(X+(q-1)Y,X-Y)=~ Ai ~ (n; i ) x n
-

i-j((q_1)y)j 

X t (_1)1 C) Xi-lyl 
/=0 



20 Quaternary Codes 

n n 

= L Ai L Kdi) X n- k yk 
i =O k=O 

n n 

= L L Ai Kk(i) X n- k yk 
k=O i =O 

Therefore (2.19) holds if and only if (2 .20) holds. o 

In particular, let C be a linear code of length n over IFq and Cl. be its dual 
code, then their weight enumerators Wc(X, Y) and WC.L (X, Y) are connected 
by the MacWilliams identity 

1 
WC.L (X, Y) = fCl Wc(X + (q -l)Y, X - Y) . 

Thus by Proposition 2.6 their weight distributions {Ao, AI, ... ,An} and {A~, 
A~, .. . ,A~} are connected by (2.20), in which the values of the Krawtchouk 
polynomials appear. 

It is worthwhile to exploit some properties of the Krawtchouk polynomials. 
First, the generating function of the Krawtchouk polynomials is given by 

Proposition 2.7. (Generating Function) Let z be an indeterminate, then 
00 

L Kk(X) zk = (1 + (q - 1) zt-x (1 - z )x . (2.21) 
k=O 

When x = i is a non-negative integer :S n, 
n 

L Kk(i) Zk = (1 + (q - 1) z)n-i (1 - z )i (2.22) 
k=O 

Proof. We have the binomial series 

(1 + (q - 1) z t- x = f (n ~ X) (( q - 1) z)j, 
j=O J 
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Multiplying the above two expressions together, we obtain 

00 k 

(1 + (q - 1) z )n- x (1- zt = L L (-l)j (q - l) k- j 

k=O j=O 
00 

= L Kdx) zk. 
k=O 

When x = i is a non-negative integer ~ n , all the summations in the above 
deduction are finite and finally we obtain (2.22). 0 

We also have alternative expressions of Kk( X). 

Proposition 2.8. (Alternative Expressions) 

(i) (2.23) 

(ii) ~ (n-Jk. +j) (nk-_ xJ.) . Kk(X) = ~ (-l)j qk- j 

j=O 
(2.24) 

Proof. (i) By Proposition 2.7, 

00 

L Kd x ) zk = [1 + (q - 1) zr- x (1 - z )X 
k=O 

( 
1- z ) X 

=[1+(q-1) zr 1+(q-1) z 

= [1 + (q - 1) zr (1 - 1 + (:~ 1) z ) x 

=[1+(q-1)Zrf>-lF ( ; ) C+(:~l) Zr 
J=O 

= f (-q) j ( ; ) zj (1+(q-1) z )n- j 

j=O 
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= ~ (-q)1 (~) zj ~ (n~j) ((q-1)Z)1 

= f (t (-q)1(q-1)k-
j (~=~) (~)) Zk. 

k=O J=O 

Equating the coefficients of zk, we obtain (2.23). 
(ii) can be proved in a similar way, by starting from 

o 

Corollary 2.9. Kk(X) is a polynomial of degree k, whose leading coeffi cient is 

(_l)k f, and constant term is (q -l)k (~). 

Proof. The terms with j < k on the R.H.S. of (2.23) are polynomials of degree 
:::; j < k, and the term with j = k is (_q)k (~), which is a polynomial of degree 

k with leading coefficient (_l)k f,. Putting x = 0 in (2.23), we obtain the 
constant term Kk(O) = (q - l)k G). 0 

Proposition 2.10. (Three Terms Recurrence) 

(k+1) Kk+l(X)+(qx-n(q-1)+k(q-2)) K k(x)+(n-k+1) (q-1) Kk-1(X) = O. 

(2.25) 

Proof. Differentiating both sides of (2 .21) with respect to z, we obtain 

(X) 

L Kdx)k zk -l =(n- x) [1+(q-1) zt- x- 1 (q-1)(1- z )X 
k= l 

+ [1+(q-1) z]n- x x (1- z )X-l(_1). 

Multiplying both sides of the above equation by [1 + (q -1) z] (1- z) and then 
substituting (2.21) into it, we get 

(f !\dX)kzk-l ) [1+(q-1) z] (l- z ) 
k=l 

= (~ K d x) zk ) [( n - x) (q - 1) (1 - z ) - (1 + (q - 1) z ) x ] . 
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Equating the coefficients of zk, we have 

(k + 1) K k+1 (x) + k(q - 2) Kk(X) - (k - 1) (q - 1) Kk-1(X) 

= ((n - x) (q - 1) - x) Kdx) + (-(n - x) (q - 1) - (q -1) x) Kk-l(X). 

Transposing and simplifying, we obtain (2.25) . o 

Proposition 2.11. (Orthogonality Relation) For non-negative integers r 
and s 

~ (7) (q - l) i Kr(i) Ks(i) = qn(q - If (~) DrS! (2.26) 

where Drs is the Kronecker delta. 

Proof. By (2.22), the L.H.S. of (2.26) is the coeffi cient of yr z· in 

~ (7) (q_l)i [1+(q-l)yt- i (l-y)'[I+(q-l) zt-i (l- z)' . (2.27) 

Clearly, the expression (2.27) is equal to 

~ (7) [(I+(q-l)y)(I+(q-l) z)t-i [(q-l)(I-y)(I- zW 

= [(1 + (q - 1) y)(1 + (q - 1) z) + (q - 1) (1 - y) (1 - z)t 

=q"[l+(q-l)yzt 

=qn ~ (~) (q-lf yrzT. 

The coefficient of yr ZS in the above expression is equal to the R.H.S. of 

(2.26). 0 

Proposition 2.12. For non-negative integers rand s 

(~) (q - If Ks(r) = (:) (q - 1)' Kr(s) . 

Proof. This follows from (2.18) by rearranging the binomial coefficients. 0 
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Corollary 2.13. For non-negative integers rand s, 

n 

L Kr(i) Ki(S) = q'" Drs. 
i =O 

Proof. This follows from Propositions 2.11 and 2.12 .. o 

Proposition 2.14. Let a(x) be a polynomial of degree m, then a(x) can be 

expressed as 
rn 

a(x) = L ak Kdx), (2 .28) 
k=O 

where 
n 

ak = q-n L a(i) Ki(k) , k = 0, 1, ... , m. (2.29) 
i=O 

Proof. By Corollary 2.9, Kdx) is a polynomial of degree k, thus a(x) can 
be expressed as (2.28). Substituting x = i into (2.28), then multiplying it by 
Ki(l), and then summing on i, by Corollary 2.13 we obtain (2.29) . 0 

(2.28) is called the Krawtchouk expansion of the polynomial a(x) of degree 
m and the coefficients ak (k = 0, 1, ... , m) in (2.28) are called the Krawtchouk 

coeffi cients of the expansion. 

In the following we are mainly interested in Krawtchouk polynomials Kdx) 

for the case q = 2. From the proceeding results we have 

Proposition 2.15. Let q = 2. Then 

(i) (Definition) 

k 

Kk(X) = Kd x, n) = L (-1)j 

for any integer k 2: o. 
(ii) (Generating Function) 

00 

j=O 

L Kd x)zk = (1 + z)"-x (1- z )X , 
k=O 
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n 

L Kk(i)zk = (1 + z)n-i( l - Z)i 
k=O 

for any integer i with 0 :::; i :::; n . 
(iii) (Alternative Expressions) 

k 

Kk(X) = L (-2)j 
j=O 

Kk(X) = t(-1) j2k- j (n-k+
j

) (n= x ) 
j=O J k J 

25 

(iv) Leading coefficient of Kk(X) = (_l )k ~~ Constant term of Kk(x) 
= (~) . 

(v) (Three Terms Recurrence) 

(k + l)Kk+l(X) + (2x - n)Kdx) + (n - k + 1)Kk_1(X) = O. 

(vi) (Orthogonality Relation) 

t C) Kr(i)Ks(i) = 2n C) brs 
i=O 

for integers r, s 2 O. 
(vii) (~)Ks(r) = (;) Kr(s) for integers r, s 2 O. 

(viii) (Orthogonality Relation) 

n 

L Kr(i)Ki(S) = 2n brs 
i=O 

for integers r, s 2 O. 
(ix) (Krawtchouk Expansion) For any polynomial Q(x) of degree m, if 

m 

Q(X) = L QkKk(X), 
k=O 

then 
n 

Qk = TnLQ(i)Ki(k), k=O,l, ... ,m. 
i=O 

o 

For latter purpose, we write down the first seven Krawtchouk polynomials 

for q = 2. 
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Proposition 2.16. For q = 2, we have 

Ko(x) = 1, 

Kl(X) = -2x + n, 

K 2(x) = 2X2 - 2nx + (~) , 

K3(X) = -~ x3 + 2nx2 - (n2 - n + ~) x + (~) , 

2 4 ( 4) 2 (1 3 2 4) (n) K4(X) = 3" X4 - 3" nx3 + n 2 
- n + 3" x - 3" n - n + 3" n x + 4 ' 

4 5 2 4 (2 2 2 4) 3 K 5 (X) = - - x + - nx - - n - - n + - x 
15 3 3 3 3 

4 6 4 5 (1 2 1 8) 4 K 6 (x) = - x - - nx + - n - - n + - x 
45 15 3 3 9 

Proof. The expressions of Ko(x) and Kl( X) can be obtained directly from the 
definition of Krawtchouk polynomials (Proposition 2.15(i)). The expressions 
of the latter five can be derived from the three terms recurrence (Proposi­
tion 2.15(v)). 0 

2.3. Distance Enumerators of Binary Codes 

In later chapters we shall study several binary nonlinear codes, for which 
the distance distributions and distance enumerators play an important role. 
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Let C be a binary code of length n, which is not necessarily linear. Define 

Bi = I C I-I I {(c, c') Ie, c' E C, d (c, c') = i} I , i = 0, 1, ... , n, 

where d is the Hamming distance on lF2'. Clearly Bo = 1 and L~o Bi 
I C I· {Bo, B I , ... , Bn} is called the distance distribution of code C and the 
polynomial 

n 

Dc(X, Y) = L BiXn- i yi 
i=O 

is called the distance enumerator of C. Define 

d = min {i Ii> 0, B i > O} 

and 

s = I {i Ii > 0, B i > O} I, 

d is called the minimum distance of C and s is the number of distinct nonzero 
distances between codewords of C. 

Recall that 

Ai=I{CEClw(c)=i}I, i=O,l, .. . ,n, 

where w is the Hamming weight on lF2'. Then Ao = 1 when 0 = on E C , and 
L~=o Ai = I C I, {Ao, AI,"" An} is the weight distribution of code C and 
the polynomial 

n 

Wc(X, Y) = L AiXn-iyi 
i=O 

is the weight enumerator of C . 
More generally, for all c E C, define 

Ai(C) = {c' E Clw(c' - c) = i}, i = 0,1, ... ,n. 

Then we also have Ao(c) = 1 and L~=o Ai(C) = n. {Ao(c) , AI(c), ... , 
An (c)} is called the weight distribution of C - c and the polynomial 

n 

WC-c(X, Y) = L At(c)Xn-iyi 
i=O 

is called the weight enumerator of C - c. 
If C is a linear code, clearly we have Bi = At = Ai( c), i = 0, 1, ... ,n and 

Dc(X, Y) = Wc(X , Y) = WC-c(X, Y) for all c E C. In general, if for a 
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binary code C of length n we have Ai = Ai(c), i = 0, 1, .. . , n, for all c E Cor 
we have, equivalently, Wc(X, Y) = WC-c(X, Y) for all c E C, then C is called 
distance invariant. For such a code, we also have Di = At> i = 0, 1, . . . , nand 
Dc(X, Y) = Wc(X, Y) . Linear codes are distance invariant . 

Let {Bo, B 1 , . .. ,Bn} be the distance distribution of a binary code C of 
length n. Define 

n 

B~ = I C r 1 L BiKk(i), k = 0, 1, ... , n, (2.30) 
i=O 

where Kk(i) is the value the Krawtchouk polynomial Kk(X) when q = 2 at the 
point x = i, and define 

D'c(X, y) = I C 1-1 Dc(X + Y, X - Y) . 

{Bb, B~, ... ,B~} is called the MacWilliams transform of {Bo, B 1 , ... , Bn} and 
D'c(X, Y) is called the Mac Williams transform of Dc(X, Y). By the proof of 
Proposition 2.6, 

n 

D'c(X, Y) = L B: xn-iyi. 
i=O 

Lemma 2.17. For any vector x E 1F'Z' with w(x) = i, 

L (-1)XY = Kk(i) . 
yE IF;' 

w(y)=k 

Proof. For each j, ° :::; j :::; k, we count the number of vectors y E IfZ' 
with w(y) = k such that X · Y = j. The number is (j)(;=;). Then by 
Proposition 2.15 (i), 

o 

Proposition 2.18. Let C be a binary code with distance distribution {Bo, 
B 1 , ... , Bn}, and {Bb , B~ , . . . , B~} be its Mac Williams transform. Then Bb = 
1 and B~ ~ ° for k = 1, 2, ... , n . 

Proof. By Lemma 2.17, 
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n 

ICI2B~ =ICI .L BiKk(i) 
i=O 

n .L (_l)(x-y ) , z 

i=O x, yEC 
d(x , y)=i 

zEIF~ 
w(z) =k 

2: O. 

Moreover, by Proposition 2.16 ICo(x) = I , so 

n n 

B~ = ICI-I .L BiKo(i) = ICI-I .L B i = 1. 
i=O i =O 

29 

o 

For the weight distribution {AD , AI" '" An} and weight enumerator 
W c( X, Y) of a binary code C of length n we can define their Mac Williams 

transforms {A~, A~, ... , A~} and Wb(X, Y), respectively, in a similar way, i.e . 

n 

A~ = I C I-I .L AiKk(i), k = 0, l, . . . ,n 
i=O 

and 
Wb(X, Y) = I C I-I Wc(X + Y, X - Y) . 

The proof of Proposition 2.18 has the following corollary. 

Corollary 2.19. Let C be a binary code of length n with weight distri­

bution {AD, AI, ... ,An } and distance distribution {Bo, BI, ... ,Bn }, and let 

{A~, A~, ... ,A~} and {Bb, B~, . .. ,B~} be their MacWilliams transforms, 

respectively. Assume that B~ = 0 for some k where 0 :S k :S n, then 

and A~ = O. 

Define 

.L (_1)x ,z = 0 for every z E lF~ with w(z) = k 
xEC 

d' = min {i Ii > 0, B: > O} 

o 
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and 

s' = 1 {i 1 i > 0, B~ > O} I· 

d' is called the dual distance and s' the external distance of code C. If C is 
linear, d' is the minimum distance of the dual code C.L of C. If C is nonlinear, 
the following proposition gives a combinational interpretation of d'. 

Proposition 2.20. Let C be a binary code of length n and dual distance d' . 

Let [C] be the 1 C 1 x n array with the codewords of C as rows. Then if r < d' 
any set of r columns of [C] contains each r-tuple exactly 2- r 

1 C 1 times. 

Proof. Since B~ = 0 for 1 ~ k < d', by Corollary 2.19 we have I:xEC 
(_l)XZ = 0 for every z E lF2 with w(z) = k. Taking any z E lF2 with 
w(z) = 1 we see that every column of [C] must have 2- 1

1 Clones and 2-1
1 C 1 

zeros. Then taking any z E lF2 with w(z) = 2 we conclude that every pair of 
columns of [C] must contain each of the four possible pairs (0 , 0) , (0, 1), (1 , 0) 
and (1, 1) exactly 2-2

1 C 1 times. Proceeding in this way, the proposition will 
be proved . 0 

Let C be a binary code of length n. For any v E lF2 ' C +v = {c+v 1 c E C} 
is called the translate of C by v . Define 

Ai(v)=I{c+vlcEC, w(c+v)=i}l· (2.31) 

Then {Ao (v), Ai (v), . . . , An (v)} is called the weight distribution of the trans­
late C + v. We also have I:~o Ai (V) = 1 C I. Define 

n 

A~(v) = 1 C 1- 1 L Ai(V) Kk(i) , k = 0, 1, . . . , n , (2.32) 
i=O 

then {A~ (v) , A~ (v), ... , A~ (v)} is called the Ma c Williams transform of 
{Ao(v) , A 1 (v), . . . , An(v)}. 

Proposition 2.21. Let C be a binary code of length n and v be an arbitrary 
vector of lF2· Th en 

(i) A~(v) = l. 
(ii) I:~=o A~(v) = 2n 1 C 1-1 Ao(v). 

(iii) I:vEIF:.' A~(v)A;(v) = 2n B~ Oklo 
2 

(iv) B~ = 0 if and only if A~(v) = 0 for all v E lF2. 
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Proof. (i) By Proposition 2.16, Ko(x) = 1. Then by (2 .32) and L~=o Ai(V) 
=ICI, 

n n 

A~(v) = I C 1-1 L Ai(V) Ko(i) = I C 1-1 L Ai(V) = 1. 
i=O i=O 

(ii) By (2 .32), 

n n n 

L A~(v) = L I C 1-1 L Ai(V) Kk(i) 
k=O k=O i=O 

n n 

= I C r1 L Ai(V) L Kk(i). 
i=O k=O 

In the second formula in Proposition 2.15 (ii) let z = I, we obtain 

~ {O for any integer i > 0, 
L...J Kk(i) = 
k=O 2n for i = O. 

Substituting into the above equation, we obtain 

n 

L A~(v) = 2n I C 1-1 Ao(v). 
k=O 

(iii) By (2 .31), (2.32) and Lemma 2.19, 

n n 

L A~(v) A;(v) = I C 1-2 L L Ai(V) Kk(i) L Aj(v) Kl(j) 

n 

vEI'2' i=O 
n 

vEI'2' i=O 

c'EC 
w(c'+v)=j 

zEIF2 
w(z) =l 

j=O 

L (_l)(c+v)y 

YE IF~ 
w(y)=k 

=ICI-2 L L L (_l)(c+v) . y 

vEI'2' cEC yEF2' 
w(y)=k 

x L L (_l)(c/+v),z 

c'EC zEIF;' 
w(z)=' 
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= ICI-2 I: I: I: I: (_l)C . y+c' ·z 

cEC c'E C YE "i zE IF2 
w(y)=k w( z )=l 

xI: ( -l)v (y+z) 

vEP,' 

But for any x E F2', we have 

I: (-1) v . x = { ~n if x # 0, 

if x= O. 
vEP,' 

Therefore when k # I, we have 

I: A~(v) A;(v) = 0, 
vEP,' 

and when k = I, we have 

Hence (iii) is proved. 
(iv) By (iii), 

=2n ICI- 2 

= 2n ICI-2 

= 2n I C 1-1 

= 2n B~ . 

cEC c'EC YU; 
w(y)=k 

n 

I: I: I: 
i =O (c,c')EC 2 yEIFZ-

d(c . C/ ) = l w(y) = k 

n 

I: I: Kk(i) 
i =O (e, C

/ )€C 2 

d(c, c') = i 

n 

I: B i Kk(i) 
i=O 

I: A~(v)2 = 2n B~ 
vE1F; 

( -1 ) (c+c') . y 

from which it follows that B~ = 0 if and only if A~(v) = 0 for all v E F2'. 0 

Let C be a binary code of length n. As before denote the external distance 
of C by Sf . Let 0, 0'1,0'2,· .. ,0' s', be the subscripts i for which B; # O. The 
annihilator polynomial a(x) of C is defined to be 
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5' 

O(x) = 2n Ie 1-1 II (1 - 17;1 x). 
j=1 

Clearly, dego(x) = s' and for 0 < i :=:; neither o(i) = 0 or B; = O. Let 

5' 

O(x) = 2: Ok Kk(X) 
k=O 

be the Krawtchouk expansion of o(x), where the Krawtchouk coefficients are 
given by 

n 

Ok =2- n 2: o(/)KI(k), k=O,l, ... ,s'. 
1=0 

We have Os' =1= 0 since deg o( s) = s'. 

Proposition 2.22. I:~'=o Ok Ak(v) = 1 for all v E 1F2'. 

Proof. We may write o(x) = I:;=o Ok Kk(x), where 0 5 '+1 = Os'+2 = ... 
= On = O. Then as in the proof of Proposition 2.14, we also have Ok 
2- n I:~=o 0(/) KI(k) for all k = 0,1, . . . , n. We compute 

s 
, 

n 

2: Ok Ak(v) = 2: Ok AdV) 
k=O k=O 

n n 

=2- n 2:2: 0(/) KI(k) Ak(V) 
k=O 1=0 

n n 

=2- n L 0(/) L KI(k) Ak(V) 
1=0 k=O 

n 

=2- n L O(l) I c I A;(v). 
1=0 

For / = 171,172,"" or 175 ', 0(/) = 0; for / =1= 0,171,172,"" and I7 s ', B; = 0 
which, by Proposition 2.21(iv), implies that A;(v) = 0 for all v E 1F2'; for / = 0, 
0(0) = 2n I C 1-1 and by Proposition 2.21(i), A~(v) = 1. Therefore 

s' 

L Ok Ak(V) = 1 for all v E 1F2'. o 
k=O 
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Corollary 2.23. For any v E IF;' there exists at least one c E C such that 
d(c, v) :::; s' 

Proof. Given any v E IF;' , by Proposition 2.22 there is at least one Ako (v) I- 0 
where 0 :::; ko :::; s'. Then there is at least one c E C such that w( c + v) = ko 
:::; s' That is d(c, v) :::; s' 0 

This corollary explains why s' is called the external distance of C. 

Most of this section are due to Delsarte (1973), but some proofs are dif­
ferent. The minimum distance, the number of distinct nonzero distances, the 
dual distance, and the external distance of a binary code are called the four 
fundamental parameters of the code by Delsarte. 



CHAPTER 3 

THE GRAY MAP 

3.1. The Gray Map 

In communication systems employing quadrature phase-shift keying 
(QPSK), the preferred assignment of two information bits to the four possible 
phases is the one shown in Fig. 3.1, in which adjacent phases differ by only 
one binary digit . This map is called the Gray map and has the advantage 
that, when a codeword over Z4 is transmitted across an additive white Gaus­
sian noise channel, the errors most likely to occur are those causing a single 
erroneously decoded information bit . The Gray map is usually denoted by </>, 

i.e. 

</> Z4 --> Z~ 
o t-+ 00 

1 t-+ 01 

2 t-+ 11 

3 t-+ 10 

Clearly, </> is a bijection from Z4 to Z~. Denote the Hamming weight of a binary 
vector v by w(v) and the Hamming distance between two binary vectors u and 
v of the same length by d(u, v) . Clearly, 

wdx) = w(</>(x)) for all x E Z4 , (3.1) 

and we can easily verify that 

ddx, y) = d(</>(x), </>(y)) for all x, y E Z4 · (3.2) 

35 
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1-- 01 

Fig. 3.1. 

But ¢ is not an additive group homomorphism from 2.4 to 2.~ . 
It will be helpful to introduce the following three maps Q, {3, , from 2.4 to 

2.2 by the following table . 

Table 3. 1. 

£:4 Ci f3 'Y 

0 0 0 0 

1 0 

2 0 1 

3 0 

Clearly, Q is an additive group homomorphism from 2.4 to 2.2 , but (3 and , 
are not. Each element x E 2.4 has a 2-adic expansion 

x = Q(x ) + 2{3(x ). 

We also have 

Q(X) + (3(x ) + , (x) = 0 for all x E 2.4 . 

The Gray map ¢ can be expressed in terms of {3 and , as follows: 

¢(X) = ({3 (x ), , (x )) for all x E 2.4 . 

The maps Q, {3, , can be extended to 2.4 in an obvious way. For x 
(Xl , ... ,Xn ) E 2.4, define 
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f3(x) = (f3(Xl) , . . . , f3(Xn)), 

-y(X) = h(xJ), . .. , -y(xn)). 

Then ¢ is extended to Z~ as follows: 

¢(x) = (f3(x), -y(x)) for all x E Z4. (3.3) 

Clearly, the extended ¢ is a bijection from Z4 to z~n. For any x E Z4 ¢( x) is 
called the binary image of x under ¢. 

Theorem 3.1. ¢ is a weight-preserving map from 

(Z4, Lee weight) to (z~n, Hamming weight), 

i. e. 

wL(x) = w(¢(x)) for all x E Z4, (3.4) 

and ¢ is also a distance-preserving map from 

(Z4' Lee distance) to (z~n, Hamming distance), 

i. e. 

dL(x, y) = d(¢(x), ¢(y)) for all x, y E Z4. (3.5) 

Proof. For any x = (Xl, . .. ,Xn) E Z4' 

n 

wL(X) = L WL(Xi) 
i=l 

and 

w(¢(x)) =W((f3(X), -Y(X))) = W(f3(X)) + wh(X)) 
n n 

= L W(f3(Xi)) + L Wh(Xi)) 
i=l i=l 

n 

= L W((f3(Xi), -Y(Xi))) 
,=1 

n 

= L W(¢(Xi)). 
i=l 

By (3.1), WL(Xi) = W(¢(Xi)), i = 1, 2, . . . , n. Therefore we have (3.4). Simi­
larly, from (3 .2) we deduce (3.5). 0 
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From (2. 13) and (3 .5) it follows that for any x, y E Z4' , 

d(¢(x), ¢(y)) = ~d~ W, iY). 

The following proposition is obvious. 

Proposition 3.2. For any x = (Xl, . .. ,Xn ) E Z4', we have 

n 

wdx) = L Xi (mod 2) . (3.6) 
i =1 

n 2n 

L Xi = L y, (mod 2). (3 .7) 
,=1 i=l 

In particular, if 2::~1 Xi = 0 or 2 in Z4, then x is an even Lee weight word in 
Z4' and ¢(x) is an even (Hamming) weight word in z~n 

Proof. If we regard 2:::1 Xi as a sum in Z4, then 

n 

L Xt = Wl(X) + 2W2(X) + 3W3(X). 
,=1 

But 

where the R.H.S. is regarded as a sum in Z. Therefore we have (3.6). Moreover, 
if we regard 2::;:1 Yi as a sum in Z, by Theorem 3.1 we have 

2n 

L Yi = W (¢(x)) = wdx) . 
,=1 

From (3.6) and (3.8) we deduce (3.7). 

3.2. Binary Images of Z4-Codes 

Let C be a Z4-code. Define 

c = ¢( C) = {¢( c) ICE C } , 

(3.8) 

o 
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which is called the binary image of C under the Gray map or, simply, the binary 
image of C. If C is of length n, then C ~ z~n, i.e. C is a binary code of length 
2n. We recall that 

min {w(4)(e)) leE C, e:j:. on} 

and 

min {d(4)(e), 4>(e')) Ie, e' E C, e:j:. e'} 

are the minimum (Hamming) weight and distance of C , respectively. Similarly 
we define 

min { wL( e) leE C, e:j:. on} 

and 

min {dL(e, e') I e, e' E C, e:j:. e'} 

to be the minimum Lee weight and distance of C, respectively. Theorem 3.1 
implies, in particular, 

Proposition 3.3. Let C be a Z4-code and C = 4>(C) . Then the minimum Lee 
weight and distance of C are equal to the minimum (Hamming) weight and 

distance of C = 4>(C), respectively. 0 

From Proposition 3.2 we deduce immediately. 

Proposition 3.4. Let C be a Z4 -code of length n and assume that for all 

codewords e = (CI, . .. ,cn ) ofC, L~=l Ci == 0 (mod 2), then all code words ofC 
are of even Lee weight and all codewords of its binary image 4>(C) are of even 

(Hamming) weight. 0 

Example 3.1. Consider the binary image of the Z4-linear code C3 = {CO, 0), 
(2, 2)} appeared in Example 2.3. We have 

Therefore 

4>(0, 0) = (/3(0, 0) , l' (0, 0)) = (0, 0, 0, 0), 

4>(2,2) = ((3(2,2) , 1'(2,2)) = (1 , 1, 1, 1). 

4>(C3 ) = {CO, 0, 0, 0), (1, 1, 1, I)}. 

which is a binary linear code. o 

Example 3.2. The binary image <p(K.4) of the Z4-linear code K.4 with gener­
ator matrix (1.3) 
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(: 1 1 

D 2 0 

0 2 

consists of the following 16 codewords 

0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 

0 0 0 0 1 1 1 1 0 0 1 1 1 1 0 0 

1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 

1 1 1 1 0 0 0 0 1 1 0 0 0 0 1 1 

0 1 0 1 0 1 0 1 0 1 1 0 0 1 1 0 

0 1 0 1 1 0 1 0 0 1 1 0 1 0 0 1 

1 0 1 0 1 0 1 0 1 0 0 1 1 0 0 1 

1 0 1 0 0 1 0 1 1 0 0 1 0 1 1 0 

It is easy to see that CP(K4) is a binary linear code with minimum distance 4. 
Hence CP(K4) is the extended binary Hamming code of length 8. It has the 
following generator matrix 

(~ 
1 1 1 1 1 1 

J 1 0 1 0 1 0 

0 1 1 0 0 1 
(3.9) 

0 0 0 1 1 1 

0 

Example 3.3. The binary image cp(Cd of the linear code C1 appeared in 
Example 1.2 with generator matrix (1.4) 

(~ 
1 1 

~) 2 0 

consists of the following eight codewords 

0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 

0 0 0 0 1 1 1 1 0 1 0 1 1 0 1 0 
1 1 1 1 1 1 1 1 1 0 1 0 1 0 1 0 

1 1 1 0 0 0 0 1 0 1 0 0 1 0 1 

cp(Cd is also a binary linear code with generator matrix 
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(:

1 1 1 1 1 1 1 

1 0 1 010 

00011 1 

41 

(3.10) 

o 

Denote the images of all the rows of a matrix Mover Z4 under the maps 
a, (3, "I, cp by a(M), (3(M), 'Y(M), cp(M), respectively. Then </>(M) = 
((3(M), 'Y(M)) . 

Proposition 3.5. Let C = </>( C) be the binary image of a Z4 -linear code C 
with generator matrix (1.1) . If C is linear, then C has generator matrix 

(

hi A a(B) hi A a(B)) 
o h2 C 0 h 2 C 

o 0 (3(B) hi A 'Y(B) 

(3.11) 

Proof. Assume that C is linear, then C is generated by the binary image of 
the rows of the matrix 

(

hi A B) 
2h l 2A 2B , 
3h l 3A 3B 

o 2h2 2C 
where A and C are matrices over Z2 and B is a matrix over Z4' Clearly we 
have 

</>(h l A B) = ((3(h l A B) 'Y(h l A B)) 

= (0 0 (3(B) hi A 'Y(B)). 

</>(2h l 2A 2B) = ((3(2h1 2A 2B) 'Y(2h l 2A 2B)) 

= (hi A a(B) hi A a(B)), 

</>(3h l 3A 3B) = ((3(3h l 3A 3B) 'Y(3h l 3A 3B)) 

= (hi A 'Y(B) 00 (3(B)) , 

</>(02h2 2C) = ((3(0 2h2 2C) 'Y(02h2 2C)) 

= (0 h 2 C 0 h C) . 

From a(B) + (3(B) + 'Y(B) = 0, we deduce 
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(hI A 'Y(B) 00 (3(B)) = (00 (3(B) hI A 'Y(B)) + (hI A a(B) hI A a(B)) . 

Hence C is generated by the rows of (3.11). Clearly the rows of (3 .11) are 
linearly independent. Therefore (3.11) is a generator matrix of C. 0 

Notice that the generator matrix of tp(K4) given in Example 3.2 is precisely 
the one given by Proposition 3.5. 

We recall that a binary code C is said to be distance invariant if the Ham­
ming weight enumerator of its translators u + C are the same for all u E C. 
Clearly, binary linear codes are distance invariant. Moreover, we have 

Theorem 3.6. For any Z4 -linear code C, its binary image C = ¢( C) is distance 
invariant. 

Proof. Since C is linear , u + C = C for all u E C. Hence C is distance invariant 
with respect to the Lee weight, i.e . 

{wdu + c) IcE C} = {wdc) IcE C} for all u E C. 

Then 

{w(¢(u) + ¢(c)) ICE C} = {w(¢>(u) - ¢(c)) ICE C} 

= {d(¢(u) , ¢>(c)) IcE C} 

={ddu,c) lc EC} 

= {wd u - c) IC E C} 

(by Theorem 3.1) 

= {wdu + c) ICE C} (C is linear) 

= {wdc) ICE C} (by (3.12)) 

= {w(¢(c)) Ic E C} (by (3.4)) 

for all ¢>( u) E ¢(C). Therefore C is distance invariant . 

(3.12) 

o 

Let C be a Z4-linear code. Its binary image C = ¢>(C) is, in general, not 
linear and it need not have a dual code. We define the Z4-dual of C = ¢(C) to 
be C.1 = ¢>(C.1). In the diagram 

C ~ C = ¢(C) 

! 
C.1 ~ C.1 = ¢( C.1 ) 

Fig. 3.2. 
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we cannot always add an arrow on the right to produce a commuting diagram. 
But we have 

Theorem 3.7. Let C and C1. be dual 'l.4 -linear codes, and C = ¢(C) and 
C1. = ¢(C1.) be their binary images. Then the weight enumerators Wc(X , Y) 
and W C.L (X , Y) of C and C 1., respectively, are related by the binary 
Mac William identity 

1 
WC.L (X, Y) = WI Wc(X + Y, X - Y). 

Proof. By Theorems 3.1 and 2.4, and I C I = I C I, we have 

WC.L(X, y) = Leec.L (X, Y) 

1 
= Vi Leec(X + Y, X - Y) 

1 
= I C I Wc(X + Y , X - Y). 

(3.13) 

o 

So, we call the binary codes C = ¢( C) and C 1. = ¢( C 1.) formally dual. If C 
is self-dual, i.e. C1. = C, then C = C1. and we call C formally self-dual. 

Proposition 3.8. Let C be a 'l.4-linear code of length n , C1. be its dual code, 
and C = ¢( C) and C 1. = ¢( C1.) be their binary images, respectively. Let 

{Ao , AI, ... ,A2n } be the weight distribution of C. Then the Mac Williams 

transform of {AD , AI, .. . , A2n } is the weight distribution {A~, A~ , .. . ,A~n} 
of C1. and the MacWilliams transform of {A~ , A~, ... , A~n} is {AD, AI, 
.. . , A2n } . 

Proof. By Theorem 3.7, we have (3.13) 

WC.L(X, Y) = ICI-I Wc(X + Y, X - Y) . 

Then the first assertion follows from Proposition 2.6. For the proof of the 
second assertion, we compute 

I C1. 1-1 t A; Kk(l) = I C1. 1-1 I C 1-1 t (t A, KI(i)) Kk(l) 
1=0 1=0 i=O 
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n n 

= Z-2n 2:: A, 2:: Kl(i) Kk(l) 
i=O l=O 

n 

= 2-2n 2:: Ai 22n 8ik 
i=O 

(Proposition 2.15( viii)) 

3.3. Linearity Conditions 

o 

A binary code C is called 1'wlinear if after a permutation of its coordinates, 
it is the binary image of a Z4-linear code C. Now we want to study the following 
problems. 

(i) When is a given binary code Z4-linear? 
(ii) When is the binary image of a Z4-linear code linear? 
A trivial necessary condition for a binary code to be Z4-linear is 

Proposition 3.9. If a binary code is Z4 -linear, then its length is even. 0 

Define a permutation (]" on the 2n-dimensional vector (Xl, ... , X2n) as fol­
lows: 

(3.14) 

We call (]" the "swap" map . Clearly, 

(]" = (1 n + 1) (2 n + 2) ... (n 2n). 

Then for any x E Z~, 

(]"(¢(x)) = (]"({3(x) ,),(x)) = (,),(x), (3(x)) = ¢( -x) . (3.15) 

Therefore we have 

Proposition 3.10. If a binary code C is Z4 -linear, then after a permutation 
of its coordinates, (]"( C) = C. 0 

Denote by * the componentwise multiplication of two vectors , i. e. 
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Lemma 3.11. For all x,y E 2.4' , we have 

(¢ (x) + a(¢(x))) * (¢(y) + a(¢(y))) = ¢(2a(x) * a(y)) , 

where the multiplication of a(x) * a(y) by 2 is performed in 2.4 . 

Proof. By (3.14), 

(¢(x) + a(¢(x))) * (¢(y) + a(¢(y))) 

= ((J3(x), ,(x)) + hex) , J3 (x))) * ((J3(y), , (y)) + h(y) , J3(y))) 

= (J3(x) + ,(x) , ,(x) + J3(x)) * (J3(y) + ,(y) , ,(y) + J3(y)) 

= (a(x), a(x)) * (a(y), a(y)) 

= (a(x) * a(y) , a(x) * a(y)) 

= ¢(2 a(x) * a(y)) . 

Lemma 3.12. For all x, y E 2.4', we have 
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o 

¢(x + y) = ¢(x) + ¢(y) + (¢(x) + a(¢(x))) * (¢(y) + a(¢(y))). (3 .16) 

Proof. By Lemma 3.11 , (3 .16) is equivalent to 

¢(x) + ¢(y) + ¢(x + y) = ¢ (2a(x) * a(y)) . (3 .17) 

Therefore it is sufficient to verify (3.17). We have 

L.H.S. of (3.17) = (J3(x) + J3(y) + J3(x + y), ,(x) + ,(y) + ,(x + y)) . 

R.H.S. of (3.17) = (a(x) * a(y), a(x) * a(y)) . 

Thus we need to show that 

J3(x) + J3(y) + J3(x + y) = ,(x) + ,(y) + ,(x + y) 

= a(x) * a(y) for all x , y E 2.4'. 

It is enough to check the above identity for the case n = 1. Using Table 3.1 
we can check it easily. 0 

Corollary 3.13. For all x, y E 2.4', we have 

¢(x + y) = ¢(x) + ¢(y) + ¢(2a(x) * a(y)) . (3 .18) 

o 
Now we can answer the problems proposed at the beginning of this section. 
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Proposition 3.14. A binary, not necessarily linear, code C of even length is 

Z4 -linear if and only if after a permutation of its coordinates, 

U , v E C => U + v + (u + O"(u)) * (v + O"(v)) E C. (3.19) 

Proof. Assume that C = ¢(C), where C is a Z4-linear code. Let u , v E C, 
then there are x , y E C such that u = ¢(x), v = ¢(y). Since C is linear , 
x + y E C. By Lemma 3.12, 

u + v + (u + O"(u)) * (v + O"(v)) = ¢ (x) + ¢(y) 

+ (¢(x) + O"(¢(x))) * (¢(y) + O"(¢(Y))) 

= ¢(x + y) E ¢(C) = C. 

Conversely, assume that condition (3.19) holds . Let dim C = 2n. Define 

C = {c E Z~I¢(c) E C} 

Let us prove that C is a Z4-linear code. Let x , y E C. Then ¢ (x) , ¢(y) E C. 
By (3.19) , 

¢(x) + ¢(y) + (¢(x) + O"(¢(x))) * (¢(y) + O"( ¢(Y))) E C. 

By (3.16) , ¢( x + y) E C. Therefore x + y E C. o 

Corollary 3.15. A binary linear code C of even length is Z4 -linear if and only 

if after a permutation of its coordinates, 

U , v E C => (u + O"(u)) * (v + O"(v)) E C. o 

Proposition 3.16. The binary image C = ¢ (C) of a Z4 -linear code C is linear 
if and only if 

x , Y E C => 2 Q(x) * Q(Y) E C. (3.20) 

Proof. Assume that C is linear. Since C is linear , for any x , y E C, x + Y E C. 
Then ¢(x) , ¢(y), ¢(x+y) E C. Since C is linear, ¢(x)+ ¢ (y)+¢(x+Y ) E C . By 
Corollary 3.13 , ¢ (2Q(x) * Q(Y)) E C. Since ¢ is a biject ion, 2Q(x) * Q(Y) E C. 

Conversely, assume that condition (3.20) holds . Let u , v E C. There are 
x , y E C such that u = ¢ (x) , v = ¢ (y). By (3.20), 2Q(x) * Q(y) E C. Since 
C is linear, x + y + 2Q(x) * Q(Y) E C and ¢ (x + y + 2Q(x) * Q(Y)) E C. By 
Corollary 3.13 , 
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¢>(X + y) + ¢>(2a(x) * a(y)) + ¢>(2a(x + y) * a(2a(x) * a(y))) 

= ¢>(x + y + 2a(x) * a(y)) E C. 

Clearly, a(2a(x) * a(y)) = O. Therefore 

¢>(x + y) + ¢>(2a(x) * a(y)) E C. 

Again by Corollary 3.13, 

Hence 

¢>(2a(x) * a(y)) = ¢>(x + y) + ¢>(x) + ¢>(y) . 

u + v = ¢>(x) + ¢>(y) 

= ¢>(x) + ¢>(y) + ¢>(x + y) + ¢>(x + y) 

= ¢>(2a(x) * a(y)) + ¢>(x + y) E C. 

This proves that C is linear. 
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o 

Corollary 3.17. Let C be a Z4-linear code, Xl, .. . , xm be a set of generators 
ofC, and C = ¢(C) . Then C is linear if and only if2a(xi) * a(xj) E C for all 
i, j satisfying 1 ::; i ::; j ::; m. 

Proof. Because a is a group homomorphism. o 

Example 3.4. Consider the octacode 0 8 introduced in Example 1.3. It has 
generator matrix (1.6) . Denote the first and second rows of (1.6) by Xl and 
X2, respectively, i.e. 

Clearly, 

Xl = (1 0 0 0 3 1 2 1), 

X2 = (0 1 0 0 1 2 3 1) . 

2a(xd * a(x2) = (0000200 2) ~ 0 8 . 

By Proposition 3.16, ¢>(08) is nonlinear. Since 0 8 is self-dual, ¢>(08) is formally 
self-dual. ¢>( 0 8 ) is called the Nordstrom-Robinson code. It is a nonlinear binary 
code of length 16 and has 256 codewords. It is easy to check that the sum of 
elements of each row of generator matrix (1.6) is equal to 0 in Z4, from which 
we deduce that the sum of the components of every codeword of Os is equal 
to 0 in Z4 ' By Proposition 3.4 all codewords of ¢>(08) are of even weight. By 
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checking the weights of all the codewords of </>(08) we know that </>(08) has 
minimum weight 6. Since the zero word 016 E </>(08) and by Proposition 3.6 
</>( ( 8) is distance invariant, </>(08) has minimum distance 6. Puncturing the 
coordinates of the codewords of </>(08) at a fixed position, we obtain a binary 
nonlinear code of length 15, with 256 codewords and minimum distance 5. 
But, the 2-error-correcting BCH code of length 15 and minimum distance 5 
contains only 128 codewords. 0 

Example 3.5. Consider the Z4-code K,8 introduced in Example l.4. It has 
generator matrix (l.7). It can be readily checked that for any two rows x and 
y , 2a( x) * a(y) E K,8 . By Corollary 3.17, </>( K,8) is a binary linear code. Since 
K,8 is a self-dual Z4-code, </>(K,8) is formally self-dual. But it can be verified 
directly that </>(K,8) is a self-dual binary linear code. 0 

Most propositions of Sees . 3.1- 3.3 are due to Hammons et al. (1994) but 
now the proofs of them are complete. 

3.4. Binary Codes Associated with a Z4-Linear Code 

Let C be a Z4-linear code. Besides the binary image </>(C) , there are two 
binary codes C(I) and C(2) which are canonically associated with C. They are 
defined by 

C(l) = {a(c) ICE C} (3.21) 

and 
C(2) = {,8(c) ICE C, a(c) = O}, (3.22) 

respecti vely. 

Proposition 3.18. Let C be a Z4-linear code of length n, and C(I) and C(2) 
be the binary codes defined by (3.21) and (3.22) , respectively. Th en 

(i) Both C(l) and C(2) and binary linear code, and C(I) ~ C(2). 
(ii) If C is of type 4kI2k2 and has generator matrix (l.I) , C(I) is a binary 

linear [n, kd-code with generator matrix 

(h, A a(B)) ( 3.23) 

and C(2) is a binary linear [n, kl + k2J-code with generator matrix 

A 
(3.24) 
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Proof. (i) Since a : Z4 -+ Z2 is a group homomorphism, the extended map 
a : Z~ -+ Z2' is also a group homomorphism. C(l) is the image of the map 
a : C -+ Z2', therefore C{l) is a subgroup of Z2', i.e . C{l) is linear. 

Let f3(c), f3(c') E C(2), where c, c' E C and a(c) = a(c') = O. Then 
a( c + c') = 0 and all components of c and c' are either 0 or 2. If we restrict 
f3 to the subgroup {O, 2} of the additive group of Z4, then f3 : {O, 2} -+ Z2 
is an isomorphism of groups and the extension f3 : {O, 2}n -+ Z2' is also an 
isomorphism of groups. Therefore f3( c) + f3( c') = f3( c + c') E C(2). Hence C(2) 

is also linear. 
Let a(c) E C(l), where c E C, then 2c E C, a(2c) = 0 and a(c) = f3(2c) E 

C(2). Therefore C{l) ~ C(2) . 

(ii) is obvious. o 

We have the following converse of Proposition 3.18. 

Proposition 3.19. Given two binary linear codes C' and C", both of length 
n, with C' ~ C", there is a Z4 -linear code C with C(l) = C' and C(2) = C". If, 
in addition, C' is doubly even, and C" ~ C'l., then there is a self-orthogonal 
Z4 -linear code C with C(l) = C' and C(2) = C". Furthermore, if C" = C'l., 

then C is self-dual. 

Proof. Let dim C' = k1, dim C" = k1 + k2 · Without loss of generality we 
may assume that C' and C" have generator matrices 

and 
A 

~) h2 
respectively. Let C be the Z4-linear code with generator matrix 

A 
(3 .25) 

then by Proposition 3.18 (ii), C{l) = C' and C(2) = C" . The first assertion is 

proved. 
Now we assume that C' is doubly even and that C" C C'l. From C" C C'l. 

we deduce that anyone of the first k1 rows of (3.25) and anyone of its last 
k2 rowS as words in Z~ are orthogonal. Clearly, any two of its last k2 rows as 
words in Z~ are orthogonal. Since C' is doubly even, anyone of its first k1 
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rows as a word in Z~ is orthogonal to itself. But two distinct rows of the first 
kl rows as words in Z~ are not necessarily orthogonal. So, the Z4-linear code 
having generator matrix (3.25) is not necessarily self-orthogonal. We have to 
modify (3.25) so that the Z4-linear code it generates is self-orthogonal. For 
any pair (i, j) with 1 :s:: j < i :s:: kl we replace the (i, j)th entry of (3.25) 
by the inner product mod 4 of the ith row and jth row. From G' ~ Gil and 
Gil ~ G'l. we deduce G' ~ G'l., so such an inner product mod 4 is either 0 or 
2. Denote the matrix so obtained by G, then it is easy to see that any two rows 
of G are orthogonal. Let Cc be the Z4-linear code generated by G, then Cc is 
self-orthogonal and clearly Gg) = G' and Gg) = Gil The second assertion is 
also proved. 

Assume further that Gil = Gil. Then 

kl + k2 = dim Gil = dim G'l. = n - dim G' = n - kl . 

By Propositions 1.1 and 1.2, 1 Cc 1 = 22kl +k2 and 1 ch 1 = 22n-2k, -k2 Hence 

1 Cc 1 = 1 Ch I· But Cc is self-orthogonal, so Cc is self-dual . 0 

Proposition 3.20. Let G' and Gil be two binary linear codes of length nand 

e' ~ e" Define 

C = e' + 2e" = {a + 2b 1 a E e', b E e"} . (3 .26) 

Then C is a Z4 -linear code if and only if 

a, a' E e' => a * a' E e". (3.27) 

In this case, 

(i) e(l) = e' and e(2) = e" 
(ii) ¢>(C) = {(u, u + v) 1 u E e", vEe'}. 

(iii) Assume that e' is doubly even, and that e" ~ e'l. Then C is self­
orthogonal if and only if 

a, a' E e' => w(a * a') == 0 (mod 4). (3.28) 

In this case, if e" = e'l., then C is se lf-dual. 

Proof. Denote the addition in Z2 by EB and addition in Z4 by +. For all 
a, al E e' and b , b l E e", we have the identity 

(a + 2b) + (aJ + 2bd = (a EB ad + 2(b EB b l EB (a * ad) , 

from which it follows that C is a Z4-linear code if and only if (3.27) holds. 
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If (3.27) holds, (i) and (ii) are obvious. Computed in Z4, (a + 2b) (a' + 
2b' ) = a . a' . Computed in Z, a . a' = w(a * a'). Therefore (iii) holds. 0 

Example 3.6. Let C = K4 be the Z4-linear code studied in Example 1.1. It 
has generator matrix (1.3). By Proposition 3. 18, C(!) has generator matrix 

(1 1 1 1) 

and C(2) has generator matrix 

G ~ ~ D 
Therefore C(l) is the repetition code of length 4, C(2) is the parity check code 
(or the even weight code) of length 4, and C(!) ~ C(2). It is clear that condition 
(3 .27) is trivially fulfilled for C' = C(!) and C" = C(2), so C(!) + 2C(2) is a 
Z4-linear code. Clearly C( l ) + 2C(2) = K 4 . Moreover, C(l) is clearly doubly 
even, (3.28) is also trivially fulfilled, and C(2) = C(l).l, we deduce again that 
K4 is self-dual. 0 

Example 3.7. Let C = Kg be the Z4-linear code studied in Example 1.4. It 
has generator matrix (1.7). By Proposition 3.18, C(!) is a binary linear code 
with generator matrix 

(1 1 1 1 1 1 1 1) 

and C(2) is a binary linear code with generator matrix 

1 1 1 1 1 1 1 1 

0 1 0 0 0 0 0 1 

0 0 1 0 0 0 0 1 

0 0 0 1 0 0 0 1 

0 0 0 0 1 0 0 1 

0 0 0 0 0 1 0 1 

0 0 0 0 0 0 1 1 

C(!) is the repetition code of length 8, C(2) is the parity check code of length 
8 and C{l) ~ C(2). Clearly, we have Kg = C(!) + 2C(2) By Corollary 3.20, we 

deduce again that Kg is self-dual. 0 

Example 3.8. Let C = C1 be the Z4-linear code studied in Example 1.2. It 
has generator matrix (1.4). By Proposition 3.18, C(l) is a binary linear code 

with generator matrix 
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(1 1 1 1) 

and C(2) is a binary linear code with generator matrix 

(
11 11). 
o 1 0 1 

Clearly, we have C1 = C(l) + 2C(2). By Corollary 3.20 we deduce again that 
C1 is self-orthogonal. 

Moreover, from Example 1.2 we know that C{ has generator matrix (1.5). 
Denote the binary codes associated with C{ by C' and C", then by Proposition 
3.18 C' and C" has generator matrices 

(~1 1~ ~1 011) (~ ~ ~ ~) and 

respectively. Clearly, (3.27) is fulfilled and cd- = c' + 2C" . o 

Propositions 3.18 and 3.19 are due to Conway and Sloane (1993). Most of 
Proposition 3.20 can be found in Bonnecaze et al. (1995) . 



CHAPTER 4 

Z4-LINEARITY AND z4-NONLINEARITY OF 
SOME BINARY LINEAR CODES 

4.1. A Review of Reed-Muller Codes 

Let m be a positive integer, 

and 

m in number 

where 18) denotes the Kronecker product of matrices. It can be easily verified 
that G2ffl is a 2m X 2m nonsingular matrix whose entries are either 0 or I, that 
the Hamming weight of each row vector of G2 ffl is a power of 2, and that the 
number of row vectors of Hamming weight 2r(o ~ r ~ m) is r!(:~r)I' The row 
vectors of G 2 ffl of Hamming weight ?: 2m

-
r generate a binary linear code of 

length 2m , dimension 
r , 

'"' m . 
~ i!(m-i)!' 
.=0 

and minimum distance 2m-r, which is called the rth order Reed-Muller code 
of length 2m and is denoted by RM(r, m) . The generator matrix of RM(r, m) 
formed by the row vectors of Hamming weight?: 2m -

r of G2 ffl will be denoted 

by G(r, m) . 

53 
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It is known that RM(r, m) and RM(m-r -1 , m) are dual to each other. It 
is also clear that RM(m, m) = IFf ,RM(m -1, m) consists of all even weight 
words of length 2m

, RM(m - 2, m) is the extended binary Hamming code H 2", 

of length 2m when m 2: 3, RM(I, m) is the first-order Reed- Muller code of 
length 2m and RM(O, m) = {02"', 12m}. 

We agree that RM( -1, m) = RM(m+l, m) = {02m} and that G( -1, m) = 
G(m + 1, m) = 02

m 
for any m > O. 

As we remarked above, the number of row vectors of Hamming weight 2m
-

1 

of G2m is m . It is easy to see that they are 

2 lfl - 1 2m.-:l 2"' -1 2 m - 1 

(01) , (0011) , ... , 0 1 . 

Denote them by VI , V2 , ... , V m , respectively. Then 

1
2m 

G(I, m) = ( 4.1) 

is a generator matrix of RM(I , m). The row vectors of Hamming weights 
2m

-
r (0:::: r :::: m) are 

We understand that when r = 0, v i I * V '2 * ... * Vi r = 12
'" Then the row 

vectors 

V i I * v i 2 * ... * V i" 1:::: i l < i2 < ... < is :::: m, 0:::: s :::: r 

form the generator matrix G(r, m) of the rth-order Reed- Muller code 
RM(r , m). 

We agree that any binary linear code equivalent to RM(r, m) will also be 
called the rth-order Reed-Muller code and denoted by RM(r, m). In partic­
ular , let ( be a primitive (2m - l)th root of unity in the finite field IF2m, and 
form the m x 2m matrix 

M m = (0 1 ( (2 ... (2'''-2), 

where each ( j is replaced by t(alj, ... ,amj ) if () = alj +a2j (+ ... + am) (m-I. 
Denote the rows of M m by Ul , ... , U m in succession . It is known that the row 
vectors 
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Ut! * Ui2 * ... * Ui .• , 1 ~ i1 < i2 < . . . < is ~ m, 0 ~ s ~ r 

generate a binary linear code of length 2m which is equivalent to the above 
defined rth-order Reed- Muller code RM(r, m). Then it will also be called the 
rth-order Reed -Muller code of length 2m and denoted by RM(r, m) also. This 
definition of RM(r, m) has the advantage that when the components at the 
leftmost position of its codewords are deleted, we get a cyclic code, which will 
be called the shortened rth-order Reed-Muller code and denoted by RM(r, m)- . 

For more details on Reed- Muller codes, see MacWilliams and Sloane 
(1977), Chap. 14. 

4.2. The Z4-Linearity of Some RM(r, rn) 

Let m be a non-negative integer and 0 ~ r ~ m. The Z4-linear code of 
length 2m

- 1 generated by the matrix 

(
G(r-l,m-l)) 

2G(r, m - 1) 

over Z4 will be denoted by ZRM(r, m - 1). 

Example 4.1. The matrix 

( 
G(O, 2) ) 
2G(I, 2) 

o 

generates the Z4-linear code ZRM(l, 2). Clearly, ZRM(l, 2) has generator 

matrix (1.3) 

G ~ H) 
Therefore ZRM(I , 2) is the Z4-linear code K4 introduced in Example 1.1. By 
Example 3.2 we know that cp(ZRM(l, 2)) is the extended binary linear Ham­
ming code Hs = RM(2, 3) of length 8 = 23

. Hence Hs is Z4-linear. 0 

Example 4.2. The matrix 

( 
G(O, 3) ) 
2G(1,3) 

generates the Z4-linear code ZRM(I, 3) . ZRM(I, 3) has generator matrix 
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(1 1 1 
1 1 1 1 

~) (2~' ) 020 2 0 2 0 
0 

002 2 0 0 2 2V2 

000 0 2 2 2 2V3 

Example 4.3. The matrix 

( G(I , 3) ) 
2G(2 , 3) 

generates the Z4-linear ZRM(2, 3). ZRM(2, 3) has generator matrix 

1 1 1 1 1 1 1 1 18 

0 1 0 1 0 1 0 1 VI 

0 0 1 1 0 0 1 1 V2 

0 0 0 0 1 1 1 1 V3 0 

0 0 0 2 0 0 0 2 2VI * V2 

0 0 0 0 0 2 0 2 2VI * V3 

0 0 0 0 0 0 2 2 2V2 * V3 

Proposition 4.1. The binary rth-order R eed-Muller code RM(r , m) of length 

n = 2m is Z4 -linear for l' = 0,1 ,2, m-l and m. More precisely, it is the binary 
image of the Z4 -linear code ZRM(r , m -1) of length 2m

-
1 for l' = 0, 1, 2, m-l 

and m. 

Proof. For l' = 0, ZRM(O, m - 1) is generated by 

(
G(-I, m -1)) 
2G(0, m - 1) 

and , hence, has generator matrix 

Thus 

Under <p 

Hence 
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cp(ZRM(O, m - 1)) = RM(O, m) . 

For r = 1, ZRM(l , m - 1) is generated by 

( 
G(O, m -1) ) 
2G(1, m - 1) 

Hence it has generator matrix 

[i] ' 
where VI, "" Vm-l are 2m

-
I -dimensional vectors. It follows that 

I ZRM(l , m-1) I = 4·2m
-

1 = 2m+l. Obviously, the condition of Corollary 3.16 
is fulfilled for the generators 12m-I , 2VI,' . . , 2Vm_1 of ZRM(1 , m - 1) . By 
Corollary 3.16, ¢(ZRM(l, m - 1)) is linear. Under ¢, 

12"'-' 1-+ (0 1)2"'-' = VI in zf' , 
2.12".-11-+ (11)2=-1 = 12= , 

. 2m 

2Vi 1-+ Vi+! III Z2 (i = 1, . .. , m - 1). 

Therefore ¢(ZRM(1, m - 1)) ;2 RM(l, m). But I RM(1, m) I = 2m +1 Hence 
¢(ZRM(l , m)) = RM(l, m). 

The cases r = 2 and r = m - 1 can be proved in the same way, and the 
case r = m is trivial. 0 

4.3. The Z4-Nonlinearity of Extended Binary 
Hamming Codes H2= when 'Tn ~ 5 

We mentioned in Sec. 4.1 that the (m - 2)th-order Reed- Muller code of 
length 2m

, RM( m - 2, m), is the extended binary Hamming code H2= when 
m 2 3. In Example 3.2 we showed that Hs is Z4-linear. By Proposition 4.1, 
H24 = RM(4 - 2, 4) = RM(2, 4) is also Z4-linear. In the following we will 
show that when m 2 5, H 2 m = RM(m - 2, m) is not Z4-linear. We begin with 
some lemmas. 

Lemma 4.2. Let H 2= be a [2m , 2m 
- m - 1, 4J extended binary Hamming 

code and m 2 4. Then H 2= contains at least two codewords of weight 4 that 

meet in just one coordinate. 
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Proof. It is well known that the matrix (4.1) 

12m 

VI 

G(l, m) = V2 

Vm 

is a parity-check matrix of H2m. For illustration we write this matrix down 
explicitly for the case m = 4. 

116 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

VI 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 

V2 0 0 1 1 0 0 1 0 0 1 1 0 0 1 1 

V3 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 

V4 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 

The columns of G(l, m) will be numbered by 0, 1,2, ... , 2m 
- l. Clearly, the 

sum of the zeroth, first and second columns of G(l, m) is equal to the third 
column and the sum of the zeroth, fourth and eighth columns of G(l, m) is 
equal to the twelfth column. Therefore 

(1 1 1 1 0 00 0 0 0 0 0 0 0 0 0 02
"'-') 

and 
(100010001000100002",-4) 

are two codewords of H2 "" which have weight 4 and meet in just one coordinate. 

Lemma 4.3. Let m be an integer ~ 4, A2 and A3 be non-negative integers 
satisfying the condition 2A2 + 3A3 < 2m

-
I

. Then there does not exist binary 
linear code of length 2m

- 1 - 2A2 - 3A3, dimension ~ 2m - 1 - m - A2 - A 3, and 

minimum distance 4 unless A2 = A3 = 0 and the code is the extended binary 
Hamming code of length 2m

-
1 

Proof. Assume that there is a binary linear code of length 2m - 1 - 2A2 - 3A3, 
dimension ~ 2m

-
1 

- m - A2 - A 3, and minimum distance 4 and denote it by 
C. Clearly, we must have 2m

-
1 

- 2A2 - 3A3 > 2m - 1 - m - A2 - A 3 , and 
hence, A2 + 2A3 < m. We can delete the coordinates of all codewords of C 
at a fixed position in such a way that we obtain a binary linear code c- of 
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length 2m
-

1 
- 2A2 - 2A3 -1 , dimension 2:: 2m - 1 - m - A2 - A 3, and minimum 

distance 2:: 3. By sphere-packing bound for C-

~ 2~n- -2A2- 3A3-1 . 22m-l-m-A2-A3 (1 + (2m
-

1 
- 2A12 - 3A3 - 1)) , 

( 4.2) 
Then 

L.H.S. of (4 .2) = 22m-'-m-A, - A3 (2m- 1 - 2A2 - 3A3) 

= 22m-l_2A, -3Arl 2A2+2A3-m+l (2m - 1 _ 2A2 - 3A3) ' 

We have 2A2 + 3A3 ~ 2(A2 + 2A3) < 2m, so 2m - 1 - 2A2 - 3A3 > 2m - 1 - 2m. 
For m 2:: 6, we have 2m

-
1 - 2m> 2m - 2 and then 2m - 1 -2A2 - 3A 3 > 2m - 2 

Consequently 

> R.H.S . of (4.2) , 

unless A2 = A3 = O. 
When m = 5, then A2 + 2A3 < 5. If (A2, A 3 ) i= (0, 0), then there are seven 

possibilities: 

(A 2 , A3 ) = (0 , 1), (0 , 2) , (1 , 0) , (1 , 1), (2 , 0) , (3 , 0) , (4 , 0). 

For anyone of these possibilities, we always have 

( 4.3) 

Therefore we also have 

L.H.S. of (4.2) > R.H.S. of (4.2). ( 4.4) 

When m 
possibilities 

4, then A 2 + 2A3 < 4. If (A 2, A 3) i= (0 , 0) , there are five 

(A 2' A 3 ) = (0 , 1) , (1 , 0) , (1 , 1), (2 , 0), (3 , 0). 

For anyone of these possibilities we also have (4.3) and hence (4.4). 

Therefore we conclude that when m 2:: 4, we must have A2 = A3 = O. 
When A 2 = A 3 = 0, the code C is of length 2m - I , dimension 2:: 2m - 1 - m , 
and minimum distance 4. From the sphere packing bound for C- we deduce 
that dim C = 2m

-
1 

- m. It is well known that there is a unique binary linear 
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[2 m - 1, 2m - 1 - m, 4]-code, the extended binary Hamming code of length 2m
-

1, 
within equivalence. So C is the extended binary Hamming code of length 
2m - 1 . 0 

Proposition 4.4. The extended binary Hamming code H 2", of length 2m is 
not '£4 -linear for m 2: 5. 

Proof. We will prove by contradiction. Assume that H2= is a [2m, 2m 
- m -

1, 4] extended binary Hamming code with its coordinates so arranged that 
H2= = ¢>(H) for some '£4-linear code H. Let 

F = {c E H 2= I 0" ( c) = C}, 

where 0" is the map defined by (3.14). Clearly, F is a linear sub code of H 2=. 
Since (1, 02

m
-

1
-1, 1,02=-1- 1 ) rt H2m, it does not belong to F either. It follows 

that dim F :::; 2m - 1 - l. 

Define a map 

7j; H 2m -+ F 

Cl-+c+O"(c). 

Clearly, 7j; is a group homomorphism and Im 7j; C Ker 7j; = F. Since 
dim Ker 7j; = dim F :::; 2m

-
l - 1 and dim Ker 7j; + dim Im 7j; = dim H2= = 

2m 
- m - 1, we have dim Im 7j; :::: 2m

- 1 - m . 
Let E consist of the right-hand halves of the codewords in Im 'l/;. Then E 

is a binary linear code of length 2m - 1 , dimension:::: 2m - 1 - m, and minimum 
weight 2. By Corollary 3.15, E is closed under componentwise multiplication. 

Assume that the positions of codewords of E are numbered by 1, 2, ... , 
2m

-
1 Let x = (Xl, ... 'X2=-d, Y = (Y1, ... 'Y2=-d be any two codewords of 

E of weights 2 or 3. Then x + y E E and x * y E E. Define 

Then Sx n Sy = 0; otherwise, either x + y or x * y would be a codeword of 
weight 1 in E, a contradiction. 

Denote the number of codewords of weight i in E by Ai. Define 

]={jEII:JxEE with w(x)=20r3 and xj=l} . 

By the preceding paragraph, I J I = 2A2 + 3A3 · Delete those components 
numbered by numbers in J from the codewords of E, we obtain a shortened 
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binary linear code E* of length 2m - 1 - 2A2 - 3A3, dimension> 2m
-

1 
-

m - A2 - A 3. Let z be a codeword of weight 4 in E. Then Sz n J = 0; 
otherwise, as in the preceding paragraph it will lead to a contradiction . Hence 
the minimum weight of E* is 4. But by Lemma 4.3, E* cannot exist unless 
A2 = A3 = 0 and E is itself an extended binary Hamming code of length 
2m

-
I

. Since m :::: 5 and E is closed under componentwise multiplication, 
we can use Lemma 4.2 to produce a codeword of weight I, again a contra­
diction. 0 

From the above discussion we conclude that when m ::; 4 all Reed-Muller 
codes RM(r, m),O ::; r ::; m, are Z4-linear, that when m = 5, RM(r, 5), 
r = 0, 1,2,4,5, are Z4-linear and RM(3,5) is not, and when m > 5, 
RM(r, m), r = 0, 1,2, m - I, m, are Z4-linear and RM(m - 2, m) is not . 
It was proved recently by X.-D . Hou et al. (1997) that when m > 5 and 
2 < r < m - 2, RM(r, m) is not Z4-linear. 

It is worthwhile to remark that RM(l, m) and RM(m - 2, m) = H2~ are 
dual to each other and that RM(l, m) is Z4-linear, but RM(m - 2, m) is not. 

Propositions 4.1 and 4.4 are due to Hammons et al. (1994). 



CHAPTER 5 

HENSEL'S LEMMA AND HENSEL LIFT 

5.1. Hensel's Lemma 

In studying Z4-codes it is convenient to introduce the Galois ring GR(4m) . 
Hensel's lemma is an important tool in studying Galois rings . In the following 
we restrict our study of Hensel's lemma to the simplest case, i.e . the case of 
polynomials over Z4, which is needed in studying GR(4m). To extend it to the 
general case, i.e. the case of polynomials over Zpc, where p is any prime and e 
is any integer > 1, is immediate. 

Let Z4 [Xl be the polynomial ring in an indeterminate X over Z4. We have 
defined a ring homomorphism 

0, 2 f--+ 0 

Henceforth we shall simply denote the map a by "-", i. e. 0 = "2 = 0 and 
I = :3 = 1. The map -: Z4 -+ Z2 can be naturally extended to a map from 

Z4 [Xl to Z2 [Xl as follows : 

It can be readily verified that this extended map is a ring homomorphism 
from Z4[Xl onto Z2[Xl with kernel (2) = Z4[Xl2 = {2f(X) I f(X) E Z4[X]}, 
This extended ring homomorphism will also be denoted by - and the image of 
f(X) E Z4[Xl under the map - will be denoted by f(X) . 
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For any f(X) E Z4[X] define 

(J(X)) = Z4[X] f(X) = {g(X) f(X) I g(X) E Z4[Xj} 

Let h(X) and h(X) be polynomials in Z4[X]. They are said to be coprime 
in Z4[X] if there are polynomials Al(X), A2(X) in Z4[X] such that 

A1(X)h(X) + A2(X)h(X) = 1, 

or, equivalently, if 

The coprimeness of polynomials in Z2 [X] can be defined in a similar way. 
It is well known that two polynomials h(X) and h(X) in Z2[X] are coprime 
if and only if they have no common divisor of degree ~ 1. 

Lemma 5.1. Let h(X) and h(X) E Z4[X] and denote their images in Z2[X] 
under - by f1(X) andf2(X), respectively. Then h(X) and h(X) are coprime 
in Z4[X] if and only iff1 (X) and f2(X) are coprime in Z2[X]. 

Proof. Assume that f1 (X) and f2(X) are coprime in ZdX]. Then there are 
polynomials Al(X) and A2(X) in Z4[X] such that 

~1(X) f1(X) + ~2(X) f2(X) = 1. 

Thus 
(5.1) 

where k(X) E Z4[X]. Multiplying the above equation by 2k(X), we have 

2k(X) A1(X) h(X) + 2k(X) A2(X) h(X) = 2k(X). (5.2) 

Substituting (5.2) into (5.1), we obtain 

[1 - 2k(X)] A1(X) h(X) + (1 - 2k(X)) A2(X) h(X) = 1. 

Therefore h(X) and h(X) are coprime in Z4[Xj. The converse part is 
e~y 0 

Lemma 5.2. (Hensel's Lemma) Let f(X) be a monic polynomial in Z4 [Xj 
and assume that 

f(X) = f1 (X) f2(X) , 

where f1 (X) and f 2 (X) are coprime polynomials in Z2 [Xj. Then there exist 
monic polynomials g1(X), g2(X) E Z4[Xj with the following properties: 
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(i) f(X) = gl (X) g2(X), 
(ii) !h (X) = 11 (X), 92(X) = 12(X), 

(iii) deg gdX) = deg 11 (X), deg g2(X) = deg 12(X), 
(iv) gl(X) and g2(X) aTe cop Time in Z4[X], 
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Proof. Let h(X) E Z4[X] be an original of 11(X) under the map - and 
h(X) E Z4[X] be one of 12(X), We can choose both h(X) and h(X) to be 
monic, which implies that deg h(X) = deg 11 (X) and deg h(X) = deg 12(X), 
Clearly, we have 

f(X) - h(X) h(X) = 2k(X), 

where k(X) E Z4[X] and deg k(X) < deg f(X). Since 11(X) and 12(X) are 
coprime in Z2[XJ, by Lemma 5.1 h(X) and h(X) are coprime in Z4[X], Thus 
there exist A1(X) and A2(X) E Z4[X] such that 

(5.3) 

Dividing Al (X) by h(X), we obtain 

(5.4) 

where ql (X), 1'1 (X) E Z4[X] and deg 1'1 (X) < deg h(X). Similarly, 

(5.5) 

where q2(X), T2(X) E Z4[X] and deg T2(X) < deg h(X). Substituting (5.4) 
and (5.5) into (5.3), we obtain 

Thus 

The R.H.S . of the above equality is a polynomial of degree less than 
deg f(X) and its L.H .S. is a polynomial of degree ~ deg h (X) + deg h(X) = 
deg f(X), unless Ql(X)+q2(X) = O. Therefore we must have Q1(X)+Q2(X) = 0 
and consequently 
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gl(X) = II(X) + 2r2(X), 

g2(X) = h(X) + 2r1(X), 

Then both gl (X) and g2(X) are monic polynomials in Z4 [X] and 

gl (X) g2(X) = II (X) h(X) + 2 [r1 (X) II (X) + r2(X) h(X)] 

= II(X) h(X) + 2k(X) 

= f(X). 

This proves (i). By the construction of gl(X) and g2(X), we have 91(X) 
= f1(X), 92(X) = f 2(X), deg gl(X) = deg II(X) = deg f1(X), and deg 
g2(X) = deg h(X) = deg f2(X) , Therefore (ii) and (iii) also hold. Since 
f1(X) and f 2(X) are coprime in Z2[X], by Lemma 5.1, gl(X) and g2(X) are 
coprime in Z4[X], This proves (iv). 0 

By mathematical induction, Lemma 5.2 can be generalized as follows : 

Lemma 5.3. (Hensel's Lemma) Let f(X) be a monic polynomial in Z4[X] 
and assume that 

f(X) = f1 (X) f2(X) ... fr(X), 

where f1(X), f2(X), ... , fr(X) are pairwise coprime polynomials in Z2[X], 
Then there exist monic polynomials gl (X), g2(X), . .. , gr(X) E Z4[X] with the 
following properties: 

(i) f(X) = gdX) g2(X) ... gr(X), 
(ii) 9i(X) = fJX) , i = 1, 2, ... , r, 

(iii) deg gi(X) = deg fi(X), i = 1, 2, ... , r, 
(iv) gl (X), g2(X)"", gr(X) are pairwise coprime in Z4 [X] . 

5.2. Basic Irreducible Polynomials 

o 

Let f(X) be a monic polynomial of degree m ~ 1 in Z4[X], If f(X) 
is irreducible over Z2, then f(X) is called a basic irreducible polynomial of 
degree m in Z4[X], If f(X) is primitive of degree mover Z2, then f(X) is 
called a basic primitive polynomial of degree m in Z4 [X]. 

Now we shall use Hensel's lemma to prove the existence of basic irreducible 
polynomials of any degree over Z4' 
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Proposition 5.4. For any positive integer m there exists a monic polynomial 
DX) of degree m in Z4[Xl such that f (X) I (X2"'-1 - 1) in Z4[Xl and that 
f(X) is irreducible over Z2. Thus for any positive integer m, there exists a 
basic irreducible polynomial of degree m in Z4 [Xl . 

Proof. By the theory of Galois fields, (see Wan (1992), Chap. 3), for any 
positive integer m there exist irreducible polynomials of degree m in Z2 [X], 
each irreducible polynomial of degree m in Z2[Xl is a divisor of X2"'-1 - 1 in 
Z2[Xl, and X2"' -1 - 1 has no multiple roots in any extension field of Z2. Let 
h(X) be an irreducible polynomial of degree m in ZdXl. Let 

X2"'-1 - 1 
g2(X) = h(X) , 

then h(X) and g2(X) are coprime in Z2[Xl and 

X 2
"'-1 - 1 = h(X) g2(X) , 

By Hensel's lemma these are monic polynomials f (X) and g(X) in Z4 [X l 
such that 

X 2"'-1 - 1 = f(X) g(X) in Z4[Xl , 

f(X) = h(X), g(X) = g2(X), deg f(X) = deg h(X), deg g(X) = deg g2(X) , 
furthermore f(X) and g(X) are coprime in Z4[Xl. Then f (X) is a monic 
polynomial of degree m in Z4[Xl such that f(X) I (X2m - 1 - 1) in Z4 [Xl and 
that f(X) = h(X) is irreducible over Z2. 0 

Corollary 5.5. (of the proof) For any positive integer m there exists a monic 
polynomial f(X) of degree m in Z4 [Xl such that f(X) I (X2"'-1 - 1) in Z4 [Xl 
and that f(X) is a primitive polynomial of degree mover Z2. Thus, for any 
positive integer m there exists a basic primitive polynomial of degree m in 

Z4 [Xl· 

Proof. In the proof of Proposition 5.4, let h(X) be a primitive polynomial of 
degree mover Z2 . 0 

After some preparations in Secs. 5.3 and 5.4 we shall prove in Sec. 5.5 that 
if h(X) is a polynomial over Z2 dividing xn -1 in Z2 [Xl for some odd positive 
integer n, then there exists a unique monic polynomial f(X) over Z4 dividing 
xn - 1 in Z4 [X l and f( X) = h(X). Moreover, f(X) is independent of the 
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odd positive integer n. Such a polynomial f(X) will be called the Hensel lift 
of h(X) 

5.3. Some Concepts from Commutative Ring Theory 

In this section we recapitulate some concepts from commutative ring theory, 
which will be needed later . They can be found in Zariski and Samuel (1958). 

Let R be a commutative ring. An element z E R is called a zero divisor 

if z i= 0 and there is a nonzero element y E R such that yz = O. An element 
w E R is called nilpotent if there is a positive integer n such that w n = O. An 
element e E R is called an idempotent, if e2 = e; moreover , if e2 = e and e i= 0 
then e is called a nonzero idempotent. If e and e' are nonzero idempotents of 
Rand ee' = 0, then they are said to be orthogonal. 

Now assume that R has an identity element 1 and 1 i= O. An element u E R 
is called an invertible element (or a unit) if there is an element v E R such that 
uv = 1. A nonzero element pER is called an irreducible element if p is not a 
unit and if p = ab where a, bE R then a is a unit or b is a unit . 

For example, in Z2, 1 is the only unit, 0 is the only nilpotent element, and 
there is no zero divisor as well as irreducible element. In Z4, 1 and 3 are units, 
o and 2 are nilpotent, and 2 is a zero divisor as well as an irreducible element. 
In Z2 [X], 1 is the only unit, 0 is the only nilpotent element, there are no zero 
divisors, and irreducible elements are irreducible polynomials. 

A nonempty set I of a commutative ring R is called an ideal if a, bEl and 
r E R imply a + bEl and ra E I. Let a E R, then the set Ra = {ra IrE R} 
is an ideal, called the principal ideal generated by a and denoted by (a). 

For example, if R has an identity 1 then R = (1). Every ideal of the ring 
Z2 [X] is principal. 

An ideal M of R is called maximal if M i= R and there is no ideal not equal 
to R and containing M properly. An ideal P of R is called prime if P i= R, 
and ab E P implies a E P or b E P An ideal Q of R is called primary if 
Q i= R , and ab E Q implies a E Q or bn E Q for some positive integer n. 

Clearly, an ideal M of R is maximal if and only if the residue class ring 
Rj M is a field, and an ideal P of R is prime if and only if P i= Rand Rj P has 
no zero divisors . Moreover, all maximal ideals are prime, but not conversely, 
and all prime ideals are primary, but not conversely. 

For example, in Z2[X] the ideal (f(X)) generated by an irreducible polyno­
mial f(X) is prime and also maximal. Conversely, every nonzero prime ideal of 
Z2[X] is generated by an irreducible polynomial. The ideal (f(x)e) generated 
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by a power of an irreducible polynomial f(X) is primary. Conversely, every 
nonzero primary ideal is generated by a power of an irreducible polynomial. 

An element a # 0 of a commutative ring R is called a prime or primary 
element , if the ideal (a) is a prime or primary ideal of R, respectively. If 
R = 1£2 [X] or Z4[Xl, prime elements and primary elements are also called 
prime polynomials and primary polynomials, respectively. 

For example, in Z2[X] prime polynomials are irreducible polynomials and 
conversely, primary polynomials are powers of irreducible polynomials and 
conversely. 

Let [ be an ideal of a commutative ring R. Define 

v'I = {a E R Ian E [ for some positive integer n}. 

It is easy to verify that ..JI is an ideal of R. We call ..JI the radical of [. 
Clearly, [ ~ ..JI. 

It is easy to prove that the radical of a primary ideal is prime and the 
radical of a prime ideal is itself. 

Now we illustrate some of the foregoing concepts with the ring Z4[X] . 
First, it is easy to prove that a polynomial f(X) of Z4[X] is a unit if 

and only if f(X) = 1 in Z2[Xl, and if and only if it can be expressed in the 
form f(X) = ±1 + 2g(X), where g(X) E Z4[X], Moreover, a polynomial 
f(X) E Z4[X] is nilpotent if and only if f(X) = 0 in 1£2 [X], and if and only if 
it is a zero divisor or zero in Z4[X], 

The kernel of the ring homomorphism -; Z4[X] -+ Z2[X] defined in Sec. 
5.1 is the principal ideal (2) . (2) is a prime ideal, for 1£4 [X]/(2) :: 1£2 [X], which 
has no zero divisors . Let P be a prime ideal of 1£4 [X], then the image P of P 
under the ring homomorphism - ; Z4[X] -+ Z2[X] is a prime ideal of Z2[X] , 
Moreover , we have 

Lemma 5.6. All prime ideals of 1£4 [X] containing (2) properly are maximal. 

Proof. Let P be a prime ideal of 1£4 [X] which contains (2) properly. Then P 
is a prime ideal of 1£4 [Xl/(2) :: 1£2 [X] and P # (0) . Therefore P is a maximal 
ideal of 1£2 [X] and ZdX]/P is a field . By the second isomorphism theorem, 

1£4 [X]I P :: (1£4 [X]/(2))/(PI(2)) 

:: 1£2 [X]IP 

Hence P is a maximal ideal of 1£4 [X] . o 
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Lemma 5.7. Let Q be an ideal of Z4[Xl containing (2) properly. Then Q is 
primary if and only if ..jQ is prime. 

Proof. The "only if" part is immediate. We prove only the "if" part . Assume 
that ..jQ is prime. Clearly, (2) ~ ..jQ. If (2) = ..jQ, then Q ~ ..jQ = (2), 
which contradicts the hypothesis that Q contains (2) properly. Therefore ..jQ 
contains (2) properly. By Lemma 5.6, ..jQ is maximal. Since..jQ is prime, 
..jQ"# Z4[Xl . Thus Q "# Z4[Xl. Let a, bE Z4[Xl be such that ab E Q. Assume 
that bn (j. Q for any positive integer n, i.e. b (j...jQ. Since..jQ is maximal, 
the ideal (b,..jQ) generated by band ..jQ is Z4[Xl. Then the identity 1 can 
be written as 1 = xb + r, where x E Z4[Xl and r E ..jQ. There is a positive 
integer n such that rn E Q. Then 

1 = In = (xb + r)n = yb + rn, where y E Z4[Xl. 

Multiplying by a, we obtain 

a = yab + arn E Q. 

Hence Q is primary. o 

Lemma 5.8. Let f(X) be a polynomial in Z4[Xl and assume that f(X) = 
g(x)e, where g(X) is an irreducible polynomial in Z2 [Xl and e is a positive 
integer. Then f(X) is a primary polynomial in Z4[Xl . 

Proof. Let (f(X)) be the principal ideal generated by f(X) . By Lemma 5.7, 
it is enough to prove that J(f(X)) is a prime ideal . Since 1 (j. (f(X)), we have 
also 1 (j. J(f(X)). Thus J(f(X)) "# (1) = Z4[Xl· Let a(X) , b(X) E Z4[Xl 
and a(X) b(X) E J(f(X)). Then there is a positive integer n such that 
(a(X) b(X)t E (f(X)). It follows that (a(X) b(x))n E (J(X)) = (g(x)e). 
By the unique factorization theorem of Z2[Xj, g(X) I a(X) or g(X) I b(X). If 
g(X) I a(X), then f(X)1 a(x)e. There are polynomials c(X), d(X) E Z4[Xl 
such that a(x)e = c(X)f(X) + 2d(X). Then a(X)2e = c(X)2 f(X? E (f(X)) 
and, consequently, a(X) E J(f(X)). If g(X) Ib(X), then we can prove in a 
similar way that b(X) E J(f(X)). Therefore J(f(X)) is prime. 0 

Corollary 5.9. Any basic irreducible polynomial in Z4[Xl is primary. 0 

5.4. Factorization of Monic Polynomials in Z4[Xl 

Theorem 5.10. Let f(X) be a monic polynomial of degree ~ 1 in Z4[Xl . 
Then 
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(i) f(X) = 91 (X) . .. 9r(X), wheTe 91 (X), . . . , 9r(X) aTe paiTwise coprime 
monic primary polynomials. 

(ii) Let 

f( X) = 91(X) ' " 9r(X) = h1(X) . . . hs(X) (5 .6) 

be two fa ctorization of f(X) into pairwise coprime monic primary 
polynomials, then r = s and after renumberin9, 9i(X) = hi(X), i = 
1, . . . ,r. 

Proof. (i) By the unique factorization theorem of polynomials in Z2 [Xj we 
can assume that 

Y(X) = II (x)e l ••• fr(x)e r , 

where II (X), . . . , fr(X) are distinct irreducible polynomials in Z2[Xj and el, 

... ,er are positive integers. By Lemma 5.3 there exist pairwise coprime monic 
polynomials 91 (X), .. . , 9r(X) E Z4[Xj such that 

f(X) = 91 (X) . .. 9r(X) 

and 
gi(X) = j;(x)e l

, i = 1, ... , r. 

By Lemma 5.8, all 9i(X), i = 1, ... , r, are primary polynomials . 
(ii) From 91(X)· · · 9r(X) = h1(X)· ·· hs(X) we deduce that 91(X)· · · 

9r(X) E (hi(X)) for all i = 1, . .. , s. Since (hi(X)) is primary, there is an 
integer ki' 1 ~ ki ~ r and a positive integer ni such that 9k. (x)n, E (hi(X)) . 

We assert that ki is uniquely determined by hi(X) . Assume that there is 
another k; and an n: such that 9k: (x)n: E (hi(X)), Since 9k, (X) and 9k: (X) 
are coprime, there are polynomials a(X), b(X) E Z4[Xj such that 

1 = a(X) 9k, (X) + b(X) 9k: (X) . 

Then 

which is a contradiction . Our assertion is proved . 
Similarly, for all j = I , ... ,r, there is a uniquely determined integer Ij , 1 ::; 

I · < s and a positive integer m J· such that hi (x)mj E (9J-(X)), Then for any J - , J 

i, 1 ::; i ::; s, we have 
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Since hi(X) and h](X) are coprime for i -I j, we must have lk i = i for every 
i = 1, ... , s. It follows that the map 

{I, 2, ... , s} -> {I, 2, . .. , r} 

is a well-defined injective map. Thus r 2: s . Similarly, s 2: r. Hence r = s. 
After renumbering, we can assume that ki = i for i = 1, . .. ,r. Then li = i 
for i = 1,2, .. . , r. Thus gi(x)ni E (hi(X)) and hi(x)mi E (gi(X)) for i = 
1,2 , . .. , r. 

For j -I 1, gj(X) and gl(X) are coprime. By Lemma 5.1, 9j (X) and 
91 (X) are coprime, which implies that 9j(X) and 91 (x)n\ are coprime. Hence 
92(X) ·· · 9r(X) and 91 (x)nl are coprime. By Lemma 5.1 again , g2(X) . . . 
gr(X) and gl(x)n\ are coprime. Since gl(x)n\ E (h1(X)), g2(X) ", gr(X) 
and h1 (X) are coprime, i.e. there are polynomials c(X), d(X) E Z4[Xj such 
that 

c(X) g2(X) . . . gr(X) + d(X) h1 (X) = 1. 

Multiplying by g1 (X) , we obtain 

c(X) gl (X) g2(X) . .. gr(X) + d(X) gl (X) hI (X) = gl (X). 

By (5.6), we have 

c(X) hI (X) h2(X) ... hr(X) + d(X) gl (X) hI (X) = gl (X) , 

which implies hI (X) I gl (X) . Similarly, gl (X) I hI (X). Since both gl (X) and 
hI (X) are monic polynomials, we must have gl (X) = hI (X). Similarly, 
gi(X) = hi(X), i = 2,3, ... ,r. 0 

From Theorem 5.10 we deduce 

Proposition 5.11. Let n be a positive odd integer. Then the polynomial xn-l 
over Z4 can be fa ctored into a product of finitely many pairwise coprime basic 
irreducible polynomials over Z4 , say 

(5 .7) 

Moreover, gl (X), g2(X) , .. . , gr(X) are uniquely determined up to a rearrange­
ment. 

Proof. Over Z2, we have the unique factorization 

x n - 1 = fJl)(X) f J2\X) .. . fJr\X) , 
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where fJ1)(X), fJ2\X), .. . , fJr)(X) are irreducible polynomials over 2.2. Since 

n is odd , fJ1\X), fJ2)(X), ... , fJr\X) are pairwise coprime. By Hensel's 
lemma, there are monic polynomials gl(X), g2(X), ... , gr(X) over 2.4 such 
that 9i(X) = fJ'\X) and deg gi(X) = deg fJi)(X) for i = 1, 2, .. . , r, that 
gl (X), g2(X), . .. , gr(X) are pairwise coprime, and that 

x" - 1 = gl(X) g2(X) ... gr(X) , 

Since 9i(X) = fJi\X), i = 1,2, .. . ,r, are irreducible over 2.2, gl(X), g2(X), 
... , gr(X) are basic irreducible. By Corollary 5.9, gi(X), i = 1, 2, . .. , r, are 
primary. Then the uniqueness of (5.7) follows from Theorem 5.10 . 0 

5.5. Hensel Lift 

Proposition 5.4 can be generalized and strengthened as follows. 

Proposition 5.12. Let n be an odd positive integer and h(X) be a polynomial 
in 2.2 [Xl dividing xn - 1. Then there exists a unique monic polynomial f(X) 
in 2.4 [Xl dividing xn - 1 and f(X) = h(X). 

Proof. By Proposition 5.ll we have (5 .7) 

xn - 1 = gl (X) g2(X) . .. gr(X) 

over 2.4 , where gl(X), g2(X), ... ,gr(X) are pairwise coprime basic irreducible 
polynomials over 2.4 , Then 

over 2.2, where 91 (X), 92(X)" " ,9r(X) are distinct irreducible polynomials 
over 2.2 . By the unique factorization theorem in 2.2[X], we can assume that 
up to a rearrangement 

where 1::; s ::; r. (5 .8) 

Let 
f(X) = gl(X) g2(X) . .. gs(X), 

then f(X) is a monic polynomial over 2.4 dividing xn - 1 and f(X) = h(X). 
Now let us come to the proof of the uniqueness of f(X). Assume that 

h(X) is any monic polynomial in 2.4 [Xl dividing xn - 1 and h(X) = h(X). 
From the factorization (5 .8) of h(X) in 2.2 [Xl and by Hensel's lemma, we have 
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pairwise coprime basic irreducible polynomials , hI (X), h2(X), . .. , hs(X) over 
Z4 such that hi(X) = 9i(X), i = 1,2, ... , s, and 

Since h(X) I (xn - 1) in Z4[X], by Proposition 5.11 all h1(X), h2(X), 
... , hs(X) appear in {gl(X) , 92(X), ... ,9r(X)}, Since hi(X) = 9i(X), i = 
1,2, ... , sand 91 (X), 92(X), ... , 9r(X) are distinct, we must have hi(X) = 
9i(X), i = 1,2, ... ,r. Consequently, h(X) = 9(X). 0 

Proposition 5.13. Let nl and n2 be odd positive integers and fz(X) be a 
polynomial in Z2[X] dividing both xnl-1 and xn2 -1. Let f(1)(X) and f( 2)(X) 
be monic polynomials in Z4[X] dividing Xn, -1 and X n

2 -I, respectively, and 

y<l)(X) = y<2)(X) = fz(X). Then f{l)(X) = f(2)(X). 

Proof. Let n = (nl' n2), then n is also odd, xn - 1 = (xnl - I , xn2 - I) , 
and fz(X) I (xn -1). By Proposition 5.12 there is a unique monic polynomial 
f(X) in Z4[X] dividing xn - 1 and f(X) = fz(X). Since xn - 1 divides 
Xnl -I , f(X) also divides xn, -1. By the uniqueness part of Proposition 5.12, 
f(X) = f(l)(X). Similarly, f(X) = f(2)(X). Therefore f{l)(X) = f(2)(X). 0 

Corollary 5.14. Let n be an odd positive integer and fz(X) be an irre­
ducible polynomial in Z2[X] dividing xn - 1. Then there exists a unique basic 
irreducible polynomial f(X) in Z4[X] dividing xn - 1 and f(X) = fz(X). 
Moreover, f(X) is independent of n. 0 

Let fz(X) be a polynomial over Z2 without multiple roots and not divisible 
by X. It is well known that there is a positive odd integer n such that fz(X) 
divides xn-1, (see Wan (1992), Definition 7.2 and Theorem 7.8). For example, 
if fz(X) is an irreducible polynomial of degree m, then n = 2m 

- 1 satisfies 
fz(X) I X 2

'"-1 - 1. By Proposition 5.12 there is a unique monic polynomial 
f(X) over Z4 dividing xn -1 and f(X) = fz(X). By Proposition 5.13, f(X) is 
independent of the particular choice of n. This polynomial is called the Hensel 
lift of fz(X) and.. can be calculated by using Graeffe's method for finding a 
polynomial whose roots are the squares of the roots of fz(X), (see Uspensky 
(1948)), as the following proposition shows. 

Proposition 5.15. Let fz(X) be a polynomial over Z2[X] without multiple 
roots and not divisible by X. Write fz(X) = e(X) - d(X), where e(X) contains 
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only even power terms and d(X) only odd power terms. Then e(X? - d(X?, 
computed in Z4 [X], is a polynomial having only even power terms and of degree 
2degfz(X). Let f(X 2) = ±(e(X? - d(X)2), where we take the + or - sign if 
dege(X) > degd(X) or degd(X) > dege(X) , then f(X) is the Hensel lift of 
fz(X) . 

Proof. The first statement is clear. By the choice of ± sign , f(X 2) is monic 
and, hence f(X) is monic. We have 

f(X2) == e(X2) - d(X2) = fz(X2) (mod 2), 

which implies f(X) = fz(X). We also have 

f(X2) = ±fz(X) fz( -X), 

computed in Z4[Xl · There is an odd positive integer n such that fz(X) I xn-1 
in Z2[Xl . Computed in Z4[Xl, 

xn - 1 = fz(X) a(X) + 2b(X), 

where a(X), b(X) E Z4[Xl . Then 

(_x)n - 1 = fz( -X) a( -X) + 2b( -X) 

and 

X2n _ 1 = (xn - 1) (xn + 1) 

= - fz(X) fz( -X) a(X) a( -X) + 2 [h(X) a(X) b( -X) 

+ fz( -X) a( -X) b(X)l. 

Writing fz(X) = e( X) - d(X), a(X) = ea(X) - da(X), and b(X) = eb(X) -
db(X), where e(X ), ea(X), eb(X) contain only even power terms and d(X), 
da(X) , db(X) only odd power terms, we can verify easily that 

2 [h(X) a(X) b( -X) + fz( -X) a( -X) b(X)l = o. 

Therefore f(X2) I x2n_1 in Z4[Xl . Hence f(X) I xn-1 in Z4[Xl. We conclude 
that f(X) is the Hensel lift of fz(X) . 0 

Example 5.1. Let m = 2 and h2(X) = X 2 + X + 1 = e(X) - d(X) , where 
e(X) = X 2 + 1 and d(X) = -X. Then 

e(X)2 - d(X)2 = X4 + X2 + 1. 

Hence h(X) = X 2 + X + 1 is the Hensel lift of X2 + X + 1. o 
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Example 5.2. Let m = 3 and h2(X) = X3 + X + 1 = e(X) - d(X), where 
e(X) = 1 and d(X) = _X3 - X. We have 

- e(X)2 + d(X)2 = X 6 + 2X4 + X2 - 1. 

Then h(X) = X3 + 2X2 + X-I is the Hensel lift of X3 + X + 1. 0 

Finally, the following example shows that not every monic polynomial 
h(X) E Z4 [X ] with the property that h(X) is irreducible over Z2 is the Hensel 
lift ofh(X ). 

Example 5.3. Let h(X) = X - 3 E Z4[X]. h(X) is monic and h(X) = X + 1 
is irreducible over Z2. Clearly, h(X) J(xn -1) for any odd positive integer 
n. Therefore h(X) is not the Hensel lift of h(X). 0 



CHAPTER 6 

GALOIS RINGS 

This chapter introduces the main machinery, Galois rings, for the study of 
Z4-codes. The theory of Galois rings was developed by Krull in the twenties 
of this century, see Krull (1924). We do not intend to introduce general Galois 
rings but only the Galois ring GR(4m) with 4m elements instead. Extending 
to the general Galois rings is immediate. In preparing this chapter, Nechaev 
(1989) is helpful. 

6.1. The Galois Ring GR(47n
) 

We recall that a basic irreducible polynomial heX) of degree mover Z4 is 
a monic polynomial of degree mover Z4 such that heX) is irreducible over Z2 
and that if heX) is primitive, then heX) is called basic primitive over Z4 . 

For any given positive integer m the existence of a basic irreducible polyno­
mial and a basic primitive polynomial of degree mover Z4 are guaranteed by 
Proposition 5.4 and Corollary 5.5, respectively. Let heX) be a basic irreducible 
polynomial of degree mover Z4' Consider the residue class ring 

The residue classes 

ao + a1X + .. . + am_1Xm- 1 + (h(X)), 

where ao, al, .. . ,am-l E Z4, are all the distinct elements of Z[Xl/(h(X)) . 
Therefore I Z4[Xl/(h(X)) 1= 4m . The ring Z4[X]/(h(X)) is called the Galois 
ring with 4m elements and is denoted by GR(4m) . 

Write ~ = X + (h(X)), then h(O = 0, i.e ., ~ is a root of heX) , and the 

elements 
ao + al~ + ... + am-l ~m-l, 

77 
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where ao , aI, ... ,am-l runs through Z4 independently, exhaust all the distinct 
elements of GR(4m) . Therefore GR(4m) = Z4 [~]' 

For a commutative ring with identity 1 the order of 1 in the additive group 
of the ring is called the characteristic of the ring. Then GR( 4m) is of charac­
teristic 4. We know that the kernel of the ring homomorphism 

is the ideal (2) and the image of (h(X)) under - is (h(X)) . Therefore the ring 
homomorphism (6. 1) induces a ring homomorphism 

Z4 [X]/(h(X)) --> Z2[X]/(h(X)) 

ao +alX + ... +am_1Xm- 1 + (h(X)) f-> ao +alX + ... am_IXm- 1 + (h(X)), 
(6.2) 

which will also be denoted by -. Denote the image of ~ = X + (h(X)) by ~, 

then ~ = X + (h(X)), ~ is a root of h(X), 

Z2 [X ]/(h(X)) = Zd~]' 

and (6.2) can be written as 

(6.3) 

Obviously, the following diagram is commutative. 

Z4 [X] -=--. Z2[X] 

1 1 
Z4 [~ ] ---> Z2 [n 

Since h(X) is assumed to be basic irreducible, h(X) is irreducible over Z2 and 
Z2[~] is the Galois fi eld If2",. Clearly, the kernel of (6.3) is the ideal (2), (2) is a 
maximal ideal of Z4 [~] , and (2) consists of all the zero divisors of Z4 [~] together 
with the zero element O. Since in a finite ring any nonzero element which is 
not a zero divisor is invertible, (2) is the unique maximal ideal of Z4 [~] ' We 
summarize the foregoing discussion into the following theorem. 

Theorem 6.1. Let h(X) be a basic irreducible polynomial of degree mover 
Z4' Then the residue class ring GR(4m) = Z4 [X ]/(h(X)) is a finite ring of 
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characteristic 4 with 4m elements . Write ~ = X + (h(X)), then h(O = 0, every 
element of GR( 4m) can be written uniquely in the following form 

ao + al ~ + ... + am-l ~m-l, ai E Z4 (0::::: i ::::: m - 1) (6.4) 

and GR(4m) = Z4[~1. Moreover, the ideal (2) of Z4[~1 is the unique maximal 
ideal which consists of all the zero divisors together with the zero element O. 

Write ~ = X + (h(X)), then h(~) = 0 and Z4[~1/(2) ~ Z2[~1 is the Galois field 
IF2m. 0 

The representation (6.4) is called the additive representation of the elements 
of the Galois ring GR(4m) = Z4[Xl/(h(X)) . 

In general, a Galois ring is defined to be a finite commutative ring R with 
identity 1 such that the set of zero divisors of R with 0 added is a principal 
ideal (p) for some prime number p. 

Proposition 6.2. Let R be a Galois ring whose zero divisors together with 

o form a principal ideal (p) for some prime p. Then (p) is the only maximal 
ideal of R, R/(p) is a Galois field IFpm for some positive integer m, and the 
characteristic of R is a power of p. 

Proof. In a finite ring any nonzero element which is not a zero divisor is 
invertible. Therefore (p) is the only maximal ideal of Rand R/(p) is a finite 
field . Denote the natural homomorphism R ----> R/(p) by - and the image of 
r E R by r. Let n be any positive integer and a E R or R/(p), denote 

a+a+ .. ·+a 
'-v-" 

n 

by na. Then pI = pI = O. Therefore R/(p) is of characteristic p and R/(p) ~ 

IFp'" for some positive integer m. 
Let k be the characteristic of R. From kl = 0 we deduce kI = kl = O. 

Therefore pi k. Assume that k = pnl, where n, l are positive integers and 
(p, l) = 1. If I > 1, then a = pnl and b = II are nonzero elements of Rand 
ab = O. It follows that 11 E (p) and II = IT = 0 in R/(p). But R/(p) is 
of characteristic p, so p Il, which contradicts (p, l) = 1. Therefore l = 1 and 

k = p" 0 

Proposition 6.3. Let R be a Galois ring of characteristic 4. Th en the set 
of zero divisors of R with 0 added is the principal ideal (2), (2) is the only 
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maximal ideal of R, R/(2) ~ lF2m and I R I = 4m for some positive integer m. 

Proof. Since R is of characteristic 4, by Proposition 6.2 the set of zero divisors · 
of R with 0 added is the principal ideal (2), (2) is the only maximal ideal of 
R, and R/(2) :::: lF2m for some positive integer m. Consider the map 

R -+ (2) 

l' f-+ 21'. 

Clearly, this is a well-defined homomorphism from the additive group of R to 
that of (2), it is surjective, and its kernel includes (2). It is easy to see that 
the kernel is an ideal of Rand 1 does not belong to the kernel. Since (2) is a 
maximal ideal of R, the kernel must be (2). By the fundamental theorem of 
homomorphism we have the additive group isomorphism 

It follows that I (2) I 
I (2) 1= 4m. 

R/(2) :::: (2). 

I R/(2) I 
o 

Lemma 6.4. Let R be a Galois ring of characteristic 4, R/(2) ~ lF2", and 

I R I = 4m for some positive integer m. Let J(X) be a polynomial over Z4 and 
assume that J(X) has a root 73 in IF 2m and] 1 (73) =F O. Then there exists a 
unique root Q E R of the polynomial J(X) such that Q = 73. 

Proof. Let 73 = {3 + (2), where {3 E R . Since ]1(73) =F 0, 1'({3) is an invertible 
element of R . Let Q = {3 - l' ({3)-1 J( {3) E R , then by Taylor's formula 

J(Q) = J( {3) + 1'({3) (-1'({3)-1 J({3)) + 1"({3) (-1'({3)-1 J({3))2 + ... 
I' 2! . 

Since ](73) = 0, [({3) E (2) and J({3)2 = J({3)3 = . . . = O. Therefore J(Q) = 0 
and Q = Q + (2) = {3 + (2) = 73. 

Let QI be any root of J(X) such that QI = 73. Then QI = Q and QI = Q+2)" 
where), is an element of R. By Taylor's formula, 
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S f"I~\ !,"IQ\ 
ince J(a) = J(a') = 0 and ~ (2,)2 = ~ (2,)3 = ... = 0, we have 

j'(a) (2,) = O. But j'(a) = J'(a) = ]'(73) :j:. 0, so j'(a) is an invertible 
element of R which implies that 2, = O. Therefore a' = a. 0 

Theorem 6.5. Let R be a Galois ring of characteristic 4, R/(2) :::::: 1F2~, 
and I R I = 4m for some positive integer m. Then R is ring isomorphic to 
Z4[Xl!(h(X)) for any basic irreducible polynomial h(X) of degree mover Z4' 

Proof. Let h(X) be any basic irreducible polynomial of degree mover Z4. 
Then h(X) is irreducible over Z2 and deg h(X) = m. h(X) has a root in 
R/(2) :::::: 1F2~, let it be 7J. Then h(7J) = O. Since h(X) is irreducible, h(X) has 
no multiple root. Therefore h' (7J) :j:. O. By Lemma 6.4 there exists a unique 
root a E R of the polynomial h(X) such that a = 7J. Consider the map 

Z4[Xl/(h(X)) ---> R 

aD + alX + ... + am_lX m- l + (h(X)) f--t aD + ala + ... + am_lam- l , 
(6.5) 

where aD, aI, ... ,am-l E Z4' Clearly, it is a well-defined ring homomorphism. 
Let us prove that it is injective. Assume that aD + ala + .. . + am_lam- l = 0, 
then ao + ala + ... + am-l am-I = o. But a = 7J is a root of the irreducible 
polynomial h(X) of degree mover Z2, so aD = al = ... = am-l = 0, then we 
may write ai = 2bi , where bi = 0 or 1 (i = 0, 1, ... , m -1). Thus 2(bo + bla + 
... + bm_lam- l ) = aD + ala + .. . + am-l a m- l = 0, and bo + bla + ... + 
bm_1am- 1 is either a zero divisor or O. That is, bo+bla+ ·· ·+bm_lam- l E (2) . 
Then bo + bla + . . . + bm_lam- l = O. Since a = 7J is a root of the irreducible 
polynomial h(X) of degree mover Z2, we have bo = bl = ... = bm - l = O. 
Then bi = 2Ci where Ci = 0 or 1 (i = 0, 1, ... , m - 1). It follows that ai = 
2bi = 4Ci = 0 (i = 0, 1, .. . , m - 1). Therefore the map (6.5) is injective. By 
Theorem 6.1 IZ4[X]/(h(X))1 = 4m and by hypothesis IRI = 4m . Therefore the 
map (6.5) is also surjective. Hence R:::::: Z4[X]/(h(X)). 0 

Corollary 6.6. Any two Galois rings both of characteristic 4 and having the 
same number of elements are isomorphic. 0 

This corollary justifies the notation GR( 4m) . 

6.2. The 2-Adic Representation 

Theorem 6.7. (i) In the Galois ring GR(4m) there exists a nonzero ele­
ment ~ of order 2m -1, which is a root of a basic primitive polynomial h(X) of 
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degrees mover Z4 and GR(4m) = Z4[~l . Moreover, h(X) is the unique monic 
polynomial of degree::; mover Z4 having ~ as a root. 

(ii) Let T = {O, 1, C .. ,e~-2}, then any element c E GR(4m) can be 
written uniquely as 

c = a + 2b, (6.6) 

where a, bET. 

Proof. (i) By Proposition 6.3, GR(4m)/(2) ::: 1F2~' Let 6 be a primitive 
element of IF 2~, then ~r -1 = 1 and ~2 I- 1 for 0 < i < 2m 

- 1. By Lemma 6.4 
there exists a unique root ~ E GR(4m) of the polynomial X2~-1 -1 such that 
~ = 6. Then e~-l = 1. Since ~ = 6 is of order 2m 

- 1, ~ is also of order 
2m -1. 

We know that the polynomial X2~ - 1 can be factored into a product of 
distinct irreducible polynomials of degrees dividing minto Z2 [Xl, say 

We can assume that II (X) is primitive of degree mover Z2 and ~ is a root of 
II(X) . Clearly f{(~) I- O. By Hensel's lemma, 

X
2m

- 1 _ 1 = h1(X)h2(X)··· hr(X) in Z4[Xl, 

where hI (X), h2(X), .. . , hr(X) are pairwise coprime monic polynomials and 
hi(X) = fi(X), i = 1,2, ... ,1' . Let h(X) = h1(X), then h(X) is a basic 
primitive polynomial of degree mover Z4, h(~) = hI (~) = II (~) = 0 and 
h' (~) = f{(~) I- O. By Lemma 6.4 the polynomial h(X) has a unique root 
T} E GR(4m) such that r; = r But T} is also a root of X2~-1 - 1. By the 
uniqueness of Lemma 6.4, T} =~. Then h(O = o. 

By the proof of Theorem 6.5, the map 

Z4[Xl/(h(X)) --+ GR(4m) 

ao + a1X + ... +am_1Xm- 1 + (h(X)) --+ ao +al~ + ... +am_l~m-l (6.7) 

is a ring isomorphism and GR(4m) = Z4[~l . 

Let g(X) be any monic polynomial of degree::; mover Z4 and assume that 
g(~) = O. Let f(X) = g(X) - h(X), then deg f(X) ::; m and f(O = O. Since 
(6.7) is a ring isomorphism, f(X) E (h(X)). Thus g(X) E (h(X)) . Since both 
h(X) and g(X) are monic, deg g(X) ::; m and deg h(X) = m, we must have 
g(X) = h(X) . 
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(ii) We know that IGR(4m)1 = 4m. If we can show that all the 4m elements 
of the form (6.6) are distinct, then (ii) will be proved . Assume that 

a + 2b = a
f + 2b

f
, 

where a, b, a
f
, b

f 
E T. Mod 2, we obtain a = af. Since both ~ and ~ = 6 are 

of order 2m 
- 1, the map ~i ---> f(i = 0, 1, ... , 2m - 2) is bijective. Therefore 

a = af. It follows that 2b = 2b
f
. If b = 0 and b

f 
= C (0 ::; i ::; 2m - 2), then 

from 0 = 2C we deduce 0 = O· em

-
1-i = 2C . e"'-l-i = 2, which contradicts 

o =j:. 2 in Z4 ' Therefore b = 0 if and only if b
f 

= O. Now assume that b = ~i 
and b

f 
= ~ i ' (0 ::; i, if ::; 2m - 2). If i =j:. if, without loss of generality we can 

assume that i > if, then 2~i-i' = 2. It follows that ~i-i' - 1 is a zero divisor 
.. , 

or O. Therefore e- i
' - 1 E (2) . Then r-' = 1, which contradicts that ~ is of 

order 2m 
- 1. 0 

The representation (6.6) is called the 2-adic representation of the element 
c E GR( 4m), which is a generalization of the multiplicative representation of 
the elements of IF 2'" . 

Corollary 6.8. Express any element c E GR(4m) in the form (6 .6) 

c = a + 2b, where a, bET. 

Then 

(i) all the elements c with a =j:. 0 are invertible and form a multiplicative 
group of order (2m - 1)2m, which is a direct product (~) x [ where (0 
is a cyclic group of order 2m 

- 1 generated by ~ and [ = {I + 2blb E T} 
has the structure of an abelian group of type 2m and is isomorphic to 
the additive group of IF2,,, · 

(ii) All the elements c with a = 0 are nilpotent (and are zero divisors or 
0), and they form the ideal (2) ofGR(4m

). 

(iii) The order of c is a divisor of 2m 
- 1 if and only if a =j:. 0 and b = O. 

(iv) Any element TJ E GR( 4m) of order 2m - 1 is of the form ~i , where 
(i, 2m - 1) = 1 and is a root of a basic primitive polynomial of degree 

2 2"'-2} m overZ4 andT={O, 1, TJ, TJ , ... ,TJ . 0 

Example 6.1. Let m = 3, h(X) = X3 + 2X 2 + X-I, and ~ = X + (h(X)). 
Then Z4[~1 = GR(43 ) and ~ is an element of order 23 -1 = 7. We have 
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~o = 1, e = ~, e = e, 
e = 2e + 3~ + 1, 

e = 3e +3~ + 2, 

e = e +3~ +3, 

~6 = e + 2~ + 1. 

The following formulas for adding elements of T are useful , (see Helleseth 
and Kumar (1995)). 

Corollary 6.9. Let Cl, C2 E T , and express 

then 

Cl + C2 = a + 2b, a, bET, 

a = Cl + C2 + 2(CIC2)1/2, 

b = (CIC2)1 /2 , 

Proof. Squaring (6.8), we have 

Thus 

On the other hand , 

(Cl + C2)2 = a2 

(Cl + C2 ) 2~ = (ci + c~ + 2CIC2f"-' 

= (ci' + cf + 2cic~fn-" 
2m 2lJl 2m - 1 2m . - 1 = C1 + C2 + 2cl C2 

= Cl + C2 + 2(ClC2)1/2. 

From (6.11) and (6.12) we deduce (6.9) and then (6.lO) . 

More generally, we have 

(6.8) 

(6.9) 

(6. 10) 

(6.11) 

(6.12) 

o 
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Corollary 6.10. Letcl, C2, .. . ,Ck E T, and express 

k 

then 

Proof. By induction. 

L Ci = a + 2b, a, bET, 
i=1 

k 

a = L Ci + 2 L (Ci Cj)l/2 

i=1 1Si< jSk 

b= L (CiCj)l/2 . 

1Si< jSk 

6.3. Automorphisms of GR(4Tn) 

The Frobenius map of the Galois field IF 2m 

h : lF2m -t lF2m 

a -t a2 

can be generalized to GR(4m) as follows: 

f : GR(4m) -t GR(4m) 

C = a + 2b -t cf = a2 + 2b2 
. 

f is called the generalized Frobenius map of GR(4m). 
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o 

Theorem 6.11. The generalized Frobenius map f of GR(4m) is a ring auto­

morphism of GR( 4m), the fixed elements of f are the elements of 2 4 , and f is 
of order m. 

Proof. First we prove that f is a ring automorphism of GR( 4m) . Clearly, f 
is injective. Since (2, 2m - 1) = 1, every element of the cyclic group (~) can be 
written as a square element of (0 . It follows that f is surjective. 

Let c,c' E GR(4m) and 

C = a + 2b, c' = a' + 2b' 

be their 2-adic representations. Then 

C + c' = a + a' + 2(b + b'). 
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By Corollary 6.9, a + a' has the 2-adic representation 

a + a' = (a + a' + 2(aa')1/2) + 2(aa')1 /2, 

where a + a' + 2(aa')1/2, (aa')1 /2 E T. Then 

e + e' = (a + a' + 2(aa' )1 /2) + 2(b + b' + (aa')1/2) . 

Let the 2-adic representation of b + b' + (aa' )1 /2 be 

b + b' + (aa')1/2 = al + 2b1 , 

then 
e + e' = (a + a' + 2(aa')1/2) + 2al 

is the 2-adic representation of e + e' . Therefore 

(e + e')1 = (a + a' + 2(aa')1 /2)2 + 2ai 

= (a2 + a'2 + 2aa' ) + 2(b2 + b,2 + aa') 

= a2 + a,2 + 2(b2 + b'2) 

= (a2 + 2b2) + (a,2 + 2b'2 ) 

= el + e'l 

This proves that f preserves the addition of GR(4m). We also have 

ee' = aa' + 2(ab' + a'b). 

Let the 2-adic representation of ab' + a' b be ab' + a' b = a2 + 2b2, then the 
2-adic representation of ec' is ce' = aa' + 2a2 ' Therefore 

(ce') 1 = a2a'2 + 2a~ 
= a2a'2 + 2(a2 b,2 + a,2b2) 

= (a2 + 2b2)(a'2 + 2b,2) 

= el cf'. 

This proves that f also preserves the multiplication of GR( 4m). Therefore f 
is a ring automorphism of GR(4m). 

We know that ~ is of order 2m -1 , from which it follows immediately that f 
is of order m. Clearly a2 = a implies a = 0 or 1. Therefore the fixed elements 
of f are 0, 1, 2, 3 and they form the ring Z4' 0 
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Theorem 6.12. Let (J be a ring automorphism of GR(4m), then (J = r for 
some i,O::; i::; m - 1. 

Proof. By Theorem 6.7(i) there is an element ~ E GR( 4m) such that ~ is of 
order 2m - 1, ~ is a root of a basic primitive polynomial h(X) of degree m 
over :£4 and GR(4m) = :£4[~l. Then h(X) is a primitive polynomial of degree 
mover :£2. By Theorem 6.7 (ii), any element c E GR(4m) can be written 
uniquely as 

c = a + 2b, a, bET, 

h T - { 2 2m_2} 2'" - . were - O , I,~,~ , ... , ~ . ForanyaET,we havea -a-O,l.e., 
the 2m elements of T are roots of X 2m 

- X. By Lemma 6.4, they are all the 
roots of X 2

'" - X in GR(4m) . It follows that T" = T Clearly, I" = 1, so 
2" = 2. Thus c" = a" + 2b" . Therefore (J is determined by its action on T 

From 2" = 2 we deduce (2)" = (2). Therefore (J induces an automorphism 
(f of GR(4m)j(2) :: lF2", . That is, C" = c" for all c E GR(4m) . Assume that 
-" - 2' . 
~ = ~ for some i, 0 ::; i ::; m - 1, and that ~" = e, 1 ::; j ::; 2m - 2, then, 
-j ---:- - -77 _ 21 . . 
~ = ~J = ~" = ~ = ~ ,which implies j = 2'. Therefore (J = r 0 

The cyclic group (I) generated by f is called the Galois group of GR( 4m) 
over :£4, 

Recall that the trace map Tr from IF 2'" to IF 2 is defined by 

Tr(a) = a + ah + ali + ... + a1;"-1 for all a E lF2m. 

Define the generalized trace map T from GR(4m) to :£4 by 

T( c) = c + c1 + c12 + ... + CJ"' -1 for all c E GR(4m). 

Proposition 6.13. We have 

(i) T( c + c') = T(c) + T(c') for all c, c' E GR(4m), 

(ii) T(ac) = aT(c) for all a E:£4 and c E GR(4m), 

(iii) - 0 f = h 0 -, i.e ., c1 = c12 for all c E GR( 4m), 

(iv) -o T=Tro -, i.e., T(c) = Tr(c) forall c EGR(4m) . 

Moreover, T is a surjective map from GR(4m) to :£4 , 
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Proof. The four formulas in the proposition are easy to verify. The last 
assertion follows from the fact that Tr is a surjective map from IF 2m to IF 2, (iv) 
and (ii) . 0 

Proposition 6.14. Let h(X) be a basic irreducible polynomial of degree m 
over Z4 and 7J be a root of h(X) in GR( 4m). Then 7J, 7Jf, 7Jf

2
, • •• ,7Jr -1 

are 
all the distinct roots of h(X) in GR( 4m) and h(X) has the following unique 
fa ctorization into linear factors in GR(4m)[Xl : 

h(X) = (X - 7J)(X - 7Jf) ... (X - 7Jr -' ). (6.13) 

In particular, if h(X) is a basic primitive polynomial of degree m, h(X) 
I(X2"'-1 - 1) in Z4[Xj, and ~ is a root of h(X) in GR(4m) , then ~,e, 
e2, ... , e",-1 are all the distinct roots of h(X) in GR( 4m) and h(X) has the 
following unique factorization: 

h(X) = (X - 0 (X - e)··· (X - em-I). 

Proof. Let h(X) be a basic irreducible polynomial of degree mover Z4 and 7J 
be a root of h(X) in GR(4m) . From h(7J) = 0 we deduce that h(7JI') = h(7J)f

i = 
o for i = 0,1,2, . .. , i.e ., 7JI',i = 0,1,2, . .. , are roots of h(X) in GR(4m). By 
Proposition 6.13, h('fjf~) = h('fj)f~ = h(7J)f' = 0, that is, 'fjf~, i = 0, 1,2, . .. , are 
roots ofh(X) in IF2 m = GR(4m)j(2). Since h(X) is irreducible of degree mover 
Z2, 'fj, 'fjh, ... , 'fjf;n-l are distinct in pairs and are all the m roots of h(X) , and 

'fjfi" = 'fj. It follows that for i =f. j, 0 :::; i,j :::; m -1 , 7Jf i 
- 7Jf j = 'fjf~ - 'fjf~ =f. 0, 

f f", -1 d" . . so 7J, 7J , ... , 7J are IStlllct III pairs. 
Let 7J' be a root of h(X) in GR(4m). Then 7J' is a root of h(X) in IF2m. 

Therefore 7J' = 'fjf~ for some i, 0 :::; i :::; m -l. But 7Jf' E GR( 4m) and 7Jf' = 'fjf~ 
By Lemma 6.4, 7J' = 7JI' This proves that 7J, 7Jf, ... , 7J f"'-1 are all the distinct 
roots of h(X) in GR(4m). 

We have the unique factorization of h(X) into linear factors h(X) = (X -
'fj) (X - 'fjh) . .. (X - 'fjf;'-') in IF2 ", [Xl . Then the unique factorization (6.13) of 
h(X) into linear factors in GR(4m) follows from Hensel's lemma and Lemma 
6.4. 0 

6.4. Basic Primitive Polynomials Which Are Hensel Lifts 

The proof of Theorem 6.7 (i) shows that the basic primitive polynomial 
h(X) E Z4 [Xl of degree m in that proposition is the Hensel lift of the binary 
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Table 6.1. Basic primitive polynomials of degree:::; 10 over Z4 which are Hensel lifts of binary 
primitive polynomials. 

Degree 3 1213 1323 
Degree 4 10231 13201 
Degree 5 100323 113013 113123 121003 123133 

130133 

Degree 6 1002031 1110231 1211031 1301121 1302001 

1320111 

Degree 7 10020013 10030203 10201003 10221133 10233123 

11122323 11131123 11321133 11332133 11332203 

12122333 12303213 12311203 12331333 13002003 
13210123 13212213 13223213 

Degree 8 100103121 100301231 102231321 111002031 111021311 

111310321 113120111 121102121 121201121 121301001 
121320031 123013111 123132201 130023121 130200111 

132103001 

Degree 9 1000030203 1001011333 1001233203 1002231013 1020100003 

1020332213 1021123003 1021301133 1021331123 1022121323 

1023112133 1110220323 1111300013 1111311013 1112201133 

1113303003 1130312123 1131003213 1131003323 1131030123 

1132331203 1133013203 1133022333 1210032123 1210220333 

1211003133 1211213013 1213232203 1230103133 1230313123 

1231310123 1232100323 1232310133 1232322013 1233113203 

1300013333 1301110213 1301301213 1301323323 1302210213 

1302212123 1303122003 1303313333 1320322013 1320333013 

1321003133 1322110203 1323013013 

Degree 10 10000203001 10002102111 10002123121 10020213031 10030023231 

10030200001 10203103311 10203122121 10211131111 10213010311 

10213330231 10231100111 10233222121 11100113201 11111110231 

11113111201 11120120001 11120232311 11122031321 11131011031 

11301031201 11301210321 11301320031 11312010231 11321001121 

11323133321 11323202111 11330130201 11330223121 12100122031 

12102023121 12110012311 12120311321 12122130201 12122233201 

12132020121 12132120001 12132203311 12301210311 12311302121 

12313022111 12321103231 12321222031 12331133031 12333132311 

13002310311 13011013111 13011232231 13020010231 13022100121 

13022212321 13031202001 13033113321 13201002031 13201021311 

13201111111 13203331201 13223211031 13230112321 13232003001 

Note. For degree 3, the entry 1213 represents the polynomial X3 + 2X 2 + X + 3. 
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primitive polynomial h(X) . But Example 5.3 points out that a basic primi­
tive polynomial h(X) over 24 is not necessarily the Hensel lift of the binary 
primitive polynomial h(X) . Now we give a necessary and sufficient condition 
when a basic primitive polynomial h(X) over 24 is the Hensel lift of the binary 
primitive polynomial h(X) . 

Proposition 6 .15. Let h(X) be a basic primitive polynomial of degree mover 
2 4 . Then h(X) is the Hensel lift of the binary primitive polynomial h(X) if 
and only if h(X) has a root ~ of order 2m - 1 in GR(4m) . 

Proof. First assume that h(X) has a root ~ of order 2m - 1 in GR(4m). By 
Theorem 6.7 (i) ~ is a root of a basic primitive polynomial of degree mover 
24 and this polynomial is the unique monic polynomial of degree mover 24 
having ~ as a root. Then this basic primitive polynomial must be h(X). By 
the proof of Theorem 6.7 (i) this polynomial divides X2=-1 -1 in 24[X], i.e., 
h(X)I(X2"'-1 - 1) in 2 4 [Xl. Since h(X) is a binary primitive polynomial of 
degree m, we also have h(X)I(X2~-1 - 1) in 2 2 [Xl . Therefore h(X) is the 
Hensel lift of h(X). 

Conversely, assume that h(X) is the Hensel lift of h(X) . Since h(X) is a 
binary primitive polynomial of degree m, we have h(X)I(X2~-1 -1) in 2 2 [Xl . 
By Proposition 5.12 there exists a unique monic polynomial f(X) in 2 4 [Xl 
dividing X2~-1 - 1 in 2 4 [Xl and f(X) = h(X) . Then f(X) is the Hensel lift 
of h(X) . Therefore f(X) = h(X) and h(X)I(X2=-1 -1) in 2 4 [Xl . Let ~ be a 

root of h(X) in GR(4m), then ~2m_l = 1 and hence t m
-

1 
= 1. From hW = 0 

we deduce that hm = O. Since h(X) is primitive of degree mover 2 2 , ~ is of 
order 2m 

- 1. Therefore ~ is also of order 2m 
- 1. 0 

All basic primitive polynomials of degree :s 10 over 24 which are Hensel 
lifts of binary primitive polynomials were listed by Bozt~ et at. (1992) . Their 
list is reproduced in Table 6.l. 

6.5. Dependencies among ~i 

For later use we prove the following proposition, (see Hammons et al. 
(1994)), which contains some results about dependencies among the powers 
~J 

Proposition 6 .16. Let ~ E GR(4m) be such that both ~ and ~ are of order 
2m 

- 1. Then 
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(i) ±~j ± ~k is invertible for 0 :S j < k < 2m - 1, where m ~ 2. 
(ii) ~j - ~k f- ±e for distinct j, k, I in the range [0 ,2m - 2], where m ~ 2. 

(iii) Assume that m ~ 3 and i, j, k, I are in the range [0 , 2m - 2] and 
i f- j,k f-I. Th en 

f - ~j = ~k - ~l <=> i = k and j = I. 

(iv) For odd m ~ 3, 

f + ~j + ~k + ~l = 0 => i = j = k = I. 

Proof. (i) Assume on the contrary that ±e ± e = 2>', where>. E GR(4m ), 

then applying - we obtain t + t = 0, which contradicts the fact that ~ is of 
order 2m 

- 1 in IF2", . 

(ii) Assume that ~j - ~k = ~l , then ~k + ~l = ~j and 1 + e- k = ~J-k . 

Let I - k = a and j - k = b, then 1 + ~a = ~b and a f- b. Squaring gives 
1 + 2~a + ea = eb

, but applying the Frobenius map gives 1 + ea = eb , so 
2~a = 0, a contradiction . Similarly, if ~j - e = -e, then ~j + ~l = e which 
leads also to a contradiction . 

(iii) From e - e = ~k - ~l we deduce 1 + ~a = e + ~c, where a = I - i, 
b = j - i, and c = k - i. Squaring and subtracting the result of applying 
the Frobenius map , we obtain 2~a = 2~b+c . By the uniqueness of 2-adic 
representation (Theorem 6.7(ii)), ~a = ~b+c Then 1 + ~b+c = ~b + ~ c and 
(1 - e) (1 - ~c) = O. By (i), b = 0 or c = O. By assumption b f- 0, therefore 
c = 0, i.e., i = k. Then j = I. 

(iv) We have 1 + ~a = -e - ~c, where a = j - i, b = k - i, and c = 
1- i. Squaring and subtracting the result of applying the Frobenius map gives 
2~a = 2(eb + ec + ~b+C) . Substituting ~a = -1- ~b - ~c into it , we obtain 

2( -1- e - ~C) = 2(eb + ~2c + ~b+C). Therefore 1 + t + t = t b + t c + ~b+ c. 
Let P = x + 1 and t = y + 1, then x 2 + y2 = xy. Substituting y = tx, we 
find x 2 (1 + t + e) = o. As m is odd, 1 + t + t 2 f- 0 in IF2=. Therefore x = 0 
and y = O. It follows that b = c = O. From 1 + ~a = -e - ~c we deduce that 
~a = 1 and a = O. Hence i = j = k = I. 0 



CHAPTER 7 

CYCLIC CODES 

7.1. A Review of Binary Cyclic Codes 

A binary linear code C of length n is called a binary cyclic code if 

(co, Cl, ... , cn-d E C => (Cn-l, Co, Cl, . . . , cn-d E C. (7.1) 

We represent any word (aD, al,"" an-d E lF2' by the residue class of the 
polynomial aD + alX + . . . + an_lxn-l over lF2 mod xn - 1. Then we have a 
bijection 

(7.2) 

where (xn - 1) is the principal ideal generated by xn - 1 in the polynomial 
ring lF2[X] . For simplicity, we write aD + alX + ... + an_Ixn-1 for aD + 
alX + . . . + an_lxn-I + (xn - 1), namely, we use the unique residue class 
representative of degree < n aD + alX + ... + an_Ixn-1 in the residue class 
aD + alX + ... + an_lxn-l + (xn - 1) to represent the residue class, and 
we call the residue class simply the polynomial aD + alX + ... + an_lxn-l. 

Denote the image of a binary code C under the map (7.2) also by C. Clearly, 
(7.1) is equivalent to 

from which we deduce immediately: 

93 
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Proposition 7.1. A nonempty subset of IF;' is a binary cyclic code if and 

only if its image under the map (7.2) is an ideal of the residue class ring 

IF2 [Xl/(xn - 1) . 0 

It follows from Proposition 7.1 that binary cyclic codes of length n are 
precisely the ideals of the residue class ring IF2 [Xl/(xn - 1) . 

We recall the following well-known facts on binary cyclic codes and the 
ideals of IF2 [Xl/(xn - 1) , which are stated as Propositions 7.2-7.5 , the proofs 
of which can be found in MacWilliams and Sloane (1977), Chap. 5. 

Proposition 7.2. Every ideal I ofIF2[x]/(xn-1) is principal. More precisely, 

I is generated by the polynomial of least degree g(X) E I. Moreover, if g(X) 

f 0, then g(X) is a divisor of xn -1 in IF2 [Xl. 0 

The polynomial g(X) in Proposition 7.2 is called the generator polynomial 

of I . Let 

Define 

h(X) = hm + ... + h1X m
-

1 + hoxm 

and call h(X) the reciprocal polynomial to h(X) . It is easy to verify that 
h(X) = xmh(1/X). 

Proposition 7.3. Let C be a binary cyclic code of length n, then the dual code 

C.l of C is also cyclic. Moreover, assume that both C and C.l are nonzero, 

let I and I' be the ideals corrresponding to C and C.l, respectively, under the 

bijection (7 .2), and let g(X) and h(X) be the generator polynomials of I and 
1', respectively, then h(X) is the reciprocal polynomial to h(X) = (xn - 1)/ 
g(X). 0 

Proposition 7.4. Let g(X) be a divisor of xn - 1 and g(X) f l. Then 

(g(X)) is a prime ideal ofIF2[Xl/(xn -1) if and only if g(X) is an irreducib le 

fa ctor of xn - 1 in IF2 [Xl· Moreover, every prime ideal of IF2 [Xl /(xn - 1) is 
m~m~. 0 

Proposition 7.5. Assume that 2 t n. Every nonzero ideal I of IF2 [X]/(xn 
- 1) is gen erated by a unique idempotent polynomial e( X), i. e., there exis t a 
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unique polynomial e(X) E lF2 [Xj/(xn -1) with the properties: 1= (e(X)) and 
e(X)2 = e(X) =J. o. 0 

The unique polynomial e(X) E lF2 [Xj/(xn - 1) in Proposition 7.5 such 
that [ = (e(X)) and e(X)2 = e(X) =J. 0 is called the generating idempotent of 
I . e(X) is also called the generating idempotent of the binary cyclic code of 
length n corresponding to I under the bijection (7.2). Moreover, let hand 12 
be ideals of lF2 [Xj/(xn - 1). Define 

II n 12 = {a(X) E lF2 [Xj/(Xn - l)la(X) E II and a(X) E I2}, 

II + 12 = {aI(X) + a2(X)laI(X) E hand a2(X) E I2}. 

It is easy to see that both h n 12 and h + h are ideals of lF2 [XI/(xn -1). We 
call h n /2 and h + h the intersection and sum of hand h, respectively. We 
have 

Proposition 7.6. Let 2 t n, II and 12 be two nonzero ideals oflF2[XI/(xn-1), 
and eI(X) and e2(X) be the generating idempotents of II and 12, respectively. 
Then eI (X) e2 (X) is the generating idempotent of h n 12 and eI (X) + e2 (X) -
eI (X)e2(X) is the generating idempotent of II + 12, In particular, when eI (X) 
and e2(X) are orthogonal, eI (X)+e2(X) is the generating idempotent of 11+12, 

Proof. For any f(X) E h n 12, we have f(X) = h (X)eI (X) = h(X)e2(X), 
where h(X), h(X) E lF2 [Xj/(xn -1) . Then 

f(X)eI(X)e2(X) = fI(X)eI(X)eI(X)e2(X) = fI(X)eI(X)e2(X) 

= h(X)e2(X)e2(X) = h(X)e2(X) = f(X), 

i.e ., eI(X)e2(X) is the identity of h nh and hence, is the generating idempo­
tent of h n 12 . 

Similarly, we can show that eI (X) + e2(X) - eI (X)e2(X) is the identity of 

11 + h . 0 

Since X and xn - 1 are coprime, there are polynomials a(X) and b(X) E 

lF2[Xj such that 
a(X) X + b(x)(xn - 1) = 1. 

Performing reduction modulo xn - I, we obtain 

a(X)X == 1 (mod xn -1) . 
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Hence a(X) is the inverse of X in lF2[Xj/(xn - 1) and we denote a(X) by 
X-I 

Proposition 7.7. Let 2 f nand C be a nonzero binary cyclic code of length n 
with the generating idempotent e(X), then C-L has the generating idempotent 
1 - e(X- I ). 

Proof. Let I be the ideal corresponding to C under the bijection (7.2) and 
g(X) be the generator polynomial of I. By Proposition 7.2, g(X) I xn - l. 

Let xn - 1 = g(X) h(X), where h(X) E lF2[Xj. Since 2 f n, g(X) and h(X) 
are coprime. Then lF2 [Xj = (g(X)) + (h(X)). Thus 

lF2[Xj/(X n - 1) = (g(X)) + (h(X)) and (g(X)) (h(X)) = (0) . 

Let 

where el(X) E (g(X)), e2(X) E (h(X)). 

It is easy to verify that el (X) and e2(X) are the generating idempotents of 
(g(X)) and (h(X)), respectively. By hypothesis, el(X) = e(X). Therefore 
e2(X) = 1 - e(X). We have e2(X) = r(X) h(X) and h(X) = t(X) e2(X), 
where r(X), t(X) E lF2[Xj. Then we deduce e2(X-I) = r(X-I) h(X- I ) and 
h(X-I) = t(X-I) e2(X- I ). Therefore e2(X- I ) is the generating idempotent 
of (h(X- I )) . But (h(X-I)) = (h(X)) and (h(X)) is the ideal corresponding to 
the dual code C-L under the bijection (7.2). Therefore e2(X-I) = 1 - e(X-I) 
is the generating idempotent of C-L 0 

Propositions 7.6 and 7.7 are well-known, see MacWilliams and Sloane 
(1977), Chap. 8. 

7.2. Quaternary Cyclic Codes 

A quaternary cyclic code C of length n is a quaternary linear code C of 
length n with the property 

We call quaternary cyclic code simply Z4 -cyclic code in the following. As in 
the binary case, we have a bijection 

(7.5) 
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For simplicity we write ao + alX + .. . + an_lxn-l for ao + alX + ... + 
an_lxn-l + (xn - 1) . Denote the image of a Z4-code C under (7.5) also by 
C, then under the bijection (7.5) the codeword c = (co, Cl, . .. , cn-d E C is 
mapped into c(X) = Co + clX + .. . + cn_lxn-l, which will also be called a 
codeword of C. The property (7.4) is equivalent to 

Co + clX + .. . + cn_lXn- l E C => X(co + c1X + ... + cn_lX n
-

l ) E C . (7.6) 

As in the binary case we have 

Proposition 7.8. A nonempty set of Z4' is a Z4-cyclic code if and only if its 
image under (7.5) is an ideal of the residue class ring Z4[Xl!(xn -1). 0 

Thus Z4 -cyclic codes of length n are precisely the ideals in the residue class 
ring Z4[x]/(xn - 1). 

Let g( X) be a monic polynomial over Z4 dividing xn -1 and let C = (g( X)) 
be the principal ideal of Z4[Xl!(xn - 1) generated by g(X). Then C is called 
the Z4-cyclic code with generator polynomial g(X) . Let h(X) = (xn-1)/ g(X), 
then h(X)g(X) = 0 (modXn-1) . Let degg(X) = m, then degh(X) = n-m. 

Write 

and 
h(X) = ho + hlX + ... + hn_mX n

-
m , 

then gm = hn- m = 1 and go = ho = ±l. Since h(X)g(X) = 0 (mod xn - 1) , 
xn-mg(x) can be expressed as a linear combination of g(X), Xg(X), ... , 
xn-=-l g(X) . Therefore the codewords g(X), X g(X), ... , xn-=-l g(X) of C 
form a basis of the code C. That is, the (n - m) x m matrixa 

J 
is a generator matrix of C and C is of type 4n-= . 

Clearly, a word c(X) = Co + c1X + .. . + cn_lxn-l is a codeword of C if 
and only if c(X)h(X) = O. h(X) is called the check polynomial of C. Define 
an m x n matrix H by 

aWe agree that the zeros in matrices are sometimes omitted , i.e. , the blanks in matrices 
represent the omitted zeros if it is clear from the context. 
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hn - m hi 

ho 
ho J 

It is easy to verify that the codewords g(X), Xg(X), ... , xn-m-ig(X) are 
orthogonal to every row of H. It follows that each codeword of C is orthogonal 
to every row of H. Clearly, the system of linear equations 

has 4m solutions. Therefore a word orthogonal to each row of H if and only 
if it is a codeword of C. Thus H is a parity check matrix of C. Define the 
reciprocal polynomial h(X) to h(X) to be 

Then the Z4-cyclic code with h(X) as its generator matrix is the dual code of 
C. We conclude 

Proposition 7.9. Let g(X) be a monic polynomial over Z4 dividing xn-1 and 
h(X) = (xn - l)jg(X). Let C = (g(X)) be the Z4-cyclic code with generator 
polynomial g(X), then C.l is a Z4 -cyclic code whos.e generator polynomial h(X) 

is the reciprocal polynomial to h(X). 0 

7.3. Sun Zi Theorem 

Sun Zi Theorem appeared first in The Arithmetic of Sun Zi, 3-SAD. It 
is one of the important achievements of ancient Chinese mathematics and 
is often called the Chinese Remainder Theorem in the western literature of 
mathematics. It can be regarded as a theorem of simultaneous congruences 
modulo finitely many pairwise coprime integers and can be interpreted as a 
theorem of the direct sum decomposition of the ring of integers modulo the 
product of these pairwise coprime integers, see Wan (1992), Chap. 4. For the 
present purpose we generalize it to a theorem on simultaneous congruences 
modulo finitely many pairwise coprime polynomials in Z4 [Xl and interpret it 
as a theorem of the direct sum decomposition of the ring Z4 [Xli (f(X)) , where 
f(X) is the product of these pairwise coprime polynomials in Z4 [Xl. 

We need more concepts from commutative ring theory, which will be 
sketched below. 
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Let R be a commutative ring and II , 12, .. . , Ir be ideals of R. Define 

h n 12 n··· n Ir ={a E Ria E h i = I, 2, ... , r}, 

h + 12 + ... + Ir = {a1 + a2 + ... + ar lai E h i = 1, 2, ... , r} , 

hI2 ·· · I r = {L a1 a2" · arlai E h i = I, 2, ... , r and the sum is finite} 

Then h n 12 n ... nIT) h + 12 + ... + I r , and hI2 ... Ir are ideals of R, and 
they are called the intersection, sum, and product of h, 12 , .. . , Ir respectively. 
Clearly 

I1h .. ·Ir c II n 12 n . .. n Ir . 

Let 1 be an ideal of R with identity. If there are finitely many elements 
aI, ... , am E I such that 

1 = {rl al + .. . + r mam Irl, ... , r mER} , 

then [ is said to have a finite basis {al, . .. , am} and we write [ = (al, a2, 
... , am). 

For example, the principal ideal (a) generated by a E R has a finite basis 
{a} consisting of a single element a. 

Let R be a commutative ring and R l , R 2, . .. , Rr be r nonzero ideals of R . 
If every element a E R can be expressed uniquely as 

then we say that R is decomposed into a direct sum of its ideals R l , R 2, .. . , R r , 
which is denoted by 

R = R1 -+- R2 -+- ... -+- Rr . 

We have the following theorem, the proof of which can be found in Wan (1992), 
Chap. 4. 

Theorem 7.10. Let R be a commutative ring with identity 1. Assume that R 
is decomposed into a direct sum of r nonzero ideals R l , R z, ... , Rr 

(7.7) 

and that 1 has the decomposition 

(7.8) 

in this direct sum decomposition. Then 
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(i) el, e2, ... , er are r mutually orthogonaL nonzero idempotents of R , i.e. , 
e; =1= 0 and eiej = 6ijei for i, j = I , 2, . .. , n. 

(ii) R; = Rei with e, as its identity and R iRj = {O} . 

Conversely, if 1 is decomposed into a sum of r mutually orthogonaL nonzero 
idempotents as in (7.8) and Let R i = Re;, then Ri is a nonzero ideaL of R with 
ei as its identity, R;RJ = {O} , and R is the direct sum of R 1, R2, ... , Rn i.e., 
we have (7.7). 0 

Lemma 7.11. Let h(X), h(X), ... , fr(X) be r pairwise coprime poLyno­
miaLs over Z4 and Let !i(X) denote the product of all h(X) except fi(X), 
Th en ! i(X) and f;(X) are coprime for i = I, 2, . . . , r. 

Proof. By Lemma 5.1 the coprimeness of f ,(X) and h(X) for i =1= j im-
plies the coprimeness of f i(X) and fj(X) . But 71 (X), 72(X) , . .. , 7r(X) are 

polynomials over Z2. So !,(X) = h (X)·· · 7i-1 (X) 7i+1 (X) ... 7r(X) and 
fi(X) are coprime. Again by Lemma 5.1, ! ;(X) and f i(X) are coprime . 0 

Lemma 7.12. Let h(X), h(X), . .. , fr(X) be r pairwise coprime poLynomi­
aLs in Z4[XJ, then 

(h(X) h(X)·· · fr(X)) = (h(X)) n (h(X)) n··· n (fr(X)). (7.9) 

Proof. Clearly, h (X)h(X)", fr(X) E (f,(X)) for every i. Therefore L.H.S . 
of (7.9) s.:;; R.H.S. of (7.9) . It remains to prove that R.H.S . of (7.9) s.:;; L.H.S. of 
(7.9). We apply induction on r . 

The case r = 1 is trivial. Let r > 1 and assume that (7.9) holds for r - 1. 
That is, we have 

(h(X) h(X) ··· fr-dX)) = (h(X)) n (h(X)) n ··· n (fr-1(X)) . 

Let g(X) E (h(X)) n (h(X)) n .. . n (fr(X)) , then g(X) E (h(X) h(X) 
.. . f r-I(X)) n (fr(X)). Thus there are polynomials gl(X), gr(X) E Z4[Xj 
such that 

g(X) = gl(X) h(X) h(X)· ·· f r-I(X) = gr(X) fr(X). 

By Lemma 7.11 , h (X) h(X)· .. fr-I (X) and fr(X) are coprime. Then there 
are polynomials hl(X), hr(X) E Z4[X j such that 

hI (X) h (X) h(X)··· fr-I (X) + hr(X) fr(X) = 1 . 
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Multiplying the above equation by g(X), we obtain 

g(X) = g(X) hI (X) h (X) h(X) ... fr-I (X) + g(X) hr(X) fr(X) 

= (gr(X) hl(X) + gl(X) hr(X)) h(X) h(X)· · · fr(X) 

E (h (X) h(X)· ·· fr(X)). 
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Therefore R.H.S . of (7.9) ~ L.H.S. of (7.9) . Hence (7.9) holds also for r. 0 

Let a(X), b(X), f(X) E Z4[Xj . We say that a(X) is congruent to b(X) 
mod f(X) if there exists a polynomial q(X) E Z4[Xj such that 

a(X) - b(X) = q(X) f(X) . 

Then we write 

a(X) == b(X) (mod f(X)). 

Theorem 7.13. (Sun Zi Theorem) Let h(X), h(X), .. . , fr(X) be r pairwise 
coprime polynomials of degree:?: lover Z4 and al(X), a2(X) , .. . , ar(X) be 
any r polynomials over Z4. Then the simultaneous congruences 

x == al(X) (modh(X)) 

x == a2(X) (mod h(X)) 
(7.10) 

has a solution in Z4[Xj. Moreover, the solution of (7.10) is unique mod 
h(X) h(X)·· · fr(X), i.e., if g(X) and h(X) are two solutions of (7.8), then 
g(X) == h(X) (mod h(X) h(X) ·" fr(X)), 

Proof. Let Ji(X) be the product of all fj(X) except fi(X) , By Lemma 7.11 
Ji(X) and fi(X) are coprime, i = 1, 2, . . . , r. Then there are polynomials 
bi(X) and Ci(X) over Z4 such that 

bi(X) Ji(X) + Ci(X) fi(X) = 1 . (7.11) 

It is easy to verify that 
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is a solution of (7.10). 
Now let g(X) and h(X) be two solutions of (7.10). Then 

g(X) == h(X) (modJi(X)) , i=I , 2, .. . , r 

That is, g(X) - h(X) E (fi(X)), i = 1, 2, .. . , r. By Lemma 7.12 

g(X) - h(X) E (h(X) h(X)··· Jr(X)), 

That is, 
g(X) == h(X) (mod h (X) h(X) . . . Jr(X)) . D 

Sun Zi Theorem can also be interpreted as a theorem on the direct sum 
decomposition of the residue class ring Z4[Xj/(h(X) h(X) · · · Jr(X)) as fol­
lows: 

Theorem 7.14. (Sun Zi Theorem) Let h(X), h(X), .. . , Jr(X) be r pair­
wise coprime polynomials of degree 2: 1 over Z4 and J(X) = h(X) h(X) 
. .. Jr(X) . Denote the residue class ring Z4[Xl!(f(X)) by R . For i = 1,2, 
. . . , r, let 

ei = bi(X) !i(X) + (f(X)) , 

where bi(X) is the polynomial bi(X) appearing in (7.11) and j;(X) is the prod­
uct of all JJ(X) except j;(X) . Th en 

(i) el , e2, ... , er are l' mutually orthogonal nonzero idempotents of R , i . e., 
ei =I 0 for i = 1, 2, . . . , l' and e,ej = ti' j ei for i , j = 1, 2, . .. , r . 

(ii) 1 = el + e2 + .. . + er ' 

(iii) Ri = Rei is an ideal of R, and ei is the identity of R i , i = 1, 2, ... , r. 

(iv) R = Rl -i- R2 -i- ... -i- Rr. 

Proof. First prove (i) . From (7.11) we deduce 

bi(X) ! i(X) == 1 (mod j;(X)) . (7.12) 

Clearly 

bi(X) ! i(X) == 0 (mod h(X)), if j =1= i . (7.13) 

Squaring both sides of (7.12) and (7.13), we obtain 

(bi(X) ! ,(X)) 2 == 1 (mod ! i(X)) , 

(bi(X) ! i(X)) 2 == 0 (mod ! j (X)), if j =I i . 
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By the uniqueness part of Theorem 7.13, 

which implies e~ = ei, i = I, 2, .. . , T When i # j, we have 

i.e., eiej = O. 

If ei = 0 for some i, from (7.11) we deduce that Ci(X) !i(X) == 1 
(modf(X)), which implies 0 == 1 (modfi(X)), a contradiction. 

Therefore el, e2, ... , e r are T mutually orthogonal nonzero idempotents 
of R . 

Next we prove (ii) . From (7.12) and (7.13) we deduce 

bl (X) A (X) + b2(X) i2(X) + ... + br(X) ir(X) == 1 (mod fi(X)) , 

i=l,2, . .. ,r. 

By Lemma 7.12, 

bl (X) A (X) + b2(X) i2(X) + ... + br(X) ir(X) == 1 (mod f(X)) . 

Therefore el + e2 + ... + er = 1. (iii) and (iv) are immediate consequences of 
the converse part of Theorem 7.10. 0 

Corollary 7.15. Let h(X), h(X), ... , fr(X) be T pairwise coprime monic 
polynomials of degree 2: lover Z4 and f(X) = il(X) h(X)··· fr(X), Then 
for any i = I, 2, .. . , r, the map 

Z4[XJ!(!i(X)) ~ (Z4[XJ!(f(X)) ei = Rei 

k(X) + (!i(X)) ~ (k(X) + (f(X))) ei 

is an isomorphism of rings. 

(7.14) 

Proof. Clearly, (7.14) is a homomorphism of rings . Let us prove that (7.14) 
is injective. Let k(X) + (!i(X)) E Z4[XJ!(fi(X)) be such that (k(X) + 
(f(X))) ei = O. Then 

k(X) bi(X) ii(X) == 0 (mod f(X)). 

It follows that 
k(X) bi(X) ii(X) == 0 (mod !i(X)). 
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Multiplying both sides of (7.11) by k(X) and taking modulo fi(X), we obtain 

k(X) bi(X) !i(X) == k(X) (mod fi(X)), 

Therefore k(X) == 0 (mod fi(X)) and k(X) + (fi(X)) = (fi(X)). This proves 
that (7.14) is injective. 

Finally, let us prove that (7.14) is surjective. Let (l (X) + (f (X) ) ) ei be any 
element of Re,. Since fi(X) is monic, we can divide l(X) by fi(X) and obtain 

l(X) = q(X) fi(X) + r(X) , 

where q(X), r(X) E Z4[X] and degr(X) < deg fi(X), Then r(X) + (fi(X)) = 
l(X) + (f,(X)) E Z4[Xl!(fi(X)) and under (7.14), r(X) + (ft(X)) is mapped 
into (l(X) + (f(X)))ei' Therefore (7.14) is surjective. 0 

Corollary 7.16. Let h(X), h(X), .. . , f r(X) be r pairwise coprime monic 
polynomials of degree ~ lover Z4 and f(X) = h(X) h(X) · · · fr(X) , Then 

By Proposition 7.8 Z4-cyclic codes of length n are precisely the ideals in 
the residue class ring Z4[x]/(xn -1) . Now we are going to study the ideals in 
Z4[x]/(xn -1). We write R simply for Z4[Xl!(xn -1). It should be noticed 
that the unique factorization theorem does not hold in R. For example, in 
Z4[X]/(X4 - 1) the polynomial X 4 - 1 has two distinct factorizations into 
irreducible polynomials: 

X4 - 1 = (X - 1) (X + 1) (X2 + 1) 

= (X + 1)2 (X2 + 2X - 1). 

It should also be noticed that the number of distinct roots of a polynomial 
of degree mover Z4 in an extension ring of Z4, for instance GR( 4m), may be 
greater than m. For example, every element 1 + 2a, where a EGR(4m), is a 
root of X 2 - 1. Therefore we must be careful when working with R. 

From now on we assume that n is odd. Then we have 

Proposition 7.17. Let n be an odd positive integer. Then 
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(i) xn - 1 can be factored uniquely into a product of pairwise coprime 

basic irreducib le polynomials h(X), h(X), . . . , f r(X): 

xn -1 = h(X) h(X)· · · fr(X) , 

(ii) Let !i(X) be the product of all fJ(X) except fi(X), Then !i(X) and 
j,(X) are coprime for i = 1, 2, ... , r and there exist polynomials 
bi(X) and Ci(X) over Z4 such that 

(7.15) 

(iii) Let 

i = 1, 2, . .. , r, (7.16) 

then el, e2, ... , er are mutually orthogonal nonzero idempotents of R, 

1 = el + e2 + ... + er in R, Ri = Rei is an ideal of R with ei as its 
identity, i = 1, 2, ... , r, and R has the direct sum decomposition 

(iv) For any i = 1, 2, ... , r, the map 

Z4[Xj/(!i(X)) -> Ri = Rei 

k(X) + (ji(X)) ...... (k(X) + (xn - 1)) ei 
(7.17) 

is an isomorphism of rings. 

Proof. (i) is Proposition 5.11. (ii) follows from Lemma 7.11. (iii) follows from 
Theorem 7.14 (Sun Zi Theorem) . (iv) follows from Corollary 7.15. 0 

We need the following general result . 

Proposition 7.18. Let R be a commutative ring and 

be a direct sum decomposition of R . Then 

(i) For each i = 1, 2, ... , r, let Ii be an ideal of R i , then h + 12 + ... + Ir 

is an ideal of R. 
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(ii) For any ideal I of R, let Ii = InRi, i = 1, 2, . . . , r, then Ii is an ideal 
of Ri and I = It + 12 + .. . + Ir . 0 

The proof is immediate and is omitted . 

Let us determine the ideals of Z4[X1/(Ji(X)) first. 

Lemma 7.19. Let f(X) be a basic irreducible polynomial of degree mover 
Z4 . Then the only ideals of Z4[X1/(J(X)) are (0), (1 + (J(X))) and (2 + 
(J(X))) . 

Proof. We have the ring homomorphism 

- : Z4[X1/(J(X)) --> Z2[X1/(J(X)) 

ao +a1X + .. ·+am_1Xm- 1 + (J(X)) f-+ ao+a1X + ... +am_1Xm
-

1 +(J(X)), 

(d. (6.2)). Let [ be a nonzero ideal of Z4[Xl/(J(X)) and g(X) + (J(X)) E I 
for some g(X) ~ (J(X)) and degg(X) < m. Since f(X) is irreducible over Z2, 
the greatest common divisor 

(g(X), f(X)) = 1 or f(X) . 

If (g(X) , f(X)) = 1, then g(X) and f(X) are coprime in ZdXl . By Lem­
ma 5.1, g(X) and f(X) are coprime in Z4[Xl . Thus there are polynomials 
b(X) and c(X) E Z4[Xl such that 

b(X) g(X) + c(X) f(X) = 1. 

It follows that 
b(X) g(X) == 1 (mod f(X)), 

which implies 1+(J(X)) E I. Consequently, I = (1+(J(X))) . If (g(X) , f(X)) 
= f(X) , then g(X) = 0 and g(X) = 2g1(X) , where gl(X) E Z2[Xl . Clearly, 
gl(X) and f(X) are coprime in Z2[Xl· By Lemma 5.1 gl(X) and f(X) are 
coprime in Z4[Xl· There are polynomials b1(X) and Cl(X) E Z4[Xl such that 

b1 (X) gl (X) + Cl (X) f(X) = 1 . 

It follows that 
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Hence 

b1(X) g(X) == 2 (mod f(X)), 

which implies 2 + (f(X)) E I . Therefore (2 + (f(X))) ~ I . Because 

(Z4[XJ/(f(X)))/(2 + (f(X))) ~ Z2[XI/(J(X)), 

which is a fi eld, (2 + (f(X))) is a maximal ideal of Z4[XJ/(f(X)). Hence 
1= (2 + (f(X))) . 

Lemma 7.20. Let n be an odd positive integer and xn - 1 = h(X) h(X) 
. . . fr(X) be the unique fa ctorization of xn-l into basic irreducible polynomials 
over Z4' Then under the isomorphism (7.17), the ideals (0), (1 + (f,(X))), and 
(2 + (fi(X))) of Z4[XI/(fi(X)) are mapped into (0), (ji(X) + (xn - 1)) and 
(2ji(X) + (xn - 1)) of R i = R ei, respectively. 

Proof. Under the isomorphism (7.17) , we have 

1 + (fi(X)) l-+ (1 + (xn - 1)) ei. 

By (7.16), ei = bi(X) ji(X) + (xn - 1) . Therefore 

1 + (j;(X)) l-+ bi(X) ji(X) + (xn - 1) . 

Clearly, bi( X) ji(X) + (xn - 1) E (ji(X) + (xn - 1)). Multiplying both sides 
of (7.15) by ji(X), we obtain 

bi(X ) ji(X) ji(X) + Ci( X) (xn - 1) = ji(X) . 

Then 
bi(X) ji(X) j i(X) + (xn - 1) = j,(X) + (xn - 1) , 

which implies ji(X) + (xn -1) E (bi(X) j i(X) + (xn -1)) . Therefore (bi(X) 
ji(X) + (xn - 1)) = (ji(X) + (x n -1)) and the image of (1 + (fi(X))) under 
(7.17) is (j,(X) + (xn -1)) . 

Similarly, we can prove that the image of (2 + (f,(X))) under (7.17) is 
(2ji(X) + (xn - 1)) . 0 

At t he beginning of Sec. 7.2 we adopted the convention that we write ao + 
a1X + ... + an_1xn-l simply for ao + a1X + ... + an_1xn + (xn - 1) . Then 
the ideal (ji(X) + (xn - 1)) and (2ji(X) + (xn - 1)) of R will be written 
simply as (ji(X)) and (2ji(X)) respectively. 
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From Propositions 7.17, 7.18 and Lemmas 7.19,7.20 we deduce immediately 

Proposition 7.21. Let n be an odd positive integer, xn - 1 = h(X) h(X) 
... f r(X) be the unique factorization of xn - 1 into basic irreducible polyno­
mials, and j,(X) be the product of all fJ(X) except fi(X), Then any ideal of 
the ring R is a sum of some (ji(X)) and (2j,(X)). 0 

Corollary 7.22. The number of Z4-cyclic codes of odd length n is 3r , where 
r is the number of basic irreducible polynomial factors in xn - 1. 0 

Theorem 7.23. Let 2 t n and I be an ideal ofR. Then these are unique monic 
polynomials f(X), g(X), and h(X) over Z4 such that I = (f(X) h(X) , 2f(X) 
g(X)), where f(X) g(X) h(X) = xn - 1 and 

III = 4deg g(X) 2deg h(X) . (7.18) 

Proof. By Proposition 5.11, xn - 1 has a unique factorization into basic 
irreducible polynomials: xn-1 = h(X) fz(X)· · · fr(X), By Proposition 7.21 , 
I is a sum of some (fi(X)) and (2ji(X)). We abbreviate j;(X) and ];(X) as 
f i and j i , respectively. By rearranging h, ... , fT! we can assume that 

Then 

Let 

f(X) = hh .. · h, 

g(X) = fk+lkk+2 . .. fk+l , 

h(X) = fk+l+lh+I+2 ... fr , 

where we understand that 

f(X) = 1 

g(X) = 1 

h(X) = 1 

if k = 0, 

if 1= 0 , 

if k + I = r. 
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Then [ = (j(X) h(X), 2f(X)g(X)) and f(X) g(X) h(X) = xn - 1. 
When h(X) :j:. 1, we have (j(X)h(X)) n (2f(X)g(X)) = (0) and then 

1= (j(X)h(X)) -i- (2f(X)g(X)). Therefore 

III = If(X)h(X)1 12f(X)g(X)1 

= 4n-deg J(X)-deg heX) 2n-deg J(X)-deg g(X) 

= 4deg g(X) 2deg heX) . 

When h(X) = 1, [ = (j(X), 2f(X)g(X)) = f(X) . Then 

III = 4 n - deg J(X) . 

Since degh(X) = 0, we also have (7.18). o 

Corollary 7.24. Let C be a '£4 -cyclic code of odd length n and assume that C = 
(j(X)h(X), 2f(X)g(X)), where f(X), g(X) and h(X) are monic polynomials 
over '£4 such that f(X)g(X)h(X) = xn -1. Then C1. is also a '£4-cyclic code, 
C1. = (g(X)h(X), 2g(X)j(X)), and IC1.I = 4degJ(X)2degh(X). 

Proof. By the definition of '£4-cyclic codes it is easy to verify that C1. is 
a '£4-cyclic code. By Proposition 7.9 (j(X))1. = (g(X)h(X)). Clearly, C = 
(j(X)h(X), 2f(X)g(X)) ~ f(X). This implies (j(X))1. ~ C1.. Hence 
(g(X)h(X)) ~ C1. . Similarly (2g(X)j(X)) ~ (g(X)) = (j(X)h(X))1. Clear­
ly, (2g(X)j(X)) ~ (2f(X)g(X))1.. Thus (2g(X)j(X)) ~ (j(X)h(X))1. n 
(2f(X)g(X))1. = C1. . Therefore (g(X)h(X), 2g(X)j(X)) ~ C1.. 

By Theorem 7.23, 

Ie! = 4degg (X)2deg h(X), 

l(g(X)h(X), 2g(X)j(X))1 = 4 deg i(X)2degh(X) = 4degJ(X)2deg h(X), 

and by Proposition 1.2, 

IC1.I = 4 n - deg g(X)-deg h(X)2deg heX) 

= 4deg J(X)2deg heX) . 

Therefore C1. = (g(X)h(X), 2g(X)j(X)). o 

Theorem 7.25. Let 2 f n. Then every ideal of R is of the form (jo(X), 
2h(X)), where fo(X) and h(X) are monic divisors of xn -1 over '£4 and 

h (X)lfo(X). 
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Proof. Let I be an ideal ofR. By Theorem 7.23 I = (f(X)h(X), 2J(X)g(X)) 
where J(X)g(X)h(X) = xn - 1. g(X) and h(X) are coprime, from which we 
deduce easily that I = (f(X)h(X),2J(X)). Let Jo(X) = J(X)h(X) and 
h(X) = J(X), then [= (fo(X), 2h(X)) and h(X)IJo(X) . 0 

Theorem 7.26. Let 2 f n. Then every ideal of R is principal. 

Proof. Let I be an ideal of R. By Theorem 7.25, 1= (fo(X) , 2h(X)) , where 
fo(X) and h (X) are monic divisors of xn - 1 over Z4 and h (X)IJo(X) . Let 
g(X) = Jo(X) + 2h(X). We assert that [ = (g(X)) . Clearly (g(X)) <:;:; I . 
Let 10(X) = (xn - 1)/ Jo(X) and II (X) = Jo(X)/ h (X). Then 10(X), II (X) 
are coprime over Z4. We have 2h(X)A(X) = 2Jo(X) = 2g(X) E (g(X)) 
and 2h(X)lo(X) = 2g(X)lo(X) E (g(X)). It follows that 2JdX) E (g(X)) 
and, hence, Jo(X) E (g(X)). Therefore [ <:;:; (g(X)) . We conclude that [ = 
(g(X)). 0 

We remark that the generating polynomial g(X) of the ideal I in the proof 
of Theorem 7.26 is not necessarily a divisor of xn - 1 in Z4[Xl. For example, 
let n = 3, Jo(X) = X -1, h(X) = 1, then g(X) = X + 1 and g(X) f X 3 - l. 

The ring homomorphism 

1, 3 ....... 1 

can be extended to a ring homomorphism 

ao + alX + ... + an_lXn-1 + (xn - 1) (7.19) 

....... ao + alX + .. . + an_lXn-1 + (xn - 1) , 

which will be denoted also by - and the image of J(X) E R will be denoted 
by f(X). 

Proposition 7.27. Let 2 f nand J(X) be a monic divisor of xn -1 in Z4 [XJ, 
then the principal ideal (f(X)) of Z4 [Xl has a unique generating idempotent. 
Moreover, let e2 (X) be the unique generating idempotent of the principal ideal 
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(f(X)) of Zz[X] and O(X) E Z4[X] be such that 8(X) = e2(X), then O(X)2 is 
the unique generating idempotent of (J(X)). 

Proof. Let g(X) = (xn - 1)/ f(X), then g(X) is also a monic polynomial in 
Z4[X] and f(X) and g(X) are coprime in Z4[X] , There are u(X) and v(X) in 
Z4[X] such that 

f(X)u(X) + g(X)v(X) = 1. 

Set v(X) = f(X)u(X), then v(X) = 1 - g(X)v(X) and v(X? = v(X) -
g(X)v(X)v(X) == v(X) (mod xn -1) . Thus v(X) is an idempotent in (J(X)). 
But 

f(X)v(X) = f(X) (1 - g(X)v(X)) 

= f(X) - f(X)g(X)v(X) 

== f(X) (mod xn - 1) . 

Therefore v(X) is the identity of (J(X)), i.e., v(X) is the unique generating 
idempotent of (J(X)). Then v(X) is the unique generating idempotent of 
(J(X)). Thus v(X) = e2(X) = 8(X). We may write O(X) = v(X) + 2b(X), 
where b(X) E Z4[X], Then O(X)2 = v(X? = v(X) . That is, O(X? is the 
unique generating idempotent of f(X) . 0 

Let f(X) be a monic divisor of xn -1 in Z4[X], By Proposition 7.8 we may 
regard (J(X)) as a quaternary cyclic code. Then the generating idempotent 
of the ideal (J(X)) is also called the generating idempotent of the code. 

Finally, we have 

Proposition 7.28. Let 2 f n, hand h be nonzero ideals ofR with generating 
idempotents el(X) and e2(X) respectively. Then el(X)e2(X) is the generating 
idempotent of II n hand el(X) + e2(X) - el(X)e2(X) is that of II + 12. 
In particular, if el(X) and e2(X) are orthogonal, then el(X) + e2(X) is the 
generating idempotent of h + 12. 

Proof. Same as Proposition 7.6. o 

Proposition 7.29. Let 2 f n, f(X) be a monic divisor of xn -1 in Z4[X] and 
the cyclic code C with generator polynomial f(X) have the generating idempo­
tent e(X) . Then C.J.. has the generating idempotent 1 - e(X- 1

). 
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Proof. Same as Proposition 7.7. 0 

Theorems 7.25 and 7.26 are due to Calderbank and Sloane (1995) and 
their proofs rest on the Lasker-Noether decomposition theorem of ideals in 
Noetherian rings. Theorem 7.23 is an equivalent form of Theorem 7.25 and is 
due to Pless and Qian (1996), and their proof is elementary and is adopted 
in this chapter. Proposition 7.27 is due to Bonnecaze et al. (1995) , but the 
present proof is simpler. Corollary 7.24 and Propositions 7.28 and 7.29 are due 
to Pless and Qian (1996) . 



CHAPTER 8 

KERDOCK CODES 

8.1. The Quaternary Kerdock Codes 

Let m be any integer ~ 2 and h(X) be a basic primitive polynomial of 
degree mover Z4 such that h(X)I(X2~-1 - 1) . The existence of such a poly­
nomial h(X) is guaranteed by Corollary 5.5. Clearly, h(X) is the Hensel lift 
of the binary primitive polynomial h(X) of degree m. 

Let n = 2m 
- 1 and g(X) be the reciprocal polynomial to the polynomial 

(xn - 1)/(X - 1)h(X). 

Definition 8.1. The shortened quaternary Kerdock code K(m)- is the qua­
ternary cyclic code of length 2m 

- 1 with generator polynomial g(X). The 
positions of the coordinates of codewords of K(m)- are numbered as 0, 1, 
2, ... ,2m 

- 2. The quaternary Kerdock code K(m) is the code obtained from 
K(m)- by adding a zero-sum check symbol to each codeword of K(m)- at 
position 00, which is situated in front of the position O. 0 

In Sec. 8.3 we shall prove that when m is an odd integer ~ 3, the binary ima­
ge of K(m) is the Kerdock code Km+1 of length 2m +1 First , clearly we have 

Proposition 8.1. Let deg g(X) = 0, then 0 = 2m 
- m - 2. Let 

g(X) = go + glX + ... + g6X6, 

where gi E Z4, and let goo = - (go +gl +- . +goo), then the following (m+ 1) x 2m 

matrix 

113 
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[9-
go gl g6 

J goo go gl g6 

goo go gl 

(8.1) 

is a generator matrix of K(m) . o 

Proposition 8.2. Let ~ be a root of h(X) in some extension ring of Z4, for 
instance, in GR(4m) . Then the (m + 1) x 2m matrix 

(
1 1 1 1 .. . 1) 
o 1 ~ e ... ~n-1 

(8 .2) 

is also a generator matrix of K.(m), where the entries ~j(O :::: j :::: n - 1) 
in the second row of (8.2) are to be replaced by the corresponding m tuples 
t(bij , b2j , ... , bmj ) if ~j = b1j + b2j~ + ... + bmj~m-1 . 

Proof. Let C1 be the Z4-linear codes of length n = 2m 
- 1 with generator 

matrix 

(
1 1 1 .. · 1) 
1 ~ e ... C- 1 (8 .3) 

For a = (ao, a1,'" ,an-d E Z~, let a(X) = ao +a1X + .. . +an_1xn-1 Then 
a E Ct- if and only if L~:Ol a, = 0 and a(O = o. L~:Ol a, = 0 is equivalent to 
(X - l)la(X). Dividing a(X) by h(X), we obtain a(X) = q(X)h(X) + r(X), 
where deg r(X) < deg h(X) = m. Substituting X = ~ into this equation, we 
obtain that a(O = 0 if and only if r(O = O. But r(O = 0 implies r(X) = 0 by 
the uniqueness of the additive representation of elements of GR(4m) = Z4[~1. 
Therefore a(O = 0 is equivalent to h(X) la(X). Hence a E Ct- if and only if 
(X - l)la(X) and h(X) la(X). 

We assert further that (X - l)la(X) and h(X)la(X) if and only if (X -
l)h(X)la(X). "If part" is trivial. Assume that (X - l)l a(X) and h(X)la(X) . 
Then a(X) = q(X)h(X). Substituting X = 1 into this equation , we obtain 
q(l)h(l) = a(l) = O. We assumed m ~ 2, so h(l) ::J= 0, thus h(l) is an 
invertible element of GR(4m). It follows that q(l) = 0 and (X - l)lq(X). 
Therefore (X - l)h(X) la(X). Our assertion is proved. 

From our assertion we deduce that a E Ct- if and only if (X -l)h(X)la(X) . 
That is , Ct- is a cyclic code of length n with generator polynomial (X -l)h(X) . 
By Proposition 7.9, C1 is a cyclic code of length n with the reciprocal polyno­
mial to (xn -l)j(X -l)h(X) as the generator polynomial. But the reciprocal 
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polynomial to (xn -l)/(X -l)h(X) is g(X) and K(m)- is defined to be the 
cyclic code of length n over Z4 with the generator polynomial g(X). Therefore 
C1 = K(m)- and (8.3) is a generator matrix of K(m)-. K(m) is the code 
obtained from K(m)- by adding a zero-sum check symbol, hence K(m) has 
generator matrix (8.2). 0 

It follows immediately from Proposition 8.2 and Corollary 6.8 (iii), (iv) 
that different basic primitive polynomials of the same degree mover Z4 define 
permutation-equivalent quaternary Kerdock codes. 

Example 8.1. Let m = 2 and h(X) = X 2 + X + 1 be the unique basic 
primitive polynomial of degree 2. Then g(X) = (X3 - l)/(X - l)h(X) = 1 
and g(X) = 1. By Proposition 8.1 K(2) has generator matrix 

(
3 1 0 0) 
3 0 1 0 . 
3 0 0 1 

By Proposition 8.2, K(2) has generator matrix 

(

1 1 1 1) o 1 0 3 . 
o 0 1 3 

It is easy to verify that these two generator matrices generate the same linear 
Z4-code. 

Example 8.2. Let m = 3 and h(X) = X3 +2X 2 +X -1 be the basic primitive 
polynomial of degree 3. We find g(X) = X 3 + 2X2 + X-I = h(X) . So K(3)-
is self-dual. It follows that K(3) is also self-dual. The generator matrices of 
K(3) given by Propositions 8.1 and 8.2 are 

(! 
3 1 2 1 0 0 

f) 
0 3 1 2 1 0 

0 0 3 1 2 1 

0 0 0 3 1 2 

and 

~) , (j 
1 1 1 1 1 1 

1 0 0 1 2 3 

0 1 0 3 3 3 

0 0 1 2 3 1 
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respectively. It is easy to prove that the above two matrices and the matrix 
(1.6) generate the same code. Therefore K(3) is the octacode 08' D 

Corollary 8.3. Both K(m)- and K(m) are 7l4 -1inear codes of types 4m+! . D 

Corollary 8.4. The binary Linear code K(1) associated with K(m) is equiva­

lent to RM(I , m). 

Proof. If ~j = blj + b2j~ + ... + bmJ~m-1, where ~ij E 714 then ~ j = b 1j + 
b2i + ... + bmj~m-1 Therefore K(1) has 

(
1 1 1 I 

o 1 ~ ~2 
(8.4) 

as its generator matrix, where ~j(O :::; j :::; n - 1) should be replaced by the 
column t(b1j , b2j , ... , bmj ) . Since ~ is a root of the primitive polynomial h(X) , 
~ is of order n = 2m -1. So, the columns, 0, 1, ~, . .. ,~n-1 are distinct in pairs 
and they are some rearrangement of all the 2m m-dimensional column vectors 
over F2 . Hence K(l) is equivalent to RM(I, m). D 

8.2. Trace Descriptions of K(m) 

Proposition 8.5. The codes K(m)- and K(m) have the following trace 

descriptions over the ring GR(4m) = 7l4[~], where ~ is a root of the basic 
primitive polynomial h(X) in GR(4m) . 

(i) K(m)- = {dn + y(>') IE E 7l4, >. E 7l4[~]} ' where In is the all 1 n-tuple 
and 

y(A) = (T(>'~o), T(>'O , T(>.e), ... , T(A~n-1 )) . (8.5) 

(ii) K(m) = {dn +! + u( A) IE E 7l4, A E 7l4[~]} ' where I n+! is the all I 
(n + I)-tuple and 

with the convention that ~oo = o. 

Proof. (i) Let 



Kerdock Codes 117 

where v(>') is the vector (8.5). Under the correspondence (7.5) , the vector 
tIn + v( >.) can be expressed as the polynomial 

n-l n-l 

t L Xi + L T()..C)x i . 
i =O i=O 

First we prove that 

-------(X -1) = O(modX n -1) (8.7) 

and 

(8.8) 

The first formula is clear, since 

= 1-xn 
= 0 (mod xn - 1) . 

For the second formula, by the definition of generalized trace map from GR( 4m) 
to Z4 given in Sec. 6.3, we have 

n-l n-l m-l 

L T()..C)X i = L L ()..~i)lk X n
-

1 

i=O i=O k=O 

m-l n-l 

= L )..Ik L (ek)iXi, 
k=O i=O 

and by Proposition 6.14 we have 

h(X) = (X - 0 (X - e) (X - e
2

) •• • (X _ ~f"'-l). 

Then 

h(X) = (1 - ~X) (1 - eX) (1 - e
2 
X) .. . (1 - ~f"'-l X). 
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Since (ek)n = (C)i" = I, we have 

= 1-xn 

=:O(modXn-l) . 

Therefore we have (8.8). Consequently, 

K.:{m)- is the cyclic code with generator polynomial g(X), which is the recipro­
cal polynomial to (xn -1)/(X -1)h(X) . It follows that the check polynomial 

--------of K.:{m)- is (X - l)h(X) . Therefore we have proved C2 ~ K.:{m)- . By Corol-
lary 8.3, lK.:{m)-1 = 4m+l . If we can show that IC2 1 = 4m+ 1 , then C2 = K.:{m)- . 

Suppose that d n+ y (>.) = £'1 n+ y (>:), where £, £' E tz.4 and A, A' E GR( 4m) . 
Then (£ - £')I n + y(),->:) = O. Thus 

n-l n-l 

(£ - £') L Xi + L T((A - A')~i)xi = O. 
i=O i =O 

By (8.8), we have (2:~~1 T((A - A')~i)Xi) h(X) = O. Multiplying the above 
equation by h(X), we obtain 

(£ - £') (~ Xi) h(X) = o. (8.9) 

Dividing h(X) by X - I , we have 

h(X) = q(X)(X - 1) + h(I), (8 .10) 

where q(X) E tz.4[X], By (8.7), (2:~01 X')(X - 1) = O. Substituting (8. 10) 
into (8.9), we obtain 

(£ - £') (~ X') h(l) = O. 
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Since h(l) i- 0, h(l) is an invertible element of Z4 ' It follows that c: = [' Then 
we have y(>'->") = O. In particular, 

T()'" - )...') = ()... - )...') + ()... _ )...')! + .. . + ()... _ )...,)r- l = 0, 

T(()'" - )...')0 = ()... - )...')~ + ()... - )...')! e + ... + ()... - )...')f"'-' ~r-' = 0, 

T(()... - )...')~m-l) =()... _ )...')~m-l + ()... _ )...')!(e)m-l + ... 

+ ()... _ )...,)r-' (em
-

l )m-l = o. 

By definition of the generalized Frobenius map f of GR(4m), ~f' = e' for 
i = 0,1, ... , m - 1. By Proposition 6.16 (i), all ~f' - ej 

= e' - ej 
(0 ~ i, 

j ~ m - 1 and i i- j) are invertible elements of GR( 4m). So, the van der 
Monde determinant 

1 1 

~ e 

is an invertible element of GR(4m). It follows that)... - )...' = 0, i .e., )... = N. 
Therefore /C2 / = 4m+l . 

(ii) follows from (i), since the zero-check sum for d n is [ and for y(>') 

is O. o 

Furthermore, we have 

Proposition 8.6. Let m be an integer ~ 2. Let c = (coo, Co, Cl, . .. ,cn-d be 
an arbitrary codeword of K(m), then the 2-adic representation of Ct 

Ct = at + 2bt, t E {oo, 0, 1, . . . , n - I}, 

is given by 

O ~j < k ~m-l 

(8 .11 ) 

(8.12) 

(8.13) 
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where the elements A, BE 22 and 7r, T) E IF2", are arbitrary and we adopt the 

convention that ~oo = o. When m is odd, let 

(m-1)/2 

Q(x) = L Tr(x1+2i) for all x E IF2~, 
]=1 

then bt can be written as 

(8.14) 

Proof. By Proposition 8.5, there is a unique [ E 24 and a unique A E 24 [~l 
such that 

Ct = [ +T(A~t), tE{00,0,1, ... ,n -1} 

with the convention that ~oo = o. Let the 2-adic representation of A be 
A = ~T + 2e, r, s E {oo, 0,1, ... , n - I} , then 

Since at , bt = 0 or 1, applying the map -, we obtain 

where A ="[ and 7r = ~T There remains to compute bt . Clearly, c; = a; = at . 
Therefore 

2bt = Ct - cZ 

It is clear that 
[ - [2 = 2f3([). 

We compute 

T(C+ t
) - (T(~T+t))2 = T(C+t)(l - T(C+ t )) 

= (C+t + (C+t)2 + (C+tt + .. . + (~T+t)2m-l) 

X (1 - C+t - (C+t? - (C+ t )22 _ . . . _ (C+tfn-l) 

= 2 
0 :'O j < k:'Om-1 
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Then 

0:'Sj<k:'Sm- l 

Thus 

Since bt = 0 or 1, we have bt = bt . Therefore we have (8.13) 

0 :'Sj < k:'Sm-l 

where B = (3(c),,,, = 6~r + ~s, and 7f = ~r . When m is odd, we have 

(m-l}/2 

Q(7f~t) = L Tr(7f~t)1+2} 
j=1 

Therefore we have (8.14) 

8.3. The Kerdock Codes 

L (7f~ t)2j +2k. 

0 :'Sj<k:'Sm-l 

121 

o 

Let m be an integer ~ 2. Denote the binary image of the quaternary 
Kerdock code K.(m) by K(m), i.e., K(m) = ¢>(K.(m)) . First we have 

Theorem 8.7. Let m be an integer ~ 2. Then K(m) is a nonlinear binary 
code of length 2m +1 and with 4m +1 codewords . This code is distance invariant 
and all its codewords are of even weight. 

Proof. It is clear that K(m) is of length 2m+l. Since IK(m)1 = lK.(m)1 and 
K.(m) is of type 4 m + 1 , IK(m)1 = 4m+l. The distance invariance of K(m) 
follows from Theorem 3.6. 
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Since K(m) is obtained from K(m)- by adding a zero-sum check symbol 
to each codeword of K(m)-, by Proposition 3.4 all codewords of K(m) are of 
even weight . 

There remains to prove that K(m) is nonlinear. By Proposition 8.5 for any 

>., J.t E Z4 [~J, 

and 
u(/L) = (T(J.t~OO), T(J.t~o),T(J.tO, ... ,T(J.tC-l)) 

are codewords of K(m) . If we can show that 2a(u(>-)) * a(u(/L)) f/. K(m), 
for some >., J.t E Z4[~J, where * denotes the componentwise product , then the 
nonlinearity of K(m) will follow from Proposition 3.16. 

First we give the following remark. We know that the map 

is a surjective homomorphism from the additive group of lF2m to lF2 and that 
for any 7r E lF2m, 7r~ 00, 7r~o, 7r~ , ... , 7r~n-l are all the 2m elements of IF 2m. 
Therefore the number of l 's and the number of O's in the binary vector 

are all equal to 2m-I, so are the number of l's and the number of O's in the 
binary vector 

Since Tr : lF2m ---> lF2 is a surjective homomorphism , there are k and 1(0 ::; 
k, I ::; n - 1) such that Tr(p) = 1 and Tr(~l) = o. Let us choose>. = ~k and 
J.t = e· Suppose that c = 2a(u(A)) * a(u(/L)) E K(m). 

Let c = (coo, Co, Cl, ... , Cn-l) and Ct = at + 2bt be the 2-adic representation 
of Ct, t E {oo, O, 1, ... ,n - I}. by Proposition 8.6 these exist A , B E lF2 and 
7r,7) E lF2", such that (8.12) and (8.13) hold , i.e., 

O ~j < k~m-l 
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Clearly, at = 0 for all t. From the above remark we deduce A = 0 and 7r = O. 
Then Ct = 2bt and 

bt = B + Tr ( 1]~ t ) , t E {oo, 0, 1, . .. , n - I}. (8.15) 

Let b = (boo, bo, b1 , . . . , bn-d, then c = 2b . But c = 20'(u(>')) * O'(u{JL)) . 
Therefore b = O'(u(>')) * O'(u{JL)), we have 

By the above remark, the number of l's and the number of O's in both 0'( u(>,)) 
and O'(u{JL)) are equal to 2m

-
I . We have Tr(P~OO) = Tr(~l~oo) = 0, which 

implies b = O'(u(>')) * O'(u{JL)) f O. We also have Tr(~kP) = Tr(p) = 1 and 
Tr(~I~O) = Tr(~l) = 0, which implies the number of l's in b = O'(u(>.))*O'(u{JL)) 

is less than 2m
-

I Again by the above remark, from (8.15) it follows that B = 0 
and 1] = O. Thus b = O. We get a contradiction. 0 

Proposition 8.8. Let m be an integer ~ 2. Then the binary image of the 
linear subcode of K(m) with generator matrix 

(
1 1 1 1 ... 1) 
o 2 2~ 2e .. . 2C- I (8.16) 

is the first-order Reed-Muller code RM(I, m + 1) contained in K(m). This 
linear subcode of K(m) consists of those codewords c for which A E 2GR(4m) 
in the trace description (8.6) and for which 7r = 0 in the 2-adic representation 

(8.11) - (8.13) . 

Proof. Denote the linear subcode of K(m) with generator matrix (8 .16) by 
C3 . We have 

( 2~) (2~ 2"') <pI =0,1 

and 
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Then <p( C3 ) has generator matrix 

( ~(2,m) ) 
<p(O,2,2~, ... ,2~n-l) 

<p(12'" ) 

~G 
1 1 1 1 1 1 1 1 

<-' ) 1 ~ P ~n-l 0 1 ~ P 
0 0 0 0 1 1 1 1 

Therefore <p(C3 ) = RM(l, m + 1) . 
Next let us prove the second statement. By Proposition 8.2 any codeword 

c of K(m) can be expressed uniquely in the form 

where c, aI, a2, ... , am E Z4 ' By Proposition 8.5, c can also be expressed 
uniquely in the form 

d 2'" + uP.), 

where c E Z4, A E GR(4m), and u('\) is (8.6). Thus there is a bijective map 

Z,T+l -. Z4 x GR(4m) 

(c,al,a2, ... ,am ) -. (c,A) . 

It is easy to verify that this map is an additive group isomorphism. A codeword 
c of C3 can be expressed uniquely as 

and hence, can be expressed uniquely as 

d 2'" + u(2'\). 

That is, C3 consists of those codewords c for which A E 2GR(4m) in the trace 
description (8.6) . As in the proof of Proposition 8.6, let the 2-adic representa­
tion of A be A = C + 2C, then r = 00 and hence 7r = ~r = ~ 00 = O. Therefore 
C3 consists of those codewords c for which 7r = 0 in the 2-adic representation 
(8.11 )- (8.13). 0 

From now on we assume that m is an odd integer and ~ 3. We recall that 
the Kerdock code K m +1 of length 2m +! is the binary code which consists of 
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RM(I, m + 1) together with 2m - 1 cosets of RM(2, m + 1) relative to RM(l, 
m + 1) with coset representatives 

where 7r runs through lF2m, 

(m-l)/2 
L7r(~j) = L Tr(7r~j)1+2i , 

i=1 

(m-l)/2 
R7r(~j) = L Tr(7r~j)1+2i + Tr(7r~j), j E {a, 1, .. . , 2m - I}, 

i=1 

(cf. MacWilliams and Sloane (1977), Chap . 15, §5) . Then we have 

Theorem 8.9. Let m be odd and ~ 3. Then K(m) = K m +1 . 

Proof. Let c be any codeword of K( m) and c = a + 2b be its 2-adic represen­
tation. By Proposition 8.6 these are elements A,B E Z2 and 7r,'r/ E lF2m such 
that 

where 

Then 

Let 

at = A + Tr(7r~t), 

bt = B + Tr('r/~t) + Q(7r~t) , t E {oo,O, 1, ... ,n -I}. 

(m-l)/2 
Q(x) = L Tr(x1+

2j
), for all x E lF2m. 

j=1 

¢(c) = (f3(c), ,(c)) = (b, a + b). 

u = B1 2m + (Tr('r/~OO), Tr('r/~o), ... , Tr('r/~n-l)), 
v = A1

2m
, 

then u E RM(l, m), v E RM(O, m). By the lulu + vi construction, 

(u, u + v) E RM(l , m + 1). 

Therefore the codeword ¢( c) and 

(Q(?r~ OO ), Q(7r~O),,,.,Q(7r~n-l) , 

Tr( 7r~OO) + Q( 7r~OO), Tr( 7r~o) + Q( 7r~O), .. . , Tr( 7r~n-l) + Q( 7r~n-l)) 



126 Quaternary Codes 

belong to the same coset of RM (2, m + 1) relative to RM (1, m + 1) . Clearly, 

Q(7r~j) = L,,( ~j), 

Tr(7r~j) + Q(7r~j) = R,,(~j) . 

Therefore K(m) C Km +1 . But the number of codewords of K(m) and K m +1 

are both equal to 4m+l . Therefore K(m) = Km+ 1. 0 

By Examples 3.4 and 8.2 the Nordstrom-Robinson code is the binary image 
of the quaternary Kerdock code K(3). The Kerdock codes K m +1 (m 2: 3 and 
m is odd) were introduced by Kerdock (1972). They are binary nonlinear 
codes which contains at least twice as many codewords as the best binary 
linear code with the same length and minimum distance. Nechaev (1989) used 
Galois rings and trace descriptions of some Z4-sequences to study the Kerdock 
codes . He proved that the Kerdock code punctured in two coordinates may 
be constructed as a family of segments of highest binary coordinates of some 
linear recursive sequences family over Z4 and that this code has the cyclic form , 
see also Hammons et al. (1994) . 

In preparing this chapter , Nechaev (1989) and Hammons et al. (1994) are 
helpful. 

8.4. Weight Distributions of the Kerdock Codes 

The weight distribution of the Kerdock code K m+l, where m is an odd in­
teger 2: 3, was computed by Kerdock (1972) and can be found in MacWilliams 
and Sloane (1977) , Table 15.7. Regarding K m+l as the binary image of the 
quaternary Kerdock code K(m), Hammons et al. (1994) computed its weight 
distribution as follows. 

Proposition 8.10. The binary K erdock code K m +1 of length 2m +1 (m odd 2: 
3) has the following weigth distribution 

Table 8.1. Weight distribution of K>n+l (m odd :::: 3). 

Weight 

2"' 

2"' + 2(",+1) /2 

2",+1 

No . of codewords 

2",+ 1(2'" - 1) 

2",+2 - 2 

2",+ 1(2"'-1) 

1 
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We need the following lemmas. 

Lemma 8.11. Denote the Galois ring GR(4m) simply by R and the set of 
invertible elements of R by R *. Then 

vER iER\R" R" 

Proof. Consider the generalized trace map 

T: GR(4m) --> Z4 

A --> T(A) 

defined in Sec. 6.3. By Proposition 6.13, T is a surjective additive group 
homomorphism . It follows that as A runs through GR( 4m), T(A) takes the 
values 0, 1, 2, 3 equally often. But iO + i1 + i2 + i3 = O. Therefore 

L iT(v) = O. (8.17) 
vER 

If we restrict T to the ideal (2) = R\R*, we get a surjective group homorphism 
T : (2) --> {0,2} and, hence, T(A) takes the values 0 and 2 equally often. But 
iO + i2 = O. So, 

L iT(v) = O. 

vER\R" 

From (8.17) and (8.18) we deduce 

L iT(v) = O. 

vER" 

(8.18) 

(8.19) 

Lemma 8.12. The diophantine equation X 2 + y2 = 2m (m odd and ~ 3) has 
a unique solution (2(m-l)/2, 2(m-2)/2) . 

Proof. Let (x, y) be a solution, where x and yare non-negative integers. 
Write x = 2r1 (2Xl + 1) and y = 2r2 (2Yl + 1) , where Xl and Yl are non-negative 

integers. Then 



128 Quaternary Codes 

If rl > r2, then 

which is impossible. So, rl = r2 and then 

22(xi + Xl + yr + Yl) + 2 = 2m- 2r1 , 

which implies m - 2rl = 1 and Xl = Yl = O. Therefore X = Y = 2(m-l)/2 0 

Proof of Proposition 8.10. By Proposition 8.8, the codewords u P,) E K,(m) 
for which A E 2R form a first-order Reed-Muller code RM(l , m + 1) . We know 
that the weight distribution of RM(l, m + 1) is 

Table 8.2. Weight distribution of RM(1, m + 1). 

Weight No. of codewords 

Now consider the codeword v(.X) = T(A~O), T(AO, . .. , T(AC- l ) E K,(m)-, 
where A E R* . Let Wa = wa(vP,»), where a E Z4. We claim that there exist 
81 ,82 = ±1 such that 

Let 

then 

and 

Wo = 2m- 2 - 1 + 812(m-3)/2, Wl = 2m- 2 + 822(m-3) /2, 

W2 = 2m- 2 - 812(m-3)/2, W3 = 2m- 2 _ 822(m-3)/2 . 

2~-2 

S = L iT(),(i) , 

j =O 

151 2 = 2m - 1 + L iT(>.(e _(k». 

j# 

(8.20) 

(8.2 1) 

By Proposition 6.16 (i) and (iii), ~j - ~k (0 :::; j, k :::; 2m - 2, j f- k) 
are distinct invertible elements of GR(4m). They are (2m - 1)(2m - 2) = 
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4m 
- 3 · 2m + 2 in number. By Proposition 6.16 (ii) the other invertible elements 

of GR(4m) are ±~j (0 ~ j ~ 2m - 2). Therefore 

2m -2 2TH_2 L iT(A(€i-€k» = L iT(v) - L iT(Ae) - L iT(-A€k) . 

j#k vER· j=O k=O 

By Lemma 8.11, 

Obviously, 

and 

Therefore 

It follows that 

L iT(v) = O. 
vER· 

2ffi_2 

L iT(A€i) = 5 
j=O 

2T1l_2 

L iT(-A€k) = S. 
k=O 

(5 + l)(S + 1) = 2m . 

Substituting (8.21) into the above equation, we get 

By Lemma 8.12, we must have 

WI - W3 = ±2(m-I) /2 . 

(8.22) 

(8.23) 

On the other hand, X = 1 for ,\ E R* and then V(A) = (Tr(l) , Tr(D, . .. , 
Tr(~n)) . Since Tr : F 2ffi -+ F2 is a surjective homomorphism, we have 

WI + W3 = 2m-I, 

Wo +W2 = 2m
-

I _1. 

Then (8.20) follows from (8.22)-(8.25). 

(8.24) 

(8.25) 
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Now we consider the four codewords of K(m) obtained from d n + y(.\) E 

K(m)- (c = 0, 1, 2, 3) , where A E R*, by appending the zero-sum check symbol 
c. For the weights of the codeword 1n +1 + u (.\) E K(m), we have 

W 3 = 2 m - 2 - bI 2(m-3)/2 , Wo = 2m - 2 - b2 2(m-3)/2. 

Thus 1n +1 + u (.\) is a codeword of Lee weight 

WI + W3 + 2W2 = 2 m + b2 2(m-I) /2. 

Similarly, 2n +1 + u(>,) , 3n +l + u(.\), and u(.\) are codewords of Lee weights 

2 m + b I 2(m-I) /2, 2 m _ b2 2 (m-I) /2, and 2m - bI 2(m-I) /2, 

respectively. Of these four codewords obtained from y (.\), A E R*, two 
have Lee weight 2 m + 2(m-l)/2 and two have Lee weight 2 m - 2(m-l) /2. This 
holds for all 2m(2m -1) codewords Y(>. ), A E R* Therefore Table 8.1 is estab­
lished . 0 

Remark 8.1. When m is even , m 2: 2, a similar argument shows that ¢(K(m)) 
has the following weight distribution . 

Table 8.3 . Weight distribution of ¢(K(m)) , (m even 2: 2). 

Weight No . of codewords 

o 
2m - 2m/2 2m(2m - 1) 

2m 2m+ 1(2m+1) _ 2 

2m + 2m/2 2m(2m - 1) 

2m +1 

This code is not as good as a double-error-correction BCH code. 

8 .5. Soft-Decision Decoding of Quaternary Kerdock Codes 

For simplicity we write Ll = {oo, 0,1 , .. . ,n - 1} , where n = 2m - 1. Let 
r = (Tt , tELl) be a received word, where Tt E Z4. The brute-force decoding 
of r requires the computation of its correlation with all codewords d 2

m + u (.\), 
where 
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c E Z4, and A E GR(4m). That is, we have to compute the correlation 

((c, A) = L iT'i-(e+T(A€')) (8.26) 
tEA 

for all c E Z4 and A E ;Z4[~J . If Real{((co, AO)} is a maximum for the pair 
(co,AO), we decode r into the codeword co12m + u(>'o). If we compute (8.26) 
directly, it requires 4m+l2m multiplications and 4m+l(2m - 1) additions. 

Let A = e + 2e be the 2-adic representation of A, where T, s E ~ . Then 
we can write (8.26) as follows : 

((c, ~T + 2e) = i-e L iT,-TW+
t
)( _l)Tr(€ ' +'), 

tEA 

(8.27) 

where we adopt the convention that for i E ~, i + 00 = 00. If use (8.27) 
to compute ((c, A), the computational complexity is reduced . Furthermore, 
the correlation sums ((c, e + 2e) may be viewed (after some reordering of 
indexes) as i-£ times the Hadamard transform of the 2m complex vectors 
(iT, -TW+') , t E ~) of length 2m. Using the FHT, each of these can be com­
puted using m2m additions/subtractions. Thus the overall requirement is for 
about 4m multiplications and m4m additions/subtractions. 

The above soft-decision decoding algorithm is suggested by Hammons et ai. 
(1994) and can be regarded as an extension of the fast Hadamard transform 
soft-decision decoding algorithm for the binary first-order Reed- Muller code 
to the quaternary Kerdock code. 

For another decoding algorithm of the Kerdock codes, see Adoul (1987) . 



CHAPTER 9 

PREPARATA CODES 

9.1. The Quaternary Preparata Codes 

We follow the notation of the previous chapter. That is , m is an integer 
~ 2, h(X) is a basic primitive polynomial of degree m dividing xn - 1 in 
Z4[X], where n = 2m 

- 1, ~ is a root of h(X) in GR(4m
), and g(X) is the 

reciprocal polynomial to the polynomial (xn - 1)/(X - l)h(X) . 

Definition 9.1. The Z4-cyciic code of length n with generator polynomial 
h(X) is called the shortened quaternary Preparata code and denoted by P(m)-. 
The Z4-linear code obtained from P(m)- by adding a zero-sum check symbol to 
each codeword of P(m)- is called the quaternary Preparata code and denoted 
by P(m). 0 

Proposition 9.1. P(m)- has parity check matrix 

(9.1) 

P(m) is the dual code of K.(m) and has parity check matrix 

(
1 1 1 1 .. · 1) 
o 1 ~ ~2 .. . ~n-l 

(9.2) 

Proof. By definition 

P(m)- = {a(X)h(X) modXn -11 a(X) E Z4[X]}, 

For any codeword c = (co, Cl, C2, ' " ,cn-r) E P(m)-, we have 

c(X) = Co + clX + C2X2 + .. . + Cn_lXn
-

l == b(X)h(X)(mod xn - 1) 
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for some b(X) E Z4[Xl. Therefore c(O = 0, i.e., 

(co, CI, C2, ... , cn-d ' (1 ~ e ... C- l
) = o. (9.3) 

Conversely, assume that c = (co, CI, C2, ... , Cn-l) E Z"4 has the property (9.3). 
Let c(X) = Co + cIX + C2X2 + ... + cn_Ixn-l . Then (9.3) is equivalent to 
c(O = O. We know that h(X) is monic. Dividing c(X) by h(X) , we have 

c(X) = q(X)h(X) + r(X), 

where q(X) , r(X) E Z4[Xl and degr(X) < deg h(X) = m. Substituting ~ 
in the above equation, we obtain r(O = O. By Theorem 6.1 the additive 
representation of every element in GR(4m) is unique. It follows that r(X) = O. 
Therefore c(X) = q(X)h(X) E P(m)- We conclude that P(m)- has parity 
check matrix (9.1) . 

Now let (coo, co , CI, C2, ... , cn-d be a codeword of P(m) . By definition, 
Coo = - I::-ol Ci and Co + clX + C2X2 + ... + cn_Ixn-1 is a multiple of h(X). 
Therefore 

(coo, co, CI, C2, ... , Cn-l) (1,1,1,1, ... , 1) = 0 

and 
(coo, co, CI, C2, . .. , cn-d (0, 1 ,~, e, ... ,~n-l) = O. 

But (9.2) is the generator matrix of K(m), so P(m) C K(m).l By Corollary 
8.3, K(m) is of type 4m+1 Then by Proposition 1.2, K(m).l is of type 42~-m-l. 
Since P(m)- = (h(X)), P(m)- is of type 42m - m- 1 Thus P(m) is also of 
type 42"'-m-l Therefore P(m) = K(m).l and (9.2) is a parity check matrix 
clP~). 0 

Corollary 9.2. Both P(m)- and P(m) are Z4-linear codes of type 42n>-m-1 

o 

Corollary 9.3. The binary linear code p(l) associated with P(m) is RM(m -2, 
m). 

Proof. By definition 
p(1) = {c IcE P(m)}. 

For any c = (coo, co, CI,' .. , cn-d E P(m), we have 

n-l 

Coo + L Ci = 0 
,=0 
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and 
n-l 

L Cie = O. 
i=O 

By reduction modulo 2, we obtain 

n-l 

Coo + L Ci = 0 
i=O 

and 
n-l 

L Ci~: = O. 
i=O 

Thus c is a codeword of binary linear code with parity check matrix 

(~ 
1 1 1 

1 ~ ~2 
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(9.4) 

So c E RM(m- 2, m). Hence p(l) C RM(m-2, m) . P(m) is of type 42~-m-l, 
so dim p(l) = 2m - m - l. But dim RM(m - 2, m) = 2m - m - l. Therefore 
p(l) = RM(m - 2, m). 0 

Digression. Let us study the number of distinct zeros of some polynomials over 
IF2m . We begin with the following well-known result in finite group theory. 

Lemma 9.4. Let G be a finite cyclic group of order n > 1 and d be a positive 

integer relatively prime to n, then the equation X d = e has a unique solution 

X = e in G, where e denotes the identity element of G. 

Proof. Let a be a generator of the cyclic group G, i.e., an = 1 and ak =F e 
for 0 < k < n. We know that at = e if and only if nil. Let a i be a solution of 
the equation X d = e, i.e ., aid = e. Then nlid. Since (d, n) = 1, we have nli. 
Therefore ai = e. 0 

From Lemma 9.4, we deduce 

Lemma 9.5. Let m is an odd integer ~ 3, then the polynomial X3 + a, where 

a E IF 2m, has at most one root in IF 2m . 
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Proof. For a = 0, the polynomial X3 has only ° as a triple root. Now consider 
the case a f. 0. Let Xl and X2 be two roots of X 3 + a. Then xr = x~ = a and 
Xl f. 0, X2 f. 0. If follows that (XdX2? = 1. Since 1F'2~ is a cyclic group of 
order 2m -1 and m is odd and ~ 3, (3, 2m -1) = 1. By Lemma 9.4, xd X2 = l. 
Therefore Xl = X2. 0 

Corollary 9.6. Let m be an odd integer ~ 3, then the polynomial p(X) 
X 4 + aX + b E 1F'2~ [Xl has at most two distinct roots in 1F'2m . 

Proof. Let X be a root of p(X) in 1F'2~. Then 

p(X + x) = (X + X)4 + a(X + x) + b 

= X4 + aX + X4 + ax + b 

= X(X3 + a). 

By Lemma 9.5, p(X + x) has at most two distinct roots in 1F'2m, so does 
p(X). 0 

Corollary 9.7. Let m be an odd integer ~ 3, then the polynomial q(X) 
X 5 + aX4 + dX + e E IF' 2m [Xl has at most three distinct roots in IF' 2m . 

Proof. Let x be a root of q(X) in 1F'2m . Then 

q(X + x) = (X + X)5 + a(X + X)4 + d(X + x) + e 

= X(X4 + (x + a)X3 + (x4 + d)). 

If X4 + d = 0, q(X + x) = X4(X + (x + a)), which clearly has at most two 
distinct roots. If X4 + d f. 0, then by Corollary 9.6, 

X 4 x + a X 1 +-- +--
X4 + d X4 + d 

has at most two distinct roots in IF' 2m, and so does its reciprocal polynomial 

1 4 x+a 3 
~dX +-4-- X +1. 
x + x +d 

Thus the polynomial 

X 4 + (x + a)X3 + (X4 + d) 

has at most two distinct roots in IF' 2"'. It follows that q( X + x) has at most 
three distinct roots in IF' 2"', and so does q( X). 0 

Now we return to the study of quaternary Preparata codes. 
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Proposition 9.8. Let m be an integer ~ 2, then all codewords of P(m) are of 
even Lee weight. Moreover, when m is even and ~ 2, P(m) has minimum Lee 
distance 4 and when m is odd and ~ 3, P(m) has minimum Lee distance 6. 

Proof. The first assertion follows from Proposition 3.4. Let us prove the 
second assertion. Since P(m) is a quaternary linear code, it is enough to show 
that P(m) has minimum Lee weight 4 or 6, when m is even and ~ 2 or odd 
and n ~ 3, respectively. 

First we assert that P(m) has no codeword of Lee weight 2. Let c = 
(co,,, CO, Cl,' .. ,cn-d be a codeword of P(m) . Since (9.2) is the parity matrix 
of P(m), we have 

and 

n-l 

Coo + L Ci = 0 
i=O 

n-l 

L Ci~i = o. 
i=O 

(9.5) 

(9.6) 

Assume that wdc) = 2. Denote by e i the 2m-tuple whose i th component 
is 1 and all other components are O's . By (9.5) , c must be of the form c = 

ei - ej (i, j = 00, 0, 1, .. . , n - 1, i f=. j). If i = 00, by (9.6) we have -~j = 0, 
a contradiction. Similarly, j = 00 is also impossible. Assume that both i and 
j f=. 00, by (9.6) we have ~i - e = O. Since ~ is of order n = 2m - 1, this is 
also impossible. Our assertion is proved . 

Then we distinguish the following two cases. 
(a) m is even and ~ 2. We have 312m -1. Let t = (2m -1)/3, then et = 1 

and et - 1 = (e - 1)(~2t + e + 1) = O. By Proposition 6.16 (i) , e - 1 is 
an invertible element of GR( 4m). Therefore et + e + 1 = 0, which yields a 
codeword of Lee weight 3 in P(m)- . Adjoining a zero-sum check symbol to 
this codeword, we get a codeword of Lee weight 4 in P(m) . 

(b) m is odd and ~ 3. Assume that c is a codeword of Lee weight 4 in 
P(m) . By (9.5), c must be one of the following forms : 
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where i, j, k, l E {oo, 0, 1, ... ,n - I} and are distinct in pairs. Following 
Helleseth (1996), we treat these four cases one by one in the following way. 

(b .l) c = 2ei + 2ej. Then (9.6) leads to 2~i + 2~j = O. Thus ~i + ~j == 0 
(mod 2). Consequently, "(i +"(j = 0, which is impossible for i i= j. 

(b.2) c = ±(2ei + ej + ek) . Then (9.6) leads to 2~i + ~j + ~k = O. Thus we 
also have "(i + P = O. As in case (b.l) this is also impossible. 

(b.3) c = ei + ej - ek - el . Then (9.6) gives 

By Corollary 6.9, 

e + ~j = (~i + ~j + 2((~j)1/2) + 2((e)1/2 , 

e + ~l = (e + e + 2(~k~I)1/2) + 2(~k~I)1/2, 

(9.7) 

(9.8) 

(9.9) 

where ~i + e + 2W~j)1/2, (~i~j)1/2, ~k + ~l + 2(~ke)1/2, (ee)1/2 E T By 
(9.7)- (9.9) and Theorem 6.7 (ii), we have (~i~j)1/2 = (~k~I)1/2. Consequently 

By reduction mod 2, (9.7) and (9.10) give 

"(i+"(j="(k+"(l and "(i"(j=p"(l, 

respectively. Then 

has four distinct roots, a contradiction. 
(b.4) c = ±(ei + ej + ek + ed · Then (9.6) gives 

~i + e + ~k + e = o. 

Let 
~i + e + ~k + e = a + 2b, 

where a, bET. By Corollary 6.10 

(9.10) 

(9.11) 

(9.12) 

b = (ee)1/2 + (C~k)1/2 + (e~I)1/2 + (e~k)1/2 + (~j~I)1/2 + (~k~I)1/2. 

By (9.11) and (9.12), b = O. It follows that 

(~ie)1/2 + (~i~k)1/2 + (~i~I)1/2 + (~je)1 /2 + (~j~I)1/2 + (~ke)1 /2 = O. 
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Squaring, we obtain 

e~j + ~ie + e~l + ~j~k + ~je + ~k~l = 0 (mod 2) . 

Applying the map -; Z4[~J --+ 1F2[~J to (9 .11) and (9.13) , we get 

~i + ~j + ~k + ~l = 0 

and 

Then 

f(X) = (X - ~i) (X - ~j) (X _ p) (X _ ~l) 

= X4 +aX +b 

has four distinct roots in 1F2m, which contradicts Corollary 9.6. 
We proved that P(m) has no codewords of Lee weight 4. 
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(9.13) 

Finally we have to prove that P(m) contains a codeword of Lee weight 6. 
Consider the matrix (9.4). Since m 2: 3, t(l, 1,0,0, om-3), t(l, 0,1,0, om-3), 
and t(1, 0, 0, 1, om-3) are the zeroth, first, and second columns of (9.4), re­
spectively. But t(l, 1, 1, 1, om-3) must be a column of (9.4), and let it be the 
ith column, where 3 ::; i ::; n - l. Then 1 + ~ + p + ~i = O. We distinguish 
the following two cases; 

(a) - 1 + ~ + e + ~i = O. Multiplying by 1 - ~, we obtain 1 + 2~ + 
e - ~i + c+! = O. If i = 3, we have 1 + ~4 = 2~. By Proposition 6.16 
(i) 1 + ~4 is invertible, but 2~ is a zero divisor, which is a contradiction. If 
3 < i < n - 1, eo + 2el + e3 - ei + ei+! is a codeword of Lee weight 6. If 
i = n - 1, 2eo + 2el + e3 - en-l is a codeword of Lee weight 6. 

((3) - 1 + ~ + ~2 + ~i :j:. O. Then -1 + ~ + e + c = 2~j . If j = 0, we have 
1 + ~ + e + ~i = 0, which contradicts Proposition 6.16 (iv). If j = 1, we have 
-1 - ~ + e + ~i = 0, which contradicts Proposition 6.16 (iii) . Similarly, j = 2 
and j = i are also impossible. Therefore j :j:. 0, 1, 2, i and -eO+el +e2+ei+2ej 
is a codeword of Lee weight 6. 0 

9.2. The "Preparata" Codes 

Denote the binary image of the quaternary Preparata code P(m) by P(m), 
i.e., P(m) = ¢>(P(m)). First, we have 

Theorem 9.9. Let m be an integer 2: 2. P(m) is a binary code of length 2m+! 
and has 22m+'-2m-2 codewords. It is distance invariant, all its codewords have 

even weight and is the formal dual of K( m). Its weight enumerator is 
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1 
WP(m)(X, Y) = 4m +1 WK(m) (X + Y, X - Y) . (9.14) 

When m 2 3, P(m) is nonlinear. When m is even and 2 2, the minimum 
distance of P(m) is 4, and when m is odd and 2 3, the minimum distance of 
P(m) is 6. 

Proof. Clearly, P(m) is a binary code of length 2m+!. Since P(m) is of 
type 42"'-m-l, IP(m)1 = 42"'-m-l . But IP(m)1 = IP(m)l, so IP(m)1 = 
22",+1-2m-2. 

By Theorem 3.6, P(m) is distance invariant, and by Proposition 3.4 all 
codewords of P(m) have even weight . Since P(m) = x:(m)l. , P(m) = K(mh 
is the formal dual of K(m) and by Theorem 3.7 we have (9.14) . 

Now let us prove that P(m) is nonlinear when m 2 3. Let h(X) = ho + 
hlX + ... + hmxm, then ho = ±1 and hm = 1. Since m 2 3, we have 
2m 2 2m + 2. Thus both 

c = (- f hi, ho, hI , ... , hm - I , hm , 0, ... ,0,0, . .. ,0) 
i =O '"-..-' 

m 

and 

c' = (- f hi'~' ho, hl ,···, hm, 0, ... ,0) 
t=O m 

are codewords of P(m) . But 

2a(c) * a(c') = (2, 0, ... , 0,2, 0, ... , 0) 
'"-..-' 

m 

is not a codeword of P(m). By Proposition 3.16, P(m) is nonlinear . 
The last assertion follows from Propositions 3.3 and 9.8. 0 

Remark 9.1. When m = 2, h(X) = 1 + X + X 2 is the unique basic primitive 
polynomial of degree 2. Then P(2) = {d 41c E ;£4} and condition (3.20) of 
Proposition 3.16 trivially holds. Therefore P(2) is linear. 0 

Remark 9.2. The decoding algorithm given in the next section gives an 
alternate proof that P(m) has minimum distance 6 when m is odd and 2 3. 
We can give a third proof by using the Krawtchouk polynomials as follows . 
Let Ai and A: be the number of codewords of weight i in K(m) and P(m) , 
respectively. By (9 .14) and Propositions 2.6 and 8.lD, we have 
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4m+l A~ = Kk(O) + 2m+l(2m _ 1) (Kk(2m _ 2(m-l)/2) + Kd2m + 2(m-l)/2)) 

+(2m +2 
_ 2)Kk(2m) + K k(2m+1 ) , 

where Kd x)'s are the Krawtchouk polynomials for q = 2. Using the formulas 
of Kk(x ), where k = 2, 4, 6, given in Proposition 2.16, it can be readily checked 
that A~ = A~ = 0 and A~ i= O. Therefore the minimum distance of P(m) is 6. 

That the minimum distance of P( m) is 4 when m is even and ~ 2 can be 
proved in a similar way. 0 

When m is an odd integer ~ 3, P( m) is called the "Preparata" code; here 
we use the quotation mark to distinguish it from the Preparata's original code 
Pm +1 which will be introduced in Sec. 9.4. We will see that they have the 
same code length, the same number of codewords, the same minimum distance, 
and the same weight enumerator. But there is an essential difference between 
P( m) and P m+l ' The latter is contained in the extended binary Hamming 
code of length 2m +1 (see Proposition 9.15), whose minimum weight is 4. For 
P(m), we have 

Proposition 9.10. For odd m ~ 5, P(m) is contained in a nonlinear code 
with the same weight distribution as the extended binary Hamming code of 
the same length, and the linear code spanned by the codewords of P(m) has 
minimum weight 2. 

Proof. We recall that the Z4-linear code ZRM(l, m) is of length 2m and 
generated by RM(O, m) and 2RM (1, m) . Hence ZRM(1 , m) has generator 

matrix 

(~ 
Therefore 

It follows that 

and 

III 

2 2~ 2e 

ZRM(l, m) ~ K(m). 

P(m) ~ ZRM(l, m)l. 

P(m) ~ ¢(ZRM(l, m)l.). 

By Proposition 4.1, ¢(ZRM(l, m)) = RM(l , m + 1) . Therefore ¢(ZRM 

(I, m)l.) = RM(l, m + 1h and 

P(m) ~ RM(l , m + 1h 
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RM(1, m + 1h is Z4-linear of length 2=+1 and its weight enumerator is the 
same as RM(l, m + 1)1-. But RM(l, m+ 1)1- = RM(m -1, m+ 1), which is the 
extended binary Hamming code of length 2=+1 Hence the weight enumerator 
of RM(l, m + 1h is the same as the extended binary Hamming code of the 
same length . If RM(l, m+ 1h is linear, then by the uniqueness of the extended 
binary Hamming code, RM(l, m + 1h = RM(m - 1, m + 1). Since m ;::: 5, by 
Proposition 4.4 RM(m - 1, m + 1) is not Z4-linear, which is a contradiction. 
Therefore RM(l, m + 1h is nonlinear. 

Let us come to the proof of the second assertion . By definition, P(m)- is 
the cyclic code of length n = 2= - 1 generated by a basic primitive polynomial 
h(X) dividing xn - 1. Write h(X) = 2:;:0 hjXj, where ho i- 0,2 and 

h= = 1. Let hoo = -h(l). Since h(1) i- 0, hoo = ±1. When m is odd and 
;::: 5, 2= - 1 > 2m + 3. Therefore 

and 

a = (hoo, ho, hI,'" ,h=, 0, 0, ... ,0,0, .. . ,0) 

b = (hoo, 0, 0, . . . ,0, ho, hI,' " ,h=, 0, . .. , 0) 
'---v-" 

=+1 

are codewords ofP(m) , and so is a+b. Then ¢(a), ¢(b) , and ¢(a+b) E P(m) . 
By (3.18), 

¢(2(a(a) * a(b))) = ¢(a) + ¢(b) + ¢(a + b). 

Thus ¢(2( a( a) * a(b))) belongs to the linear code spanned by the codewords 
of P( m). Clearly, 

¢(2(a(a) * a(b))) = ¢(2, 0, . . . , 0) 

= (1, 0, . .. , 0, 1, 0, . . . , 0) 

is a codeword of weight 2. By Theorem 9.9 all codewords of P(m) are of even 
weight , so the linear code spanned by the codewords of P(m) has minimum 
weight 2. 0 

9.3. Decoding P(rn) in the Z4-Domain 

Hammons et al. (1994) also suggested a simple decoding algorithm for 
the "Preparata" code P(m), when m is odd and;::: 3, by working in the Z4-
domain . This is an optimal syndrome decoder: it corrects all error patterns 
of Lee weight at most 2, detects all errors of Lee weight 3, and detects some 
errors of Lee weight 4. 
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Let H be the parity check matrix (9.2) 

1 

1 

1 1 

~ e 
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of the code P(m) . Let c = (coo, co, CI, .. . ,cn-d E P(m) be the transmitted 
codeword and r = (roo, ro, rI, .. . ,rn-d be the received word . Then e = 
r - c = (eoo , eo, eI, . .. ,en-d is the error pattern. We compute the syndrome 
Htr, which has two components roo + 2:7':-~ rj and 2:7':-~ rj~j. Let 

and 

n-I 

roo + L rj = t 
j=O 

00 

L rje = a+2b, 
j=O 

where t E Z4 and a,b E T. 
Since P(m) = K(mh, they have the same weight distribution {A~, 

A~ , . . . , A~+I} and the same weight enumerator 

W P(m) (X, Y) = W K(m).L (X, Y) 

n+I 

= L A;Xn+I-iyi . 
i=O 

By Theorem 9.9 WP(m) (X, Y) is the MacWilliams transform of WK(m)(X, Y) . 
Denote the weight distribution of K(m) by {AD, AI,'" ,An+d . By Propo­
sition 3.8 the MacWilliams transform of {A~, A~, .. . ,A~+I} is {AD, AI, " " 
An+d . By Proposition 8.10 the number of nonzero weights of K(m), i.e., the 
number of nonzero Ai where 0 < i ::; n + 1, is equal to 4. That is, 4 is the 
external distance of P(m) . By Corollary 2.23, for any vector v E lFr+ 1 

there 
is a codeword c E P(m) such that d(v, c) ::; 4. 

In other words, for any u E Z~+I we have ddu, P(m)) ::; 4. In particular, 
for the received word r we have ddr, P(m)) ::; 4. It is not difficult to prove 
that t = ±1 if and only if ddr, P(m)) = 1 or 3. 

First consider the case t = 1. Then ddr, P(m)) = 1 or 3. If b = 0, we 
decide that there is a unique single error pattern 

e = ei = (0, . .. ,0, 1, 0, . . . ,0) 
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of Lee weight 1 if a = ~i, where i = 00,0, 1,2, .. . or n - l. If b =1= 0, then 
ddr, P(m)) = 3, and the error pattern is of Lee weight 3 and is detected. 

Then consider the case t = -l. We also have ddr, P(m)) = 1 or 3. If 
a = b, we decide that there is a unique single error pattern -ei of Lee weight 
1 if a = b = C. If a =1= b, then ddr, P(m)) = 3, and the error pattern is of Lee 
weight 3 and is detected. 

Now consider the case t = 0. Then ddr, P(m)) = 0,2 or 4. If a = b = 0, 
then r is a codeword of P(m) and ddr, P(m)) = 0. If a = ° but b =1= 0, the 
error pattern must be of the form 2ei+2ek, where i =1= k, which is of Lee weight 
4 and can be detected . If a =1= 0, assume that the error pattern is of Lee weight 
2, then it must be of the form ei - ek, where i =1= k. Thus 

a + 2b = C _ ~k 

Raising the above equation to 2m-th power, we obtain 

It follows that 

Applying the map - to the above two equations, we obtain 

which can be written as 

The unique solution of the above simultaneous equations is P = IJ2 la, ~i = 
a + IJ2 la, Therefore the error positions i and k can be determined. Note that 
when II = ° or II = a, the double error involves the oo-position. 

Finally, consider the case t = 2. If a = 0, then b = C where i = 
00,0, 1, . . . , n - 1 and we assume that ~oo = 0. Thus the error pattern is 
of the form 2ei , where i is uniquely determined by b. If a =1= 0, then the error 
pattern is either of the form ei + ek (i =1= k) or of the form -ei - ek (i =1= k). 
For the first case we have 

a+ 2b = e + e. 
Proceeding as above, we obtain 
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So ~' and ~ k are distinct roots of the equation 

(9.15) 

A necessary and sufficient condition for this equation to have distinct roots is 
that 

-2 2 -
Tr(b /a ) ::::;: Tr(b/a) = 0, 

(cf. MacWilliams and Sloane (1977), Chap. 9) . Therefore if the condition 
Tr(b, a) = 0 is fulfilled, then the error positions i and k can be determined by 
solving Eq. (9.15). 

Then consider the second case. We have 

a + 2b = -c _ ~k , 
where a =1= o. Proceeding as above, we find 

So ~ i , ~ k are distinct roots of the equation 

(9.16) 

A necessary and sufficient condition for this equation to have distinct roots is 
that 

Th(a2;P) =Th(1+~) =1+Th(~) =0. 
Thus if the condition 1 + Th(b/a) = 0 is fulfilled, then the error positions i and 
k can be determined by solving Eq. (9.16). 

A decision tree for the alogrithm is shown in Fig. 9.1. 

9.4. The Preparata Codes 

Let m be an odd integer ~ 3 and n = 2= - 1. We are going to construct 
a binary code of length 2=+1 . The vectors in lFr+

1 
are written in the form 

(x, y), where x, y E lF~~, the positions of x and yare both numbered by the 
2= elements of IF 2~, the zero element of IF 2m corresponds to the first position 
in x and y , and the components at the a:th positions in x and yare denoted 
by Xo: and Yo:, respectively, where a: E IF 2~. 

Definition 9.2. The Preparata code P=+l of length 2=+1 consists of all 
codewords (x, y), where x, y E lFr, satisfying 
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No 

Yes 

Quaternary Codes 

correct error pattern ei 

i is determined by a 

detect all error patterns 

of Lee weight 3 

correct error pattern -ei 

i is determined by a 

no correction 

detect error pattern 2e, + 2ek 

correct error pattern e t - ek 

i and k are determined by a and b 

correct error pattern 2ei 

i is determined by b 

correct error pattern e, + ek 

i and k are determined by a and b 

correct error pattern -e, - ek 

i and k are determined by a and b 

Fig. 9 .1. A decoding a lgorithm for P(m). 
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1 ° Both w(x) and w(y) are even. 
2° '\' - '\' L... xa= l a - L...ya=l a. 

3° L x,, =l a
3 + (L x,, =l a)3 = Ly,, =l a 3. 

The code obtained by deleting the first coordinates is called the shortened 
Prepamta code of length 2m +!, denoted by P(m)- . 0 

The following identity will be used quite often in the following. 

(9.17) 

The study of the properties of the Kerdock code Pm +l becomes easier if we 
find some automorphisms of the code first. 

Lemma 9.11. The group Aut Pm +l contains the permutations 

(i) (x,y) -t (x',y') , where x~ = x a+ c, y' = Ycx +c for any c E IFq , 

(ii) (x,y) -t (y,x), 
(iii) (x,y) -t (x',y'), where x~ = x(3cx, y~ = Yf3cx for any (3 E IF~, 

(iv) (x,y) -t (x',y'), where x~ = Xcx~, y~ = Ycx2. 

Proof. We check only condition 3° for the map (i) since all other properties 
are trivially true. We have 

,f;, a' + Cf;, a)' 
"~,(a+c)'+ C~,(aH))' 

~ ,~, (a + c)' + C~, a)' (w(x) i, even) 

~ >~, (a' + a'c + ac' + c') + C~, a)' (By (9.17)) 

~ ,~, a' + C~, a') c + C~, a) c' + C~, a)' (w(x) i, even) 
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(Conditions 2° and 3°) 

= L (a 3 + a 2 c + ac2 + C3
) (w(y) is even) 

y., =l 

(By (9.17)) 

o 

Proposition 9.12. The binary code Pm+! is distance invariant, has minimum 
distance 6, and has 2k codewords, where k = 2m +1 

- 2m - 2. 

Proof. First we prove that Pm+! is distance invariant. Let (ll, v) be any 
codeword of Pm+!' Let ao = Lu., =l a . Consider the map 

where 

2 Tn +1 

Pm +1 -. lF2 

(x, y) -. (x', y'), 

Assume that (x,y) E Pm+!, we want to show that (~',y') E Pm+! also. Con­
ditions 1 ° and 2° are easily checked. For condition 3° , we compute 

L a
3 + L a

3 + 
xo+o.o=l uar=l 

We have 

x o =l ;,Ca=l xo:=l xo:=l 

since L x., =1 ag = O. We also have 



So, 

But 

x~=l 
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Cf;, 0)' ,~, 0' + C~, 0)' 00 + C~, 0) ol 

+ .~, a'+ C~, 0)' + C~, 0)' 
~ ,~, 0' + C~, 0)' 00 

+ C~l 0 ) 06 + V~l 0
3

. 

L 0
3 

= L 0
3 + L 0

3 

y~ =l Ya+o:o=l 'tIn=l 

~ ,~, 0' + c~, 0)' 00 + c~, 0) o~ + .~, 0', 
since 2:y ,, =l og = O. Therefore 
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Hence (x',y') E Pm+!' Clearly, the map (x,y) -+ (x',y') is an injection from 
Pm+1 to Pm+1 . Since Pm+! is a finite set, it is a bijection. It is clear that for 
all (x, y) E Pm+! 

d((x', y'), (u, v)) = w((x' - u, y' - v)) 

= w((x,y)) 

= d((x,y), (0,0)). 

Therefore Pm +1 is distance invariant. 
Next we prove that Pm+! has minimum distance 6. It is enough to show 

that the minimum weight is 6. Obviously, there are no codewords of weight 2. 
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Let us prove that P(m) has no codewords of weight 4. First, assume that 

there is a codeword (x,y), where Xo: = x(3 = Y-y = Y6 = 1, a i- {3, , i- 0, 
and all other components of x and yare zeros. By the distance invariance of 
Pm +1 and Lemma 9.11 (i) we can assume that a = O. Then condition 3° of 
Definition 9.2 yields ,3 + 03 = 0, which implies (,0- 1 )3 = 1. Since m is odd, 
(3,2m 

- 1) = 1. Thus we get a contradiction. Then assume that there is a 
codeword (x, y) with w(x) = 4 and y = O. Let Xo = Xo: = x(3 = x-y = 1 where 
0, a, {3, , are four distinct elements of If2~. Then conditions 2° and 3° of 
Definition 9.2 imply 

a + {3 +, = 0, 

a 3 + (33 + ,3 = O. 

Substituting the first equation into the second and then using (9.17), we obtain 
a{3( a + (3) = 0, whence a = {3, a contradiction. Similarly, there is no codeword 
(x, y) with x = 0 and w(y) = 4. 

N ow we prove that there are indeed codewords of weight 6 in P m+ 1 . Let 
a, {3, , be three distinct elements of If2",. Without loss of generality we can 
assume that {3 i- 0 and, i- O. Define A by A3 = a 3 + {33 +,3 We assert 
that A i- a, {3,,; otherwise, assume that A = a, then {33 +,3 = 0, which 
leads to a contradiction as before. Then define J.l by J.l = a + {3 + , + A. We 
assert that J.l i- 0; otherwise we have both equations a + {3 + , + A = 0 and 
a 3 + {33 +,3 + A3 = O. Then a + {3 = , + A and a 3 + {33 = ,3 + A3 Factorizing 
the second equation and then using the first equation, we obtain a{3 = ,A. 
Similarly, a, = {3A. Thus a 2{3, = A2{3, . Since (3, i- 0, we have a 2 = A2 and 
a = A, a contradiction. Then (x,y) with Xo = x lL = Yo: = Y(3 = Y-y = Y).. = 1 
and all other components zero is a codeword of weight 6 in P m+1' 

Finally, let us compute the number of codewords of P m+1. A vector x E Iff 
satisfying condition 1° of Definition 9.2 can be chosen in 22 '" -1 ways. We now 
count for a given x E Iff satisfying condition 1°, how many (yo:; a E If;",) 's 
in If~'" -1 satisfy conditions 2° and 3° For such a (Ycr; a E If;",) define Yo = 

L crEIF;", Ycr, then we get a codeword (x, y) E P m+1. Let ~ be a primitive 
element of If 2''', then conditions 2° and 3° can be regarded as two equations 
in 2m 

- 1 unknowns ao, aI, a2," ., an-I : 

X~l a = aO +a1~ + a2P + ... + an_1~n-1, ) 

<~, a' + c~, a)' ~ ao + a,(,' + a,(" + ... + an -,(,"'-<) 
(9.18) 
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- 3 
Express each e~ a~d also )::Xa =l 0: and 2::x

o
=l 0:

3 + (2::x
o

=l 0:) , as linear 
combinations in 1,~, e, ... ,~m-l with coefficients in F2 , these two equations 
becomes 2m linear equations in ao, aI, a2, ... ,an-l with coefficients in F2 . 

We claim that these 2m linear equations are linearly independent . Denote 
by mi(X) the minimum polynomial of ~i . Clearly, ml(X) is a degree m. 
Since m is odd, (3,2m 

- 1) = 1. Thus m3(X) is also of degree m. Then 
the binary cyclic code C of length n = 2m - 1 with generator polynomial 
ml (X)m3(X) has dimension n - 2m = 2m - 2m - 1. A word c(X) = Co + 
clX +C2 X2 + ... +cn_lxn-l is a codeword of C if and only if c(~) = c(P) = 0, 
i.e., if and only if (co, Cl, C2, . . . , cn-d is a solution of the linear homogeneous 
equations corresponding to (9.18). This proves the linear independence of 
(9 .18). Therefore for each choice of x E Ff with w(x) being even , there are 
22"'-2m-l choices of (Yen 0: E F~~) such that (9.18) holds . Hence IPm+ll = 
22"'-1 . 22"'-2m-l = 22m+'-2m-2 0 

Corollary 9.13. The shortened Preparata code P(m)- is a binary nonlinear 
code of length 2m 

- 1 and has minimum distance 5. 0 

The Preparata codes were introduced by Preparata (1968) and their weight 
distribution were obtained by Semankov and Zinovev (1969), see also Chap. 5 
of MacWilliams and Sloane (1977) . After the Kerdock codes were introduced 
by Kerdock (1972) and their weight distributions were computed, it was found 
that the weight enumerator of the Preparata code Pm +l is the MacWilliams 
transform of the weigth enumerator of the Kerdock code K m +l , (see Theo­
rem 24, Chap. 5 of Mac Williams and Sloane (1977)), which was regarded as a 
mystery in coding theory. Hammons et al. (1994) explains this conundrum by 
showing that a variant of Pm +1 , i.e., P(m), is the formal dual of Km+l ' By 
Theorem 9.9, the weight enumerator of P(m) is the MacWilliams transform of 
the weight enumerator of Km+l ' Therefore we have 

Proposition 9.14. The Preparata code Pm + l and the "Preparata " code P(m) 
have the same length, the same number of codewords, the same minimum 

distance, and the same weight enumerator. o 

However, in contrast to Proposition 9.10 we have 

Proposition 9.15. The Preparata code Pm +l of length 2m +l is a subcode of 
the extended binary Hamming code of the same length. 
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Proof. Denote the code Pm +1 by Co. To each (3 E IF;m we associate a word 
(u(.l3) , y (.l3)), where ulf) = uif) = vb(3) = vif) = 1 and all other components of 

u({3) and y({3) are zeros. Then we define the code 

We assert that C{3 has minimum weight 4. Clearly, w(u({3) , y({3)) = 4. We have 
to show that w((x,y) + (u({3), y({3))) 2: 4 for all (x,y) E Co. If w(x,y) 2: 8, 

this is obvious. Now assume that w(x, y) = 6 and w( (x, y) + (u({3), y({3))) < 4. 
Then w((x,y) + (u({3) , y({3))) = 2. We can assume that 

Xo = x{3 = Yo = Y{3 = Y-y = Yo = 1 

or 

Xo = x{3 = x-y = Xo = Yo = Y{3 = 1, 

where 0, (3, 1, 8 are distinct elements of lF2m, while all the other components 
are zeros. For both cases, by 2° we have (3 = (3 + 1 + 8, which implies 1 = 8, 
a contradiction . Our assertion is proved . 

Next we assert that the codes C{3((3 E lF2m) are pairwise disjoint. Assume 
that C{3 n C-y i= 0 for a pair of distinct elements (3, 1 E IF;m. Then there are 
two distinct codewords (x,y) and (x',y') of Co such that 

(x,y) + (u({3), y({3)) = (x',y') + (uh), y h)). 

Transposing, we get 

Thus 
d((x, y) , (x', y')) = d((uh ), y h)), (u({3) , y ({3))) = 4, 

a contradiction . Similarly, C{3 n Co = 0 for all (3 = IF;m . 
Now let 

C = u C{3. 
(3E1'2 m 

We claim that C is a linear code. Let (x,y) + (u({3), y({3 )) and (x',y') + 
(uh ), yh)) be any two codewords of C , where (x, y) and (x', y') are codewords 
of Co, and (3,1 E lF2", · If (3 = 0, we agree that (u({3),y({3)) = (0,0), where 
0 = 02

"'. Similarly, if 1 = 0, we agree that (uh),yh)) = (0,0) . We assert 
that there is a codeword (x", y") E Co and a 8 E IF 2m such that 
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i.e., 

x" = x + x' + u(,B) + u h ) + u(o) (9.19) 

and 

y" = y + y' + v(,B) + vh) + v(o) . (9.20) 

For any 0 E IF'2"" define x" and y" by (9.19) and (9.20), respectively, then 
clearly (x", y") satisfies conditions 1 ° and 2° of Definition 9.2. Let us examine 
when condition 3° is also satisfied. We have 

L (}'3 + L (}'3 

Xu=! x~ =l 

+p' +,' +6' + C~, a+ "~, a + p+, +6 r 
L (}'3 = L (}'3 + L (t3 + (33 + ·i + 03 

y~=l y~=l 

~ .~, a' + C~, a)' + "~, a' 

+ C~, a)' +p' +,' H' 

Thus condition 3° for (x" , y") is equivalent to 

which has a unique solution o. With this 0, we can define x" and y" by (9.19) 
and (9.20), respectively. Then (X",y") E Co. Therefore we conclude that Cis 
a binary linear code of length 2m +1 , with cardinality 

and has minimum distance 4. Therefore C must be the extended binary Ham­
ming code of length 2m+l. Clearly, Pm+! ~ C . 0 
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The above description of the Preparata codes is due to Baker et al. (1983), 
but the proof of the distance invariance of the code Pm +1 is different from 
theirs, which the author could not verify. 

Clearly, both Pm+! and "P(m)" have the same length and minimum dis­
tance as the [2m+l , 2m+1 - 2m - 3,6] extended BCH code, but contain twice as 
many codewords. It is also known that Pm+! has the greatest possible number 
of codewords for this minimum distance, (see Chap. 17 of MacWilliams and 
Sloane (1977)) . So does "P(m)". 



CHAPTER 10 

GENERALIZATIONS OF QUATERNARY KERDOCK 
AND PREPARATA CODES 

10.1. Quaternary Reed-Muller Codes 

From the definitions of the quaternary codes K(m) and P(m) we see that 

they can be regarded as the Z4-analogs of the binary first-order Reed-Muller 

code RM(I, m) and the (m - 2)th-order Reed- Muller code RM(m - 2, m) = 

RM(I, m).L, respectively. This suggests us to define the quaternary Reed­

Muller codes QRM(r, m) of any order r,O :::; r :::; m, which are Z4-analogs 

of the binary Reed-Muller codes RM(r, m) of order r and includes the codes 

K(m) and P(m) as special cases. 

Let m be an integer;::: 2 and n = 2m - 1. Let h(X) be a basic primitive 

polynomial of degree m dividing xn - 1 and ~ be one of its roots. Then the m 
distinct roots of h(X) are ~, e, ... , e~-l, and ~ is of order 2m - 1. Consider 

the (m + 1) x 2m matrix 

1 1 

~ e (10.1 ) 

whose rows are numbered by 0, 1,2, . . . , m and columns by 00 , 0, 1, 2, ... , n-l, 

where ~J should be replaced by t (b1j , b2j , . . . , bmj ) if e = b1j + b2j~ + .. . + 
bmj~m-l (j = 00,0 , 1, .. . , n - 1) and we agree that ~oo = O. Denote the ith 

row of the matrix (10.1) by Vi. Then Vi (i = 0, 1, 2, . .. , m) are 2m-tuples over 

Z4 and Vo is the all 1 2m-tuple 12~ . Define a componentwise multiplication of 

2m-tuples in Zr as follows: 

155 
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(Xoo, Xo, Xl , ... ,Xn-l)(Yoo, Yo, Yl"",Yn-d 

where, for simplicity, we use the concatenation to denote the componentwise 
multiplication instead of the symbol * used previously. 

Definition 10.1. Let m be an integer 2: 2, n = 2= - 1, and r be an integer 
such that 0 :::; r :::; m. The quaternary rth-order Reed-Muller code QRM(r, m) 

is the code generated by all 2=-tuples of the form 

Vi, Vi2 ... Vi" 1:::; i1 < i2 < .. . < is :::; m, 0:::; s :::; r. 

We agree that Vi,Vi2 " ' Vi , = 1 2~, when s = O. o 

From this definition the following propositions follow immediately. 

Proposition 10.1. QRM(l , m) = iC(m). 

Proof. By Proposition 8.2 and Definition 10.1. o 

Proposition 10.2 . a(QRM(r, m)) = RM(r, m) . 

Proof. By Definition 10.1 and the definition of binary Reed-Muller codes. 0 

Now let us prove the following lemma. 

Lemma 10.3. The following 2= 2=-tuples over Z4 

(10.2) 

form a basis of the free Z4 -module Z~~ 

Proof. From the theory of binary Reed- Muller codes of length 2m
, it is well­

known that the following 2m 2m-tuples over Z2 

(10.3) 

form a basis of the vector space Zr over Z2. For any V E Z~~, we have 
v E Zr· Then there are elements ai , i 2 .•. i , E Z2 (1 :::; i 1 < i2 < .. . < is < 
m , 0 :::; s :::; m) such that 
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m 

Thus 
m 

v= l: (lOA) 

where U E Z~>n . Similarly, there are elements bip2 . .. i , E Z2 such that 

m 

U = l: (10.5) 

where W E Zr . Substituting (10.5) into (lOA) we obtain 

m 

v= l: 

It follows that the 2m 2m-tuples over Z4 (10.2) form a basis of the free Z4-
module zf'. 0 

Corollary 10.4. For 0::::: r ::::: m, QRM(r, m) is of type 4Kr.m , where 

o 

Digression. Let j be a positive integer and let the dyadic expansion of j be 

where 

For example, 

3 = 1 . 20 + 1 . 21, 9 = 1 . 20 + 0 . 21 + 0 . 22 + 1 . 23 , 

26 = 0 . 20 + 1 . 21 + 0 . 22 + 1 . 23 + 1 . 24, etc. 

(10.6) 

The number of 1 's among the coefficients aD, a1, a2, ... , al in the dyadic ex­
pansion (10.6) of j will be called the 2-weight of j and denoted by W2(j), 
i.e ., 
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For example, 

w2(3) = 2, w2(9) = 2, w2(26) = 3, etc. 

We define the 2-weight of 0, denoted by W2(0), to be 0, i.e ., W2(0) = o. 
Let m be a fixed positive integer . Let rand s be integers such that 0 ::; 

r, s ::; 2m - 2. We define rand s to be equivalent, if there is a non-negative 
integer i such that 2ir == s (mod 2m - 1). Clearly, this defines an equivalence 
relation in the set of integers {O, I , 2, ... ,2m - 2} . The equivalence classes 
are called the cyclotomic cosets mod 2m - 1. For example, when m = 4, the 
cyclotomic cosets mod 24 - 1 are 

{O} , {1 , 2,4,8}, {3,6,12,9}, {5,lO}, {7,14,13, ll}. 

Clearly, ifr and s belong to the same cyclotomic coset, then w2(r) = W2(S) . A 
number in a cyclotomic coset is called a representative of the cyclotomic coset. 

The following proposition gives an equivalent definition of the quaternary 
Reed- Muller code QRM(r, m), 0 ::; r ::; m. 

Proposition 10.5. Let m be an integer;::: 2. Then QRM(O, m) is the Z4-
repetition code {d 2

m Ie: E Z4} of length 2m, and for 1 ::; r ::; m QRM( r, m) is 
generated by QRM(O, m) together with all 2m-tuples of the form 

(10.7) 

where j runs through a system of representatives of those cyclotomic cosets 
mod 2m - 1 for which W2(j) ::; rand >"j runs through GR(4m). 

Proof. By Definition 10.1, QRM(O,m) = {d2"'1 e: E Z4}. 
Now let 1 ::; r ::; m and denote the Z4-linear code generated by QRM(O, m) 

together with all 2m-tuples of the form (10.7) by Cr. By Proposition 10.1, 
QRM(l, m) = K(m) and by Proposition 8.6 

K(m) = {d2
"' + u(>') Ie: E Z4, >.. E GR(4m)} , 

where 
u(>') = (T(>"(Xl), T(>"~o), T(>"O, T(>..e) , ... , T(>"C- 1 )). 

Therefore QRM(l,m) = C1 . In particular, for each v i(i = 1, 2, .. . ,m) there 
exists a unique Iti E GR(4m) such that 
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Now let us consider the case T = 2. By Definition 10.1, 

We want to prove that QRM(2, m) = C2 . By the case T = 1, QRM(I , m) = 
C1 ~ C2 . Thus 

i=1 

Let us prove that V i Vj E C2 for 1 :::; i < j :::; m . Recall that ViVj is a 
componentwise product: 

V i V j = (T({Li~oo )T({Lj~OO), T({Li ~O)T({Lj ~O) , T({LiO T({LjO, 

. .. ,T({LiC-1)T({LjC-1)). 

For k E {oo, 0, 1,2, ... ,n -I}, we compute 

Clearly, 

m-1 m-1 

T({Li e)T({Lj~k) = L ({Li~k? ' L ({Lj ~k)2' 
s=O t=o 

(T({Li{Lj~OO), T({Li {Lj~O), T({Li {L je) , 

T({Li{Lje· 2), ... ,T({Li{Lje(n-1))) E C1 ~ C2 

and for 1 :::; l :::; m - 1, 

T({Li{L;' ~(1+ 2')2 ), .. . ,T({Li {LJ' ~(1+2')(n-1))) E C2. 

Therefore V i V j E C2 for 1 :::; i < j :::; m . It follows that QRM(2 , m) ~ C2 . 

On the other hand, denote the Z4-code obtained by deleting the components 
at position 00 of codewords of C2 by C2. Clearly, C2 is a Z4-linear code 
generated by 12"' -1 together with all (2m - I)-tuples 
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where j runs through a system of representatives of those cyclotomic cosets 
mod 2m -1 of which W2(j) ::; 2 and Aj runs through GR(4m). As in the proof 
of Proposition 8.5, it is easy to verify that all these generators are annihilated 
by the polynomial 

h2(X) = (1 - X) IT (1 - eX). 
1 <j<2tT1. -:l 
-;;'2(j)~2 

h2 (X) is the reciprocal polynomial to the polynomial 

1~j::S2m.-:l 

W2(j)~2 

Let g2(X) be the reciprocal polynomial to the polynomial 

X2=-1 - 1 

h2 (X) 
l::Si:5 21'Tl-:l 

W2(j»2 

and denote the Z4-cyclic code generated by g2(X) by C. Then h2(X) is the 
check polynomial of C. Therefore C2 ~ C. Then QRM(2, m) ~ C2 ~ C. Clearly, 

It is known that 

Thus 

g2(X) = IT (1 - ~j X) . 
1 < j < 2 TTl -:l 

-;;'2(j»2 

degg2(X) = (;) + (;) + ... + (m r: 1) . 
It follows that C is of type 4 K2 .=, where 

K2,m = 2m 
-1- degg2(X) = 1 + (7) + (;) . 

By Corollary 10.4, QRM(r, m) is of type 4K2 .m
. Hence QRM(2, m) = C2 = C. 

The cases r :::: 3 can be proved in the same way as r = 2. 0 

Corollary 10.6. Denote the Z4 -code obtained by deleting the components at 

position 00 of the codewords ofQRM(r, m) by QRM(r, m)-. Then QRM(r, m)­
is a Z4 -cyclic code with generator polynomial 
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1 <] < 2' n._2 
~2(j »r 

where tr = ±l. 

II 
1 < j < 2 1n -2 
1IJ;Ci) < m-r 

(X - e) , 
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Corollary 10.7. Let m be an integer::::: 2 and 0::::: r ::::: m - l. Then for any 
word c = (coo, co, Cl, .. . , cn-d E QRM(r, m), we have Coo + Co + Cl + ... + 
Cn-l = 0 in Z4 ' 

Proof. It is enough to prove our corollary for all generators of QRM(r, m) 
given in Proposition 10.5. First, since m ::::: 2, for 12m we have 

1 + 1 + 1 + ... + 1 = 2m = O. 
, " v 

2m 

Second, for the 2m-tuple (10.7) we have 

T(Aj~OO) + T(Aj ~o) + T(Aj~j) + T(A je·2) + ... + T(Aje(n-l») 

n- l 

= 2: T(A jei ) 
i =O 

n-l m-l 

= 2: 2: (Aje i )2k 
i =O k=O 

m-l n-l 

= 2: Af 2: ~j . 2k . i 
k=O i=O 

~ 2k 1 _ ~j.2k ' n 
= ~ \ 1 _ ~j . 2k 

k=O 

= 0, 

since ~n = e"'-l = 1 and ~j . 2k =1= 1 for W2(j) ::::: r ::::: m - l. 

Proposition 10.8. Let m be an integer::::: 2 and 0 ::::: r ::::: m - l. Then 

QRM(r, m).L = QRM(m - r - 1, m). 

o 

Proof. First, we prove that the all 1 2m-tuple 12'" E QRM(m - r - 1, m) 
belongs to QRM( r, m).L. Since m ::::: 2, 12m 

. 12m = O. Moreover, we have 
to prove that 12

'" is orthogonal to all 2m-tuples of the form (10.7), where 
W2(j) ::::: r. By the proof of Corollary 10.7, we have 
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n-l 
L T()..j ~ji) = O. 
i=O 

Therefore 12m E QRM(r,m)1-

Next, we prove that any c = (coo , co, CI, C2,· .. , cn-d E QRM(m-r-1, m) 
belongs to QRM(r, m)1- Clearly, c E QRM(m - r - 1, m) if and only if 
c-coo 12'" E QRM(m-r-l ,m),andc E QRM(r,m)1- if and only ifc-coo l 2m 

E 

QRM( r, m)1-. Therefore it is sufficient to show that for c with Coo = 0, c E 

QRM(m - r - 1, m) implies c E QRM(r, m)1- Let c = (0, c') E QRM(m -
r -I ,m), where c' = (co, cI, ... ,cn-d . Then c' E QRM(m - r - 1,m)­
By Corollary 10.6, QRM(m - r - 1, m)- is a Z4-cyciic code with generator 
polynomial 

9m-r-1 (X) = Cm- r-l II (X - e)· 
1 $}~2m -2 
1v2(J) < r+l 

So, C(X) = Co + CIX + ... + cn_1xn- 1 is a multiple of 9m-r-I(X). By 
Corollary 10.7, c( l) = 2:: ~:01 Ci = O. Then c(X) is also a multiple of X - l. 

Since gm-r-l(l) # 0, 9m-r-l (1) is an invertible element of Z4. It follows that 
c(X) is a multiple of (X - 1)9m-r-I(X) , Then c(X) is annihilated by the 
polynomial 

xn -1 
! m- r- l (X) = (X _ 1)9m- r-l (X) = Cm- r-l II (X - ~j), 

1 <]< 2 Tl' _2 
w2(;)~r+l 

i.e. , c(X)! m-r-l(X) = O. Therefore c(X) belongs to the dual code of the 
Z4-cyciic code with generator polynomial 

Im-r-l (X) = Cm- r-l II (1- eX) 
I <J<2 Hl -2 

-;"2(J »r 

II (X - e) = 9r(X), 
1 $) :52Hl _ 2 
w2(J) < m-r 

By Corollary 10.6, the Z4-cyciic code with generator polynomial 9r(X) 
is QRM(r, m)-. Hence c(X) E (QRM(r, m)-)1-. Since Coo = 0, c E 
QRM(r, m)1-. 

Therefore we have proved QRM(m - r - 1, m) ~ QRM(r, m)1-. Since 
QRM(r, m) is of type 4/(" ,"', where 

}{ = 1 + (m) + .. . + (m) r,m 1 r ' 
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by Proposition l.2, QRM(r,m).L is of type 42m-Kr ,m . But 

2
m 

_ Kr ,m = ( m ) + ( m ) + .. . + ( m ) + 1 
r+l r+2 m-l 

= 1 + (m) + .. . + ( m ) . 
1 m-r-l 

Thus 42
"'-K r

, ,,. is also the type of QRM(m - r -I,m). Therefore QRM(m­
r - 1, m) = QRM(r, m).L . 0 

Corollary 10.9. QRM(m - 2,m) = P(m). 

Proof. We have 

QRM(m - 2,m) = QRM(I,m).L 

= K(m).L 

= P(m) , 

(Proposition 10.8) 

(Proposition 10.1) 

(Proposition 9.1) o 

The quaternary Reed- Muller codes were first studied by Hammons et al. 
(1994). 

10.2. Quaternary Goethals Codes 

As another generalization of quaternary Preparata codes, Hammons et al. 

(1994) introduce the quaternary Goethals codes as follows. 

Definition 10;2. Let m be an odd integer :2: 3 and ~ be an element of order 
2 m - 1 in the Galois ring GR(4m). The quaternary Goethals code Q(m) of 
length 2m is defined to be the Z4-linear code with parity check matrix 

C-1 1 ) 
2e(n-l) , 

(10,8) 

where n = 2m -1 and each e (j :2: 0) should be replaced by t(bIj , b2j , ... , bmj ) 

if ~j = b Ij + b2j~ + ... + bmj~m-I. The columns of the matrix (10 .8) are 
numbered by !Xl, 0, 1, 2, ... , n - l. 

If we delete the !Xl-components of the codewords of Q(m), the code thus 
obtained is called the shortened quaternary Goethals code and denoted by 
Q(m)- . 0 
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Denote the binary image of Q(m) by ¢(9(m)), and call it the "Go~thals" 
code. The "Goethals" code ¢(9(m)) is a binary nonlinear code and has the 
same length, the same number of codewords, the same minimum distance, 
and the same weight (and distance) enumerator as the original Goethals code 
GmH introduced by Goethals (1974, 1976), when m is odd and :2': 5. First let 
us study 9(m). We have the following proposition which is due to Hammons 
et al. (1994). 

Proposition 10.10. The quaternary Goethals code 9(m) of length 2m, m odd 
:2': 3, is of type 42~-2m-12m and of minimal Lee distance 8. 

Proof. 9(m) is Z4-linear. Its dual code has generator matrix (10.8) and, 
hence, has type 4m+12m. Therefore by Proposition 1.2 9(m) is of type 
42"'-2m-12m. The first two rows of (10.8) form a parity check matrix of the 
quaternary Preparata code P(m) . Therefore 9(m) <:;; P(m). Since the minimal 
Lee distance of P(m) is 6, the minimal Lee distance of 9(m) is at least 6. By 
Proposition 3.4 the minimal Lee weight of 9(m) is even. To show that 9(m) 
has minimal Lee distance 8 we have to show that 9(m) has no codewords of 
Lee weight 6 and that 9(m) has a codeword of Lee weight 8. 

First we prove that 9(m) has a codeword of Lee weight 8. By reduction 
mod 2 from (10.8) we obtain 

( ~ ~ 
a a a 

1 1 

~ P <-,) , 
a 

the first two rows of which is a parity check matrix of the extended binary 
Hamming code H2~ of length 2m

. H2~ is of minimal Hamming weight 4. Let 
ei + ej + ek + el be a codeword of H2~, where i, j, k, l are distinct . Then 
2e, + 2ej + 2ek + 2el is a codeword of Lee weight 8 of 9(m). 

Then we prove that 9(m) has no codeword of Lee weight 6. We prove 
by contradiction. Let c be a codeword of Lee weight 6 of 9(m) . Since c is 
orthogonal to the first row of (10.8) , it must be one of the following forms: 

ei + ej + ek - el - e g - eh , 

±(e; + ej + ek + el + e g - eh), 

where i, j, k, l , g, h are distinct. We treat these cases one by one following 
Helleseth (1996). 
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(a) c = 2ei + 2ej + ek - el. Since c is orthogonal to every row of (10.8), it 
is also orthogonal to every row of 

1 ) ~n-l 

e(n-l) 

(10.9) 

Clearly, 2ei + 2ej is orthogonal to every row of (10.9). It follows that ek - el is 
also orthogonal to every row of (10.9) . So, ek - el is orthogonal to every row 
of 

1 ) ~n-l , 

p(n-l) 

i.e., ek - el is in the extended doubly-error-correcting BCH code of length 2m
. 

But w( ek - el) = 2, which is a contradiction. 
(b) c = ei + ej + ek - el - e g - eh. Since c is orthogonal to the last two 

rows of (10.8), we have 

~i + ~j + ~k = ~l + ~g + ~h, 

Let 
e + ~j + ~k = ~l + ~g + ~h = a + 2b, 

where a, bET. By Corollary 6.10, 

Squaring, we obtain 

From (10.11) we deduce 

ei + ej + ek == el + eg + eh 
(mod 2) . 

(10.10) 

(10.11) 

(10.12) 

(10.13) 

Applying the map -; GR(4m) --+ lF2~ to (10.10), (10.12) and (10.13), we obtain 

~i + ~j + ~k = ~l + ~g + ~h, 

~i~j + ~jp + p~i = ~l~g + ~g~h + ~h~l , 

(10.14) 

(10.15) 
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(~i)3 + (~j? + (~k)3 = (~1)3 + (~g)3 + (~h)3. 

From (10.14)- (10.16) we deduce 

Therefore 

~,~j~k = (~i + ~j + ~k)3 + ((~i)3 + (~j)3 + (p)3) 

+ (~i + ~j + ~k)(~i~j + ~j~k + ~k~i) 

= (~l + ~g + ~h)3 + ((~1)3 + (~g)3 + (~h)3) 

+ (~l + ~g + ~h) (~l~g + ~g~h + p~i) 

= ~l~g~h 

has six distinct roots in IF 2"', which is a contradiction. 

(10.16) 

(c) c = ±( ei + ej + ek + el + eg - eh)· Since c is orthogonal to the last two 
rows of (10.8), we have 

c + e + ~k + ~l + ~g = ~h , 

2C i + 2Cj + 2C k + 2C1 + 2Cg = 2Ch 

By Corollary 6.10, from (10.17) we deduce 

Squaring, we obtain 

From (10.18) we deduce 

C' + CJ + Ck + C1 + Cg == Ch (mod 2). 

(10.17) 

(10.18) 

(10.19) 

(10.20) 

Applying the map -: GR(4m) --+ 1F2", to (10.17), (10.19) and (10.20), we obtain 

~i + ~j + ~k + ~l + ~g = ~h, 

~i~j + ~'~k + ~ i~l + ~i~g + ... + ~l~g = 0, 

(~i)3 + (~J)3 + (p)3 + (~1)3 + (~g)3 = (~h)3 

(10.21 ) 

(10.22) 

(10.23) 
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From (10.21)-(10.23) we deduce 

Therefore 

where 

~i~jp + ... + P~l~g = o. 

f(X) = (X - ~i) (X - ~j) (X - p) (X - t) (X - ~g) 

0'1 = ~t + ~j + ~k + ~l + ~g = ~\ 
0'4 = ~i~jp~l + ... + ~j~k~l~g, 

0'5 = ~i~jp~l~g. 
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Then f(X) has five distinct roots in lF2,.., which contradicts Corollary 9.7. 0 

A complete decoding algorithm for 9(m), i.e ., an algorithm that for any 
received word to find the closest codeword, can be found in Helleseth and 
Kumar (1995) . This is an algebraic decoding algorithm that corrects all errors 
of Lee weight::; 3. We will not reproduce this algorithm here. 

Corollary 10.11. The shortened quaternary Goethals code 9(m)- has parity 

check matrix 

(10.24) 

and is a Z4-cyclic code of length 2 m -1, of type 42m-2m-12m, and of minimal 

Lee distance 7. 0 

Now let us study the "Goethals" code. We have 

Proposition 10.12. Let m be an odd integer 2': 3. The "Goethals " code 
</>(9(m)) is a binary code of length 2m+!. It is distance invariant, and has 
22,,,+1-3m-2 codewords and minimal Hamming distance 8. If m 2': 5, it is 

nonlinear; but </>(9 (3)) is linear. 

Proof. Clearly </>(9(m)) is a binary code of length 2m+1. By Proposition 10.10, 
Q(m) is of type 4 2"'-2m- 12 m . Therefore 1</>(9(m))1 = 19(m)1 = 22",+1-3m-2. 

By Theorem 3.6, </>(9(m)) is distance invariant . By Propositions 3.3 and 10.10 
</>(9(m)) has minimal Hamming distance 8 
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Assume that m ~ 5. Let us prove that </>(9(m)) is nonlinear. Let h(X) 
be the basic primitive polynomial of degree m with ~ as one of its roots. We 
know that ~ is of order 2m 

- 1. By hypothesis m is odd, so 3 f 2m 
- 1 and e 

is also of order 2m 
- 1. Let h3(X) be the basic primitive polynomial of degree 

m with e as one of its roots. Then (h(X), h3(X)) = 1 and h(X)h3(X) is of 
degree 2m. Let 

then ao = ± 1 and a2m = 1. Since m ~ 5, we have 2m ~ 4m + 2. Parallel to 
the proof of the nonlinearity of P(m) in Theorem 9.9, both 

c = (- f a"aO,al, '" , a2m-l,a2m'~'0, ... ,0) 
,=0 2m 

and 

c = (- f ai,~,ao,al"" ,a2m' 0 , ... ,0) 
,=0 2m 

are codewords of 9(m). Clearly, 

2a(c) * a(c') = (2, 0, ... ,0,2,0, .. . ,0) 

-----2m 

is of Lee weight 4 and, hence, is not a codeword of 9(m) . By Proposition 3.16, 
</>(9(m)) is nonlinear when m ~ 5. 

Now consider the case m = 3. It is enough to show that the binary image 
</>(9(3) -) of 9(3)- is linear. For m = 3 we have n = 23 -1 = 7. We can assume 
that ~ is a root of the basic primitive polynomial h(X) = X 3 + 2X2 + X + 3 and 
that e is a root of the basic primitive polynomial h3(X) = X3 +3X2 +2X +3. 
We have the complete factorization 

X7 - 1 = (X - 1)h(X)h3(X). 

By Theorem 7.23, 

9(3)- = (h(X)h3(X), 2(X - l)h(X)) . 

We have 



and 

Let 

Then 
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2(X - l)h(X) = 2 + 2X2 + 2X3 + 2X4 

1 = (1,1,1,1,1,1,1), 

Cl = (2,0,2,2,2,0,0), 

C2 = (0,2,0,2,2,2,0), 

C3 = (0,0,2,0,2,2,2) . 

9(3)- = {d +alcl + a2c2 + a3c31E E 2 4, al,a2,a3 E 2 2}. 
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It is not difficult to verify that the condition in Corollary 3.17 is fulfilled. 
Therefore by Corollary 3.17, 4>(9(3)-) is linear. 0 

The Goethals codes Gm +!, where m is any odd integer ~ 5, and the for­
mal dual cp(9(m).l) of cp(9(m)), were introduced by Goethals (1974, 1976). 
Both of them are distance invariant binary nonlinear codes of length 2m +!. (A 
simple description of G m +!, similar to the one of Pm+! given in Sec. 9.4, can 
also be found in Baker et ai. (1983).) Gm+! contains 22~+1-3m-2 codewords 

and has minimum distance 8. Thus Gm +1 and 4>(9(m)) have the same length, 
the same number of codewords, and the same minimum distance. Goethals 
also computed the weight distributions of both Gm +! and cp(9(m) .l) and ob­
served that the weight enumerator of Gm +! is the MacWilliams transform of 
that of cp(9(m).l). By Theorem 3.7 the weight enumerator of cp(9(m)) is the 
MacWiliiam transform of that of cp(9(m).l). Therefore Gm +1 and cp(9(m)) 
also have the same weight enumerator. Finally both Gm +1 and cp(9(m)) con­
tain four times as many codewords as the extended triple-error-correcting BCH 
code of the same length . 

Table 10.1. Weight distribution of cp(Q(m)l.), m = 2t + 1. 

Weight No. of codewords 

o or 22t+2 

22t+ 1 ± 2t+l 22t (22t+ 1 _ 1) (22t+2 - 1)/3 

22t+l ± 2t 22t+2(22t+1 _ 1) (2 21 + 1 + 4)/3 

221+ 1 2(22t+2 _ 1) (24t+1 _ 22t + 1) 
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10.3. Quaternary D elsarte-Goethals and Goethals- Delsarte Codes 

The quaternary Goethals codes and its Z4-duals can be further generalized 
as follows, (see Hammons et al. (1994)). 

Definition 10.3. Let m be an odd integer;::: 3, m = 2t + I , 1 ::; r ::; t, and ~ 
be an element of order 2m - 1 in GR(4m) . The quaternary Delsarte-Goethals 

code DQ(m,o), where 0 = (m + 1)/2 - r, is the Z4-linear code with generator 
matrix 

1 1 1 1 1 

0 1 ~ e ~n-1 

0 2 2e 2~6 2e(n-l) 

(10.25) 

0 2 2~1+2) 2e1+2i )2 2~(1+2))(n-l) 

0 2 2~1+2r 2~(1+2r)2 2~(1+2r)(n-1) 

The quaternary Goethals-Delsarte code QD(m,o) is the Z4-linear code with 
the matrix (10.25) as its parity check matrix. 0 

Clearly, when r = I, QD(m, (m - 1)/2) is the quaternary Goethals code 
Q(m) studied in the previous section. 

Denote the binary images of DQ(m, 0) and QD(m,o) by ¢(DQ(m,o)) and 
¢(QD( m, 0)), respectively. Then we have 

Proposition 10.13. Let m be an odd integer;::: 3, m = 2t + I, 1 ::; r ::; t , and 
0= (m + 1)/2 - r. Then the quaternary Delsarte-Goethals code DQ(m,o) is 
of length 2m and has type 4m +l2rm and minimum Lee weight 2m - 2 m - 6 Its 

binary image ¢(DQ(m,o)) is the Delsarte-Goethals code DG(m + 1,0), which 
is a binary code of length 2m +1 , is distance invariant, and has 2 2(m+1)+rm 

codewords and minimum Hamming distance 2m_2m-6 . When m ;::: 5, DG(m+ 

1, 0) is nonlinear. 

Proof. That DQ(m,o) is of length 2m and has type 4m
+ 2 2 rm is clear from 

Definition 10.3. If we can show that its binary image is the binary Delsarte­
Goethals code DG(m + 1,0) , then its minimum Lee weight equals 2m 

_ 2m - 6 

follows from the minimal Hamming distance of DG(m+ I, 0) equals 2m _2m - 6 
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Comparing Eqs. (37) and (34) of Chap. 15 of MacWilliams and Sloane (1977), 
we see that the difference between the Kerdock code Km +l and DG(m + 1, b) 
comes from the words (c, c), where c belongs to the code defined by Eq. (31) of 
that chapter. We already know from Proposition 8.2 that the first two rows of 
(10.25) produce the Kerdock code, and it is easily seen that the remaining rows 
produce the required codewords (c, c). Therefore ¢(VQ(m, b)) = DG(m+ 1, b) . 
It follows that IDG(m + l,b)1 = IVQ(m,b)1 = 22(m+I)+rm . The distance 
invariance of DG(m + 1, b) follows from Theorem 3.6. 

The proof of the minimum Hamming distance of DG( m + 1, b) being equal 
to 2m 

- 2m
-

o and when m ~ 5, the proof of the nonlinearity of DG(m + 1, b) 
can be found in §5, Chap. 15 of MacWilliams and Sloane (1977) . 0 

The Delsarte-Goethals codes were introduced and studied by Delsarte and 
Goethals (1975). 

Moreover, we have 

Proposition 10.14. Let m be an odd integer ~ 3, m = 2t + 1, 1 :::; r :::; t, 
and b = (m + 1)/2 - 1'. Then the Goethals-Delsarte 'lwcode QV(m, b) is of 
length 2 m and has type 42m_(r+l)m-12rm and minimum Lee weight 8. Its binary 
image ¢(QV(m, b)) is a binary code of length 2 m + l , it has 2

2m+
1
-(r+2)m-2 

code words, and is distance invariant. It has the same weight distribution as 
the binary Goethals-Delsarte code GD(m + 1, b). When m ~ 5, ¢WV(m, b)) 
is nonlinear. 0 

The proof of this proposition is omitted. 
The binary Goethals-Delsarte codes were introduced and studied by Herg­

ert (1990). In particular, he proved that the weight enumerator of GD(m+ 1, b) 
is the MacWillams transform of that of DG(m + 1, b). 

10.4. Automorphism Groups 

Let C be a Z4-codes of length n and the coordinate positions of the code­
words of C be indexed by 1,2, ... ,n. Let IJ be a permutation of 1,2, ... ,n. For 

any codeword c = (CI' C2, '" ,cn ) define 

If lJ(c) E C for all c E C, IJ is called a permutation automorphism of C. 
Recall that the automorphism group Aut(C) of C is group generated by all 
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permutation automorphisms and the sign-changes of certain coordinates that 
preserve the set of codewords of C. 

Let us now study the automorphism groups of the quaternary Kerdock, 
Preparata, Delsarte--Goethals and Goethals-Delsarte codes. 

As before, let m be an integer 2: 2, n = 2m - I, ~ be a root of a basic 
primitive polynomial of degree mover Z4 and dividing xn -1 , and T = {~OO = 
0, ~o = I, e, ... ,C-l }. Let C be a Z4-code of length 2m and the positions 
of coordinates be indexed by T. Assume that C consists of all codewords 
c = (co, Cl , c~, ... , C€n -I) which satisfy the following system of linear equations 
over Z4 

and linear equations of the form 

L Cx = 0, 
xE T 

L cxx = 0, 
xE T 

where j's are integers 2: 1. Clearly, C is Z4-linear. 

Lemma 10.15. For any a, bET and a i= 0, the map 

x -. T(ax + b) = (ax + b)2m 

(10.26) 

(10.27) 

(10.28) 

(10.29) 

is a bijection on the set T. The set of maps of the form (10.29) forms a doubly 

transitive permutation group G on T and G is of order 2m(2m - 1) . 

Proof. Since T is a map from GR(4m) to T , (10.29) is a map from T to T. 
To prove bijective it is enough to show that it is injective. Assume that for 

x, X l E T , T(ax + b) = T(ax l + b). We have 

T(ax + b) = (ax + b)2"' 

2'H 2'ft 2 m 2'fl -l 21)1- 1 
=a x +b +2(ax) b 

= ax + b + 2(ax)2"'- 1 b2'''-1 

and similarly 
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It follows that ax + b == aXI + b (mod 2) . Therefore x == Xl (mod 2) and, hence 
x = X l. The injectivity of (10.29) is proved. 

Denote the set of maps of the form (10.29) by G. Let 

(10.30) 

be another map of the form (10.29) where aI, bl E T and al f::. o. The com­
posite of (10.29) and (10.30) is 

X -> T(aIT(ax + b) + bd = T(al(ax + b?~ + bd 

= T(al (ax + b + 2(axb?"'-') + bd 

= T(alax+alb+bd 

= T(alax+a2), 

which is also of the form (10.29), where a2 + 2b2 is the 2-adic representation 
of al b + bl . Therefore G is closed under the composition of maps. It is easy 
to verify that the map 

x -> T(a-Ix - a-Ib) 

is the inverse of (10.29). Hence G is a group. 
Finally, let us prove the double transitivity of G. Let Xl and X2 be two 

distinct elements of T. We are going to prove that there is an element of G 
which carries Xl and X2 into 0 and 1, respectively. If Xl = 0, then X2 f::. 0 and 
the map 

X -> T(X;-IX) 

leaves Xl = 0 fixed and carries X2 to 1. If Xl f::. 0, the map 

X -> T(X - xt} 

carries Xl to 0, which is reduced to the previous case. 

For any x = (XO,XI'X~, ... ,X~n-l) E Z~+l and 0" E G, define 

O"(x) = (xcr(O)' Xcr(l)'···' X(cr(~n-l))). 

Then we have 

Lemma 10.16. For any c E C and 0" E G, O"(c) E C. 

o 

Proof. Let c = (co,cl,c€, ... ,C€n-l) . Then c satisfies (10.26)-(10.28) . 
Clearly, 0"( c) satisfies (10 .26). Repeated applications of the generalized Frobe­
nius map f to (10.27) gives 
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'""" 2< ~ Cxx =0, k=0 , 1,2, .. . . (10.31) 
xET 

Assume that 0'-1 (x) = T(aX + b) for all x E T , where a, bET and a =f. O. 
From (10.26), (10.27) and (10.31) we deduce that 

2: cu(x)x = 2: cxO'-I(X) 
xET xET 

Finally, 

xET 

Therefore 0' ( c) E C. 

= 2: cx(ax + bf" 
xET 

= 2: cx(ax + b + 2(axb?"'-1) 
xET 

= a 2: cxx + b 2: Cx + 2(ab)2m-1 2: cX X2, .. -1 
xET xET xET 

= O. 

xET 

= 2 2: cx ((ax + b)2m?' +1 
xET 

= 2 2: cx(ax + b + 2(ax bf"'-1 f j
+1 

xE T 

= 2 2: cx(ax + b)2' +1 
xET 

=22: cx(a2j+lx2'+1 + a2j x 2'b + axb2' +b2'+ 1) 
xE T 

= o. 

o 

Proposition 10.17. The automorphism group Aut P(m) of the quaternary 

Preparata code P(m) , where m :;:: 2, contains a subgroup generated by G, the 

negation, and the generalized Frobenius map f acting on T , which is a doubly 

transitive group of order 2=+1(2= - l)m . So is the automorphism group Aut 
K(m) of the quaternary K erdock code K(m) , where m :;:: 2. 
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Proof. It follows from Lemma 10,16 that Aut P(m) contains G, Since P(m) 
is Z4-linear, the negation belongs to Aut P(m), Repeated applications of the 
generalized Frobenius map f to (10,28) gives 

L cx X
2k

(2
j

+l) = 0, k = 0,1,2" . .. 
xET 

(10.32) 

From (10.26), (10,31) and (10.32) we deduce that Aut P(m) contains the 
generalized Frobenius map f acting on T. The first assertion is proved . 

Since K(m) is the dual code of P(m), AutX(m) = Aut P(m). 0 

For a binary code C, a permutation of coordinate positions of the code­
words leaving the code invariant is called an automorphism of C. The set of 
automorphisms of C forms a group, called the group of automorphisms of C 
and denoted by Aut C , Clearly, we have 

Lemma 10.18. Let C be a Z4-code and C = cp(C) be its binary image. Then 
an automorphism of C induces an automorphism of C and different automor­

phisms of C induce different automorphisms of C. Therefore Aut C can be 
regarded as a subgroup of Aut C. 0 

For odd m, the automorphism groups of the binary Kerdock codes Km+l 

are determined by Carlet (1991) and that of the binary Preparata codes Pm +1 

by Kantor (1982, 1983) . For m 2 5 both groups are of order 2m+l(2m - 1)m. 

Therefore we have 

Theorem 10.19. For m odd and 2 5 the subgroup mentioned in Propo­
sition 10.17 is the full automorphism group of the quaternary K erdock code 

K(m) and Preparata code P(m). 

Proof. For the Kerdock code K(m) it follows directly from Proposition 10.17, 
Lemma 10.18, and the foregoing result of Carlet (1991). For the Preparata 
code P(m) we use the fact that it has the same automorphism group as its 

dual. 0 

The case m = 3 is exceptional. The quaternary Kerdock code K(3) co­
incides with the quaternary Preparata code P(3) and also coincides with 
the octacode. It is known that the octacode has an automorphism group 
of order 1344, see Conway and Sloane (1993a), but its binary image, the 
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Nordstrom-Robinson code, has an automorphism group of order 80640, see 
Berlekamp (1971) and also Conway and Sloane (1990). 

Similarly, we have 

Proposition 10.20. The automorphism group Aut D9(m, is) and the auto­

morphism group Aut 9D(m, is), where m is an odd integer 2: 3, is = (m + 
1)/2 - r, and 1 ~ r ~ (m - 1)/2, coincide and each one of them contains a 
subgroup generated by the group G defined in Lemma 10.15, the negation, and 
the generalized Frobenius map f acting on T, which is a doubly transitive group 
of order 2m+l(2m -1)m. 0 

The automorphism group of DG(m + 1, is), where m 2: 5, is determined by 
Carlet (1993), which is of order 2m+l(2m -1)m. Hence, by Lemma 10.18 and 
Proposition 10.20 we have 

Proposition 10.21. For m odd and 2: 5, the subgroup mentioned in Proposi­
tion 10.20 is the full automorphism group of the quaternary Delsarte- Goethals 

code D9(m, is) and of the quaternary Goethal-Delsarte code 9D(m, is). 0 



CHAPTER 11 

QUATERNARY QUADRATIC RESIDUE CODES 

11.1. A Review of Binary Quadratic Residue Codes 

Throughout this chapter we assume that p is an odd prime and p == ±1 
(mod8). Then 2 is a quadratic residue mod p and 2(p-l)/2 == 1 (modp), (see 
Serre (1973)). Let m be the least positive integer such that pl2m -1. Then 
there is a primitive pth root of unity w in lF2m and XP - 1 has the complete 
factorization 

p-l 

XP - 1 = II (X - wi) (lU) 
i=O 

in lF2m[XJ. 
Denote by IF;2 the set of square elements of IF;, i.e., 

IF;2 = {a2 la ElF;}. 

It is known that IlF;21 = IlF;\lF;21 = (p - 1)/2. For simplicity write Q = IF;2 
and N = IF;\lF;2 . Let 

92(X) = II (X - w
T

) 

TEQ 

and 

h2 (X) = II (X - W
s

) 

sEN 

so that by (11.1), we have 

XP - 1 = (X - 1) 92(X) h2(X) . (11.2) 

177 
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For any f(X) = ao + alX + ... + anxn E IF2~ [X] define f(X)2 = a6 + aiX + 
. .. + a~xn. Since 2 E Q, we have 

rEQ r'EQ 

sEN s'EN 

Therefore (11. 2) is a factorization in IF 2 [X]. 
Consider the binary cyclic codes of length p: 

Q2(P) = (g2(X)), 

Q;(p) = ((X - 1) g2(X)) , 

1V2(p) = (h2(X)) , 

1V~(p) = ((X - 1) h2(X)), 

Q2(P) and 1V2(p) are binary [p, E.}!-]-codes and called the binary augmented 
quadratic residue codes. Q; (p) and 1V~ (p) are binary [p, ~ ]-codes and called 
the binary expurgated quadratic residue codes. Clearly, Q; (p) is the even weight 
subcode of Q2(P) , i.e., the subcode consisting of the even weight codewords of 
Q2(P). Similarly, 1V~(p) is the even weight subcode of 1V2(p). If G is a generator 
matrix of Q;(p) (or 1VHp)), then 

is a generator matrix of Q2 (p) (or 1V2 (p), respectively). In the following, 
for simplicity, the codes Q2(P), Q;(p), 1V2(p) and 1V~(p) will be denoted by 
Q2, Q;, 1V2 and 1V~, respectively, if the code length p is clear from the context. 

Let j be an integer and 0 < j < p. Then (j, p) = 1. Denote by r 1 the 
integer such that 0 < j-l < p and j. j-l == 1 (modp). Define a permutation 
7rJ on the places of coordinates as follows : 

7rj : l f-+ Jl for i=O,I, ... ,p- l . 

7rJ induces a transformation on IF2 [X]/(XP - 1) in the following way: 

p - l p-l 

f(X) = ao + L ai XJ f-+ 7rj(f(X)) = ao + L aJi Xi. 
i= 1 i=1 
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Clearly, 
p-l 

7rj(f(X)) = aD + L a;Xr
1

; = f(XJ-
1

) . 

i=1 

In particular, 

and 

Let a be an element in some extension field of F2 . Then a is a root of g2(X) 
if and only if a j is a root of g2(Xr

1
) . Therefore deg g2(Xr

1
) = deg g2(X) . 

Similarly, deg h2(Xr
1

) = deg h2(X), 
Moreover , we have 

Proposition 11.1. Let j be an integer and 0 < j < p. If j E Q, then 7rj 

leaves everyone of Q2, Q~, N2 and N~ invariant. If j E N, then 7rj carries 
Q2, Q~, N2 and N~ into N2, N~, Q2 and Q~, respectively. 0 

For proofs of this and the following propositions, corollaries, and lemmas 
see MacWilliams and Sloane (1977), Chap. 16. 

It is known that when p is an odd prime, -1 is a quadratic residue mod p if 
and only if p == 1 (mod 4), (see Serre (1973)). Therefore when p == -1 (mod 8), 
7r-l interchanges Q2 and N 2 , and also Q~ and N~, and when p == 1 (mod8) , 
7r -1 leaves each of Q2, Q~, N2 and N~ invariant. 

Proposition 11.2. The polynomials 

p-l 

B1(X) = L X\ and 
;=0 

are idempotents in Z2[x]/(xn - 1) and B1 (X) + BQ(X) + BN(X) = 1. We 
can choose a primitive pth root of unity a so that BQ(a) = O. Then when p == 
-1 (mod8), the generating idempotents ofQ2' Q~, N2 and N~ are BQ(X) , 1 + 
BN(X) , BN(X) and 1 + BQ(X), respectively, and when p == 1 (mod8), B1 (X), 
BQ(X) and BN(X) are mutually orthogonal, and the generating idempotents 
of Q2 , Q;, N2 and N~ are 1 + BN(X) , BQ(X), 1 + BQ(X) and BN(X) , resp­
ectively. 0 

Lemma 11.3. When p == -1 (mod 8) , we have the following identities over 

Z: 
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1 1 
BQ(X)2 = 4 (p - 3) BQ(X) + 4 (p + 1) BN(X) , 

2 1 1 
BN(X ) = 4 (p + 1) BQ(X) + 4 (p - 3) BN(X) , 

1 1 
B Q ( X) B N ( X) = 4 (p + 1) + 4 (p - 3) B 1 (X) . 

Wh en p == 1 (mod 8), we have the following identities over Z: 

2 1 1 1 
BQ(X) = 2 (p - 1) + 4 (p - 5) BQ(X) + 4 (p - 1) BN(X), 

2 1 1 ( BN(X) = 4 (p - 1) BQ( X) + 4 (p - 5) BN X) , 

BQ(X) BN(X) = O. 0 

Denote by Q~ and Nf the dual codes of Q2 and N2, respectively. From 
Propositions 11.2 and 7.7, we deduce immediately: 

Proposition 11.4. If p == -1 (mod 8), then Q~ = Q~ and Nf = N~. If p == 1 
(mod8), then Q~ = N~ and Ni- = Q~. 0 

Denote by Q2 and N2 the extended binary quadratic residue codes. They are 
binary codes obtained by adjoining the zero-sum check symbol Coo = L:;':-~ c, 
to every codeword (co, Cl, .. . , Cp-l) of Q2 and N2, respectively, at the position 
00. Thus they are linear code of length p + 1 and have the same dimension 
(p + 1) /2 of Q2 and N2. If G is a generator matrix of Q~ (or N~) , then 

is a generator matrix of Q2 (or N2 , respectively) . 

Proposition 11.5. For p == -1 (mod 8), both Q2 and N2 are self-dual [p + 
I , (p + 1)/2]- codes . For p == 1 (mod 8), Q~ = N2 and Nf = Q2. 0 

By Proposition 11.1 , Q2 and N2 are equivalent. Therefore it is sufficient to 
consider Q2' 
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Let C be the p x p circulant matrix with the coefficients of XO, Xl, .. . , 
X p

-
l of (}Q(X) as its first row. Define 

{ 

OP if p == 1 (mod 8) , 

e= 1P ifp==-1(mod8), 

where OP and lP are the all 0 p-tuple and all 1 p-tuple, respectively, and 

G=(l lP). 
te C 

Then the rows of G generate Q2 though they are not linearly-independent . 
Both the columns and the rows are numbered by 00, 0, 1, ... , p - 1. 

We may regard the coordinate places 00, 0, 1, . . . , p - 1 as the nonhomo­
geneous coordinates of the p + 1 points of the projective line PG(l, IB'p) . It is 
known that an element 

(: ~) EPSL2(IB'2) 

induces a permutation on the points of PG(l, IB'p) in the following way 

az + b 
Zf-> --

cz + d 
for all 

where we agree that if c = 0, the point 00 is left fixed and if c 1= 0, the point 
00 goes to alc and the point -dlc goes to 00 . It is also known that PSL2 (Fp) 
acts triply transitively on PSL2(IB'p)' 

o 

Proposition 11.7. The minimum weight of the quadratic residue code Q2 of 

length a prime number p, which is == ±1 (mod 8), and with generator polynomial 

g2(X) is an odd number d for which 

(i) d2 > p ifp == 1 (mod8), 
(ii) d2 -d+1?:pifp==-1(mod8}. o 

Example 11.1. Let p = 7. Clearly 7 == -1 (mod8) and 3 is the least positive 
integer m such that p 12m 

- 1. Let w be a primitive element of IB' 23, and assume 
that w is a root of the primitive polynomial X3 + X + 1. We have R = {I, 2, 4} 
and N = {3, 5, 6}. Then 
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g2(X) = (X - w) (X - W
2) (X - W

4
) = X 3 + X + 1, 

h2(X) = (X - w3
) (X - w5

) (X - w6
) = X 3 + X2 + 1 , 

and we have the factorization of X 7 - 1 in IF 2 [X] 

The binary quadratic residue code Q2(7) is the cyclic code generated by 
g2(X) = X 3 + X + 1. Hence Q2(7) is a [7,4]-code and IQ2(7)1 = 24 = 16. By 
Proposition 11.7 (ii) the minimum distance d of Q2(7) satisfies d2 - d + 1 2: 7, 
from which we deduce d 2: 3. By the sphere-packing bound 

where [d;l] is the integral part of d;l. But 

Therefore d = 3 and the code Q2(7) is perfect . Q2(7) is known as the binary 
Hamming code of length 7, which is denoted by H7. 

By adding a zero-sum check symbol to every codeword of the code H 7 , we 
obtain the extended binary Hamming code of length 8 = 23 , which is denoted 
by Hs. It is easy to verify that Hs is doubly even and self-dual . 0 

Example 11.2. Let p = 23. Clearly 23 == -1 (mod 8) and 11 is the least 
positive integer m such that p 12m 

- 1. Let w be a primitive 23rd root of unity 
in IF2 11 , and assume that w is a root of the irreducible polynomial X ll + X 9 + 
X 7 + X 6 + X 5 + X + 1 of period 23 . We have 

R = {I, 2,3,4,6,8,9, 12, 13, 16, 18} 

and 

N = {5 , 7, 10, 11 , 14, 15, 17, 19,20,21, 22}. 

Then 

g2(X) = II (X - w T
) = Xll + X 9 + X7 + X 6 + X 5 + X + 1 , 

TER 
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h2(X) = II (X - W
S

) = Xll + X 10 + X 6 + X 5 + X4 + X2 + 1 
sEN 

and we have the factorization of X 23 - lover IF 2 

183 

The binary quadratic residue code Q2(23) is the cyclic code generated by 
92(X), Hence Q2(23) is a [23,12]-code and IQ2(23)1 = 212 . By Proposi­
tion 11.7(ii) the minimum distance d satisfies d2 - d + 1 ~ 23. Since d is odd 
we have d ~ 7. But 

It follows that d = 7 and Q2(23) is a perfect code. The code Q2(23) is 
known as the binary Golay code, which is usually denoted by G 23 . 

By adding a zero-sum check symbol to every codeword of the code G23 , we 
obtain the extended binary Golay code G24 , which is a doubly even self-dual 
[24,12,8]-code. 0 

Example 11.3. Let p = 17. Then p == 1 (mod 8) and 8 is the least positive 
integer m such that p 12m 

- 1. Let w be a primitive 17th root of unity in IF 28 
and assume that w is a root of the irreducible polynomial X 8 + X 5 + X 4 + X3 + 1 
of period 17. We have 

and 

Then 

and 

R = {I, 2, 4, 8, g, 13, 15, 16} 

N = {3, 5,6,7, 10, 11, 12, 14} . 

92(X) = II (X - wT
) = X 8 + X 5 + X4 + X 3 + 1, 

TER 

h2(X) = II (X - W
S

) = X 8 + X7 + X 6 + X4 + X2 + X + 1 
sEN 

which is a factorization over IF 2· 

The binary augmented quadratic residue codes Q2(17) and N2(17) are 
cyclic binary [17, 9]-codes generated by 92(X) and h2(X), respectively, and 
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the binary expurgated quadratic residue codes Q~(17) and N~(17) are cyclic 
binary [17, 8]-codes generated by (X -1) g2(X) and (X -1) h2(X), respectively. 
By Proposition 11 .5 , the extended binary quadratic residue codes Q2(17) and 
N2 (17) are dual to each other. 0 

11.2. Quaternary Quadratic Residue Codes 

We follow the notation of the preceding section. We have the factorization 
of XP - 1 in IF2[X] (11.2) 

where 

g2(X) = II (X - w
T

) and h2 (X ) = II (X - W
s

) . 

TER sEN 

By Hensel's lemma, there are monic polynomials X - a, g(X) , h(X) E 
Z4 [X] such that they are pairwise coprime, X - a = X-I , g(X) = g2(X), 
1,,(X) = h2(X), and 

XP - 1 = (X - a) g(X) h(X) m 

Substituting X = 1 into the above equation, we obtain (1 - a) g(l) h(l ) = O. 
Since g(l) = g2(1) ::j:. 0 and 1,,(1) = h2(1) ::j:. 0, g(l) and h(l) are both invertible 
elements of Z4' Therefore a = 1 and 

XP - 1 = (X - 1) g(X) h(X) (11.3) 

in Z4 [X], Moreover , g(X) and h(X) are the Hensel lifts of g2(X) and h2(X), 
respectively, and hence, they are uniquely determined by g2(X) and h2(X), 

Definition 11.1. The quaternary quadratic residue codes Q4(P), Q~(p), N4(p), 
N~ (p) are defined to be the Z4-cyclic codes of length p generated by g(X), (X-
1) g(X), h(X) , (X - 1) h(X) , respect ively. 0 

Clearly, both Q4(P) and N4(p) are of type 4 (p+l) /2, and both Q~(p) and 
N~(p) are of type 4(p-l) /2 In the following, for simplicity, we denote Q4(P), 
Q~ (p), N4 (p) and N~ (p) by Q 4, Q~, N4 and N~, respectively, if the code length 
p is clear from the context. 
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Let us compute the generating idempotents of the quaternary quadratic 
residue codes. 

Proposition 11.8. Let p = ±1 (mod8) and write p ± 1 = Sr, where r is a 

positive integer. The generating idempotents of Q4, Q~ , N4 and N~ are given 
by the following table: 

Table 11.1. Generating idempotents of quaternary quadratic residue codes. 

p + 1 = 8r p - 1 = 8r 

r odd r even r odd r even 

Q4 OQ(X) + 20N(X) 30Q(X) 1 + 20Q(X) + 30N(X) 1 + ON(X) 

Q~ 1 + 20Q(X) + 30N(X) 1 + ON(X) OQ(X) + 20N(X) 30Q(X) 

N4 20Q(X) + ON(X) 30N(X) 1 + 30Q(X) + 20N(X) 1 + OQ(X) 

N' 4 1 + 30Q(X) + 20N (X) 1 + OQ(X) 20Q(X) + 0N(X) 30N(X) 

Proof. It follows from Proposition 7.27 and Lemma 11.3. o 

Parallel to Proposition ILl , we have 

Proposition 11.9. Let j be an integer and 0 < j < p. If j E Q, then 7rj 

leaves everyone of Q4, Q~, N4 and N~ invariant. If j E N, then 7rj carries 

Q4, Q~, N4 and N~ into N 4, N~, Q4 and Q~, respectively. 

Proof. By Proposition l1.S. o 

Parallel to Proposition 11.4 we have 

Proposition 11.10. Ifp = -1 (modS), then Qf = Q~ and Nl = N~ . If 

p = 1 (modS), then Qf = N~ and Nl = Q~. 

Proof. By Propositions 7.29 and l1.S. o 

Corollary 11.11. If p = -1 (modS), Q~ and N~ are self-orthogonal 

codes. 0 

Definition 11.2. The extended quaternary quadratic residue codes Q4 and 
N4 are defined to be the Z4-codes obtained from Q4 and N 4 , respectively, 
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by adjoining the zero-sum check symbol Ceo = - L:f~~ c, to every codeword 
(co, C1, ... , Cp-l) of Q4 and N4 at coordinate position 00. 0 

We have the following lemma: 

Lemma 11.12. Let G be a generator matrix ofQ~ (or N~). Then 

(11.4) 

is a generator matrix of Q4 (or N 4 , respectively). Moreover, when p == 
-1 (mod8), 

(11.5 ) 

is a generator matrix of 04 (or N4 , respectively), and when p == 1 
(mod 8), 

(11.6) 

is a generator matrix of 04 (or N4 , respectively). 

Proof. By Definition 11.1 , Q4 and Q~ are cyclic Z4-codes of length p with 
generator polynomials g(X) and (X -1) g(X), respectively. Over Z2, we have 

where X-I, g2(X) and h2(X) are pairwise coprime. Over Z4, we have 

XP - 1 = (X - 1) g(X) h(X), 

where g(X) = g2(X) and h(X) = h2(X), By Lemma 5.1, X-I , g(X) and 
h(X) are pairwise coprime over Z4 ' But 

Xp-1 + Xp-2 + ... + X + 1 = g(X) h(X) . 
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Therefore there are polynomials a(X) and b(X) such that 

a(X)(Xp-l + Xp-2 + ... + X + 1) + b(X) (X - 1) g(X) = g(X). 

It follows that (11.4), with G a generator matrix of Q~, is a generator matrix of 
Q4 . Similarly, (11.4), with G a generator matrix of N~, is a generator matrix 
of N 4 . 

The second and third assertions follow immediately from the first one. 0 

Definition 11.3. When p == 1 (mod8) we define 04 (or N4 ) to be the Z4-codes 
generated by the following matrix 

(11. 7) 

where G is a generator matrix of Q~ (or N~, respectively) . o 

From Proposition 11.10, we deduce 

Proposition 11.13. If p == -1 (mod 8), Q4 and H4 are self-dual codes. If 
- - 1. - - 1.-

P = 1 (mod8) , Q 4 = Q4 and N4 = N 4· 

Proof. By Lemma 11.12, Q4 has generator matrix (11 .5) , where G is a gen­
erator matrix of Q~. If p == -1 (mod8), by Proposition 11.10 every row of 
G is orthogonal to every row of (11.4). It follows that any two rows of G are 
orthogonal. Thus Qt ~ Q4. But IQ41 = IQ41 = 4(p+l) / 2 . By Proposition 1.2, 
IQtl = 4 p+l-(p+l) / 2 = 4(p+l) / 2 . Therefore Qt = Q4 , i. e., Q4 is self-dual. 

Similarly, if p == -1 (mod 8), H4 is also self-dual. 
If p == 1 (mod8), Q4 (or H4 ) has generator matrix (11.6), 

(f 1: 1) 
where G is a generator matrix of Q~ (or N~, respectively). It also follows from 
Proposition 11.10 that Qt = 04 and Hi- = N4. 0 

A Z4-linear code C is called isodual if C is equivalent to its dual C..L . 
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Clearly, when p == 1 (mod 8), 04 (or N4 ) is equivalent to 04 (or N4 , 

respectively) . Therefore the second assertion of Proposition 11.13 implies 

Corollary 11.14. If p == 1 (mod 8), both 04 and N4 are isodual. o 

By Proposition 11.9 Q4 and N4 are permutation-equivalent . Therefore 04 
and N4 are permutation-equivalent and when p == 1 (mod 8), 04 and N4 are 
permutation-equivalent. Therefore it is sufficient to study Q4, 04 and 04 ' 

Parallel to Proposition 11.16 we have 

Proposition 11.15. PSL2 (lF'p) ~ Aut 04 . If P == 1 (mod 8) , we also have 

PSL2(lF'p) ~ Aut04 ' 0 

The proof of Proposition 11.15 is almost t he same as that of Proposi­
tion 11.6 and is omitted . 

Proposition 11.16. Let d be the minimum Lee weight of the quaternary 

quadratic residue code 04 of length p, where p is a prim e == ±1 (mod 8) . Then 

(i) if there is a minimum Lee weight codeword in 04, which has a compo­
nent equal to 2, then 

(d - 1)2 - (d - 1) + 1 - 4n2 (n2 - 1) 2: 2q + 1 , 

where n2 is the number of components equal to 2 of that codeword. 
(ii) If all minimum Lee weight codewords in 04 have no component equal 

to 2, then 

Proof. By Proposition 11.9, Q4 and N4 are permutation-equivalent , so they 
have the same minimum Lee weight d. We know that 

Q4 = (g(X)) , N4 (X) = (h(X)) , 

and 
g(X) h(X) = XP - 1 . 

X -1 

Therefore the intersection of the Z4-cyclic codes Q4 and N4 is the code 
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Let f = (fcc» fo , h, ··· , fp-d be a codeword of minimum Lee weight din 
Q4 and let 

n 2 = I {i E {oo , 0, 1, ... , p - I} I Ii = 2} I , 
i.e., n2 is the number of components of f which are equal to 2. Then the 
number of components of f which are equal to 1 or 3 is d - 2n2. 

Consider first the case n2 =f:. O. By Proposition 11.15, PSL2(IFp) ~ Aut 
Q4 . Since PSL2(IF2) acts transitively on PG(I , IFp) = {oo, 0, I, .. . , p - I}, 
by applying some automorphism in PSL2(IFp), we can assume that f"", = 2. 

We assert that not all nonzero fi (0 :S i :S p - 1) are equal to 2; otherwise, 
({3(fo) , {3(h) , ··· , (3(fP-l)) would be a codeword in Q4 and then (- L:~':-~ 
(3(f;) , (3(fo), (3(h), ... , (3(fP-l)) would be a codeword of Lee weight less than 
din Q4, which is a contradiction. 

Let j be an integer with 0 < j < p and j E N . Then 7rj (Q4) = N4 
and 7rj(f) E N4 . Let 7rj(f) = k = (k""" ko, k1, . . . , kp-d Applying some 
automorphism in PSL2(IFp) we can assume that k"", = ±l. 

Let 
p-l p-l 

f(X) = L fi Xi and k(X) = L kiXi, 
,=0 i=O 

then f(X) E Q4 and k(X) E N4. Since Q4 n N4 = (1 + X + ... + Xp-l), we 
have 

f(X) k(X) = a(1 + X + ... + Xp-l), where 

Substituting X = 1 into the above equation, we obtain 

f"", k"", = ap(mod 4). 

Since f "", = 2, k"", = ±1, and p == ±1 (mod4), we must have a = 2. It follows 
that 

f(X) k(X) = 2(1 + X + .. . + Xp-l), 

all the p coefficients of which are equal to 2. Now let us examine how products 
fik j might combine to give a coefficient 2 in 1 + X + ... + Xp-l . Clearly 

W2(f(X)) = n2 - I, Wl(f(X)) + w3(f(X)) = d - 2n2 , 

w2(k(X)) = n2, wl(k(X)) + w3(k(X)) = d - 2n2 -1 . 

Therefore 
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Simplifying, we get 

(d - 1)2 - (d - 1) + 1 - 4n2(n2 - 1) ~ 2p + 1 . 

Thus (i) is proved. 
(ii) can be proved in a similar way. o 

Example 11.4. Let us study the quaternary quadratic residue code Q4(7) . 
We have 

where 

g2(X) = X 3 + X + 1, 

h2(X ) = X 3 + X2 + 1 . 

By Proposition 5.15, the Hensel lifts of g2(X) and h2(X) can be computed 
and are 

g(X) = X 3 + 2X2 + X - 1 , 

and 
h(X) = X 3 - X2 - 2X - 1 , 

respectively. We have 

X7 - 1 = (X - 1) g(X) h(X) over IZ.4 . 

The quaternary quadratic residue code Q4(7) is the IZ.4 -cyclic code oflength 
7 with generating polynomial g(X) and the extended quaternary quadratic 
residue code Q4(7) is the IZ.4-linear code with generator matrix 

121 

1 2 

1 

-1 

1 -1 

2 1 

1 2 

-1 

1 

It is easy to prove that the above mat rix is equivalent to (1.6). Hence Q4(7) 
is equivalent to the octacode. By Proposition 11.13 , Q4(7) is self-dual , but we 
already knew that the octacode is self-dual in Example 1.3. 0 

Example 11.5. Let us study the quaternary quadratic residue code Q4(23). 
We have 
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where 

and 

h2(X) = Xll + X 10 + X 6 + X 5 + X4 + X2 + 1 . 

By Proposition 5.15, the Hensel lifts of g2(X) and h2(X) can be computed, 
and they are 

and 

respectively. We have 

X 23 - 1 = (X - 1) g(X) h(X) over Z4 . 

The quaternary quadratic residue code Q4(23) is the Z4-cyciic code of 
length 23 with generating polynomial g(X) and the extended quaternary quad­
ratic residue code Q4(23) is a Z4-linear code, the generator matrix of which 
can be easily written down. Q4(23) and Q4(23) are also called the quater­
nary Golay code and the extended quaternary Golay code, respectively. By 
Proposition 11.13, Q4(23) is self-dual. Moreover, Q4(23) has 412 codewords 
and minimum Lee weight 12. 0 

Example 11.6. Let us study the quaternary quadratic residue codes Q4(17). 
We have 

where 

and 
h2(X) = X 8 + X7 + X 6 + X4 + X2 + X + 1 . 

By Proposition 5.15 we can compute the Hensel lifts of g2(X) and h2(X), 
and they are 

and 
h(X) = X 8 + X7 + 3X + 3X4 + 3X2 + X + 1 
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respectively. We have 

Xl7 - 1 = (X - 1) g(X) h(X) over Z4' 

The quaternary quadratic residue code Q 4 (17) is the Z4 -cyclic code of 
length 17 with generator polynomial g(X). By Corollary 11.14, the extended 
quaternary quadratic residue code Q4(17) is isodual, or more precisely, 
---.L ------ ------
Q4(17) = Q4(17) , where Q4(17) is the Z4-linear code with generator ma-
trix (11.7), where G is a generator matrix of the Z4-cyclic code Q~(17) with 
generator polynomial (X - l)g(X) . Q4(17) has 49 codewords and minimum 
Lee weight 8. 0 

For later applications let us introduce the Euclidean weights of vectors in 
Z~. First, the Euclidean weights of 0,1 ,2,3 of Z4 are defined to be 0, 1,4, 1, 
respectively. Then the Euclidean weight of an n-tuple in Z~ is defined to be 
the integral sum of the Euclidean weights of its components. 

Proposition 11.17. Letp be an odd prime and assume thatp== -1 (mod8). 
Th en all Euclidean weights of the codewords in the extended quaternary quad­
ratic residue codes Q 4 and N 4 are divisible by 8. 

Proof. By Proposition 11.9, Q4 and N4 are equivalent. So we consider only 
Q4' Write p+ 1 = 81', where l' is a positive integer. Let e(X) be the generating 
idempotent of Q4 and C the p x p circulant matrix with the coeffi cients of 
XO, Xl, ... , Xp-l of e(X) as its first row. Then the rows of C span Q4' 

If l' is odd, then e(X) = BQ(X) + 2BN (X) and there are ~ = 41' - 1 
coefficients of e(X) equal to 1, 4r - 1 coefficients equal to 2, and all other 
coefficients equal to O. So the zero-sum check symbol of e(X) is -1. Thus the 
rows of the matrix 

span Q 4 over Z4. The Euclidean weight of each row of the above matrix is 
equal to 

1 + (41' - 1) + (4r - 1) . 4 = 20r - 4 == 0 (mod 8) . 

If T is even, then e(X) = 3BQ(X), there are 41' -1 coefficients of e(X) equal 
to 3 and all other coefficients equal to O. So the zero-sum check symbol of e(X) 
is also -1. Thus the rows of the matrix 
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span Q4 over Z4 . The Euclidean weight of each row of the above matrix is 
equal to 1 + 4r - 1 = 4r == 0 (modS). 

Then we can use induction to prove that the Euclidean weight of every 
codeword in Q4 is divisible by S. This follows from the identity 

II x + y 112 == II X 112 + II y 112 + 2x . y (mod S) , 

where II x 112 denote the Euclidean weight of x E Z4', and the fact that Q4 is 
s~~dual. 0 

For the extended quaternary Golay code we have 

Proposition 11.18. The extended quaternary Golay code has minimum 

Lee weight 12, minimum Euclidean weight 16, and minimum Hamming 
weight S. 0 

For the proof of Proposition ILlS, see Bonnecaze et al. (1995). 

Changing from a binary alphabet to a quaternary alphabet provides extra 
flexibility in constructing self-dual and isodual codes. 

Definition 11.4. The supplementary quaternary quadratic residue codes 
SQ(p) and SN(p) are defined to be the Z4-linear codes obtained by supple­
menting the codes Q~ (p) and N~ (p), respectively, with the all 2 p-tuple 2(IP) 
(2,2, . .. ,2) . That is SQ(p) = (Q~(p) , 2(I P )) and SN(p) = (N~(p), 2(IP)) . 0 

We write SQ and SN for SQ(p) and SN(p), respectively, if no ambiguity 
arises . 

From Proposition 11.10 we deduce also 

Proposition 11.19. If p == -1 (modS), then SQ and SN are self-dual. If 

p == 1 (mod 8), then S~ = SN and SQ and SN are isodual. 

Proof. We consider only SQ for S N can be treated in a similar way. 
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First we prove that the word 2(1P) ~ Q~, where Q~ is the Z4-cyclic code of 
length p with generator polynomial (X - 1) g(X) . 2(1P) can be expressed as 
the polynomial 

2 + 2X + 2X2 + ... + 2Xp-1 

Substituting X = 1 into this polynomial, we obtain 2p t= 0 (mod4). Therefore 
2 + 2X + 2X2 + ... + 2Xp-1 is not a multiple of X-I. Hence 2(P) ~ Q~. It 
follows that SQ has generator matrix 

(11.8) 

where G is a generator matrix of Q~ . 

Consider the case p == -1 (mod 8) . By Lemma 11.12, (11.4) 

is a generator matrix of Q4 . By Proposition 11.10, every row of G is orthogonal 
to every row of (11.4). Clearly, the last row of (11.8) is orthogonal to itself. 
Therefore any two rows of (11.8) are orthogonal. It follows that S~ C SQ . But 
ISQ I = IQ~ I· 2 = 4(p-I)/2 2. By Proposition 1.2, we also have IS~ I = 4(p-l) /2. 2. 

Therefore S~ = SQ, i.e., SQ is self-dual. 
Then consider the case p == 1 (mod8) . By Proposition 11.10, Q4 = N~J. 

and N4 = Q~J.. But SQ C Q4 , so SQ C N~J.. From P E N4 we deduce that 
P is orthogonal to every row of G. Therefore 2(1P) is also orthogonal to every 
row of G and that SQ C (2(1P))J.. It follows that SQ C (N~, 2(P))J. = S~. 
But ISQI = ISNI = 4(p-l)/2 2, therefore SQ = S~ and S~ = SN. By 
Proposition 11.9, Q4 and N4 are permutation-equivalent , so are SQ and SN. 
Hence SQ is isodual. 0 

Example 11.7. SQ(7) is a self-dual Z4-code of length 7 and its binary image 
4>(SQ(7)) is a formally self-dual binary code of length 14. Clearly ISQ(7) 1 = 
43 .2 = 27 and the minimum Lee weight of SQ(7) is 4. Therefore 14>(SQ(7))1 = 27 
and the minimum Hamming distance of 4>(SQ(7)) is also 4. 

SQ(17) is an isodual code of length 17, it has 217 codewords and its mini­
mum Lee weight is 6. 

SQ(23) is a self-dual Z4-code of length 23, it has 223 codewords . It can be 
proved that the minimum Euclidean weight of SQ(23) is 12. 0 

Most of this section are from Bonnecaze and Sole (1994) and Bonnecaze 
et al. (1995). 



CHAPTER 12 

QUATERNARY CODES AND LATTICES 

12.1. Lattices 

We state some definitions and facts on lattices below; for details, see Con­
way and Sloane (1993). 

Let JRn = {(XI, .. . , xn) I Xi E JR} be the n-dimensional row vector space 
over JR . For x = (XI, . .. , xn) and y = (YI, . .. , Yn) E JRn define the inner 
product of x and y by 

then JRn together with the inner product is called the n-dimensional Euclidean 
space, which is also denoted by JRn. For any x E JRn, x2 = X . x is called the 
norm of x . 

A lattice L in the n-dimensional Euclidean space JRn is a free abelian 
subgroup of rank n of the additive group of JRn, i.e ., there exists a basis 
{el, ... , en} of JRn such that L = Zel + ... + Zen· L is also called an n­

dimensional lattice . 

For example, zn = {(Zl, . . . , Zn)I Zi E Z} is a lattice in JRn There exists a 
basis 

{el = (1, 0, .. . , 0), . . . , en = (0, ... , 0, I)} 

of JRn such that zn = Zel + ... + Zen. zn is called the standard lattice of JRn 
and {el, ... , en} is a basis of zn . 

Let el = (1, 0) and e2 = (,;2, ,;2), then L = Zel + Ze2 is a lattice in JR2, 
(see Fig. 12.1) . 

195 
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Fig. 12 .1. 

Let L be a lattice in IRn A basis {el, ... , en} of IRn such that L = 

Zel + ... + Zen is called a basis of L . Let {el, . .. , en} be a basis of L, % E Z 
(1 ::; i, j ::; n), and 

n 

T/i = L qij e j, 
j= 1 

i = 1, .. . , n, 

then {T/1 ' . . . , T/n} is also a basis of L if and only if the matrix 

Q = (qijh'$i,j'$n 

is unimodular, i.e., det Q = ±l. 
A fundam ental region of a lattice L in IRn is a set of vectors in IRn that 

contains one and only one vector from each coset of IRn relative to L . Let 
e1 , . .. , en be a basis of L , then the parallelogram 

is an example of a fundamental region of L , called a fundamental parallelogram. 
The volume of PL is 

vol PL ~ det (::) . 

Clearly, 
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and (vol Pd2 is independent of the particular choice of the basis of L. Define 

disc L = det (ci . Cjh:5i,j :5 n , 

which is called the discriminant of L. Clearly 

disc L = (vol Pd 2 
. 

If Land L' are lattices in ~n and L' ~ L, then we have 

disc L' = disc L I LI L' I2 , (12.1) 

where ILl L'I is the index of L' in L. 
For the standard lattice zn in ~n we have disc zn = 1. For the lattice 

L = ZCl + ZC2 where C1 = (1, 0) and C2 = (..;2, ..;2), we have disc L = 2. 
Let L be a lattice in ~n. The dual of L, denoted by L * is defined by 

L* = {x E ~nlx · y E Z for all y E L}. 

For example, (zn)* = zn and for L = ZCl + ZC2 , where C1 = (1,0) and 
C2 = (..;2, ..;2), we have L* = Z(I, -1) + Z(O, ~) . 

It is easy to prove that if L is an n-dimensional lattice with {C1, . .. , cn} as 
a basis, then L * is also an n-dimensional lattice with {cr, . . . , c~} as a basis, 
where cr, . .. , c~ are defined by 

1 :S i, j :S n . 

A lattice L in ~n is said to be integral, if L ~ L *, in other words , if x· y E Z 
for all x, y E L . L is said to be even, if x 2 E 2Z for all x E L. L is said to be 
unimodular, if L * = L . 

It is clear that L is unimodular if and only if L is integral and disc L = 1. 

It is also clear that if L is even, then it is also integral. 
The theta series fh (q) of the integral lattice L is the formal power series 

00 

(h(q) = L qX
2 

= L Nmqm, 
xEL m=O 

where N m is the number of vectors x E L with norm m. 
Let L be an n-dimensional lattice, L1 and L2 be lattices contained in Land 

of dimensions n1 and n2, respectively, and n = nl + n2. Assume that every 
vector of L can be expressed uniquely as a sum of a vector of L1 and a vector 
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of L2 and that x . y = 0 for any x E L1 and y E L2. Then we say that L is 
the orthogonal direct sum of L1 and L2 and write L = L1 1.. L2. 

Two lattices L1 and L2 in IRn are said to be isomorphic, if there exist an 
orthogonal transformation a , i.e., an element a E On(IRn) such that a(Ld 
= L 2 · 

12.2. A Construction of Lattices from Quaternary Linear Codes 

Let p be the natural homomorphism 

from the ring of integers to the residue class ring of Z modulo the ideal (4). As 
before, the elements of Z4 are denoted by 0, 1,2 and 3, that is, they represent 
the residue class (4), 1 + (4),2 + (4), and 3 + (4), respectively. 

The map p can be extended to a map from the standard lattice zn in IRn 
to Z~, the additive group of n-tuples over Z4, which is denoted also by p, as 
follows : 

p: zn -+ Z~ 

Clearly, this is a group homomorphism. 
Let C be a quaternary linear code of length n and type 4k'2k2. Denote the 

complete inverse image of C under p by p-1(C). Then we have 

Proposition 12.1. Let p : zn -+ Z~ be the map (12 .2) and C be a quaternary 
linear code of length n and type 4k, 2k2. Then p-1 (C) is a lattice in IRn and 
disc p-l(C) = 42n-2k,-k2. 

Proof. Since ICI = 4k'2k2, IZ~/CI = 4n-k,-k22k2. By the first isomorphism 
theorem , 

zn/p-1(c)::: Z~/C . 

Consequently, Izn/p-1(C)1 = 4n-k,-k22k2. Therefore p-1(C) is a free abelian 
subgroup of zn of rank n and hence, is a lattice in IRn Moreover , by (12.1) 

disc p-1(C) = disc Zn I zn/p-l(C)1 2 

o 
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Definition 12.1. Let C be a quaternary linear code of length n . The lattice 

1 
Lc = 2 p-I(C) 

is called the lattice in IRn associated with C. o 

Clearly, 

Lc = {~(C + 4z) ICE C, Z E zn} , 
where C is regarded as n-tuples with integers 0, I, 2, 3 as components. 

Proposition 12.2. Let C be a quaternary linear code of length nand Lc = 
~ p-l (C) . Then 

(i) Lc is integral if and only if C is self-orthogonal. 

(ii) Lc is unimodular if and only if C is self-dual. 
(iii) Lc is even if and only if the Euclidean weights of all codewords of C 

are divisible by 8. 

Proof. Let 

and 

be any two vectors of Lc, i.e ., CI, C2 E C and Zl, Z2 E zn. We manipulate 
in 1R, 

(12.3) 

(i) If C is self-orthogonal, CI 'C2 = 0 when it is manipulated in Z4 ' It follows 
that if CI . C2 is manipulated in Z we have CI . C2 E 4Z. Therefore Xl . X2 E Z. 
Hence Lc is integral. 

Conversely, if Lc is integral, i.e., Xl . X2 E Z for all Xl, X2 E Lc . It follows 
from (12 .3) that CI . C2 E 4Z. Therefore CI . C2 = 0 in Z4' Hence C is self­
orthogonal. 

(ii) Let C be of type 4k12k2 By Proposition 12.1 , disc Lc = 4-n 

42n-2kl-k2 = 4n-2kl-k2 We deduce disc Lc = 1 if and only if n = 2kl + k 2 . 

Therefore disc Lc = 1 if and only if ICI = 2n . By (i), Lc is integral if and only 
if C <;:;; C.l . Hence 

Lc is unimodular ¢:} Lc is integral and disc Lc = 1 

¢:} C <;:;; C.l and ICI = 2n 

¢:} C = C.l 
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(iii) Let x = ~ (c + 4z) be any vector of Lc, i.e., c E C and z E zn. 
Manipulating in JR, we have 

1 
x . x = - c . c + 2c . z + 4z . z . 

4 

Therefore Lc is even if and only if c . c E 8Z. But c . c is the Euclidean weight 
clc . D 

Corollary 12.3. Let C be a self-dual quaternary linear code such that the 

Euclidean weights of all codewords of C are divisible by 8. Then Lc is an even 

unimodular lattice. D 

Corollary 12.4. Let Q4(P) be the extended quaternary quadratic residue code 

of length P + I , where p is a prime == -1 (mod8). Then L Q4 (p) is an even 
unimodular lattice of dimension p + 1. 

Proof. By Proposition 11.13, when p == -1 (mod8), Q4(P) is self-dual and by 
Proposition 11.17, the Euclidean weights of all codewords of Q4(P) are divisible 
~8. D 

Example 12.1. Let 0 8 be the octacode. By Example 11.3 0 8 is equivalent 
to Q4(7). Therefore the lattice L08 is an even unimodular lattice. But L08 

is an eight-dimensional lattice and the Gosset lattice E8 is the unique even 
unimodular lattice of dimension 8 to within isomorphism, (see Conway and 
Sloane (1993)). Therefore L08 is isomorphic to E8 . It is known that the first 
three terms of the theta series () E8 (q) are as follows: 

(}E8(q) = 1 + 240q2 + higher terms, 

where 240 is the number of vectors of norm 2 in the lattice E8 , (see Conway 
and Sloane (1993), p. 122) . D 

Example 12.2. Let Q4(23) be the extended quaternary Golay code of length 
24. By Corollary 12.4, L Q4 (23 ) is an even unimodular lattice of dimension 24. 

By Proposition 11.18, Q4(23) has minimum Euclidean weight 16. It follows 
that the minimum norm of L Q 4(23) is 4. But the Leech lattice A24 is the unique 

even unimodular lattice without vectors of norm 2 in JR24 to within isomor­
phism, (see Conway and Sloane (1993), Chap. 12 or Wan (1997)). Therefore 
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L Q4 (23) is isomorphic to A24 . It is known that the first five terms of the theta 
series 8 A24 (q) are as follows: 

8A24 (q) = 1 + 196, 560q4 + higher terms, 

where 196,560 is the number of vectors of minimum norm 4 in the lattice A24 , 
(see Conway and Sloane (1993), p. 131). 0 

Corollary 12.5. Let 5Q(p) be the supplemented quaternary quadratic residue 

code of length p, where p is a prime and p == -1 (mod8). Then LSQ(p) is a 
unimodular lattice. 

Proof. By Proposition 11.19, when p == -1 (mod 8), 5Q(p) is self-dual. 
Therefore by Proposition 12.2 (ii), LsQ(p) is unimodular. 0 

Example 12.3. Let 5Q(7) be supplemented quaternary quadratic residue code 
of length 7. By Corollary 12.5, LSQ(7) is a unimodular lattice of dimension 7. 
It is known that 7i} is the unique unimodular lattice of dimension 7 to within 
isomorphism, (see Conway and Sloane (1993), Chap . 2, §2.4). Therefore LSQ(7) 

is isomorphic to 'l}, i.e., there is an orthogonal transformation a E 07(lR) such 
that a(LsQ(7)) = 'l} . 0 

Example 12.4. Let 5Q (23) be the supplemented quaternary quadratic residue 
code of length 23. By Corollary 12.5, L SQ (23) is a unimodular lattice of di­
mension 23. But 5Q(23) has minimum Euclidean weight 12 (Example 11.7). 
It follows that L SQ (23) has minimum norm 3. But there is a unique unimod­
ular lattice of minimum norm 3 to within isomorphism, which is denoted by 
0 23 , (see Conway and Sloane (1993), Chaps. 16 and 19). Therefore L SQ (23) is 
isomorphic to 0 23 , 0 

We end this section with more examples. 

Example 12.5. Let J(4 be the Z4-linear code with generator matrix (1.3) 

( ~ ~ ~ ~) 
o 0 2 2 

introduced in Example 1.1. It is known that J(4 is a self-dual code. By Propo­
sition 12.2 (ii) Lx:.. is a unimodular lattice. It is known that Z4 is the unique 
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unimodular lattice of dimension 4 to within isomorphism, (see Conway and 
Sloane (1993), Chap . 2, §2.4) . Therefore LK.4 is isomorphic to Z4 0 

Example 12.6. Let K,s be the Z4-linear code with generator matrix (1.7) 

1 1 1 1 1 1 1 1 

o 2 0 0 0 0 0 2 

o 0 2 0 0 0 0 2 

000 200 0 2 

o 0 0 0 2 002 

o 0 0 0 0 2 0 2 

o 0 0 0 0 0 2 2 

introduced in Example l.4. It is known that K,s is a self-dual code. It is 
also clear that every row of the matrix (l.7) is of Euclidean weight 8. As in 
the proof of Proposition 1l.17 we can show that the Euclidean weights of all 
codewords of K,s are divisible by 8. Therefore by Corollary 12.3, LK.s is an even 
unimodular lattice of dimension 8. But the Gosset lattice Es is the unique even 
unimodular lattice in IRs to within isomorphism. Therefore LK.s is isomorphic 
to Es. Together with Los of Example 12.1 we already have two constructions 
of Es from quaternary codes. 0 

Example 12.7. Besides Os and K,s, there are two more self-dual Z4-codes 
of length 8, denoted by K,~ and Qs, respectively, which were introduced by 
Conway and Sloane (1993a). K,~ has generator matrix 

III 1 000 2 

o 0 0 2 1 III 
o 2 0 2 0 000 

002 2 000 0 

o 0 0 0 0 202 

o 0 0 0 0 0 2 2 

and Qs has generator matrix 

001 102 1 3 

000 2 131 1 

1 1 0 2 0 0 1 3 

o 2 0 2 0 2 0 2 

o 0 0 0 0 0 2 2 

(12.4) 

(12.5) 
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Clearly the Euclidean weight of every row of (12.4) and (12.5) is 8. As in the 
proof of Proposition 1l.17 the Euclidean weights of all codewords of.q and Qs 
are divisible by 8. By Corollary 12.3, both L IC , and LQa are even unimodular 
lattice in IRs . a 

Thus we have altogether four constructions of the Gosset lattice Es from 
quaternary codes; they are LOa' LlCa, LIC~, and LQa ' 0 

Example 12.8. Let RM(r, m) be the rth-order Reed-Muller code of length 
2m

, where 0 ~ r ~ m. Consider the Z4-code 

RM(l, m) + 2RM(m - 2, m). 

It is known that RM(l, m) is doubly even, that RM(l, m).L = RM(m - 2, m), 
and that for any a, a' E RM(1, m) a*a' E RM(m-2, m) . By Proposition 3.20 
the code RM(l, m) + 2RM(m - 2, m) is a self-dual Z4-linear code. It is easy 
to verify that the Euclidean weights of all its codewords are divisible by 8. By 
Corollary 12.3 the lattice 

1 2~ 
LRM (1,m)+2RM(m-2,m) = 2 (RM(l, m) + 2RM(m - 2, m) + 4Z ) 

associated with the Z4-linear code RM(l, m) + 2RM(m - 2, m) is an even 
unimodular lattice of dimension 2m . Denote it by Lm. 

When m = 4, it is easy to check that the minimum Euclidean weight of 
RM(l, 4) + 2RM(2, 4) is 8 and the minimum norm of L4 is 2. It is not difficult 
to prove that L4 is isomorphic to Es ~ Es . 

When m = 5, it is easy to check that the minimum Euclidean weight of 
RM(l, 5) + 2RM(3, 5) is 16 and the minimum norm of L5 is 4. L5 is the 
Barnes- Wall lattice of dimension 32 and is usually denoted by BW32 . 0 

Most of this section are from Bonnecaze and Sole (1994) and Bonnecaze 
et ai. (1995). 



CHAPTER 13 

SOME INVARIANT THEORY 

In this chapter we review some classical invariant theory, which will be 
needed in the study of weight enumerators of self-dual quaternary codes in 
Chap . 14. 

13.1. The Poincare Series 

Let e denote the complex field, n be an integer:::: 1, Xl, . .. , Xn be n 
independent indeterminates, and qx l , ... , XnJ be the polynomial algebra in 
Xl, . . . , Xn with coefficients in <C. We write A = qxl , ... , XnJ for simplicity. 
Denote by A"" the set of homogeneous polynomials of degree m, where m :::: o. 
Then A"" (m = 0, 1,2, . .. ) are subspaces of A, AD = C, Al = eXI + .. ·+CXn , 

00 

A = + A"", 
",,=0 

and 
for all i, j :::: o. 

Here and after we use + to denote the direct sum of subspaces. 
Define the Poincare series of A = qxl , ... , XnJ as the formal power series 

00 

<I>(A , A) = L (dim A",,) Am , 
",,=0 

where A is an indeterminate. It is well known that 

{X~l . .. X;;'n I mi :::: 0 and ml + ... + mn = m} 

is a basis of A"", therefore dim A"" is the number of partitions of minto n 
non-negative integers ml , . .. , mn and is known to be equal to 

205 
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Clearly, we have 
<1>(A, A) = (1 - A)-n . 

More generally, let S be a subspace of A = <C [Xl, ... , XnJ and assume 
that S is homogeneous, which means that for any f E S if we express f as a 
sum of homogeneous polynomials of different degrees f = h + ... + fs (say), 
where fi'S are homogeneous and deg fi =P deg iJ for i =P j, then fi E S for all 
i = 1, 2, . . . , s. Let Sm be the set of homogeneous polynomials of degree m in 
S, then Sm (m = 0, 1, 2, ... ) are subspaces of Sand 

<X> 

S = + Sm. 
m=O 

Define the Poincare series of S as the formal power series 

<1>(S, A) = L (dim Sm) Am 
m=O 

Proposition 13.1. Let gl, ... ,gr be r algebraically independent homoge-

neous polynomials in <C [Xl, ... , Xn], where r :::; n, and let deg gi = di (i = 
1,2, ... , r) . Denote B = C [gl, ... , 9rJ . Then B is homogeneous and the 
Poincare series of B can be expressed as 

r 

<1>(B , A) = II (1 - Ad, )-1 
i=l 

Proof. Clearly, 

{g~l . . . g;:'r I mi 2: 0 and mIdI + ... + mrdr = m} 

is a basis of Bm, thus dim Bm is the number of partitions of m into a sum of 
some d1 , some d2 , . .. , and some dr. But expanding 

r 

into a formal power series III A, the coefficient of Am is also equal to this 
number. Therefore 

r 

<1>(B , A) = II (1 - Ad, )-1. o 
i=l 
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Corollary 13.2. Let gl, . .. , gr be r algebraically independent homogeneous 
polynomials in C [Xl, . .. , Xn], where r ~ n , and gr+l be another homogeneous 
polynomial in C [Xl, ... , XnJ . Assume that the subspace 

D = C [gl, . . . , gr J + gr+ 1 C [gl, .. . , gr J 

is a direct sum. Let deg gi = di (i = 1, . . . , r + 1) . Then 

r 

it>(D, A) = (1- Adr +1 ) II (1 - Adi)-l o 
i=l 

13.2. Molien's Theorem 

I t is well known that the set of n x n nonsingular matrices over C form 
a group with respect to the matrix multiplication. This group is called the 
general linear group of degree n over C and denoted by GLn(C) . Denote the 
polynomial ring qXl' . . . , XnJ in n independent indeterminates Xl' ... ' Xn 
over C again by A . For any a = (aijh~i,j~n E GLn(C) and f E A define 

Then for any a, 7 E GLn(C), 

7 . (a . f) (Xl, . . . , X n) = a . f (( Xl, ... , X n) t7) 

Therefore the map 

=f((Xl , .. . , Xn)ta t7) 

= f ((Xl, ... , Xn) t(7a)) 

=((7a) f)(Xl, ... ,Xn ) . 

GLn (C) x A ---+ A 

(a,f)f-+a · f 

defines an action of GLn(C) on A . Clearly, a Am = Am, where 

Let G be a subgroup of GLn(C) . For f E A, if a · f = f for all a E G, then 
f is called a G-invariant polynomial. Let 

A G = {j E A I a . f = f 'Va E G} , 
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then AG is a subalgebra of A , called the algebra of G-invariant polynomials. 

Clearly, 0 

Proposition 13.3. A G is homogeneous. More precisely, let 

then 

and 

A G = + (Am nAG) = + A~ 
m=O m=O 

o 

Let dm (G) = dim A~, which is the number of linearly independent G­
invariant homogeneous polynomials of degree m. The Poincare series of A G, 

<p(AG , A), will be abbreviated as <PGP) , i. e., 

00 

<PG(A) = L dm(G) Am , 
m=O 

which is also called the Molien series of AG 

We mentioned before that for any (J" E G, (J" Am = Am. Denote the 
restriction of (J" to Am by (J" lAm and the trace of the linear operator (J" lA ,,, on 
Am by Tr ((J" IA",). Then we have 

Lemma 13.4. Let G be a finit e subgroup of GLn(<C) and (J" E G . Then 

m=O 

00 

~ Tr((J"1 )Am _ 1 
L Am - det (I - A(J") . 

Proof. We can assume that 
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where diag {AI, ... , An} is a diagonal matrix whose diagonal entries are AI, 
... ,An in succession. Let 

then 

{yl
i

1 ••• y~n IiI , . .. , in ~ 0 and i l + ... + in = m} 

is a basis of A-m. For any f E A, we have 

(J. f(Yl ... , Yn ) = (J . f ((Xl, . .. , Xn) tp) 

In particular, 

Therefore 

= f(X l , . .. , Xn)t(Jtp, 

= f (Yl , .. . , Yn) tp-I t(J tp 

=f(Yl , " " Yn)diagPl , .. . , An}) 

= f (A I Y1 , ... , AnYn). 

'l ···· ,i n 2::0 
il+ ··· +in=m 

\ '1 .. . \ in 
Al An' 

On the other hand, 

1 1 

det (I - A(J) - (1 - AlA)'" (1 - AnA) 
n 

i=1 

00 

= L Tr ((J I A~ ),\ m . 

m=O 

Let G be a finite subgroup of GLn(C). The element 

1 z=TGI L(J 
aEG 

o 
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can be regarded as an operator acting on A, which is defined by 

1 
z' f=TGT 2: CT f 

crEG 

for all f E A , 

and is called the averaging operator of G. Denote z . f simply by 1. Clearly 
we have 

(i) U-:+J2) = i1 + i2 for iI, 12 E A, 
(ii) cf = ci for c E C and f E A, 

(iii) fh = ih for f E A and h E AG 

Lemma 13.5. Let G be a finite subgroup of GLn(C) and z = Ib l 2::crE G CT . 

Then dm(G) = Tr (z IA~). 

Proof. It is easy to verify that Z2 = Z, so the eigenvalues of z IA~ are only 
o or l. Let Am = A~) + A~), where A~ is the eigenspace corresponding to 
eigenvalue i (i = 0, 1) . Then 

Tr(z IA~) = Tr(z IA~ » ) + Tr(z IA~ ») = dim A~). 

Clearly, A~ ~ A~) Conversely, assume that v E A~), then z . v = v and 
CT . v = CT . (z . v) = (CT z ) . v = z . v = v for all CT E G , therefore v E A~. Hence 
A~ = A~) and Tr( z IA~) = dim A~) = dim A~ = dm(G). 0 

Theorem 13.6. (Mohen) Let G be a finite subgroup ofGLn(C). Then 

q, (A) __ 1 ""' 1 
G - IGI L..J det (1 - CTA) 

crEG 

Proof. By Lemmas 13.4 and 13.5 

1 1 1 00 

TGT 2: det (1 - CT A) = TGT 2: 2: Tr (CT IA= pm 
crEG crEG m=O 

= ~O C~I ~ Tr(CTIA=) ) Am 

00 

= 2: Tr(ZIA=pm 
m=O 
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00 

= lPc(,\) . o 

Molien's theorem helps us to compute the Molien series of AC for any finite 
subgroup G of GLn(C) and the latter can be used to determine whether a set of 
G-invariant polynomials generates C [Xl, . .. , Xn]C, as the following examples 
show. 

Example 13.1. Let G c GL2 (C) be the group consisting of the following four 
elements: 

Denote them by I, -I, u, -U, respectively. We compute 

det (I - It) = (1 - t)2, 

det (I - (-l)t) = (1 + t)2, 

det (I - ut) = det (I - (-u) t) = (1 - t) (1 + t) . 

By Molien's theorem, the Molien's series of qXl' X 2]C is 

1( 1 1 2) 
lPc(t) = 4 (1 _ t)2 + (1 + t)2 + (1 - t) (1 + t) 

1 

00 

k=O 

It follows that dimC[Xl' X2]~k = k + 1 and dimC[Xl' X2]~k+l = 0 for any 
non-negative integer k. Clearly, h = Xf + xi and 12 = Xf - Xi are G­
invariant homogeneous polynomials of degree 2 and they are linearly inde­
pendent. Hence hand 12 form a basis of C[Xl' X 2]f It is easy to ver­
ify that it, J~-l 12, .. . , Jd;-l, J~ form a basis of C[Xl' X2]~k· Therefore 

C[X1 ,X2 jG=C[h,12] . 0 

Example 13.2. Let 

u=( 0 I) , 
-1 0 
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which is an element of order 4, and G be the cyclic group generated by a , i.e., 

We have 

det(I -It) = (1- t)2, 

det (I - at) = det (I - a 3 t) .= 1 + e , 
det (I - a2t) = (1 + t)2 . 

By Mohen's theorem, the Mohen series of C [Xl , X2]G is 

Thus 

1( 1 2 1) 
<I>G(t) = 4; (1 _ t)2 + 1 + t2 + (1 + t)2 

1 + t 4 

00 

= L (2k + 1) (t4k + t4k+2) . 
k=O 

dimlC[XI ' X 2]¥k = dimC[XI , X 2]¥k+2 = 2k + 1 

dimC[XI' X 2]¥k+1 = dimC[XI' X 2]¥k+3 = 0 

for any non-negative integer k. 

(13.1) 

Clearly, h = X? + xi, 12 = XrXi and h = XiX2 - XIX? are G­
invariant homogeneous polynomials of degrees 2, 2 and 4 respectively. For any 
p(YI , Y2 ), q(YI , Y2 ) E C [YI , Y2 ], p(h , h) + h q(h , h) is also G-invariant. 
Furthermore, using (13.1) we can show that any G-invariant polynomial can 
be expressed uniquely in this form. Therefore C [XI ' X2]G = C[h , 12, h]. 
But h , 12 and h are not algebraically independent over C. In fact, we have 
Jl 12 - 4fi - Ii = 0, which is called a syzygy relating h, 12 and h- 0 

13.3. Hilbert's Finite Generation Theorem 

An algebra Dover C is said to be finitely generated if there are finitely 
many elements h, .. . , f m in D such that D = C [h , ... , f m]. For exam pIe, 
the algebras of G-invariant polynomials C [Xl , X2]G for the finite subgroups 
G of GL2 (C) considered in Examples 13.1 and 13.2 are finitely generated. In 
fact, for the subgroup G considered in Example 13.1 we have C [Xl, X2]G 
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= C [II , 12]' where II = xl + x? and 12 = Xl - x?, and for the subgroup 
G considered in Example 13.2 we have C[XI' X 2]G = C[II, h, 13], where 
II = Xl + X?, 12 = XlX?, and 13 = XrX2 - XIX?, 

More generally, Hilbert proved the following famous finite generation the­
orem of the algebra of G-invariant polynomials for any finite subgroup G of 
GLn(C) . 

Theorem 13.7. (Hilbert) Let G be any finite subgroup of GLn(C) . Then 

these are finitely many G-invariant polynomials II, ... , 1m, say, such that 
C[XI' . .. , Xn]G =C[II, ... , 1m] . 

To prove Theorem 13.7 we need the following Hilbert 's basis theorem. 

Theorem 13.8. (Hilbert) Let Xl, . .. , Xn be n indeterminates over C. Then 

every ideal I of C [X I, ... , Xn] has a finite basis, i. e., there are finitely many 
polynomials II, ... , 1m in I such that 

Proof. Apply induction on n . For n = 1, it is well known that qx l ] is a 
principal ideal domain, i.e., for any ideal I of qXd there is a polynomial I in 
[ such that I = (f) . Therefore our theorem is true for n = l. 

Assume that our theorem is true for n-l. That is, every ideal of C [Xl, ... , 
Xn-d has a finite basis. Write B = C [Xl, ... , Xn-d, then C [Xl, ... , Xn] = 
B [Xn]. Let I be any ideal of B [Xn]. For any I E I we can write I = 
ao + alXn + .. . + alX~, where ao, ... , al E Band al i= o. We call al the 
leading coefficient of f. Denote by 10 the set of the leading coefficients of 
polynomials in I . It is clear that 10 is an ideal of B . By induction hypothesis, 
there are elements aI, ... , am E I such that 10 = (aI, .. . , am). Let II, . . . , 1m 

be polynomials in I whose leading coefficients are aI, ... , am, respectively. Let 
d = max {deg h, .. . , deg In} . For any I E I and deg I ~ d, since the leading 
coefficient of I belongs to 10, subtracting a linear combination of II, . .. , 1m 

with coefficients in B from I we obtain a polynomial in I whose degree is 
lower than I . Continuing in this way we obtain finally a polynomial in I 
whose degree is < d. 

For any i (0 ~ i ~ d-1) denote by Ii the set of leading coefficients of polyno­
mials of degree i in I. It is clear that all Ii are ideals of B. By induction hypoth­
esis there are elements ail, ... ,aim E Ii such that I i = (ail, . .. , aim.). Let 
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fil' ... , 1;mi be polynomials in I whose leading coefficients are ail, ... , aimi' 

respectively. Clearly we have 

1= (h, ... , fm, fd-l ,l, . .. , fd-l,md_l' ... , fOl, ... , foma)' 0 

Proof of Theorem 13.7. By Proposition 13.3, C [Xl, ... , Xnl G is homoge­
neous, i.e., 

C [Xl, ... , Xnl G = C [Xl, ... , Xnl~ + [Xl, ... , Xnl? 

+ qx l , ... , Xnlf + ... . 
Let 

C [Xl, . . . , Xnl~ = C [Xl, ... , Xnlr + C [Xl, ... , xnlf + ... 
Denote by I the ideal of C [Xl, ... , Xnl generated by C [Xl , ... , Xnl~. By 
Theorem 13.8, I has a finite basis , i.e., there are polynomials h , ... , fm in I 
such that I = (h, . . . , f m). Without loss of generality, we can assume that all 
h, ... , fm are G-invariant homogeneous polynomials of degrees ~ 1. 

Let lEe [Xl, ... , Xnlf We apply induction on d to show that I can 
be expressed as polynomials in h , .. . ,1m. When d = 0, this is trivial. Now 
assume that d > O. We can express f as 

(13.2) 

Canceling all the terms in hlh , . . . , hmlm which are of degrees i= d, we can 
assume that all hl' ... , hm are homogeneous. Applying the averaging operator 

1 
z=W\ La 

(fEG 

to both sides of (13.2), we obtain 

1= hlh + ... + hm fm' 

where hi = z · hi (i = 1, ... , m) are G-invariant homogeneous polynomials 
with deg hi = deg I - deg 1; < d. By induction hypothesis, hl' ... ,hm can 
be expressed as polynomials in h, ... , 1m, so is I . 0 

Moreover, we have 

Proposition 13.9. Let G be a fin ite subgroup ofGLn(C) and h, .. . , fm be G­
invariant polynomials such that C [X 1 , .. . , Xnl G = C [h , ... , I ml. Then m ~ 
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n. In particular, if m = n then II, ... , f n are algebraically independent over 
C and if m > n then there are some polynomial relations among II , . .. , f m, 

(which are called syzygies relating II , ... , f m). 

Proof. For any hE qxl , . .. ,Xn), let h = L where f, g E C[XI' .. . , XnJ . 
9 

Define 
(J.h= (J·f . 

(J·h 
It is easy to verify that this definition is well-defined, i.e., independent of the 
representation of h as a quotient of two polynomials. It is also easy to verify 
that (J is an automorphism of the field C(XI' ... , Xn). 

Let 

C (Xl, .. . , Xn)G = {h E C (Xl, .. . , Xn) I (J . h = h} . 

Then C (Xl, ... , Xn)G is a subfield of C (Xl, .. . , Xn), called the fixed field 
of G. Clearly, C (II, .. . , fm) C C (Xl , .. . , Xn)G. Conversely, for any h E 
C(XI , ... , Xn)G, let h = f, where f, g E C[XI , ... , Xn], then 

f 
g 

Since the left-hand side of the above equation belongs to C(XI' .. . , Xn)G and 
the denominator of the right-hand side belongs to qx I, ... , X nJ G, the nu­
merator of the right-hand side also belongs to qx I, ... , XnJG. We assumed 
C [Xl, . .. , XnJG = C [II, . . . , fmJ . Therefore h E qlI, ··· , fm) . Hence 
qxl , ... , Xn)G = qlI, . .. , fm). 

Fig. 13.1 
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For any hE C(XI , .. . , Xn), h satisfies the polynomial 

II (Y - 0"' h) 
uEG 

with coefficients in qxl , . . . , Xn)G Therefore qxl , .. . , Xn) is algebraic 
over C(XI , . .. , Xn)G. The transcendental degree of C(XI , ... , Xn) over C 
is n, so is that of qxl , . . . , Xn)G over C. But qxl , . .. , Xn)G = qh, 
... ,1m). Hence m ~ n . 0 

For example, in Example 13.1 we have m = n = 2 and in Example 13.2 we 
have m = 3 > n = 2 and !l h - 4fi - !l = 0 is a syzygy. 



CHAPTER 14 

SELF-DUAL QUATERNARY CODES AND 
THEIR WEIGHT ENUMERATORS 

14.1. Examples of Self-dual Quaternary Codes 

Recall that a Z4-linear code C is called self-dual if C1- = C. 

Example 14.1. Among the three Z4-linear codes of length 1 listed in Sec. 1.1 
only the code {(O), (2)} is self-dual . Denote 

Al = {(O), (2)}. 

The complete weight enumerator and the symmetrized weight enumerator 
of Al are the same. 

cweA 1 (Xo, Xl, X 2 , X 3 ) = sweA 1 (Xo, Xl, X 2 ) 

= X o +X2 . 

It is easy to prove that there is no self-dual code of length 2 and 3. 

o 

Example 14.2. Consider the Z4-linear code K4 with generator matrix (1.3) 

introduced in Example 1.1. We know that K4 is of type 41 22 and is self-dual. 
From Examples 2.2 and 2.5, we have 
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and 

Denote t he Z4-linear code with generator matrix 

by K~. K~ is also of type 4122 and is self-dual. We have 

and 

swex:.' (XO,X1 ,X2 ) = xci + 8Xt + xi + 6xJxi · 
4 

K4 and K~ have t he same symmetrized weight enumerator but different com-
plete weight enumerators. Actually t hey are equivalent but not permutation-
equivalent. 0 

Example 14.3. We have already met four self-dual codes of length 8; they are 
Os (see Example 1.3), Ks (see Example 1.4), K~ and Qs (see Example 12.7). 
Os and Ks have generator matrices 

( ~ 
0 0 0 3 1 2 

;) 
1 0 0 1 2 3 

0 1 0 3 3 3 

0 0 1 2 3 1 

and 
1 1 1 1 1 1 1 1 

0 2 0 0 0 0 0 2 

0 0 2 0 0 0 0 2 

0 0 0 2 0 0 0 2 

0 0 0 0 2 0 0 2 

0 0 0 0 0 2 0 2 

0 0 0 0 0 0 2 2 
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respectively. They are of type 44 and 41 26 , respectively. From Example 2.6 we 
have (2.11); 

cweos(XO,X1,X2,X3) =xg +X~ +X~ +X~ + 14(X~X~ +xtxi) 

+ 56(Xgxlx2X 3 + XgXIX 2X5 

+ xoxl X~X3 + XoX1X~X5) 

and (2.12) 

We can compute 

cweKs(XO, Xl, X 2, X 3) = ~((XO +X2)8+(X1 +X3)8+(XO-X2)8+(XI -X3)8), 

and 
1 8 8)8 sweKs(XO,X1,X2) = "2((Xo + X 2) + (Xo - X 2) + (2XI ). 

J(~ and Q8 have generator matrices 

1 1 1 1 0 0 0 2 

0 0 0 2 1 1 1 1 

0 2 0 2 0 0 0 0 

0 0 2 2 0 0 0 0 

0 0 0 0 0 2 0 2 

0 0 0 0 0 0 2 2 

and 
0 0 1 1 0 2 1 3 

0 0 0 2 1 3 1 1 

1 1 0 2 0 0 1 3 

0 2 0 2 0 2 0 2 

0 0 0 0 0 0 2 2 

respectively. J(~ is of type 4224 and Q8 is of type 43 22. We have 

sweK~(Xo,XI,X2) = xg + 64X~ + X~ + 12xJxi(X~ + X~) + 38X~X~ 

+ 64XoXtX2(XJ + Xi) 
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and 

sweQs(XO,XI ,X2 ) = xg + 32X~ + X~ + 4Xtxi(x~ + Xi) + 22x~xi 

+ 96XoXt X 2 (Xt + Xi) . 0 

Example 14.4. The self-dual Z4-codes K4 and Ks can be generalized to 

K4m(m ~ 1) . It has generator matrix 

1 1 1 1 1 

0 2 0 0 2 

0 0 2 0 2 

0 0 0 2 2 

which is a (4m -1) x 4m matrix. K4m was introduced by Klemm (1989) . We 

have 

and 

ewe,>;:.", (Xo, Xl, X 2 , X 3) = ~((XO + x 2 )4m + (Xl + X3)4m 

+ (XO - x 2 )4m + (Xl - X 3)4m) 

Example 14.5. ClO is the self-dual Z4-code of length 10 with generator matrix 

1 0 1 1 1 1 1 0 1 1 

0 1 0 0 0 0 3 3 1 0 

0 0 2 0 0 0 0 0 0 2 

0 0 0 2 0 0 0 0 0 2 

0 0 0 0 2 0 0 0 0 2 

0 0 0 0 0 2 0 0 0 2 

0 0 0 0 0 0 2 0 2 0 

0 0 0 0 0 0 0 2 2 2 

and type 42 26, see Conway and Sloane (1993a). 0 
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E xample 14.6. We have the self-dual code C16 with generator matrix 

1 0 0 0 0 0 1 1 1 0 3 3 1 0 3 2 

0 1 0 0 0 0 1 0 0 1 3 3 1 1 2 3 

0 0 1 0 0 0 1 0 0 0 0 2 2 0 3 3 

0 0 0 1 0 0 0 1 1 1 3 0 2 3 3 1 

0 0 0 0 1 0 0 1 1 1 0 0 1 1 1 1 

0 0 0 0 0 1 0 0 0 0 0 3 2 0 1 1 

0 0 0 0 0 0 2 0 0 0 0 2 0 2 0 2 

0 0 0 0 0 0 0 2 0 0 0 0 0 2 2 2 

0 0 0 0 0 0 0 0 2 0 0 0 0 2 2 2 

0 0 0 0 0 0 0 0 0 2 0 0 0 2 0 0 

C16 was introduced by Conway and Sloane (1993a). 0 

14.2. Comple t e Weight Enumerators of Self-d ua l Z4-Codes 

Let C be a self-dual Z4-code of length n. By Corollary 1.3, ICI = 2n and 
the MacWilliams identity in Theorem 2.2. becomes 

cwee()(0,)(1)(2,)(3) 

1 
)(0 + i)(l - )(2 - i)(3, = - cwec()(o + )(1 + )(2 + )(3, 

2n 

)(0 - )(1 +)(2 - )(3, )(0 - i)(l -)(2 + i)(3). 

= cwee (~ ()(o + )(1 +)(2 + )(3), ~ ()(o + i)(l - )(2 - i)(3), 
2 2 

~ ()(o - )(1 +)(2 - )(3), ~()(o - i)(l - )(2 + i)(3)). 
2 2 

This means that cwee is invariant under the linear transformation 

IL : ()(0,)(1,)(2,)(3) --+ ()(0,)(1,)(2,)(3) tIL , 

where 

(1 1 1 

~i ) 1 1 -1 

IL = 2 ~ - 1 1 - 1 ' 

-2 -1 2 

(14. 1 ) 

i.e ., IL . cwee = cwee · 
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For all c E C, c . c = 0, from which follows: 

Therefore cwee is also invariant under 

0= diag{l,i, l,i}. 

We also have 

W a( -c) = w_a(c) for all c E C and a E Z4' 

If -c = c for some c E C, then wa(c) = w_a(c) and, hence, 

XWo(c) XW1(c) XW2(c) X W3 (c) ° I 2 3 

is invariant under 

If -c I- c for some c E C, then -c E C and 

Xwo(c) XW1(c) XW2(c) XW3(c) + Xwo(-c) Xwd-c) XW 2( -c) X W3( -c) ° I 23 ° I 2 3 

is also invariant under 7r. 

Let 
G = (/1-,0, 7r). 

We have proved 

(14.2) 

(14.3) 

(14.4) 

(14.5) 

Proposition 14.1. For any self-dual Z4 -code C of length n, let cwec(Xo, 
X I , X 2 ,X3 ) be its complete weight enumerator. Then 

where G is defined by (14.5). o 

It will be helpful to determine qXO, X 1 , X 2 ,X3 ]G. 

For any polynomial J(Xo, Xl, X 2 , X 3 ) E qxo, Xl, X 2 , X 3 ], define 

J*(X X X X)=t(XO +X2 X I +X3 X O -X2 X I -X3 ) 
0 , 1, 2, 3 J2' J2 ' J2 ' J2 
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Let 

then 

Let cwec(XO,X1 ,X2,X3) be the complete weight enumerator of a Z4-code 
C, both cweC(XO,Xl,X2,X3) and cwec(ZO,Zl,Z2,Z3) are called the trans­
formed complete weight enumerator of C. 

Let 

(14.6) 

For any finite subgroup H of GLn(C), define 

H*=pHp-l . 

Lemma 14.2. Let f(XO,X1 ,X2,X3) be any polynomial in qxO,X1 ,X2,X3] 
and H be any finite subgroup of GLn(C). Then 

Proof. (i) is clear from the definition of 1*. 
(ii) follows from p2 = l. 
For (iii), we have 

f E qXO, X 1,X2,X3]H ¢} (T' f = f for all (T E H 

¢} p(Tp-l . (p . f) = p ' f for all (T E H 

¢} p(Tp-l . 1* = 1* for all (T E H 

H· 
¢} 1* E qxO,X 1 ,X2, X 3] . 
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(iv) is a consequence of (iii) . 0 

It follows from Lemma 14.2 that to determine qx l , X 2 , X 3 , X 4]H is equiv-
]
H+ alent to determine qzo, Zl, Z2, Z3 . 

Now let us return to the group G defined by (14.5) . Let G* = pGp-l . Let 
J.t* = pJ.tp-l , 8* = p8p-J, and 7r ' = p7rp-l, then 

G* = (J.t*,8*, 7r *). 

We have 

and 

J.t ' = (H ~ ~) , 
000 i 

8*= diag{1 ,i, 1,i} =8, 

7r* = diag{1,1,1,-1} 

-1 

J.t*8* J.t* = diag {1,1,i,i}. 

Let 

N= (diag{1 ,i, 1, i }, diag {1 , 1,i,i }, diag{1 , 1,1 , -1}). 

Then N is an abelian group of order 32, 

G* = (N,J.t*), N <lG*, [G*: N] = 2 and IG*I = 64. 

Theorem 14.3. Let C be a self-dual Z4 -code and cwec(Zo, Zl, Z2, Z3) be its 
transformed complete weight enumerator. Then 

(i) cwec(ZO,ZI,Z2,Z3) E qZO,ZJ , Z2,Z3]~+. 
(ii) The Molien series ofqzo,ZJ,Z2,Z3]c + is 

il>c+ (A) = (1 + A10 )/(1 - A)(1 - A4 f(1 - AS) . 

(iii) qzo, ZI, Z2 , Z3] C+ = qOl, 04 a,{;l4b , Os] + 0lOqOl , 04a , 04 b, 8s], where 

OJ = Zo, 04a = zt + Z~, 04b = Z1 , Os = ztz~, 

010 = Z~ Z~ zj - Z; Z~ zj . 



Self-dual Quaternary Codes and their Weight Enumerators 225 

Proof. (i) follows from Proposition 14.1 and Lemma 14.2 (iii) . 
(ii) First let us determined the explicit structure of qzo, Zl, Z2, Z3]N Let 

!(ZO,Zl,Z2 , Z3) E qZO,Zl,Z2,Z3]N. Assume that ZgZfZ2Zt appears in! 
with a nonzero coefficient. Clearly 

0* . Zo Zf Z2Z; = ib+d Zo Zf Z2Z;, 

(J.L*O*Jl:-l). ZOZfZ2Z; =ic+dZOZfZ2Z;, 

1l"* . ZOZfZ2Z; = (_1)dZoZfZ2Z;. 

Since! is N-invariant, we have 

There are two possibilities 

b + d = 0 (mod 4), 

c + d = 0 (mod 4), 

d = o (mod 2) . 

1° d"t O(mod 4). Then b = c = d = O(mod 2), b"t O(mod 4) , c"t 
o (mod 4). 

2° d = 0 (mod 4). Then b = c = 0 (mod 4) . 
Therefore 

qzo, Zl, Z2, Z3]N = qzo, zt, Z~, Z~] + ziz~z~qzo, zt, Z~, Z~] . 

By Corollary 13.2 

(14.7) 

Now let us compute <Pc- ().). We have G* = N U NJ.L* By Theorem 13.5, 

1 1 
<pc-()')= IG*I L 1-0"). 

(TEC-

1 1 1 '" 
= 21NI L 1-0"). + IG*I ~ 

(TEN (TEN,.,.-

1 

(14.8) 

By routine computation, we have 

1 1 1 ( 1 +).2 +).4 ) 

IG*I L 1-0"),=2 (1-).)(1+).2)(1-).8) . 
(TEN,.,.-

(14.9) 
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Substituting (14 .7) and (14.9) into (14.8) and simplifying, we obtain 

1 + AIO 

<I>c·(A) = (1 _ A)(l - A4)2(1- AS) . 

(iii) It is easy to verify that Bl = Zo, B4a = zt + Zi, B4b = Zi, Bs = ztzi, 
and B10 = Zf Zi Zj - Z'f Z~ zj are all invariant under G* . Clearly, B1 , B4a , B4b 
and Bs are algebraically independent over rc, and Bio E qB I , B4a , B4b , Bs]. 
Therefore, 

Now let C be a self-dual Z4-code of length n and contain the all 1 codeword 
In. We already know that Wc(XO,X1 ,X2 ,X3 ) is invariant under 

G = (J.l. ,0, 7r), 

where J.l. , 0, 7r are defined by (14.1) , (14.3), (14.4) , respectively. Since In E C 
and C is self-dual, In ·In = 0 and In. C = c · c = 0 for all c E C. It follows that 

and (14.2) 

Wo(c) + WI(C) + W2(C) + W3(C) == 0 (mod 4) , 

WI ( c) + 2W2 ( c) - W3 ( c) == 0 (mod 4) 

WI (c) + W3 (c) == 0 (mod 4) . 

From (14 .2) and (14.10) we deduce 

Wo (c) + W2 (c) == 0 (mod 4) . 

Therefore cwec is invariant under 

01 = diag{i, l ,i,l}. 

Adding (14.2) and (14.11) together, we obtain 

Therefore cwec is invariant under 

02 = diag {I , -1 , -1 , I}. 

Since c + In E C for all c E C, we have 

(14 .10) 

(14.11) 

(14.12) 

(14.13) 
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For all c E C, c + In , c + 2(ln), c + 3(ln) E C, thus all 

X W2(C)XW3(C)XWO(C)XWt(C) d xWt(C)XW2(C)XW3(C)XWO(c) 
o 1 2 3 an 0 1 2 3 

appear in cwee . Hence cwee is invariant under 

Let 
(14.14) 

Therefore we have proved 

Proposition 14.4. For any self-dual Z4 -code C of length n and containing 
In , let cwec(Xo,X1 ,X2 ,X3 ) be its complete weight enumerator. Then 

where G 1 is defined by (14.14). o 

Let Gi = pG1P-1, where p is defined by (14.6). Then 

o~ = diag{i , l,i,l} =01, 

(~ 
0 1 

~1 ) 0 0 0; = 
0 0 

-1 0 

(~ 
1 

J 0 c= 
0 

-1 
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Let 
Nl = (N,6; = diag{i,l,i,l}). 

Clearly, Nl is an abelian group of order 128. Let 

(~ 
1 

J 0 
~; = 11'*C = 

0 

1 

(~ 
1 

~) 0 
G = 11'*6;11'* = 

0 

1 

then 

GUNl is isomorphic to the Dieder group of order 8 generated by permutations 
(01)(23), (02)(13) and (12) , and IGil = 1024. 

Parallel to Theorem 14.3 we have 

Theorem 14.5. Let C be a self-dual Z4 -code of length n containing the all 1 
codeword 1 nand cwee (Zo, Zl , Z2, Z3) be its transformed complete weight enu­
merator. Then 

(iii) qzo , Zl, Z2, Z3]C; = R+asR+a~R+a16R+asal6R+a~al6R, 
where R is the <C-algebra of symmetric functions of Z6, zt, Zi and Zj 
and 

as = Z6Zj + ztzj, 

a16 = (ZOZlZ2Z3)2(Z6Zt + z~zj - Z6Z~ - ztzj). 
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Proof. (i) follows from Proposition 14.1 and Lemma 14.2 (iii) . 
(ii) As in the proof of Theorem 14.3 (ii) first we prove 

qzo, ZI, Z2 , Z3]NI = qz~, zt, zi, Z;] + zg Z; zi z1qz~, zt, zi , Z;J, 

from which we deduce 

and then we compute ipc~ ('x). The details of the proof will be omitted . 

229 

(iii) Clearly, R + asR + a~R + a16(R + asR + a~R) ~ qzo, ZI , Z2, Z3]C;, 
and as ¢ R, a~ ¢ R + asR, and a16 ¢ R + asR + a~R. The symmetric group 
S4 on four letters has the Molein series 

1 
(1 - 'x)(1 - ,X2)(1 - ,X3)(1 - ,X4) . 

It follows from (ii) that 

qzo, ZI, Z2, Z3]C; = R + asR + a;R + a16(R + asR + a;R). 0 

Gleason proved that the weight enumerator of any self-dual doubly even 
binary code can be expressed as a polynomial in the weight enumerators of 
the binary Hamming code Hs and the Golay code G24 . For self-dual Z4-codes 
we have the following analogs of Gleason's theorem which can be derived from 
Theorems 14.3 and 14.5 by routine verification . 

Theorem 14.6. The complete weight enumerator of any self-dual Z4 -code 

can be expressed as a polynomial of the complete weight enumerators of the 

self-dual Z4 -codes AI, K4, K~, Os and C10 . 0 

Theorem 14.7. The complete weight enumerator of any self-dual Z4 -code 

containing the aliI codeword can be expressed as a polynomial of the complete 

weight enumerators of self-dual Z4-codes K4, Ks , K 12 , K 16 , Os and C16 ) all 

containing the all 1 codewords. 0 

14.3. Symmetrized Weight Enumerators of Self-dual Z4-Codes 

The analogous theorems to Theorems 14.3 and 14.5 for symmetrized weight 
enumerators of self-dual Z4-codes follow easily from Theorems 14.3 and 14.5. 

Theorem 14.8. The symmetrized weight enumerator of any self-dual Z4 -code 

belongs to the ring 
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where 

Z- - Xo + X2 Z- InX Z _ Xo - X 2 
0 - M l=v2 1 , 2- M2 

v2 VL. 

The ring has the Molien series 

1 

An alternate basis is given by the polynomials 

cPl = Xo +X2, 

cP4 = 2Xt - X OX 2(xg + Xi), 

cP8 = xt(Xo - X2)4 , o 

Theorem 14.9. The symmetrized weight enumerator of any self-dual 24 -code 
containing the all 1 codeword belongs to the ring 

where S is the ring of symmetric functions of zg , zt, Zi, This ring has the 

Molien series 

An explicit basis for S is given by the polynomials 

<1>4 = xg + 6xgxi + 8Xt + X1 , 

<1>8 = (xgxi - xt) ((xg + Xi)2 - 4Xt), 

<1>12 = Xt(X5 - Xi)4 , 

and then the ring is S + IJ! 8 S + IJ!~ S , where 

with 

o 
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We also have the following analogs of Gleason's theorem 

Theorem 14.10. The symmetrized weight enumerator of any self-dual Z4-
code can be expressed as a polynomial of the symmetrized weight enumerators 
of the self-dual Z4 -codes AI, IC4 , 0 8 , 0 

Theorem 14.11. The symmetrized weight enumerator of any self-dual Z4-
code containing the all 1 codeword can be expressed as a polynomial of the 
symmetrized weight enumerators of the self-dual Z4 -codes IC4 , IC8 , IC I2 and 0 8 , 

all containing the all 1 codewords. 0 

Theorems 14.3 and 14.5 are due to the Klemm (1987, 1989) . Theorems 
14.6- 14.11 are due to Conway and Sloane (1993a) . More results on self-dual 
quaternary codes can be found in Conway and Sloane (1993a), Bonnecaze et al. 
(1997), Calderbank and Sloane (1997) , and Pless et at. (1997). 
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