INTRODUCTION TO THE SERIES

The aim of the Handbooks in Economics series is to produce Handbooks for var-
ious branches of economics, each of which is a definitive source, reference, and
teaching supplement for use by professional researchers and advanced graduate
students. Each Handbook provides self-contained surveys of the current state of
a branch of economics in the form of chapters prepared by leading specialists on
various aspects of this branch of economics. These surveys summarize not only
received results but also newer developments, from recent journal articles and
discussion papers. Some original material is also included, but the main goal is
to provide comprehensive and accessible surveys. The Handbooks are intended
to provide not only useful reference volumes for professional collections but also
possible supplementary readings for advanced courses for graduate students in
€conomics.
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This volume is a follow-up to the earlier Urban Economics, Vol. 2 of Handbook
of Regional and Urban Economics, edited by Edwin Mills. The earlier volume,
published in 1987, focused on urban economic theory. This new handbook, in
contrast, focuses on applied urban research. The difference is of course in em-
phasis. The earlier volume was by no means entirely concerned with theoretical
research and this one is by no means entirely concerned with applied research.

There have certainly been important theoretical developments during the last
decade, and these are surveyed at appropriate places in this volume. But there has
also been an outpouring of high quality applied research in urban economics, as
in other specialities. The reasons for the rapid growth of applied research are not
difficult to identify: better theoretical frameworks within which applied research
is undertaken; better econometric techniques and software; more and better data;
and, probably most important, ever cheaper and more widely distributed com-
puting power within the research community that provides easier access to, and
analysis of, data.

Anyone too young to have lived through the computer revolution in doing
applied research should read Alfred Marshall and Simon Kuznets. Neither of
course considered himself an urban specialist, but both had deep interests in the
formation and functioning of urban complexes. Marshall had few hard facts to
work with, but he was an extraordinarily perceptive observer of how the world
worked. Kuznets was a compulsive statistical analyst, ail done on desk calcula-
tors, and he squeezed incredible insights out of meagre data. It is almost daunting
how well the urban and other insights of these two geniuses have withstood the
test of time. They continue to provide a lesson for researchers about the very
basics of good applied work: it derives from theoretical insight and a careful, even
frugal, concern for data. Are these data appropriate for answering the questions
that theory suggests are relevant? There is a danger as well as an advantage in
more easily available datasets. The analysis undertaken is sometimes determined
by the nature of the data available rather than vice versa.

Data and research output now move around the world at the speed of light, and
thousands of scholars in dozens of countries can access the US census and many
other data sources. Not only is more high quality applied research being done,
but also it is now being done in many more institutions than it was a decade or
two ago. The computer has reduced the inequality among academic institutions
in their capability to do applied research.

Selection and classification of topics for inclusion in this Handbook has in-
evitably depended on the editors’ perceptions of subjects on which important
research has been undertaken. It also depended on the availability of authors who
were able and willing to write critical surveys on large amounts of international
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research. We have tried to include authors, and to have them survey research,
from a variety of countries. But there is still a US bias in applied urban research,
partly due to the availability of data and computers, but also because of the sheer
size of the US research community.

We have divided the 15 essays in this Handbook into four parts.

Part I surveys basic spatial and spatially related research. Cheshire (Chapter
35) surveys research on urban systems and their changing characteristics. The
distribution of city sizes has long intrigued researchers. Recent work suggests
that there are significant technical and definitional issues and that the way these
are resolved has an important influence on the conclusions reached by particular
studies. Nevertheless, the regularity of the distribution has stood up to examina-
tion pretty well. Explanations fall into two groups: those that try to generate the
precise distribution and those that simply explain why there are cities of varying
size. Since most of the latter rely on agglomeration economies in some form, this
leads on to a brief survey of work on this topic. There is also an important body of
research dealing with the changing distribution of population and economic ac-
tivity between the parts of urban systems: both at the city level—suburbanisation;
and between cities of different sizes. This chapter concludes by reviewing trends
in urban development since 1980.

White (Chapter 36) focuses on the increasingly important and well-studied
subject of multicentric urban areas. Subcentres, usually some distance from cen-
tral business districts (CBDs), are smaller versions of CBDs and typically have
similar mixtures of business activities. They basically represent suburban clusters
of service sectors, that have followed residents and manufacturing firms to the
suburbs. They provide the advantages of proximity that are the prime function
of CBDs, and enable workers living in the suburbs to commute shorter distances
and avoid and mitigate the congestion of innercity streets.

Gyourko, Kahn and Tracy (Chapter 37) survey the voluminous literature on
the quality of life and environmental quality in urban areas. Quality of life mea-
surement has both popular and academic components. Popular measures are
deficient in that they fail to distinguish between endogenous and exogenous
influences or to take account of the equalising effects of migration. Academic
measurement has become increasingly sophisticated, based on important theo-
retical work published a decade or so ago. But this work is highly data intensive
and so far—at least in its theoretically most rigorous form—it has been entirely
confined to US cities. The slightly pessimistic conclusion of this chapter is that
the sheer data intensity of this work means that further development may be slow.

Finally, Eberts and McMillen (Chapter 38) analyse the important relationships
between urban infrastructure and urban agglomeration economies. Agglomera-
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tion economies are the benefits of urban concentrations that accrue externally to
firms and possibly entire sectors. They result partly from profit-motivated clus-
tering of firms and partly from government capital facilities, typically referred
to as infrastructure—transportation and communication facilities, and some pub-
lic utilities. The hallmark of research during recent years has been the careful
measurement of returns to infrastructure capital.

Part IT surveys literature on specific urban markets. Crampton (Chapter 39)
looks at studies of urban labour markets. This is a vast field where the boundaries
between urban labour market research, and labour market research in general,
are not always clearly drawn. The obvious spatial aspects of labour markets form
the first set of areas surveyed in this chapter, i.e., the interrelationship between
residential and workplace location, mobility and search. The second set of issues
surveyed relate to the various types of stratification of labour markets by skill,
gender and family status and how these factors influence labour market outcomes
and behaviour.

Whitehead (Chapter 40) reviews research on housing markets. This chapter
concentrates on the literature that has analysed the role of those specific attributes
of housing, including its locational specificity and durability, that render housing
markets both distinctive and urban. It focuses on housing market research in the
developed world. There has now been a substantial number of studies of hous-
ing demand of increasing sophistication. We cannot be sure, but it does seem
that quite secure knowledge has been gained in this area—in both how to do
such studies, and in terms of the magnitudes of the resulting estimates of key
relationships such as price and income elasticities of demand. The durability
of housing makes its supply distinctive with research distinguishing between
the determinants of new housing supply and investment in the existing stock.
After briefly surveying aggregate models of housing markets and the interaction
between housing and labour markets, the chapter concludes with a review of
housing policy research.

Hedonic analysis of housing markets is left to a separate chapter by Shep-
pard (Chapter 41). Although now associated with work on housing markets, this
technique had its roots in the Boston vegetable market in the 1920s. Sheppard
shows how the technique has developed into an invaluable and increasingly so-
phisticated analytical tool, not only for housing markets but also for markets in
urban land, the analysis of environmental goods and local public finance. Again,
this is an area in which research has developed and more recent research has
demonstrably learned from the collective efforts of earlier researchers. Certain
techniques and approaches have emerged as clearly to be favoured. Sheppard
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concludes his survey by suggesting some areas in which development should
have occurred but as yet has not decisively done so.

Like Sheppard, Evans (Chapter 42) finds origins much older than might have
been expected. Looking at work on land use regulation, he demonstrates a strik-
ing continuity in both the goals and instruments of British land use planning over
more than 400 years to contain the growth of London (and later, other cities)
by prohibiting development beyond the existing limit of the urban area. The
strikingness of this continuity is only exceeded by that of its failure—400 years
of continuous failure. Evans surveys the still quite small but increasing volume
of research on urban land markets and their regulation by governments. Land use
zoning in its various guises is one of the most widespread of all urban policies,
yet almost everywhere it has significant effects on relative prices and induces a
variety of perverse incentives. In addition, Evans surveys the increasing literature
on interventions intended to increase the supply of urban land.

Part II1 is devoted to studies of urban development and problems in developing
countries. Some of the material in Parts T and II is as relevant to both devel-
oping and high income countries, but the chapters in Part III focus specifically
on developing countries. Much of the outpouring of research on urbanisation in
developing countries has not only been made possible by data collection at the
World Bank, but it has also been sponsored by this organisation. It is sad that
the World Bank has not only abolished its small but highly productive urban re-
search group, but also de-emphasised research on sectors that are critical to urban
growth and to the well-being of urban residents. Becker and Morrison (Chapter
43) survey the trends in developing country urbanisation and in analysis of the
causes, correlates and consequences of such urbanisation. It is not yet widely
appreciated that both population and urban growth have decelerated markedly
in most developing countries. Malpezzi (Chapter 44) surveys the superb work,
mostly of World Bank origin, on urban housing in developing countries. The
remarkable consensus that emerges from the World Bank analysis is that housing
demand parameters are remarkably similar among most countries, even though
purchasing power and housing costs differ greatly. Housing supply parameters
differ greatly among countries, depending of course on technology and on mate-
rials availability, but mainly on the extent to which governments have permitted
conversion of land from rural to urban uses, housing development, and housing
financial institutions. These are the keys to understanding why housing quality
varies more than can be accounted for by income variation and why house prices
vary among countries from 3 to 15 times the annual incomes of urban residents.
Pemia and Quibria (Chapter 45) provide a masterful survey of poverty and its
study in developing countries. Poverty incidence has declined in almost all de-
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veloping countrics, and serious poverty has almost disappeared in high income
countries of ecast and southcast Asia, such as South Korea, Taiwan, Singapore and
Malaysia.

Part TV contains papers on specific urban problems and sectors. There is
some arbitrariness in the assignment of papers between Parts Il and IV, but all
subjects surveyed in Part [V have a strong government and government policy
component in most countries. Again, much of the content of the papers in Part
IV is relevant to developing countries, but the papers have a high income coun-
try orientation. Small and Gémez-Ibafiez (Chapter 46) survey the sophisticated
literature on urban transportation. In no sector have US governments caused as
much resource misallocation as in urban transportation. The predominant wastes
result from overinvestment in fixed rail transit systems, underpricing of road use
and wastefu]l government ownership of bus systems. Yinger and Ross (Chapter
47) survey local public economics. They summarise what has been learned from
the voluminous literature on the Tiebout hypothesis and from the provincial ways
that local governments are financed in the US

What do we know now about urban economics as a result of applied research
undertaken during the last decade or two? The answer surely is ‘a great deal’,
although there is very obviously much more we would like to know. Even within
their own fields, our authors could only survey the body of research that had
been done. Evans, for example, reviews a great deal of work on the impact of
land use regulation on housing. There has been substantial progress here and
urban economists enjoy a significant degree of consensus on the economic impact
of this activity. Yet, Evans provides no account of the impact of regulation on
urban uses of land other than housing. These impacts are likely to be at least
as significant as they are on housing since we know that land cannot be cost-
lessly substituted out of either production or service activities. If we compare
communities in the US and UK that are as comparable as possible except for the
constraints their systems of land use regulation place on the supply of land, we
observe that the price of retail land is up to 100,000 times higher in the most
constrained community. Evans can provide no evidence on the economic impact
of such a level of constraint, however, because no research has been done.

In areas where applied research has been done, in contrast, there has been
much useful progress. On the basic spatial structure of urban areas, we have much
better measurement of the extent of dispersion or suburbanisation from urban
cores. We know that dispersion has been a worldwide phenomenon and, although
governments can influence it, their many attempts to stop it have so far done
much more harm than good. We have better estimates of the relative dispersion
of various employment sectors and the reasons for employment dispersion. We



Ch. 34: Introduction: Applied Urban Economics 1329

have important insights into the roles of subcentres in the dispersion process,
although there is still much to be learned about subcentres. We know that not
only radial highways but also radial fixed rail transit systems promote dispersion.
Indeed, American opponents of what they refer to pejoratively as ‘sprawl’ ignore
the fact that London was among the world’s most dispersed metropolitan areas
long before auto commuting became important, and that an important reason for
this is its century-old fixed rail commuter system that extends far from the core.
Indeed, London if functionally defined, despite intensive regulatory efforts over
400 years, is more dispersed than Los Angeles, the favourite “whipping boy” of
US critics of low density development. The degree of relative—and in several
cases, absolute—recentralisation observed in many European cities during the
1980s did not reflect any new policies. The evidence suggests that it reflected
economic and social changes which generated new patterns of incentive.

Despite recent high quality research, there is as yet no consensus about mea-
sures of the quality of life in metropolitan areas. Indeed, the entire concept may
be a “will-of-the-wisp”, and rankings of metropolitan areas may depend on de-
tails of people’s utility functions. Although most explanations of the remarkable
stability of the size distribution of metropolitan areas in many countries have
been in terms of production cost, it is certainly consistent with the possibility that
preference functions for the disaggregated factors which contribute to peoples’
perceptions of the quality of life, at least in relation to the sizes of metropolitan
areas, differ among people and that preferences change only very slowly, at least
in a gross sense.

The precise nature of agglomeration economies is still something of a mys-
tery. Proximity of diverse activities and the densities permitted by the ability
to substitute capital for expensive land certainly economise on transportation,
including commuting, costs. Here, as with land use regulation, the research we do
not have could provide the key. For data reasons all quantitative studies have been
confined to production activities. Yet, some of the most pronounced agglomer-
ation economies (and 80% or more of economic activity in large cities) are—if
the actual location concentrations are a guide—in service sectors. Wholly new
“industrial districts” have emerged in the past 15 years in some cities—the media
district in London’s Soho area is an example. But these new urban concentrations
have been in nonmanufacturing activities—the up to 80% of economic activity
that had to be excluded from the analysis of agglomeration economies.

Exactly how proximity economises on communication costs, especially in the
computer age, is still an open question, although it may be related to value added
at intermediate stages of production (with resulting “inventory” costs of trans-
port) and on the form of the communication. Bespoke information, particularly
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where a degree of uncertainty and trust is involved, still requires face-to-face
communication, whereas the transmission of bulk information internally within
an organisation, is virtually costless.

A metropolitan area without government-provided infrastructure—especially
that related to transportation and some utilities—is inconceivable. But social re-
turns to recent government infrastructure investments have been mixed, at least
in the US. Fixed rail commuter systems—certainly in the low density context of
US cities—have provided little or no social returns. There seem few reasons why
the recent “darlings” of local governments, such as convention centres or sports
stadiums, should not be left to the private sector.

Labour markets are an area of applied economics where there has been intense
activity and considerable progress in the past 25 years. Much has been learned
in the context of urban labour markets; for example, with respect to “spatial
mismatch”, the interaction of housing and labour markets; or how labour market
adjustment mechanisms rapidly diffuse the impact of localised events. There is
still much work that needs to be done, however, particularly on some of the
most characteristically urban aspects of labour markets. Labour market search
processes are still imperfectly understood, especially as they relate to both spatial
scale and skill and employment status. There is still much to be done in terms of
understanding workplace and residential choice and how those interact in terms
of commuting patterns. New work here would be likely to provide fresh insights
into the interaction of labour and housing markets.

An analogous situation exists with respect to housing markets. Enormous
progress has been made on issues which respond to the application of advances
in general economic theory and econometric technique. Less progress has been
made on other issues which relate peculiarly to housing: its durability, spatial
specificity and the institutional regime within which national housing markets
operate. With respect to the spatial specificity of housing, it is strange, as Shep-
pard remarks, that while a central principle of urban economic theory is that the
price of land will vary with respect to location, and housing, as well as having
a specific location, occupies land, with very few exceptions studies of housing
markets have ignored both land and location. Research is, however, starting to
address this issue with some success.

History and institutional differentiation are important in housing markets but
even more so perhaps in the context of land use regulation. Many aspects of late
twentieth century urbanisation are still explained by the logic of pre-industrial
warfare. The cities of Britain ceased to be threatened by siege in Tudor times so
the incentive to enlarge the space enclosed by the walled city disappeared. The
response was suburbanisation—villas in the heights of Islington and Hampstead,
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and ghettos to the low-lying downwind, east of London. The reaction to these
developments was strict but ineffective regulation to try to impose containment.
The desire for containment was probably motivated as much by distributional
concerns—to protect the villa owners from the encroachment of the city—as
with anything else. In Paris, still threatened with siege, the walls expanded and
the rich retained their urban presence and developed a strong urban culture sup-
ported by urban amenities. The incentive for the influential to develop policies for
containment did not arise, and in the late twentieth century the rich of Paris are
still overwhelmingly concentrated in the urban core; and Paris, though still high
density, has grown by continuous expansion of its built-up area rather than by the
leap-frogging process that has ensured that functional London now covers most
of southeast England. The Netherlands came into existence through the public
provision of land via drainage. Local governments were obligated to provide
land for development and this is still reflected in the country’s system of land
use regulation. Despite a density of population that is twice that of the UK, land
for housing remains, as a result, very much cheaper. US cities achieve their leap-
frogging and low densities by allowing new communities to incorporate (and
so retaining a near perfectly elastic supply of urban land) but then providing a
substantial incentive via the fiscal system to develop at the lowest density.

Relative to its status 20 years ago, urban research has perhaps made more
progress in understanding developing rather than high income countries. We now
have a much better understanding of the factors that generate rural-urban migra-
tion. Migration studies have shown that people move from rural to urban areas
in developing countries for much the same reasons that they do in high income
countries, i.e., to obtain better education and because more and better jobs can
be found in urban than in rural areas. Migration is on a much larger scale in
developing than in developed countries. We have also learned that migration and
urban growth have slowed as population growth has slowed and low productivity
agriculture has shrunk. The urban shares of total population in newly emerging
countries such as Brazil or Korea have recently approached those in high income
countries. Urban growth in such countries is hardly faster than in high income
countries.

A remarkable amount has been learned about urban housing in developing
countries. Urban housing prices and rents are typically much higher relative to
incomes in developing than in high income countries. The reasons are counter-
productive government housing policies. Some, such as controls on conversion
of land from rural to urban uses are shared with developed countries.- Others,
such as a lack of legal infrastructure that permits binding contracts between
landlords and tenants, the refusal to permit private financial markets to develop
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enforceable modern mortgages, land use controls that prohibit the only housing
that low income residents can afford, and restrictions on development of pri-
vate housing development companies, are more specific to developing countries.
Governments, as they traditionally do, blame high rents and prices on greedy
landlords and speculators.

Urban poverty has declined even more than would be inferred from overall
measures of economic growth in many developing countries. Improved nutri-
tion and water quality and improved education and health care appear to be the
reasons. Poverty rates have stagnated or increased mainly in countries in which
violence and political breakdown have occurred—much of the former Soviet
Union, parts of tropical Africa and the southeast Asian peninsula. By far the
most important contribution to falling poverty rates is rapid economic growth.
The extent to which the poor share in the early stage of economic growth varies
among countries, but there is no record of economic growth causing a decrease in
the living standards of the poorest 10 or 20% of the population in any developing
country.

Urban transportation issues are also better understood than they were 10 or
20 years ago. On this subject, virtually all the progress since the early 1970s has
been applied, and there has been a great deal of it. Many careful studies have
estimated the extent and cost of road congestion. Congestion means the excess
of marginal over average social cost of additional road users and indicates a need
for additional investment and/or congestion pricing. All careful studies conclude
that additional fixed rail commuter systems are unjustified in the low densities
of US metropolitan areas, but there is disagreement as to what are optimum
investments: certainly much better traffic control systems and much better—
preferably privatised—bus systems. The extent to which new and expanded roads
are justified is controversial. Undoubtedly, the best strategy is careful benefit-
cost studies of each major proposal. Such studies are rare, in part because of the
ideological nature of the debate.

Poverty rates have also decreased in most developed countries during the last
decade or two-—the US and UK being the most important exceptions. Much
more is now known about the socioeconomic characteristics of the poor in many
countries, certainly including the US. More is probably known in the US than in
any other country about the spatial and racial characteristics of the poor. Much
of the US research has focussed on the plight of the poor people, especially poor
minorities resident in central cities.

US studies have shown that the best nursery for future poverty is to have
poor and poorly educated parents, and especially to be raised in a single-parent
household. It is also now known that, other things being equal, the probability
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that children will be poor, be school dropouts, acquire criminal records, and have
teenage pregnancies is greater if they are raised in poor neighbourhoods. Aside
from improving educational programmes that poor children can access, not much
is yet known about government programmes that can alleviate poverty. There is
no academic consensus as to whether existing or modified government transfer
programmes increase or decrease poverty. Again, the ideological intensity of the
debate places objective analysis beyond mere mortals.

Yinger and Ross show that we now know almost all there is to know about
conceptual aspects of the Tiebout hypotheses. Applied work has been consider-
able; we know that typical suburban communities have Tiebout-like characteris-
tics, but we still do not know how Tiebout-like they are and what causes some
to be more Tiebout-like than others. An important outstanding issue is whether,
or not, suburban Tiebout-like characteristics depend on police-power land use
controls in relatively high income communities.

Housing is more than half of all urban real estate and endless research is
justified. More estimates of demand for aggregated housing, however, ought to
be assigned low priority in many countries. More important is what governments
should do, or stop doing, to improve the functioning of housing markets. Many
scholars worry about the availability of housing that relatively low income resi-
dents can afford. At upwards of 15%, housing constitutes the largest single item
of consumer expenditure in most countries. But while research into regulation of
utilities, energy and transport operation is voluminous, there have been far fewer
studies of how governments cause housing costs to be excessive: greenbelts,
growth controls, other land use controls, rent controls, controls on conversion
of land from rural to urban uses, excessive restrictions on private housing finance
organisations, failure to develop legal infrastructure for housing property rights
and contract enforcement, and so on.

In the US, securitisation has moved owner-occupied debt and rental debt and
equity financing from neighbourhood financial institutions to national and in-
ternational bond and stock markets. The benefits have been enormous. Benefits
presumably would be even greater in other countries, especially in relatively
small newly industrialising countries in east and southeast Asia. What is not
understood is why this innovation has been so slow to spread.

Every urban issue is better understood in high income rather than developing
countries. As noted, we can now be confident that most people, both the poor
and the nonpoor, migrate from rural to urban areas for a similar mix of reasons
in developing and high income countries. Most developing country governments
adopt many policies to slow rural-urban migration, especially of the poor. The
worst policies are those that try to increase labour productivity in agriculture. The



1334 P. Cheshire and E. Mills

result is sometimes to lower food prices, which is desirable, but often, because
they are accompanied by protection, such policies increase food prices. They
always reduce farm employment, as rapid agricultural productivity growth has
done in high income countries. High productivity agriculture is of course impor-
tant, but it is not an appropriate policy to slow rural-urban migration. The second
worst policies are those that promote rural industrialisation. Internal transporta-
tion is poor in most developing countries and most industries must be located in
large, preferably port cities to survive. A third set of misguided policies is to limit
the construction of the only housing that the urban poor can afford. Both govern-
ments and scholars should direct their attention to policies that can improve the
housing, health, education and productivity of the urban poor. Reduced controls
on private urban business development should be an important component of any
justifiable set of government actions.

As Pernia and Quibria show, we now know much more about poverty levels
and incidence in developing countries than we did a decade or two ago. Economic
growth is, of course, the best long run antipoverty policy. But the incidence
of poverty correlates only moderately with levels of development or income,
however measured. It should now be possible to undertake careful comparative
studies among developing countries to deepen insights as to the determinants of
poverty. The fact that high literacy rates and high levels of educational attain-
ment are important strategies for poverty reduction even in quite low income
countries is strongly suggested by historical data in Korea and Taiwan. Opening
up educational and employment opportunities to girls and women are impor-
tant in raising income levels, reducing birth rates, reducing infant mortality and
generally promoting family well-being.

Even among high income countries, poverty rates do not correlate strongly
with measures of real income levels or growth rates. Again, comparative studies
are needed. The US has been a puzzle for two decades. It has experienced almost
no decrease in poverty rates despite economic growth rates that are typical of
most other OECD countries, and very high income levels. Although the US prob-
ably spends as large a fraction of its GDP on transfers as most OECD countries,
the US safety net may leak more than those of some other countries. Although
studies by those who believe the US transfers promote dependence and poverty
have been justifiably criticised by economists, it seems premature to conclude
that transfer programmes do not have adverse incentive effects, either in the US
or other OECD countries. Presumably, careful cross-sectional studies could shed
light on the issue.

Could cross-national studies also shed light on the public economics of local
governments? US scholars undertake cross-sectional studies within the US, made
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feasible because the sovereignty of states permits considerable variation in the
sizes and functions of local governments among states. But the US, Switzer-
land, Germany, Canada and Australia are the only federal systems among OECD
countries. Are local services and infrastructure provided more efficiently in the
nonfederal OECD countries than in the federal countries? Are there efficiency
differences between all, or northern European countries and others, independent
of their constitutional structure?

Finally, we should say that any enterprise such as this depends absolutely on
the devotion and expertise of the authors. To those authors who met our frequent
requests and deadlines we offer our sincere thanks. Despite their best efforts the
book still took far longer to complete than originally intended. To those same
authors and to our tolerant editor we offer our thanks for their forbearance.
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Abstract

This chapter reviews the literature dealing with systems of cities and the patterns
of development within such systems. It starts with the longstanding question
of the distribution of city sizes, both in relation to how this distribution can be
described and, given the form that it takes, how that form can be explained. Such
explanations frequently invoke various sorts of agglomeration economies and so
some of the literature relating to these is included here. The chapter then surveys
the literature that examines patterns of development within urban systems, and
then work at a more disaggregated level on suburbanisation. The chapter con-
cludes with a summary of research into recent patterns of urbanisation, including
relative recentralisation.

1. Introduction

This chapter surveys a wide and disparate set of literature. One unifying theme
is that it is not concerned with the location or growth of individual cities but with
systems of cities; types of cities or settlements, such as large compared to small
cities, or metropolitan compared to nonmetropolitan areas; or core cities com-
pared to suburbs. It excludes such literature, therefore, as Krugman (1993), which
is concerned with modelling the factors that influence the growth of individual
cities. It also excludes studies of particular cities, their history or development.

Although it identifies the origins of some of the more important themes and
ideas, the main emphasis is on the relatively recent literature, since about 1975
or 1980. Given the very wide range of themes surveyed there is no pretence of
including all contributions; the aim has been to include the main ideas and the
main approaches and to evaluate some of the key contributions.

Section 2 starts with a review of the literature on the distribution of city sizes.
The first issue, addressed in Section 2.1, is whether, or not, the evidence shows
that there is such a distribution—at least in the sense of a universal distribution
conforming to some simple form. The Pareto distribution applied to the urban
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hierarchy has a long history. The rank size rule—described by Tinbergen (1968)
as one of the most well defined of socioeconomic regularities, or more recently
by Krugman (1996) as one area where economists “have complex, messy models,
yet reality is startlingly neat and simple”—does not work perfectly but still haunts
the literature. To conclude that this is so simply because it works, would be too
simple, however. Section 2.1 reviews the literature that attempts to identify the
circumstances under which it could be said to work and tests the extent to which,
given the definition of “working”, it does work. The evidence suggests the rank
size rule persists in working quite well.

This is followed by sections surveying the work that has tried to explain
why: (i) the size distribution of cities in an urban system conforms to a Pareto
distribution; (ii) there are cities in an urban system of differing sizes; or (iii)
the distribution of city sizes varies between countries. While much of the work
addressing the first of these questions relies on behavioural assumptions about
economic agents and uses what are recognisably economic tools, all of the hitera-
ture addressing the second and third falls into this category. There is an important
body of literature attempting to explain why the size distribution of cities con-
forms to a Pareto distribution (or, even more specifically, obeys the rank size
rule) that relies on purely stochastic mechanisms or analogues with physical
phenomena. This body of work, together with other literature that attempts to
explain the conformity of urban systems to the Pareto distribution, is reviewed in
Section 2.2

Section 2.3 examines literature relating to the less strict definition of urban
hierarchy implied in questions (ii) and (ii1) above. It includes some of the work
that has attempted to categorise and measure agglomeration economies since the
sources of these are widely perceived as explaining variations in city size. Further
material on this topic is also included in Section 4 where changing patterns of
agglomeration economies have been investigated in the context of the relative
growth and decline of different parts of the urban system.

There is also, however, a rather different approach to investigating urban sys-
tems and patterns of urban development. It is not directed towards investigating
the system of cities, in the sense of the distribution of city sizes, but, in the
context of an urban system, to explaining—or at least classifying—patterns of
urban development. This may be in terms of different relative rates of growth
of cities of different categories, or of core cities relative to their suburban rings.
This approach is the subject of Section 3 and, implicitly, is returned to in the final
section which surveys very recent trends in the patterns of urban development

The chapter proceeds in Section 4 to analyse the factors underlying patterns
of differential spatial growth within city regions, and the growth of particular
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types of cities compared to others. Two main threads can be distinguished. There
is a line of work that has as its focus the changing distribution of people and jobs
within large metropolitan areas. The theoretical core for this is provided by the
model originating with Wingo (1961), Alonso (1964) and developed by Muth
(1969), Mills (1972) and Evans (1973). Explanations of intraurban employment
location are less complete, so the investigation of changes in the location of jobs
has tended to be more ad hoc. Broadly this body of work can be thought of as
the study of suburbanisation. One of its recurring questions has been whether,
in suburbanisation, the process is led by the decentralisation of jobs, or the de-
centralisation of people. The second thread of literature reviewed in Section 4
is that which studies changes in the distribution of people and jobs between
settlements of varying size, and between metropolitan areas on the one hand, and
nonmetropolitan—or rural (“ex-urban”) areas—on the other. Theoretically, this
works tends to be more ad hoc than that on suburbanisation, but it does constitute,
nevertheless, a far larger volume of material.

The final section of the chapter is a brief review of the work that has doc-
umented and investigated recent changes in the distribution of population be-
tween large and small cities, between metropolitan and nonmetropolitan areas
and within the various components of city regions. “Recent” in this context is
defined as since 1980. The general conclusion is that despite the fact that the
experience of individual cities has become more varied, internationally (at least
within what might be called the mature economies) there is stronger evidence
of a predictable pattern of change, determined by common causal factors, than
might be expected given the diversity and variety of cities.

2. The distribution of city sizes

2.1. Is there any underlying distribution of city sizes and, if there is, what form
does it take?

The central question addressed in this section is whether, or not, there is an
underlying distribution of city sizes and, if there is, how can it best be described.
This question, however, then leads on to two further issues: what explains the
distribution of city sizes? and, given the distribution of city sizes, what explains
the size of particular cities, or differences in the distribution of city sizes between
countries.

Like so many questions in economics, the central question of this section is
old. Auerbach (1913) addressed the issue more than 80 years ago, Singer (1936)
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over 60 years ago, and both demonstrated that the city size distribution could be
represented as a Pareto distribution:

y=Ax"* 2.1
or
logy =logA —alogx, (2.2)

where x is a particular population size, y is the number of cities with populations
greater than x, and A and « are constants. Singer (1936) further argued that just
as in Pareto’s case of incomes, the coefficient o was a useful measure of the
form of the distribution, in this case an index of metropolitanisation, measuring
the relative roles of smaller and larger types of agglomeration in a settlement
system.

Zipf (1949) is now frequently credited with originating interest in applying
the Pareto distribution to city sizes but his contribution was less original, if more
specific. He proposed that the distribution of city sizes could not only be de-
scribed as a Pareto distribution but that it took a special form of that distribution
with o = 1, and A corresponding to the size of the largest city. This is the often
quoted “rank size” rule, that is, the rule (perhaps proposition would be a better
word) that the population of any city multiplied by its rank in the urban hierarchy,
is equal to the population of the largest city. This leaves open the question: how
do we identify the set of cities that constitute an urban hierarchy or system?

The 1950s and 1960s saw a flurry of research activity exploring and testing
this apparent law of city size distributions. Allen (1954) extended the number
of countries analysed to 46 and looked at changes over time. Madden (1956)
examined the changing distribution of city sizes within one country, the US, from
1790 to 1950, concluding that although the urban system increased immensely
in extent and size, and cities changed their rank within the hierarchy, the form of
the distribution itself showed remarkable stability. Berry (1961), in a 38-country
cross-sectional comparison, classified national city size distributions into three
groups. The first group, including 13 countries, fitted the rank size rule; the
second group, of 15 countries, had “primate” (that is, dominated by their largest
city) urban hierarchies; and the remaining countries had a distribution of city
sizes between these two. He then related these differences to levels of economic
development.

From the late 1950s, attention tended to move to explanations of why city
size distributions conformed to the rank size rule and, in particular, trying to
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show nonconformity (Vining, 1955) or conformity (Beckmann, 1958) with cen-
tral place theory (see below). It was not until Rosen and Resnick’s (1980) contri-
bution that there was renewed interest in the form of the distribution of city sizes
and the question of the extent to which, and why, the distribution varied between
countries. Rosen and Resnick observed that “the rank size rule implies a Pareto
exponent of unity” and then investigated the value of this exponent for a sample
of 44 countries. This investigation produced a set of estimates ranging from 0.81
(Morocco) to 1.96 (Australia). The simple mean was 1.14, with the exponent in
almost three-quarters of the countries exceeding unity.

Although it could be argued that they originated none of them, all the cen-
tral questions relating to the city size distribution came together in Rosen and
Resnick’s (1980) study, which is perhaps why it is the one to which nearly all
later studies refer. Not only did they address the issue of whether, or not, the rank
size rule was a statistically valid description of the urban hierarchy, they also
provided a more systematic analysis than had previous attempts, of why the form
of the distribution differed across countries. Previous studies had relied more on
the classification of the distributions, on the basis of their estimated « values,
into more or less homogeneous diagnostic groups. At the same time, Rosen and
Resnick provided some analysis of how cities should be defined and how the
city size distribution—or at least the estimated value of the “Pareto exponent”™—
was influenced by the definition of city. They also provided some analysis of
the effect on the parameter estimate of changing the lower size threshold for
including a given settlement within the urban hierarchy; and they briefly raised
the question of how an urban system might be most appropriately defined. This
last question, however, has been largely neglected. Vapnarsky (1969) is one of
the few to address it. National boundaries have normally provided the definition.
Vapnarsky argued, however, that an urban system should be defined in terms of
the degree of interdependence between its component cities and its independence
of other urban systems. He then used this definition to derive propositions about
changes that should be expected when previously independent urban systems
become integrated.

With respect to the definition of “city”, there are essentially two choices:
the administrative city or some functionally defined urban area. Most writers
argue that the “entire metropolitan area is the most desirable choice” (Rosen
and Resnick, 1980) but, particularly in international cross-sectional studies, this
judgement has usually been ignored. Data availability has constrained studies
to use administrative cities {e.g., Rosen and Resnick, 1980; Alperovich, 1984,
1988, 1993b; Parr, 1985). Rosen and Resnick (1980) started their analysis by
conducting a sensitivity test by estimating the parameters of the Pareto distrib-
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ution for six countries for which there were data for both functionally defined
metropolitan areas and administrative cities. The values of the Pareto exponent
showed greater variation when estimated on administrative, rather than functional
definitions, and the value was in all cases smaller (suggesting greater primacy or
metropolitanization, that is greater concentration of population in larger cities)
when estimated for the functional areas. In addition, given the criteria that they
had suggested for conformity to the rank size rule that o = 1, functionally de-
fined metropolitan areas appeared to conform to the rank size rule much more
closely than did administrative cities. The mean value for the six estimates of «
for functional metropolitan areas was 0.995, compared to 1.181 in the case of
administrative cities; and the estimated value of « for the functionally defined
areas was closer to 1 in five of the six cases. A more recent study for Japan
(Osada, 1997) for the three decades from 1960 provides further support for this
finding. While the estimate of « varied little from 1.29 for administrative cities,
the estimate ranged from 0.96 for the 1960s to 0.99 for the 1980s for cities
defined functionally.

Thus, one immediate conclusion is that not only do most authors agree that
on a priori grounds functionally defined metropolitan areas are more appropriate,
but the few empirical tests that have been made show that the results are not only
sensitive to the criteria on which cities are defined, but that the rank size rule is
apparently a better description of the urban hierarchy if applied to functionally
defined cities. Yet most cross-sectional comparisons have been constrained by
data availability to rely on administratively defined cities.

The second issue addressed by Rosen and Resnick (1980) is that of sample
size. On the assumption that national borders! appropriately define the set of
cities that together constitute an “urban system”, they suggested two possible
criteria for choosing the sample to which to fit the distribution—a fixed number
or a size threshold. Wheaton and Shishado (1981) suggest a third—a size above
which the sample of cities accounts for some given proportion of a country’s
population.? Here, again, the evidence presented shows that the results are some-

1 Although echoing Vapnarsky (1969), Rosen and Resnick (1980) raise the question of how, rationally,
to define the set of cities: “To achieve consistent results among our samples, we would need to consider
more economically rational systems of cities, for example, perhaps the Common Market countries should
be considered as a single entity”. They conclude, however, that redefining the system of cities is beyond the
scope of their study.

2 One might object to this on the grounds that, since the estimated value of o is a measure of the degree
of “metropolitanisation” of an urban system and may also be sensitive to the size of the sample (if, for
example, the Pareto distribution is a poorer fit for the bottom tail of the total distribution than for the rest),
it introduces a degree of systematic bias into both the estimation of o and its interpretation as a measure of
“metropolitanisation”. The more metropolitanized an urban system is, the fewer cities will account for a given
proportion of the total system’s population.
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what sensitive to sample size. The impact on the estimated value of ¢ is not,
however, as consistent as it is with urban definition. This may reflect the rather
limited exploration of the issue, however, compared to some other studies such
as Malecki (1980). Guérin-Pace (1995), using an essentially identical form, for
example, but exploring varying size cutoffs from 2000 to 100,000 for the French
concept of agglomeration (the built-up area that, in France at least, is closely
correlated with a functional definition of “city”), finds that not only does the size
cutoff influence the estimated value of «, but also the conclusion as to whether
population was becoming more or less metropolitanised over time. Measured
population concentration (measured, that is, in terms of estimates of «) had in-
creased for each 50-year time period in France from 1831 to 1982 if all cities
over 2000 were analysed. If only cities greater than 50,000 (or 100,000) were
included in the sample, however, then at each of the four dates at 50-year intervals
population had apparently become less concentrated in the largest cities.

The more detailed studies seem, therefore, to show that estimates of « are
sensitive to the sample selection criteria. This implies that the Pareto distribution
is not precisely appropriate as a description of the city size distribution. The issue
of whether, or not, the Pareto distribution itself was an appropriate form was also
raised by Rosen and Resnick (1980) who explored adding quadratic and cubic
terms to the basic form. They found indications of both concavity and convexity
with respect to the pure Pareto distribution, with more than two-thirds of coun-
tries exhibiting an upward concavity. As Guérin-Pace (1995) demonstrates, this
particular result is also sensitive to sample selection. Extending the sample to all
French cities over 2000, he finds no evidence of concavity for the appropriate
time period. Concavity was observed in the nineteenth century, but in the 20th
century it was only apparent if the sample was truncated to cities above 100,000.

Another strand of work, associated primarily with Alperovich (1984, 1988,
1989) but also with Kamecke (1990), is the investigation of whether, or not, urban
systems really conform to the rank size rule. As Alperovich points out, this is not
only a question of whether the distribution of city sizes conforms to the Pareto
distribution, nor just, if it does conform, whether, or not, the value of & = 1—
the criterion adopted by Rosen and Resnick (1980). If the rank size rule is to
apply precisely, it also implies that the constant, A, is equal to the size of the
largest city. In successive articles, Alperovich derives a series of tests for rank
size rule conformity and applies them to data for administratively defined cities
over 100,000 in 15 countries (1984); to similar data for 17 countries (1988); and

3 This suggests that the results reported in Eaton and Eckstein (1997) may misrepresent the stability of the
French urban system over time and the exient to which it conforms to the rank size rule, since they confine
their analysis to only the 39 agglomerations that had populations exceeding 50,000 in 1911.
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to Metropolitan Statistical Areas (MSA) data for US cities at two dates (1989).
This last paper also explores the issue of the sensitivity of rank size rule tests to
the sample size. Using the tests suggested in Alperovich (1984), the strict form of
the rank size rule advocated is rejected. It is also found that the results are highly
sensitive to the sample size. Using the tests developed by Alperovich (1988),
framed in terms of relative rather than absolute city sizes, he finds there is less
sensitivity to the exclusion of smaller cities and that the rank size rule cannot
be rejected when applied to the data for US MSAs in either 1970 or 1980. In
absolute terms, however, omitting observations systematically causes estimates
of « to increase from 0.95 to 1.6.

An alternative procedure for testing whether the rank size rule is an appro-
priate statistical description of the city size distribution—or, more precisely, the
size distribution of 318 US MSAs in 1980—is proposed by Hsing (1990). He
suggests that instead of fitting the simple log linear Pareto distribution, the more
general functional form suggested by Box and Cox (1964) should be applied.
This reduces to a log linear form when the estimated transformation parameters
approach zero. At least for the data to which the Box—Cox function is applied
by Hsing, the transformation parameters prove to be significantly different from
zero and the implied “Pareto coefficient”, «, is estimated to be 0.86 compared
to 0.97 for the simple log linear form. Thus, the evidence examined in this way
suggests both that the rank size rule does not (precisely) hold and that the simple
Pareto distribution itself is not entirely appropriate.

Cameron (1990), although writing at the same time as Hsing (1990), develops
both these ideas. Her main thrust, however, is that while refinement of the estima-
tion of the exact value of the « parameter of a Pareto distribution of city sizes is
a worthwhile endeavour, “not much structural modelling has been undertaken”.
Wanting more than curve fitting, she argues that while a robust description is
desirable, it is mainly desirable so that we know more precisely what it is that
theory and empirical investigation should be seeking to explain.

Cameron (1990) raises a somewhat technical objection to the way of investi-
gating the reasons for variation in the form of the distribution of city sizes across
countries used by Rosen and Resnick (1980), and subsequently by Alperovich
(1993b). They made the estimated a values dependent on a number of indepen-
dent variables—such as income level, industrial value added as a proportion of
GDP, railway mileage and overall population density. Cameron’s objection is that
this is statistically invalid. Since « values are points without variance, the “true”
values cannot be observed. Cameron’s substantive contribution is, however, the
recognition that if just estimates of « are the variable to be explained, it is im-
possible to include characteristics of individual cities as part of the explanation
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of the overall distribution of city sizes. Drawing on recent work investigating
the distribution of income, she explored one-stage structural models with normal
and nonnormal errors, accommodating truncated size distributions. These make
it possible to include variables measuring the characteristics of specific cities:
age of the settlement, distance from nearest city, whether, or not, it is a port
and whether, or not, it is in New England. These other variables significantly
condition the size of individual cities. This finding leads her to conclude that
rather than simply comparing country specific variables in investigations of why
city size distributions vary, we should simultaneously be analysing what factors
systematically determine the size of particular cities. In other words, variations in
city size distributions across countries refiect not just national factors but also the
characteristics of the individual cities that constitute a particular urban system.

2.2. Explanations of the distribution

Both Tinbergen (1968) and Krugman (1996), having noted the regularity of the
distribution of city sizes, grapple with the issue but fail to come up with a wholly
satisfactory explanation. Tinbergen (1968) develops a model derived from central
place theory but including manufacturing industry as well as services. Krugman
(1996) falls back on random processes, combined with the interaction of a non-
homogeneous physical landscape (that determines the size of hinterlands on the
basis of transport cost minimising routes) and economies of scale.

Alperovich (1993b) argues that there are two near-universal conclusions that
can be reached on the basis of the numerous studies of city size distributions. De-
spite the qualifications discussed above, it does seem reasonable to agree with the
first of these—that the Pareto distribution is a reasonably accurate representation
of the city size distribution for many countries—certainly for the upper tail of
the distribution. The evidence as to whether, or not, the exponent approximates
1 is not quite so clear-cut. Alperovich’s view is that a second near-universal con-
clusion is that it varies considerably both between countries and through time.
Krugman (1996), however, concludes from the evidence that estimates of the
exponent tend to be quite close to 1 and—appealing to Rosen and Resnick’s
(1980) results—get closer to 1 the more carefully metropolitan areas are de-
fined.* Certainly, without having internationally comparable studies that have
used functionally defined metropolitan areas, it is hard to conclude positively that

4 Apart from Rosen and Resnick’s (1980) results there are those of Osada (1997). In addition, it may be
worth noting that values of the Pareto exponent estimated for functionally defined core cities of the 10 country
European Community of 1981—treating all the core cities as a single urban system—were 1.04 for 1951 and
0.96 for 1981 (Cheshire and Gorla, 1987).
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the exponent is often very far from 1. This implies a more substantive objection
to studies that have attempted to explain international variation in estimates of the
value of the exponent, based on administratively defined cities, than the technical
objection raised by Cameron (1990).

Explanations of the form of the city size distribution fall into two main types:
those that are based on economic relationships or models—urban systems
theories—and those that are essentially stochastic. The former, in turn, can be di-
vided between variants of central place theory and models that rest on economies
of scale, agglomeration and differential transport costs. Development of central
place theory as a formal explanation of the distribution of city sizes—associated
originally with Christaller (1933), and developed in a somewhat more formal
way, more in tune with economic modes of thought® by Losch (1940)—seems to
have lapsed following the work of Beckmann (1958) and Beckmann and McPher-
son (1970). Certainly, central place theory implies the existence of cities of vary-
ing sizes but it is unclear what mechanism would drive a central place system to
generate a size distribution of the form observed (see, for example, Leven, 1968).

The same point can be made for the alternative approaches developed inde-
pendently by Evans (1972) and the more complete and better known work of
Henderson (1974, 1977, 1986, 1987, 1988). Evans’s model has two sectors—
each of which is heterogeneous-—manufacturing and business services with the
output of business services, entirely sold as an input to manufacturing. There
are costs of commuting so rents and labour costs vary with city size. Transport
costs of the output of manufacturing are zero, while those of business services are
assumed to be infinite. This is probably the original model in this vein to assume
two sectors—one of traded and one of nontraded, goods. The assumption of a
sector that is traded without transport costs is convenient in the study of urban
systems, although inappropriate in modelling the location of particular cities.

In Evans’s (1972) model, business services are assumed to be produced sub-
ject to economies of scale but, because of the assumption with respect to trans-
port costs, they are produced in all manufacturing locations (i.e., cities). Man-
ufacturing firms are assumed to vary in their combination of inputs, and so the
profit maximising location for any firm will vary with respect to city size. Low
wage, labour intensive firms making limited use of business services—such as
textiles—will locate in smaller cities. At the other extreme, firms that use large

5 The only difference of substance, as opposed to treatment, that the present author has ever been able to
find between the models of Christaller (1933) and Losch (1940) is that Christaller assumes that the spatially
distributed units of demand, the farmsteads, are continuously distributed through space, whereas, Ldsch as-
sumes that they are discretely distributed. This results in Christaller’s market areas having an infinite set of
possible orientations, whereas, those of Losch have only a finite set.
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quantities of high wage labour and business services and less space relative to
other inputs—such as headquarters functions, banking and financial complexes—
will locate in the largest cities. Cities are then viewed as coalitions of firms with
firms locating—either by a deliberate or a natural selectton process—in the coali-
tion of firms (or “city””) which minimises their costs. From this can be derived a
hierarchy of city sizes. Evans (1972) then explores the welfare implications of
the model and the impact of falling transport costs for commuting.

Henderson (1987) provides a review of models of urban systems in the con-
text of a general equilibrium model of an economy and synthesises much of
his own work to that date. His own model shares some features with that of
Evans (1972) but does not differentiate between “manufacturing” and “business
services”, and allows residents to relocate between cities as they tradeoff the
diseconomies of city size against the higher wages generated in larger cities as
a result of economies of scale. Equilibrium is the outcome of real welfare being
equalised across all cities as a result of this process. If cities are too large for
optimal welfare then this creates the potential of development profit and an in-
centive to develop new cities. Cities of different sizes result from the assumption
that external economies are industry specific so that firms in a given industry
tend to cluster in cities of particular sizes as they, like residents, tradeoff the
diseconomies of larger cities against (in the case of firms) the lower operating
costs of clustering to obtain external economies from complementary activities.
“The size distribution of cities is not an accident of nature but is directly linked
to the regional composition of output and production conditions” (Henderson,
1988).

This model generates empirical questions: for example, whether, or not, par-
ticular industries tend to cluster in cities of a particular size. These are exten-
sively investigated—primarily in the context of the US and Brazil—in Henderson
(1988) and some supporting evidence is found. Nevertheless, the model does not
predict that the city size distribution will follow a Pareto distribution, far less that
the exponent will be close to 1. Nor does it plausibly explain the persistence of
a stable size distribution of cities over extended periods of time: in the US since
the nineteenth century for certain; in Japan for most of the twentieth century
(Eaton and Eckstein, 1997; Osada, 1997); and—with somewhat less stability—
in France (Guérin-Pace, 1995; Eaton and Eckstein, 1997) since the early years of
the nineteenth century, while in all three countries industrial mix and technology
changed radically.

Stochastic models could be said to take the opposite view to Henderson. The
size distribution of cities is an accident of nature. They come closer, however,
to producing a distribution of city sizes that conforms to a Pareto distribution,
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although they run into trouble generating an exponent close to 1 and, less clearly,
in generating a stable Pareto distribution in which the individual components
change rank significantly as cities are observed to do. Various writers have pro-
posed a variant of the law of proportionate growth whereby the elements of a
system grow at a constant rate relative to the system as a whole (see, for example,
Nordbeck, 1971). To allow for changes in city rank, a stochastic component can
be incorporated in the growth rate of any given city. Vining (1977) showed that
a log linear distribution could result from a balancing of positive autocorrelation
of urban growth rates over time with a negative correlation between growth rates
and size. Simon (1955) suggested a model whereby urban growth occurred as a
series of discrete increments or discontinuous steps. Each increment might with a
fixed probability constitute a new city, or attach itself to an existing city with the
probability of it becoming a part of an existing city proportionate to the size of the
city in question. As Krugman (1996) points out, however, even this model does
not satisfactorily predict the observed outcome. Since the probability that a new
discrete increment to urban growth will form a new city must be close to zero,
and the exponent is close to 1, this appears to imply that the urban population
is infinity. This only does not actually happen because of an integer constraint.
There are no half cities twice as large as the largest, nor quarter cities four times
as large as the largest.

However, there would appear to be more fundamental objections to stochastic
models as explanations of the city size distribution. They are not only nihilistic,
in the sense that they entirely abstract from economic or social processes; but
they also amount to no more than saying, in the end, that the city size distribution
is, as it is, because it is. It would appear to be more realistic and no less helpful to
“explain” the distribution of city sizes in terms of people’s preferences for living
in different sized cities. It would not be very hard to specify a distribution of
such preferences that explained the size distribution of cities; although since the
existence of such preferences would be as hard to validate as it would be easy to
specify, such an explanation would have a similar degree of elegant circularity.

2.3. Looser definitions of urban hierarchy

The extent to which the literature briefly reviewed above has had as its explicit
focus explanations not just of why cities are of different sizes but why the distri-
bution of city sizes conforms to a particular form, varies from author to author.
Simon (1955), Beckmann (1958), Tinbergen (1968), Beckmann and McPherson
(1970) or Krugman (1996) were explicitly interested in finding explanations for
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the “rank size rule”. Henderson (1988) or Evans (1972) were interested in rather
less precise definitions of the “urban hierarchy”.

Other authors, however, have been interested in what might be considered a
much simpler question: why are cities not all the same size? This question, in
turn, has been linked to investigations of the existence and form of agglomer-
ation economies, subdivided between economies of localisation (internal to the
industry but external to the firm) and economies of urbanisation (external to both
the firm and the industry).® A useful survey of the literature on agglomeration
economies and a comparison of empirical results is provided by Selting et al.
(1994). Many studies embodying measures of agglomeration economies, how-
ever, focus only tangentially on the issue of the distribution of city sizes. Some,
for example, such as Nakamura (1985), Henderson (1986} or Sveikauskas et al.
(1988), are really more relevant to industrial economics. They investigate why
productivity in given industries varies between cities of different sizes and try
to distinguish between the respective roles of urbanisation economies (resulting
from city size alone), and localisation economies (resulting from the size of a
given industry in a particular city).

These and other studies are faced with a significant problem of endogenous
variables. Finding suitable instruments is not straightforward. As Henderson
(1986) puts it, in the context of the model that he is estimating “.. . unfortunately
our situation is not a traditional one ...own industry employment, local wage
rates, taxes, and city population are jointly determined”. He devises instruments,
but, given the spread of industries being examined, they are not industry spe-
cific and the 2SLS results are downplayed. In the OLS results on which the
conclusions are mainly based, localisation economies are significant across a
range of industries with urbanisation economies significant only in printing and
publishing in Brazil, and in nonmetallic minerals in the US. Nakamura (1985),
using a somewhat more elaborate set of instruments and with measures of capital
(unavailable to Henderson), finds evidence for both localisation economies—
particularly in heavy industries—and urbanisation economies in light industry.

Sveikauskas et al. (1988) focus exclusively on one industry—food processing.
Although restricting the scope of their study, they argue the gains more than
offset for this restriction. It allows the use of both a more appropriate form for
the production function—the translog form employed by Chan and Mountain

6 It has been argued that there are not just production economies of agglomeration but also agglomeration
econormies in consumption and in the labour market. Alperovich (1993a) shows that not only is unemployment
in Israel negatively related to city size but s0, t00, is the incidence of prolonged spells of unemployment.
Equally, of course, it has been argued that there are diseconomies associated with increasing city size (see
Richardson, 1973).
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(1983)—to distinguish the effects of technical progress from those of economies
of scale and the construction of instruments specifically appropriate to a par-
ticular industry (in this case the availability of materials inputs), as well as a
wider range of data. When applying the model estimated by Henderson (1986)
to their data, they largely replicate his results. Employing the translog produc-
tion function, and their more sophisticated instruments and data (including direct
measures of capital and output prices), however, produces sharply different re-
sults. Economies of localisation in food processing disappear but there is strong
evidence of significant urbanisation economies in the industry. Although highly
particular to their context, these results are valuable for the methodological care
and the attention to economic logic that they embody.

Others have employed a production function approach to measure productiv-
ity changes over time between size groups of urban areas, and between urban and
nonurban areas, to understand better the redistribution of manufacturing between
the largest, medium sized and nonurban areas that occurred particularly during
the 1970s. The work of Carlino (1985) and Moomaw (1985) falls into this cate-
gory. Fogerty and Garofalo (1988) straddle this literature and the investigation
of agglomeration economies in their own right. They find some of the most
persuasive evidence of any study of the importance not only of localisation and
urbanisation economies but also of the specific significance of density of employ-
ment in contributing independently to such agglomeration economies. As they
point out “since the two approaches [localisation and urbanisation economies] are
not mutually exclusive, our treatment of agglomeration economies incorporates
both”. This possibility has been widely ignored by other writers.

Nearly all the studies attempting to estimate agglomeration economies have
used a production function approach. Some have been strictly cross-sectional on
the argument that it is only on that basis that agglomeration economies can be
reliably distinguished from technical progress. Others have been based on time
series data—an advantage of which may be that it is more reasonable to assume
that industrial composition is constant through time than invariant through space.
With very few exceptions—Nakamura (1985) who dealt with Japanese cities
is one such’—the studies have been of US MSAs, although Henderson (1986,
1988) compared these with Brazilian cities. In almost all cases, evidence of
agglomeration economies has been found, although the estimates of the extent
of such economies and the comparative importance of economies of localisation
compared to those of urbanisation, has varied considerably. The more careful

7 Begovi¢ (1992), who analysed the cities of the former Yugoslavia, could be construed as another, but he
did not use a production function approach.
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studies seem to point towards the existence of both localisation and urbanisation
economies. The weight of evidence these studies provide is certainly consistent
with an equilibrium for urban systems in which there is significant variation in
the size of individual cities.

Apart from the normal problems associated with the estimation of produc-
tion functions, two particular problems dog efforts to estimate agglomeration
economies. The first is the simultaneity problem that makes it very difficult to
disentangle the separate contribution of city and industry size from the over-
all variation in productivity associated with increasing city size. The second
is that all econometric studies of agglomeration economies uniquely consider
manufacturing industry. Given the data problems involved in producing credible
estimates of production function parameters at the city level, this is understand-
able. Because of both the importance of the service sector in cities and its rapid
growth since the 1960s, however, the focus on manufacturing means that perhaps
three-quarters of the economic activity of urban economies in mature countries is
excluded from the analysis. In addition, more qualitative studies of certain service
activities, such as those of Dunning (1969) or Goddard (1973) of the City of
London or Saxenian (1993) of Silicon Valley, suggest agglomeration economies
are particularly important in some service sectors.

It is difficult to draw a precise line between work that should be classified
as attempting to explain city sizes and work that touches on the issue but is
primarily concerned with other issues. Nevertheless, if a line must be drawn, then
the studies briefly reviewed above probably fall into the latter category. So too,
must a number of other studies that have explored other aspects of agglomeration
economies. Begovi¢ (1992), for example, claims that the positive relationship
between city size and the diversity of its industrial structure reflects the existence
of economies of localisation which vary between, but not within, industries. The
increasing diversification of urban economies as city size increases is an idea
that goes a long way back in the literature. Clark (1945) appears to have been
the first to have taken a systematic interest. Although Begovic¢ (1992) does not
develop an explicit model, he does provide empirical evidence that not only did
economic diversification increase with city size in the former Yugoslavia but as
city size increased, the share of manufacturing in total employment significantly
decreased, while that of most services, especially business and technical services
and wholesaling, significantly increased. If business and technical services are in-
puts into manufacturing this suggests an analogy with the work of Sveikauskas et
al. (1988), who argued that in distinguishing between economies of localisation
and urbanisation in food processing it was necessary to offset for the availability
of raw materials. That is true of all sectors, so in principle in all attempts to dis-
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tinguish between localisation and urbanisation economies one should standardise
for the availability of business and technical services. The availability of these, it
would appear, is itself a function of city size.

Apart from this empirically oriented work directed to sources of difference in
city sizes, there is also a thread of theoretical work investigating the reasons why
cities differ in size. Fujita (1989), Abdel-Rahman (1990), Abdel-Rahman and
Fujita (1990, 1993), Alperovitch (1995) and Fujita and Mori (1997) are some of
the more recent contributors. The earlier work of Abdel-Rahman and of Fujita are
variations on previous themes: the varying role of urbanisation economies and
economies of localisation in determining city sizes. Abdel-Rahman and Fujita
(1990), for example, use a monopolistic competition approach, including exter-
nal economies, and work out a partial equilibrium set of results. Abdel-Rahman
(1990), again within a partial equilibrium framework, considers a model with two
industries; one with economies of urbanisation and one with economies of local-
isation, generating two city types—one with urbanisation economies dominant
and one with localisation economies dominant. The underlying assumptions are a
Loschian plane with unfilled space, spaceless production in city Central Business
Districts (CBDs), but land consumed for residential purposes with consequent
commuting costs. These costs play a significant role in determining city size
and interact with economies of scale or scope. In equilibrium, the two industry
(“diversified”) city will only be larger than the single industry (“specialised”) city
if at least one of the two industries exhibits decreasing returns.

Abdel-Rahman and Fujita (1993) develop a rather similar model within a
general equilibrium framework. Equilibrium conditions are derived and their
features are explored. There are two industries each with an element of fixed
labour costs (labour being the only factor), but that element is allowed to vary
if both industries are located within a single city because of potential economies
of joint production resulting from shared overhead costs, such as infrastructure
or a common input. Three possible city systems emerge: (1) only specialised
cities with only one good produced per city; (2) only diversified cities producing
both goods; or (3) both diversified and specialised cities (although the solution
is such that in this last case one of the two goods will always be produced in a
diversified city). The framework is one of competition, with developers maximis-
ing surplus but free entry ensuring that surplus is driven to zero. Total national
population is given and the familiar equilibrium conditions emerge with the value
of labour productivity and utility equal across households and cities. The model
is elegantly worked but the results are mainly unsurprising. Equilibrium city size
increases with the extent of “labour overhead” costs in the industries; the total
number of specialised cities increases as expenditure shares on the good pro-
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duced increases, total population increases and fixed costs of production (“labour
overhead”) decreases. Equilibrium wages rise with city size as commuting costs
increase. In the outcome with both diversified and specialised cities, diversified
cities will always be larger than specialised cities, because if the fixed costs
associated with joint production were less than the fixed costs of either industry
individually, all production would occur in a diversified city.

The most novel contribution is the way in which the impact of variations in
commuting costs is explored. As commuting costs increase, the range of parame-
ter values within which diversified/specialised cities exist systematically varies.
As commuting costs decrease, diversified cities are more likely to emerge as the
cost of city size falls. It is shown that if commuting costs are set to zero—the
cities become spaceless—the results parallel those of the industrial organisation
literature and the conditions under which there will be combinations of single-
and multiproduct firms.

Fujita and Mori (1997) analyse a rather different problem: how new cities
come to be born in an expanding urban system and the form the resulting dis-
tribution of cities will take. The forces driving their model are growth and ag-
glomeration economies interacting with transport costs. As the system expands,
it becomes profitable at some point, for new cities to form so as to take advantage
of the increasing extent of uncontested market demand at the outer limits of the
current range of the initial city. Since the model is very much in the spirit of
central place analysis, it is perhaps not surprising that it can be shown that such
an expanding system would generate an urban system consistent with classical
central place theory.

The point of entry into the issue of city size adopted by Alperovitch (1995)
seems very different. It is to explore the relation between intraurban income
inequality and city size. This is done within the framework of a far less fully
developed general equilibrium model than that used by Abdel-Rahman and Fujita
(1993). The model builds on the results of Upton (1981) and Henderson (1988).
After reviewing the literature that empirically finds income inequality increasing
with city size in the US, but not varying significantly with city size in Canada,
Alperovich develops a model in which either outcome is possible but depends
on the consumption patterns of workers with varying endowments of human
capital. The model involves two types of industry, one producing traded goods
subject to industry but not firm level economies of scale, and the other produc-
ing nontraded goods such as housing and transport services (although it could
also, presumably, include urban amenities and cultural services). Competition
ensures that the price of traded goods is the same everywhere but, following
Henderson (1988), wages and the price of nontraded goods rise with city size.
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Workers are then assumed to be divided between groups within which human
capital and consumption patterns are constant, but between which they vary.
Even though the proportionate representation of these groups may be constant
across cities, since the price of nontraded goods is higher the larger the city, if
consumption patterns vary systematically between groups, the equality of income
distribution—measured by the Gini coefficient—will also vary between cities. If
households with high incomes have relative preferences for nontraded goods (the
price of which rises with city size), but lower income households have relative
preferences for traded goods, inequality will rise with city size, and vice versa.
Thus, in a sense preferences enter into explanations of varying city sizes.

A very different approach to explaining variations in the size distribution of
urban systems is adopted by Ades and Glaeser (1995). This harks back to one
of the questions explored by Rosen and Resnick (1980) but avoids the technical
objection of Cameron (1990}, by simply adopting the log of the population in
the main city in each country as their dependent variable. Although they do not
explore the relationship, the log of the population in the biggest city relative to
national urban population must be closely correlated with the estimate of a—the
Pareto exponent. It is also a direct measure of “metropolitanisation” or “prima-
cy”. In an eclectic approach they combine insights from modern trade theory with
quantitative political science, commonsense and historical case studies. They
include in their cross-sectional analysis of 85 countries data for 1970-1985.8
Their independent variables include a set similar to those used by Rosen and
Resnick (1980), such as the proportion of the country’s labour force employed
in sectors other than agriculture and GDP per capita. They also include the log
of population in urban areas other than the main city, a dummy for whether, or
not, the main city is also the capital and the land area of the country. Drawing
on the argument advanced by Krugman and Livas (1992), they also include the
ratio of trade to GDP. Krugman and Livas argued that since international firms
sold on a more-or-less equal basis to both the hinterland and to the main city,
costs of imported goods would vary relatively less between the main city and
the hinterland than those of domestically produced goods. The latter, because
of economies of scale, agglomeration economies and transport costs, would be
sold at an advantage in the largest cities. Therefore, countries that engaged in
more trade protection would tend to have more dominant main cities relative
to their urban systems than countries with freer trade. Ades and Glaeser (1995)
then develop a series of arguments to the effect that the main city will tend to be

8 More detailed models are estimated for 70 and 50 countries for which a greater range of data are available.
These largely confirm the findings for the larger sample.
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more dominant the more political instability there is in a country and the more
authoritarian is its regime. Factors cited include the comparative safety of life in
the main city compared to the outlying hinterland, the importance of proximity
to influence peddling (that increases with more dictatorial regimes), and the in-
centives for dictatorial regimes to favour their main cities at the expense of their
outlying hinterlands in both their tax treatment and supply of publicly provided
goods (circuses).

Strong empirical evidence is found to support their hypotheses. Main cities
tend to be 41% larger if they are also capitals; the size of the main city increases
with the total land area of a country; an increase in trade relative to GDP equal to
one standard deviation is associated with a 13% increase in the size of the main
city; countries with dictatorial regimes have main cities 45% larger than those
with nondictatorial regimes; and one coup per year is on average associated with
an increase in main city size of 2.4%. The more detailed analysis of the subsam-
ple of countries for which there was a wider range of data suggests that both the
level of tariff protection and trade as a proportion of GDP separately influence the
size of the main city in the expected way. They also support the hypothesis that
the development of the transport system is an influence on the degree of primacy
of a country’s urban system. The size of the main city falls in countries as their
transport system becomes more highly developed. The implication appears to be
that lower transport costs are associated with a more dispersed urban population.

Because of problems of endogeneity and causality the authors re-estimate
some of their main models using instruments and testing the timing of events.
This last test suggests that if a country becomes a dictatorship then its main city
grows relative to the rest of its urban system. These relationships are then illus-
trated with case studies of archetypal main cities from different eras: classical
Rome, London in 1670, Edo in 1700, Buenos Aires in 1900 and Mexico City at
present.

3. Economic geographical approaches

The eclectic approach of Ades and Glaeser (1995) combines elements of eco-
nomic analysis, political theory and economic geography (old and “new”). There
is, however, also a rather different approach to investigating urban systems and
patterns of development. This has been adopted by some working within a broadly
defined economic framework, but is more associated with urban geographers.
It is not directed towards investigating the system of cities, in the sense of the
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distribution of city sizes, but to explaining—or at least classifying—the patterns
of urban development.

As originally developed by Hall and Hay (1980), Klaassen et al. (1981), van
den Berg et al. (1982) or van den Berg (1987), it was conceived of as a theory
of the “stages of urban development”. City regions were defined as functional
urban regions (FURs) using criteria developed from those used by Berry (1973)
to define his daily urban systems for the US. A set of core cities were defined
in terms of employment concentrations, including all contiguous local areas with
densities of jobs exceeding a given threshold; then a hinterland for each urban
core was defined on patterns of commuting. FURs were intended to coincide
with a city’s field of economic influence to provide economically self-contained
city regions.

Hall and Hay (1980) argued that a given FUR passed through successive
stages of development. These stages were defined in terms of the relative rates of
population growth of the core city, its hinterland and the FUR as a whole. The
initial stages of urban development were seen as those associated with popula-
tion centralisation. During the first such stage the core city grew relative to the
hinterland, but both lost population in overall terms because of migration from
the FUR as a whole to the main metropolitan centre. Continued development
was seen as being characterised by centralisation within the FUR, first with the
core city gaining population in absolute terms, while both the hinterland and
the FUR overall continued to decline, then with the FUR and subsequently the
hinterland turning to positive growth but with the rate of growth in the core city
always exceeding that in the hinterland. These stages of centralisation were then
seen as giving way first to relative decentralisation, as the growth rate of the
hinterland exceeded that of the core, then to absolute decentralisation, and finally
to decentralisation and loss with overall decline in both core and hinterland, but
that decline being more rapid in the core.

This sequence was tested against data collected for all the FURs of Western
Europe for three periods, 1950-1960, 1960-1970 and 1970-1975. The analysis
showed that there was a tendency for FURSs to exhibit such patterns of develop-
ment. Van den Berg et al. (1982) developed a very similar set of ideas, although
their “stages” were ordered differently, starting with the core city growing and
this growth more than compensating for population loss from the hinterland so
that the FUR overall showed population gain. They also argued that the pattern
was not so much one of stages that came to a halt with urban decline and decen-
tralisation, but one of cycles. Decline and decentralisation was then followed by
urban recentralisation and a new cycle begun. This idea was developed in more
detail by van den Berg (1987).
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Cheshire and Hay (1989) argued that the stages of urban development did
not constitute a theory, but rather a classificatory device. This revealed a set of
facts about the pattern of urban development that theory needed to explain. They
also updated the western European FUR analysis to 1980 and showed that the
patterns observed by Hall and Hay (1980) and van den Berg et al. (1982) had
continued. The urban system had continued to move towards decentralisation,
with decentralisation being observed in the largest city regions first and tending
to “move” from the cities of northern Europe to those of the south. They also
argued that these patterns did not reflect deterministic patterns inevitable in the
development of urban systems; but rather the particular balance of a set of so-
cioeconomic forces prevailing in western Europe during the time period studied.
These forces included the ongoing capitalisation of low productivity European
agriculture leading to a rural-urban flow of migrants, the size of which was
proportionate to the share of the agricultural labour force in the wider regional
economy. In the context of growing industrial employment, which halted around
1960 in northern Europe but continued through until the late 1970s in the south,
this produced urban growth and centralisation. A counteracting urban-rural flow
was associated with the forces driving the decentralisation of those sectors—
chiefly manufacturing—that handled goods in bulk; there was a further flow of
residential decentralisation, driven mainly by rising incomes and employment
decentralisation. As economies matured, which in a European context was equiv-
alent to moving northwards, these decentralising forces interacted with potential
flows of recentralisation driven by the relative growth of service activities. In
service sectors, relative price changes did not inevitably determine decentralised
locations. In addition, economic and demographic changes associated with ris-
ing female participation rates and falling average household sizes had played a
role. These changes meant that the advantages of decentralised locations relative
to centralised ones in northern European cities were, by about 1980, changing
as access to the labour market became relatively more significant and space
consumption relatively less significant in determining household locations.

Because the overall balance of these forces had altered by the mid-1980s, it
was argued that future patterns of European urban development would not nec-
essarily reflect the steady movement towards decentralisation that they had from
1950 to 1980. More varied patterns should be expected reflecting the particular
characteristics of individual cities. Cheshire (1995) then updated the analysis for
the FURs of western Europe to 1990. This showed that the regular trend towards
decentralisation had, indeed, changed during the 1980s, with much more varia-
tion and an increase in the number of city regions in northern Europe exhibit-



Ch. 35: Trends in Sizes and Structures of Urban Areas 1361

ing recentralisation. Where recentralisation had occurred it appeared possible to
relate this to the characteristics of the particular cities.

An alternative approach to understanding patterns of urban development was
developed by Andersson (1985) and Suarez-Villa (1988). Andersson (1985) ar-
gued that one should view urban development as an evolutionary process. He
identified four major stages in the modern era, each connected with a logistical
revolution that reduced key costs affecting transport, the costs of transactions, the
costs of coordinating production activities and, most recently, the costs of infor-
mation. These, he argued, were associated with a set of discontinuous extensions
of urban systems from the local, to the national, international and finally to the
emergence of a global urban hierarchy. Suarez-Villa (1988), in a wide ranging
but ultimately not wholly focussed review, attempted to link both the distribution
of city sizes (again measured by the Parato exponent, «) and their individual pat-
terns of centralisation and decentralisation to an evolutionary view of economic
development. These two papers, however, do not seem to have stimulated further
development of this approach.

4. Intraurban patterns of development and change

There is a further body of literature exploring, at a more disaggregated level,
patterns of intraurban (in the sense of the metropolitan or city region) differential
growth and the growth of particular types of cities compared to others. Two main
threads can be distinguished. There is a line of work that has, as its focus, the
changing distribution of people and jobs within large metropolitan areas. The
theoretical core is provided by the classical model of urban structure and land use
originating with Wingo (1961), Alonso (1964) and developed by Muth (1969),
Mills (1972) and Evans (1973). This line of work has used the articulated theory
of residential location contained in that model to examine the changing distribu-
tion of resident population within cities, paying particular attention to changing
income,” although other explanatory variables have also been included. Follow-
ing the logic of the classical urban model the dependent variable has often been
the population density function (the origins of which—as with a number of the
quantitative tools of spatial analysis—can be traced to the work of Clark (1951).
The theoretical explanation of intraurban employment location is less complete,

9 Margo (1992) suggests that over 40% of suburbanisation of population from US central cities between
1950 and 1980 could be attributed to rising incomes. This estimate was based on the results of a logit model
explaining the distribution of households between the central city and suburban rings in 1950. The resulting
coefficients were used to simulate the degree of suburbanisation that would have been expected by 1980 given
the actual increase in incomes observed.
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so the investigation of changes in the location of jobs at this spatial level had a less
well articulated theoretical framework. Broadly, these two related bodies of work
can be thought of as the study of suburbanisation. One of its recurring questions
has been whether, in suburbanisation, the process is led by the decentralisation
of jobs, or the decentralisation of people (Steinnes, 1977, 1982).

The second main area of work is the study of changes in the distribution of
people and jobs between settlements of varying size, and between metropolitan
areas on the one hand, and nonmetropolitan areas—or rural (“ex-urban”) areas—
on the other. Theoretically, this works tends to be more ad hoc than that on
suburbanisation but constitutes, nevertheless, a far larger volume of material.

It is the work on suburbanisation, however, that is reviewed first in this section.
As indicated above, a central question has been whether “people follow jobs” or
“jobs follow people”. Perhaps the most complete investigation of this is provided
by Thurston and Yezer (1994). Building on the initial work of Bradford and
Kelejan (1973), Steinnes (1977, 1982), Cooke (1978, 1983) and Mills (1992),
they estimate a model using annual data in which the value of the population
density gradient at time # is determined by the annual percentage change in total
population, income and transport investment, the percentage of white population
in the central city in time ¢, by the value of the population and employment den-
sity gradients in the previous period and by a time trend. City specific effects are
eliminated by including a dummy for each city.'® Compared to previous studies,
the main missing independent variable is a measure of crime in the central city
(suburbs). This had been found to be significant in Bradford and Kelejan (1973),
Grubb (1982) and by Palumbo et al. (1990).

The strength of the Thurston and Yezer (1994) study, however, is that they
used as their dependent variable what is probably the theoretically most appropri-
ate measure—the value of the population density gradient; they employed annual
data, and had a much more detailed and exhaustive set of employment sectors.
They also had a carefully evaluated measure of transport investment. Not being
a direct measure of the theoretically appropriate variable, travel costs, however,
this still had problems. Although it had the expected sign (unlike in a number
of earlier studies), it was not significantly associated with the rate of population
suburbanisation. The advantage of using annual data is that it allows much more
precise measurement of lags and potentially gives greater insight into causality,
where the response in one sector to changes in another is rapid. The advantages
of greater and exhaustive sectoral disaggregation of employment are consider-
able. Location theory predicts that intraurban locational requirements will vary

10 Rather curiously Thurston and Yezer (1994) dismiss these as “of no particular importance”.
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between industries, as will the locational response to changes in transport tech-
nology/costs (see, for example Anas and Moses, 1978). Including an exhaustive
(or nearly—agriculture and extractive industry employment was excluded) set of
sectors greatly reduces the problem of omitted variables bias.

The findings of Thurston and Yezer (1994) are broadly supportive of theory
and much more successful in identifying the relationship between population
and employment suburbanisation than was the case with previous studies. They
found that in US cities rising incomes were significantly associated with popula-
tion suburbanisation, but that population growth and its ethnic composition was
not significantly related to changes in the population density gradient. They also
found evidence of significant relationships between employment and residential
segregation. There was only evidence supportive of the “jobs follow people”
view, however, with respect to employment in retail and services. Evidence for
the interrelationship between decentralisation of employment in construction and
transport, communications and public utilities, supported the interpretation that
investment in suburban infrastructure facilitated subsequent population subur-
banisation. In manufacturing, the results supported the earlier and apparently
anomalous results of Steinnes (1977). Suburbanisation of manufacturing em-
ployment was significantly related to slower population suburbanisation. This
is consistent with Steinnes’s original interpretation: that manufacturing industry
generates negative externalities from which people tend to remove themselves
as their incomes rise, since an alternative way of representing the result is that
increased concentration of manufacturing in the central city increases the rate of
population suburbanisation.

The second body of work referred to above probably originates with Beale
(1975), although it was given an international dimension and much wider cur-
rency with the work of Berry (1976), Vining and Strauss (1977), Leven (1978),
Vining and Kontuly (1978) and Vining and Yang (1979). The literature consists of
a large number of empirically oriented studies that try to establish the facts; and a
far smaller body of more theoretically oriented work attempting to explain these
facts. In brief, the “facts” are that, starting sometime in the 1960s, a process began
of population dispersal from the large metropolitan areas. This was matched by
a reversal of previous patterns of depopulation in rural areas. In the 1970s, for
example, there was in Britain an almost perfect positive relationship between
measures of how rural a region was and its rate of population growth (Champion,
1989). This pattern went far beyond suburbanisation or decentralisation and was
associated with a strong growth of smaller cities and “ex-urban” communities.
Although originally noted in the US, it appeared also in other mature industrial
countries at about the same time (Leven, 1978; Vining and Kontuly, 1978).
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It was realised quite early that there should be some connection between the
shift in population and employment towards smaller cities and nonmetropolitan
areas and changes in the spatial structure of costs (Anas and Moses, 1978) and/or
productivity (Vining and Kontuly, 1977). Efforts to estimate relative changes in
productivity were problematic, however, partly for lack of time series data on
capital stock by area type. This hindered the development of credible estimates
of total factor productivity growth. Such data were constructed for US cities and
states by Fogarty and Garofalo (1982) and Garofalo and Malhotra (1985), and
were used in studies of productivity growth in large MSAs between 1957 and
1977 in Fogarty and Garofalo (1988) and for 1959 to 1982 in Beeson (1990).
These studies all related only to manufacturing.

As discussed above, Fogarty and Garofalo (1988) found strong evidence sup-
porting the existence of both economies of scale internal to the industry (locali-
sation economies), and of economies of scale related to city size (economies of
urbanisation). In addition, they found evidence of specific economies of employ-
ment density as measured by the manufacturing employment density gradient and
the density of manufacturing employment in the central city. Together with this
evidence of various agglomeration economies, they also established a significant
negative relationship between city age and its manufacturing productivity as well
as significant regional variations. They did this on the basis of estimating a Vari-
able Flasticity of Substitution production function for manufacturing for a pooled
time series dataset across the 13 MSAs, for which they had both capital stock data
and manufacturing employment density gradients (from Mills, 1972). This fitted
the data well, with all coefficients having the expected signs. Since the functional
form estimated for both city size and employment density was quadratic, it was
possible to estimate values of the employment density gradient (—0.5) and city
size (population 2.9 million} which were associated with maximum total factor
productivity in manufacturing.

These strong results on agglomeration economies compared to previous stud-
ies (such as, for example, Moomaw, 1985} did not provide an explanation of
either decentralisation or the shift of manufacturing employment and popula-
tion to smaller cities. Indeed, they suggested these were seemingly “irrational”
and agsociated with a slowdown of productivity growth. As they acknowledge,
however, maintenance of productivity advantages in large cities could have been
offset by growing cost disadvantages in private inputs or public goods, or in
both. Their analysis related essentially to physical relationships between mputs
and outputs. Indeed, since manufacturing is a very heterogeneous sector, there
could have been composition effects within it with those subsectors enjoying
the strongest productivity advantages in large cities remaining there as other
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subsectors relocated, or differentially grew in smaller cities or nonmetropolitan
areas.

Beeson (1990) addressed the issues far more directly, although since the
methodology is significantly different from that employed by Fogarty and Garo-
falo (1988), the results cannot be compared directly. The basic methodology as
devised by Denison (1979) and Kendrick and Grossman (1980) is to account
for output changes at a national level; and as subsequently adapted by Hulten
and Schwab (1984), is to analyse differences in regional manufacturing perfor-
mance between the Sunbelt and Snowbelt regions of the US. This means that
although the same capital stock data are used as in Fogarty and Garofalo (1988),
a substantially different model is estimated. The model assumes no agglomera-
tion economies associated with spatial structure and any economies of scale are
reflected in a Hicks-neutral shift parameter. Total factor returns are estimated
essentially as a residual, since the contribution to changes in output of changes
in inputs, other than land, can be measured directly (with some quite strong
assumptions).

The economic space of the US is then divided into 45 large MSAs (each with
$2 billion or more value added in manufacturing in 1978), and areas outside the
MSAs. The MSAs of New England are excluded from the analysis because of
lack of data on capital stock, but there is a further division between the large
MSASs and non-MSAs of four regions: the Manufacturing Belt (as defined by
Beeson (1990)), South, West and West North Central. The main findings are that
there was, in fact, a nontrivial gain in total factor productivity in the large MSAs
relative to the non-MSA areas between 1959 and 1978. This accounted for an
estimated 70% of their growth in manufacturing output. The growth of output
in the non-MSAs relative to the large MSAs over the period was accounted for
by the increase in inputs, especially capital. Breaking it down into subperiods
showed that the main growth of relative productivity in the large MSAs was
in the period 1965-1973, but this coincided with the strongest relative gain in
factor inputs in the non-MSA areas and the strongest shift of value added away
from the large MSAs. The overall gap between value added growth in the large
MSAs relative to the non-MSA areas was reduced very substantially between
1965-1973 and 1973-1978 in all regions except the Manufacturing Belt, where
it widened sharply.

It may be argued that these findings still leave the issue of causation wide
open. Beeson’s (1990) results are not inconsistent with a combination of relative
cost changes favouring the areas outside the large MSAs, leading to a shift of
investment to such areas despite the increasing productivity advantages of the
large MSA economies. Indeed, it would even appear possible that the shift of
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investment to the areas outside the large MSAs partly caused their increased pro-
ductivity advantages because of the composition effect in manufacturing activity
that it induced. In that context, it may be worth noting that the timing of the
greatest gains in relative productivity in the large MSAs coincided with their
greatest period of relative loss of factor inputs.

5. Some recent frends

Because of the limitations on data availability, the work done on recent trends in
cities is, not surprisingly, more descriptive than analytical. Demographic data—
especially for the small areas necessary to investigate changes at the urban level—
are the most widely available, up-to-date and straightforward to interpret. Since
recent trends necessarily rely on up-to-date information their study tends to rely
on demographic data. Except where noted, the work discussed in this section uses
straightforward tabulations, or variants of the devices employed by researchers
such as Vining and Strauss (1977) or Hall and Hay (1980). Nevertheless, analysis
of trends in sizes and the distribution of the urban populations to 1990 or 1991 are
available for western Europe (Cheshire, 1995), Australia (Maher, 1993), Canada
and the US (Bourne, 1995); and to 1994 for the US (Long and Nucci, 1995).
Although, as Bourne (1995) suggests, it represents a diverse landscape of
change, some patterns do appear. In mature economies, suburbanisation was
almost universal from the 1950s, but in the US and in some of the countries
of northern Europe, such as the UK, not only did decentralisation accelerate in
the 1970s but it took a new form. Tales of the revival of rural areas (starting
with Beale, 1975) may have turned out to be oversimplifications or related to an
ephemeral phenomenon. Much of the growth in nonmetropolitan areas in the US
appeared, on close examination (Vining and Strauss, 1977), to have been in rural
counties contiguous to metropolitan areas and, therefore, more of an extension
of suburbanisation to ex-urban fringe counties. It was not so much a question
of a rural revival as of “the cities moving to the countryside” (Leven, 1978).
Nevertheless, even though it may not have lasted, there were remote rural areas
that experienced growth during the early 1970s for the first time in the twenti-
eth century. The growth of population in US nonmetropolitan areas combined
increased from 2.5% in the 1960s to 14.4% in the 1970s while, between the same
two decades, growth of population for the US as a whole declined from 13.4
to 11.4%) (Bourne, 1995). Within metropolitan areas, there was a substantial
dispersion of people to less densely populated counties (Long and Nucci, 1995)
and the central cities compared to the suburbs did markedly worse, not only in
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terms of population growth but also on economic indicators such as employment,
migration and relative property price changes (Linneman and Summers, 1993;
Jensen and Leven, 1997). There was a sense in which, not only in the US, the
1970s represented a “clean break with the past”.

Breaks, however, do not necessarily continue. The first commentators to note
some urban population revival were Cheshire (1987) in Europe, and Long and
DeAre (1988) and Frey (1993) in the US. In some of the large FURs of north-
ern Europe, such as London (Champion and Congdon, 1987) and Copenhagen
(Matthiessen, 1983), the maximum rate of outflow of migrants from the core
cities was observed in 1971 or 1972. Although loss continued, the rate of loss
from migration fell continuously until about 1980, and positive migration gain
was observed for a few years in the early 1980s. Dangschat (1993) reports that the
population of inner West Berlin, which had declined continuously from 1950, be-
gan to increase in 1985 and continued to do so until and including 1991. Annual
data on changes in the concentration of population for three categories of area
in the US-—all counties, Bureau of Economic Analysis (BEA) Economic Areas,
and BEA Metropolitan Economic Areas (broadly identifiable with FURs)—show
similar patterns (Long and Nucci, 1995). From the first year for which the nec-
essary data became available, 1970, concentration was falling in all three types
of area. The county based index was the earliest to show a change of trend. It
began to move towards concentration in the second half of the 1970s. Positive
concentration began to occur between 1982 and 1983. This was quickly followed
by positive concentration appearing in the indices for the other two types of areas.
Concentration in all three, however, peaked in the mid- to late 1980s. By 1990 to
1991, all three were showing that population deconcentration was present again.

Somewhat more analytical approaches—but including data only to 1990 or
1991—have been adopted by Cheshire (1995) and Jensen and Leven (1997).
Cheshire showed that the steady movement towards decentralisation in the largest
FURs of western Europe (those with populations of more than one-third of a
million) that had been observed gathering pace in each decade from 1950 to 1980,
partially reversed in the 1980s. The percentage of core cities gaining population
increased between 1975-1981 and 1981-1991 from 22 to 47% in northern Eu-
rope and from 40 to 48% in France and northern Italy. Decentralisation continued
to spread to the cities of the south of Europe.

The change in trends in European cities was more in terms of relative changes
than of absolute ones. Looking at patterns of “turnaround”—that is, the differ-
ence in rates of population change between core cities and hinterlands in the
1980s compared to the 1970s—there were many cases where a strong turnaround
was observed but the FUR continued to lose population overall. Glasgow was
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such a city. In the 1980s, however, the rate of loss was much higher from the
hinterland or suburbs than from the city core. Nevertheless, those cities in north-
ern Europe with the strongest turnaround tended to share characteristics; they
were significantly more likely to be medium sized than the very largest cities
(defined as those FURs With a core city exceeding 200,000). Cities with stronger
amenities, historic cores and strong service sectors were also more strongly rep-
resented. In the UK, for example, Oxford, Cambridge and Canterbury were the
three cities with the most significant turnaround. Overall, the message appeared
to be that urban recovery and recentralisation was partial and selective and likely
to be related to the growth of service employment, falling household sizes and
increased labour force participation rates.

Jensen and Leven (1997) show that on the basis of rather strong assumptions,
relative rates of change in the measure of guality of life (QOL), developed by
Blomquist et al. (1988), can be calculated from data available for central cities
and for the metropolitan area as a whole. They derived a simple model. This im-
plied that if house prices in the core are rising, or wages are falling relative to the
metropolitan area as a whole, then the QOL of the central city is relatively rising:
and when net migration into, or labour supply in, the central city is rising relative
to the metropolitan area as a whole, similarly the QOL of the central city is rising
relative to the metropolitan area. The advantage of this approach is that since it
rests on revealed preference, it can be applied in the absence of information on
amenities contributing directly to QOL. Not only are there strong assumptions,
however, but not all the appropriate data were available. Particularly, wages for
homogeneous labour were unavailable and they had to proxy this with family
incomes, offset with a crude measure of changes in human capital. They then
calculate the values for these changes in relative QOL for the 25 largest MSAs
combined and for each decade from 1950 to 1990.

The results are quite strong and consistent. All indicators except the wage
proxy point in the same direction and show statistically significant changes in the
relative position of central cities compared to the metropolitan areas. Between the
1970s and 1980s there was a sharp change of trend in central city house prices
compared to those in the metropolitan areas and rather less sharp changes in
trend in the other indicators. The Jensen and Leven (1997) analysis supports the
view that there was significant improvement in the central cities of the 25 largest
US MSASs during the 1980s compared to the 1970s. Their tests of significance are
invalid for individual MSAs, although the data suggests that there was substantial
variation. ‘

The general conclusion of this section is that despite the fact that the expe-
rience of individual cities seems to have become more varied, internationally,
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at least within the industrialised/post-industrial countries for which there have
been studies, there is stronger evidence of a predictable pattern than might be
expected, given the diversity and variety of cities. It is not that all cities move
in the same direction, or that all cities of a particular size grow or decline. It
is rather that patterns which are identified in one country have a remarkable
tendency to appear in others—either simultaneously, or with some more or less a
predictable delay. Explanations of these patterns have been offered but are sofar
less than wholly convincing. There are problems with respect to theory and the
availability of appropriate data. The fact that there are patterns suggests, however,
that explanations are possible. In other words, this chapter can conclude with the
recommendation beloved of researchers: more research is needed.
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Abstract

This chapter discusses theoretical and applied research in urban economics on
decentralized cities, i.e., cities in which employment is not restricted to the cen-
tral business district. The first section discusses informally the incentives that
firms face to suburbanize. The next section summarizes the theoretical literature
on decentralized cities, including both models which solve for the optimal spatial
pattern of employment and models in which the spatial pattern of employment
1s exogenously determined. In other sections, I discuss rent and wage gradients
in decentralized cities and review the empirical literature testing whether, or not,
wage gradients exist in urban areas. A section covers the question of whether
people follow jobs or jobs follow people to the suburbs and the last section
discusses the “wasteful” commuting controversy.

Keywords: Suburbanization, polycentric (urban) models, monocentric (urban)
models, wage gradients, decentralized cities, wasteful commuting

1. Introduction

Although urban economists often assume that employment in urban areas is
concentrated at the central business district (CBD), in actuality urban employ-
ment has been suburbanizing for a long time. The best evidence available over a
long timespan comes from the two-point density gradients for employment and
population first estimated by Mills (1972, Chap. 3) and updated by Macauley
(1985). Two-point population density gradients are calculated by solving for
the exponential function that fits the two observations of population density and
average distance from the CBD for the central city and the suburbs. Two-point
employment density gradients are calculated by the same procedure using data
for the employment density. The resulting density gradient measures the percent-
age decrease in population or employment density per mile of distance from the
CBD, where a smaller density gradient indicates greater suburbanization. For
18 metropolitan areas in the US, the average density gradients in 1948 were
0.58 for population, compared to 0.68 for manufacturing employment, 0.88 for
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retailing employment, (.97 for service employment and 1.00 for employment in
wholesaling. For the same metropolitan areas in 1977/80, the figures were 0.24
for population, 0.32 for manufacturing, 0.30 for retailing, 0.38 for services and
0.37 for wholesaling. The decline over the period was 59% for population, 53%
for manufacturing employment, 66% for retailing employment, 61% for service
employment and 63% for wholesaling. Thus, while population was, and still is,
more suburbanized than employment, employment (except in manufacturing) has
been suburbanizing faster than population. Overall, the levels of suburbanization
of employment and population are converging, with manufacturing and retailing
employment the closest to convergence.!

In this chapter, I discuss theoretical and applied research in urban economics
on decentralized cities, i.e., those in which employment is not restricted to the
CBD. In Section 2, I discuss informally the incentives that firms face to stay at
the CBD versus to move to the suburbs. In Section 3, I summarize the theoret-
ical literature on decentralized cities. Separate subsections deal with (a) models
that derive the optimal spatial location pattern for employment, and (b) models
that assume an exogenously determined spatial location pattern for employment
and explore its effects on other aspects of resource allocation in urban areas. In
Section 4, I discuss the basic model of rent and wage gradients in a decentralized
city. In Section 5, empirical research testing for whether, or not, wage gradients
exist in urban areas is reviewed. Section 6 discusses the empirical literature on
whether population suburbanization follows employment suburbanization or vice
versa, i.e., do jobs follow people or people follow jobs? Section 7 discusses and
appraises the controversy concerning whether, or not, more commuting occurs in
decentralized cities than in urban economic models predict.

A few notes on terminology. Incommuting refers to radial commuting that is
toward the CBD in the morning, while outcommuting refers to radial commuting
that is away from the CBD in the morning. Circumferential commuting refers to
any commuting journey that begins and ends on different rays from the CBD. The
original urban models in which all jobs are located at the CBD are often referred
to as monocentric models, but this term has also been applied to models in which
some jobs are located outside the CBD, as long as jobs remain more centralized
than housing and all commuting is incommuting. Nonmonotonic or polycentric
models are then those in which employment is decentralized and at least some
outcommuting and/or circumferential commuting occurs. In this chapter I refer
to all models in which there is non-CBD employment as decentralized urban
models.

1 Mills also finds similar results for a smaller sample of US metropolitan areas over a longer time period.
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2. Why do firms suburbanize?

The original urban models assumed that all jobs were located at the CBD. This
assumption made for tractability—an important consideration. It was also ap-
pealing since, historically, CBDs tended to develop at a transportation node,
usually a port. Firms located at the CBD minimized the cost of goods trans-
portation since doing so was valuable because workers could walk but goods
could not. A CBD location also allowed firms access to power and utilities that
originally were only available near the CBD.

Now consider the basic factors that cause employment in cities to move out
of the CBD. Suppose a hypothetical firm is located at the CBD but is considering
moving to a more suburban location. Firms that consider moving out of the CBD
face tradeoffs since some costs rise while others fall. As long as the firm’s move
causes its workers’ commuting distances to fall, then workers save on commuting
costs and the firm can capture some of this savings in the form of lower wages.
Second, the price of land declines at a decreasing rate with the distance from
the CBD. Therefore, firms that move out of the CBD benefit from lower land
costs which allow them to trade capital for land, i.e., they occupy low, horizontal
buildings instead of tall, vertical buildings. Third, goods transportation costs may
decline since the firm avoids the traffic congestion of the CBD. Fourth, loss of
agglomeration economies at the CBD may cause the firms’ productivity to fall.
Finally, other costs faced by firms may also change when they move to the sub-
urbs. Costs related to information technology—which are changing rapidly—are
an example. Consider these factors individually.

First, firms have an incentive to suburbanize because they can pay lower
wages, which workers are willing to accept because they commute less. Since
wages are the largest single cost for many firms, this is likely to be an important
consideration. However, the extent to which suburbanizing allows firms to pay
lower wages depends on labor demand and supply. Suppose all firms are initially
located at the CBD and workers commute along straight lines connecting their
homes and their workplaces.?> An arbitrary firm X moves from the CBD to a
new location five miles south of the CBD, shown as point A in Fig. 1. All other
firms still remain at the CBD. At its new location, suppose firm X hires only
workers who live further out than the firm in the same direction away from the
CBD, i.e., along the line segment Aa. Therefore, all the firm’s workers save 10
miles of commuting per day by shifting from CBD jobs to jobs at firm X. If

2 A more realistic model would take the specifics of the transportation network into account, so that workers
would commute from their homes to their workplaces along existing road or rail networks. This modification
would not change the general results discussed here.
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CBD

a

Fig. 1. Commuting regions when a firm moves from the CBD to point A.

the daily wage at the CBD is w* and the cost of commuting per mile is ¢, then
workers will be willing to work at A for a daily wage of w* — 10¢ and the firm
can save 107 per worker per day by moving. However, only workers who live
along line segment Aa will be willing to work at A for this wage; all others
prefer to continue working at the CBD. Now suppose firm X wishes to hire more
workers than are willing to work for it at the wage w* — 10¢. If it raises its wage
above w* — 10¢, then its commuting region will expand from the line segment
Aa in Fig. 1 to a larger region such as that enclosed by the line bbb. At the
higher wage, some workers commute to firm X from homes that are not on the
same ray from the CBD as firm X (i.e., they commute circumferentially) and a
few workers outcommute.? As firm X continues to raise its wage, its commuting
region continues to get larger. Now suppose the suburban firm pays the same
wage w* as CBD firms. Then its commuting region will be the area below the

3 Commuting is still along straight lines connecting workers’ residences and their workplaces, but the
commuting routes are no longer radial. The outer boundary of the urban area also bulges outward in the area
closest to the suburban firm, but this effect is not shown in Fig. 1.
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horizontal line ccc, which bisects the line segment connecting the CBD and point
A.If firm X pays a higher wage than w?*, then its commuting region will be the
area below an upward curving line such as ddd. However, even if firm X pays
higher than the CBD wage w*, its commuting region will be smaller than the
CBD firms and restricted to workers who live in the southern region of the urban
area. Thus, firms that move out of the CBD can pay lower wages only if their
commuting regions shrink from covering the entire urban area to covering just
a region around their suburban sites. If suburban firms are relatively large and
have relatively high demand for labor, then they may have to pay wages as high
or higher than CBD firms.*

Now suppose an additional firm ¥ moves out of the CBD. As long as there
are no agglomeration economies outside of the CBD, firm Y has an incentive
to locate north rather than south of the CBD. This is because if firm Y locates
north of the CBD, then it will gain from the same wage reduction (discussed
above) in connection with firm X. But if firm Y locates south of the CBD, then it
must compete with firm X for labor and both firms will have to pay higher wages.
Thus, as firms suburbanize, they have an incentive to locate in different directions
around the CBD and, in particular, to avoid suburban regions that already have
high concentrations of firms.

Now consider the firms’ gain from suburbanizing due to the lower cost of
suburban land. The extent to which the firms’ land costs fall in the suburbs also
depends on the workers’ commuting patterns. Suppose we change the previous
model by assuming that all workers commute via a fixed rail network, that con-
sists of radial lines leading out from the CBD in different directions. Firm X
again plans to move out of the CBD. Only sites located near public transit stations
would be plausible suburban locations for firm X, since workers must be able to
walk to work from the station. But this means that the supply of suburban sites
suitable for use by firm X is limited to sites close to transit stations and the price
of these sites is high because their accessibility makes them valuable for high
density residential use. These factors reduce firm X’s gain from suburbanizing.
In addition, the gain to firm X from reduced wages at suburban locations is also
small in this case, because only workers who live along the same radial transit
line as firm X's suburban location have shorter commuting journeys when they
commute to firm X rather than to the CBD. (If workers must travel to the CBD
along one transit route and then outcommute to firm X along another transit
route, then they will be unwilling to work at firm X if it pays less than the wage

4 See Wieand (1987) and White (1988b) for discussion.
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at the CBD.) Thus, firms gain little due to lower land costs or wages in the suburbs
when workers commute by fixed rail transit systems.

But now suppose that workers begin to commute by car and the road network
is more dense than the fixed rail network. As a result, firm X is less restricted
in its choice of suburban sites because workers who commute by car can reach
sites that are inaccessible by public transit. The resulting increase in the sup-
ply of suburban sites suitable for non-residential use lowers the firms’ cost of
land, which increases their gain from suburbanizing. In addition, the region from
which workers are willing to commute to suburban firms at any given wage also
increases and, therefore, wage costs in the suburbs fall. These trends are self-
reinforcing. As more workers commute by car, suburban firms’ labor supply
increases, which makes it more attractive for firms to suburbanize. But as more
firms suburbanize, an increasing proportion of suburban jobs becomes inacces-
sible to workers unless they commute by car, so that more workers shift from
commuting by public transit to commuting by car.

Let us turn now to transportation costs other than commuting costs. While the
monocentric model assumes that firms export their output from the urban area
via a transportation node located at the CBD, in fact the transportation node is
now more likely to be an airport or a circumferential freeway surrounding the
urban area, both of which are located in the suburbs. Thus, firms that move to
the suburbs are likely to gain because they avoid the cost of transporting goods
to and from the congested CBD. However, some types of firms may be better off
remaining at the CBD. Suppose firms sell to customers who are located in the
urban area rather than outside and/or they buy from suppliers who are located
in the urban area. Also assume that these customers or suppliers are uniformly
distributed around the CBD. Then transportation costs are minimized if the firm
stays at the CBD. These firms tend to lose customers or suppliers if they move to
the suburbs.

Now consider agglomeration economies and their effect on the employment
location pattern in urban areas. These are difficult to measure and there is little
agreement as to how they work. One assumption that has been used widely in the
literature to represent agglomeration economies is that each firm in an urban area
transacts with every other firm in the urban area and the cost of these transactions
depends on the distance between pairs of firms. This assumption obviously im-
plies that there is a gain from urban area’s firms being concentrated at a CBD,
since the centralized location pattern reduces the distance between firms. While
this model is useful as a starting point, it has some counterintuitive implications.

3 See Capozza (1976), O’Hara (1977), and Ogawa and Fujita (1980).



1382 M.J. White

Suppose we compare two urban areas having a different number of firms. Then
the smaller urban area will have an advantage over the larger because total trans-
actions costs among a smaller number of firms are lower. Thus, larger urban areas
are predicted to have lower rather than higher agglomeration economies. But this
goes against the notion that higher agglomeration economies are responsible for
the existence of larger cities. An alternative approach, used by Henderson (1977)
and Straszheim (1984) in the urban context and also commonly used in other
fields, assumes that production is characterized by external increasing returns as
the number of firms or the number of jobs in the city rises.® This gives larger
cities an advantage over smaller ones which offsets their disadvantage of higher
aggregate commuting costs. However, this approach has the drawback that the
level of agglomeration economies is the same all over the urban area, regardless
of where firms locate. It might be useful to combine these two approaches, since
the latter represents the gain from more firms being present in an urban area,
while the former represents the cost of capturing these gains through interactions
among firms.

What about the issue of how agglomeration economies vary within an urban
area? A variation of the external increasing returns approach, used by Wieand
(1987), makes agglomeration economies depend on the number of firms located
at particular employment sites. Thus, firms located at the CBD benefit from a
high level of agglomeration economies, but firms located at a suburban em-
ployment subcenter that is smaller than the CBD benefit from a lower level of
agglomeration economies. A more general version of this approach is used by
Fujita and Ogawa (1982}, who allow the level of agglomeration economies to
vary continuously over space, depending on the density level of firms at each
location. These approaches are useful in exploring what type of firm location
pattern is efficient in a decentralized urban area.

It should also be noted that agglomeration economies may differ for different
types of firms. For example, computer firms benefit from locating in the “Sili-
con Valley” area of San Francisco/San Jose because these firms can hire skilled
computer engineers without having to bear the costs of their training. But the
computer firms themselves are stretched along at least a 20-mile region, which
suggests that they do not need to locate close together to benefit from agglomer-
ation economies. In other industries, firms may benefit from being close together
because individual firms can closely observe and react to the behavior of competi-
tors. Agglomeration economies also occur across types of firms, for example, job

% Firms’ production function is multiplied by a shift variable N*, where N equals the number of firms or
jobs in an urban area and o > 1.
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Table 1

Profit variations for two firms locating at two alternative sites

Firm2 .
A B
Firm 1 A 5,2 1,2
B i, 1 3,3

sites are more attractive to workers when there are shops and restaurants nearby.
These agglomeration economies seem to require proximate location. In general,
there has been little research on how agglomeration economies operate within
urban areas and how they affect firm location patterns.

An important implication of agglomeration economies, when applied to issues
of location within an urban area, is that they may cause development to occur at
inefficient locations. Consider a simple model in which there are two alternative
sites for a subcenter in a particular urban area or portion of an urban area. The
two sites, denoted A and B, are both adjacent to freeway intersections. There are
two firms, denoted 1 and 2. While either or both firms may locate at either site,
agglomeration economies make both firms better off if they locate at the same
site. Table 1 shows both firms’ profits from locating at each site. Firm 1 makes a
profit of 5 at site A and a profit of 3 at site B if both firms locate at the same site,
but firm 1 makes a profit of only 1 if the two firms locate at different sites. Firm
2 makes a profit of 3 at site B and a profit of 2 at site A if both firms locate at the
same site, but it makes a profit of only 1 if the two firms locate at different sites. If
firm 1 moves first and chooses site A, then firm 2 will also choose site A and the
outcome will be economically efficient since the sum of both firms’ profits (7) is
maximized. However, if firm 2 moves first and chooses site B, then firm 1 will
also locate at site B. In this case, the outcome will be economically inefficient
since the sum of both firms’ profits (6) is lower than if they both located at site
A. The game has multiple equilibria, of which only one is economically efficient.
If the game were played many times in different regions by different firms, then
we would expect subcenters to develop at a mixture of efficient sites like A and
inefficient sites like B. Because the model has multiple equilibria, it is difficult
to predict in advance where suburban subcenters will develop.”

7 Obviously firm 1 can bribe firm 2 to choose site A even if firm 2 moves first. But firm 1 may not be
present when firm 2 makes its move and, once firm 2 has chosen site B, the costs of moving may exceed the
gains from both firms being located at site A rather than site B.
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Finally, a much-discussed issue affecting firms’ incentives to suburbanize is
the rapid development of information/communications technology, including use
of computers, the internet, high-volume telephone/fax services, picture phones
and video conferencing. Many of these new technologies are likely to affect the
relative advantage of the CBD versus suburban Iocations. One example is that
when mainframe computers became available, many banks moved their data-
processing operations out of the the CBD to suburban sites, because use of com-
puters made it possible to supervise these operations without locating them at
their headquarters. But, with high volume telephone lines and personal comput-
ers, this type of work can now be done by workers at home, workers living in
small towns, or workers located overseas. Video conferencing also substitutes
for face-to-face contact and, therefore, reduces the accessibility advantage of
being at the CBD. In general, the implications of these new technologies for
firm location patterns have not been carefully thought out.

To summarize, firms’ incentives to suburbanize are quite complicated and at
least some parts of the story are not well understood. Different types of firms
are likely to be affected differently depending on the factor intensities of their
production processes. Thus, manufacturing firms benefit strongly from subur-
ban locations, because they can spread out their assembly lines horizontally and
accommodate their workforces with large surface parking lots. In contrast, spe-
cialized service firms and/or headquarters operations may prefer to stay at the
CBD where they can observe their competitors and have face-to-face meetings
with suppliers or customers located in all directions.

3. Theoretical models of decentralized cities

Suppose suburban locations are more profitable for at least some urban firms
than CBD locations. In this case, what overall spatial pattern of employment
will develop?; is it economically efficient?; and what are its effects on other
aspects of resource allocation in urban areas? There are actually two versions
of these questions. In one, the main issue is how agglomeration economies and
commuting costs affect the optimal and actual spatial patterns of employment
and residences in urban areas. The city is assumed to be built from scratch, so
there is no presumption that a CBD will exist. In the second, some firms are
assumed to move to exogenously determined suburban locations, but the change
is incremental and the historic CBD remains. The main focus is on examining
the effects of firm suburbanization on residential location and other aspects of
resource allocation in cities. I refer to these two literatures as models of endoge-
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nously versus exogenously determined employment location. They are discussed
separately below.

3.1. Models with endogenously determined employment location

Consider the optimal spatial location pattern for firms in an urban model with no
history. The earliest approach to this problem was by Mills (1972: chap. 5). Mills
analyzed a model of an urban area in which identical firms produce a good using a
fixed amount of land, and housing is also produced using a fixed amount of land.
Identical workers commute to the firms at a constant cost per unit of distance trav-
eled. OQutput produced by firms is transported to the CBD, where it is exported,
and the cost of goods transport is also constant per unit of distance. The optimal
allocation of land to production and housing is the allocation which minimizes
the sum of goods transport costs plus workers’ commuting costs. Mills (1972)
shows that there are two efficient solutions: the “segregated” solution in which
land around the CBD is devoted exclusively to production while land surround-
ing the production area is devoted exclusively to housing, and the “integrated”
solution in which production and housing are mixed at all urban locations. The
segregated solution holds when the cost of goods transport is high relative to the
cost of commuting, since locating production in the CBD minimizes the cost of
transporting goods. The integrated solution holds when the cost of commuting
is high relative to the cost of goods transport, since commuting is eliminated
when all workers work at home. Mills also shows that in this model, the market
equilibrium solution is economically efficient.®

I documented above the fact that employment has tended to suburbanize more
rapidly than population in US cities over the past several decades. This suggests
that urban areas in reality have moved from approximating the “segregated”
solution to approximating the “integrated” solution in Mills’ model. This sug-
gests that the cost of goods transportation must have fallen relative to the cost of
commuting—a testable hypothesis.

The paper by Fujita and Ogawa (1982) uses assumptions similar to those of
Mills (1972), but adds agglomeration economies to the model. Fujita and Ogawa
analyze a straight-line city. Identical firms are again assumed to produce goods
using fixed amounts of land and labor and to transport the goods to the CBD for
export. The level of agglomeration economies depends on the density of firms
at particular locations and may be constant all over the urban area or may differ
at different locations. Workers each occupy a constant amount of land and the

8 See Braid (1988) for a dynamic version of Mills’ model.
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costs of commuting and transporting goods to the export node are both con-
stant per unit of distance. Fujita and Ogawa (1982) solve numerically for the
equilibrium outcome, assuming that firms enter the city until profits fall to zero.
Because the costs of commuting and of goods transport trade off against variable
agglomeration economies, a number of different land use patterns may occur. If
agglomeration economies are high at the CBD and decline with distance from
the CBD, then firms concentrate at a single CBD surrounded on both sides by
housing. If agglomeration economies are constant at all locations and the cost of
commuting is high relative to the cost of goods transportation, then a dispersed
land use pattern occurs in which all workers work at home. Another possible
outcome is an “incompletely mixed urban configuration”, in which the center
of the urban area is occupied by mixed firms and housing, surrounded on both
sides by regions occupied exclusively by firms, while the outer regions of the
urban area are occupied exclusively by residences. Workers occupying the cen-
tral region work at home, while workers occupying the exclusively residential
regions commute to firms located in the exclusively business regions. Finally,
other possible outcomes include two employment subcenters without a CBD and
a CBD plus two subcenters. In all of the solutions, the left and right sides of the
urban area are symmetric.’

In a model with agglomeration economies, equilibrium outcomes are likely
to be inefficient since individual firms ignore the effects of their behavior on the
overall level of agglomeration economies and therefore on other firms’ costs.
Henderson and Slade (1993) extend Fujita and Ogawa’s model by making it
into a game between two developers. This introduces another set of reasons
why the equilibrium outcome may differ from the optimal outcome.!” In their
model, one of the developers develops the lefthand side of the city and the other
develops the righthand side. Each builds a development that contains a residen-
tial neighborhood and a business district (land uses are not allowed to mix).
When the city is small, it is efficient for both developers to locate their busi-
ness districts at the inner edge of their respective territories, so that they merge
and the combined city has a CBD. As the city increases in size, the costs of
goods transportation and commuting rise faster than agglomeration economies,
so that eventually it becomes efficient for the business district to split in two.

9 Fujita and Ogawa (1982) do not investigate whether, or not, the equilibrium land use outcome differs
from the optimal outcome. But in a later paper, Ogawa and Fujita (1989) discuss the relationship between
equilibrium versus optimum land allocations in a similar model.

10 See also Tauchen and Witte (1984), who analyze equilibrium versus optimum land use allocations in
a model of a CBD with agglomeration economies. They show that an inefficient number of firms enters the
urban area in the equilibrium outcome. Helsley and Sullivan (1991) investigate the possibility that different
employment subcenters could have different production technologies or could have external effects,
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At that point, each developer locates its business district at approximately the
center of its territory, with residential neighborhoods on both sides, so that there
are two equal sized business districts-——one on each side of the city. However,
Henderson and Slade (1993) show that when there are two developers, they have
an incentive to split the CBD prematurely, i.e., the split occurs at a lower than
optimum population level. The reason is that each developer takes account of the
agglomeration economies realized by firms in its half of the city, but ignores the
agglomeration economies realized by firms in the other half. Thus Henderson and
Slade’s model provides an example of how strategic considerations, combined
with agglomeration economies, may cause the spatial layout of the urban area
to be inefficient. In a sequential version of their model, they provide another
example of how strategic considerations may distort the spatial layout of the city.
In that model, the first developer to enter makes its development inefficiently
large in order to capture first mover advantages; while the second developer then
makes its development inefficiently small. The result is that the two sides of the
city are asymmetric, which is inefficient.

A recent model by Anas and Kim (1994) also examines the equilibrium spatial
location pattern in a discrete version of a straight-line city. Anas and Kim do
not assume that there are external agglomeration economies, but they make an
assumption that urban firms sell their output directly to the households who live
in the urban area. These shopping interactions between firms and households are
similar to the transactions between pairs of firms that formed the basis of early
models of urban agglomeration economies. Workers (or their families) thus take
shopping trips to buy from firms, as well as making commuting trips. Because
goods produced at different locations are assumed to be spatially differentiated,
workers demand them all, although they have the highest demand for goods
produced by nearby firms. The model also incorporates traffic congestion and
endogenous congestion tolls. The results is a dispersed land use pattern: both
jobs and housing are present in all regions of the urban area, although the density
level of both is highest at the center because of greater accessibility. The dis-
persed location pattern occurs for a combination of two reasons: first, congestion
and congestion tolls make it worthwhile to reduce travel costs by mixing firms
and households and, second, when firms transact with households, they have an
additional incentive to mix with households so as to reduce the length of shopping
trips.

These models have given us a much improved understanding of how ag-
glomeration economies, congestion, the costs of commuting and of goods trans-
portation, and strategic considerations interact to determine the spatial layout of
employment in urban areas. The basic factors that cause firms to benefit from
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congregating at a central point—the CBD—are external agglomeration
economies and the cost of goods transportation being high relative to the cost of
commuting. As cities increase in size, the CBD becomes congested, which raises
both commuting costs and goods transportation costs. Eventually these factors
overwhelm the gains from agglomeration economies and make it more efficient
for some or all firms to suburbanize. When firms suburbanize, the models just
discussed suggest that it is economically efficient for suburban employment to
develop at more than one location because this pattern reduces workers” com-
muting costs. Assuming that at least some firms suburbanize, two basic location
patterns are possible: firms may disperse to isolated suburban locations, or they
may congregate in one or more discrete suburban subcenters on each side of the
CBD. (If models of one-dimensional cities were translated into two dimensions,
then an additional location pattern would be one or more ring subcenters.) Factors
that tend to cause the dispersed suburban location pattern include high commut-
ing costs, lack of agglomeration economies once firms leave the CBD, firms’
demand for land and labor being very price elastic, firms being fairly pollution-
free so that households are willing to live near them, and firms selling their output
directly to houscholds, which necessitates shopping trips. An additional consid-
eration that emerges from the literature is that firms may not actually locate in
the most economically efficient land use pattern, both because individual firms
have an incentive to ignore their effects on the level of agglomeration economies
and because of strategic considerations.

3.2. Models with exogenously determined employment locations

In these models, the set of possible employment location within the urban area is
exogenously determined. Wages at suburban employment locations may be either
exogenously or endogenously determined. The models focus on how workers
decide where to live and work and the resulting spatial patterns of land rents, pop-
ulation densities and commuting regions. In one sense, models with exogenously
determined employment locations are special cases of the previous set of mod-
els in which the employment location pattern is endogenously determined and
optimal versus actual employment patterns can be compared. However, the dif-
ficulty of solving models with endogenous employment locations usually means
that these models focus on the tradeoff between agglomeration economies and
transportation costs and they assume away most other issues. Models with ex-
ogenous employment patterns often focus instead on modeling other issues in the
context of a decentralized urban area, such as the spatial location pattern when
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there are multiple household types, the effect of gasoline taxes on employment
suburbanization or the effect of zoning regulations that limit development.

The earliest model of a decentralized urban area was that of White (1976). In
her model, firms may locate either at the CBD or a constant number of miles away
from the CBD in any direction. All firms are initially located at the CBD, but
some move to the suburbs because they export their output from the urban area
and the cost of doing so is lower in the suburbs. As discussed above, firms that
suburbanize have an incentive to spread themselves out in all directions around
the CBD, so that the suburban employment locations become a ring subcenter.
Workers are assumed to commute along straight lines between their homes and
their workplaces. If the wage at the ring equals the CBD wage minus twice the
workers’ cost of commuting between the ring and the CBD, then all commuting
in the model is radial incommuting. All workers located between the CBD and
the ring commute to the CBD, while workers located further out than the ring are
indifferent between working at the CBD or the ring. But now suppose the wage
at the ring rises above this level. Then there will be three commuting regions: a
circular region around the CBD composed of workers who commute to the CBD,
a doughnut-shaped region around it but inside the ring subcenter composed of
suburban workers who outcommute to jobs at the ring, and an outer doughnut-
shaped region beyond the ring composed of workers who incommute to jobs
at the ring. As long as firms are spread evenly around the ring subcenter, no
circumferential commuting occurs. In this situation, the land rent gradient and
population density both fall with distance from the CBD, then rise to a local
maximum at the subcenter and then fall again beyond the subcenter. Because
White’s (1976) model did not incorporate agglomeration economies, the optimal
location for the ring subcenter was entirely outside the CBD’s commuting region.

Sullivan (1986) also considered an urban area with a CBD and a ring subcen-
ter. But rather than making the wage pattern exogenous, he assumed that firms
at both locations have downward sloping labor demand functions. This allows
wages to be determined endogenously by the condition that labor supply must
equal labor demand at each employment location. In Sullivan’s model, firms
located at the CBD are assumed to be subject to agglomeration economies, while
firms at the subcenter are not. His model, which is solved numerically, shows
how wages at the two employment locations are linked via the land market. For
example, suppose demand for labor at the CBD shifts outward. Then the wage at
the CBD rises and some workers who live between the CBD and the subcenter
shift from working at the subcenter to working at the CBD. This causes the
CBD’s commuting region to become larger and the subcenter’s commuting re-
gion to become smaller. The backward shift in labor supply to the subcenter
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causes the subcenter’s wage to rise. Thus, wages at the two employment locations
tend to move together.!!

Ross and Yinger (1995) consider an urban model in which there are firms
both at the CBD and at either a point or a ring subcenter. Like Sullivan (1986),
they assume that firms have downward sloping demands for labor, so that wages
at each employment location are determined endogenously. Ross and Yinger
solve for a closed form solution to their model and they focus on examining
comparative statics results and whether, or not, these results are the same in a
decentralized urban model as in a model with only CBD employment. Although
their model has no agglomeration economies, their comparative statics results are
similar to those found by Sullivan (1986), i.e., exogenous shocks cause wages at
both employment locations to move in the same direction and a change in wages
at one employment location causes wages to change in the same direction at
the other. An increase in the exogenous utility level of urban residents is shown
unambiguously to raise wages at both employment locations. But because the
direct effect of the increase in utility and the indirect effect of the increase in
utility via wages have opposing effects on land rents, the direction of the effect
on land rents cannot be signed.!?

Wieand (1987) analyzes a similar model with a CBD and a point subcenter,
but he assumes that both employment locations have agglomeration economies
and he allows the location of the subcenter to vary. He assumes that the level of
agglomeration economies at each subcenter depends on the number of jobs at
that subcenter, so that firms at the CBD are more productive as long as the CBD
contains more firms. Given that establishing a subcenter is worthwhile, Wieand
(1987) explores the question of the optimal subcenter location. He finds that if
the subcenter will contain only a small number of jobs, then it is optimal for it
to locate near the outer boundary of the urban area; while if the subcenter will
be large, then it is preferable for it to locate near the CBD. This is because the
further the subcenter is located from the CBD, the fewer the number of workers
willing to commute to it for any given wage. If the subcenter contains few firms,
then the small commuting region is not a drawback and the best location for it is
near the urban periphery where land costs are low. But if the subcenter contains
many firms, then it is better for it to remain near the CBD where it can atiract
more workers for any given wage. Wieand (1987) also points out that if the total
population of the urban area is fixed, the establishment of a suburban subcenter

1 Sufiivan (1986) also considers the effects of land use controls in the CBD or the residential areas.

i2 Yinger (1992) explores a similar model in which workers commute along a network of radial and circular
roads, rather than along straight lines between their homes and workplaces.
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causes problems for the CBD since its loss of jobs causes loss of agglomeration
economies and the nearby population density also falls.!?

In White (1990), a simulation model is used to explore public policy concerns
about long commuting trips by analyzing the extent to which policy measures
that encourage more firms to suburbanize would reduce commuting. An urban
model that originally has two suburban point subcenters is assumed to add two
additional point subcenters located further out and, for comparison, an urban area
that originally has a ring subcenter is assumed to add an additional one located
further out. The model has no agglomeration economies, but congestion raises
commuting costs near the CBD and the subcenters. The model is designed to
allow any number and any spatial configuration of subcenters to be simulated.
The main result of the simulation is that adding two additional suburban point
subcenters or an additional suburban ring subcenter reduces workers’ average
commuting journey length by about 15-50%—more for the ring subcenters than
the point subcenters.'*

In Hotchkiss and White (1993), a simulation model is used to explore an
urban area where there are multiple household types—two-worker households,
“traditional” households with one male worker, and female-headed households.
Wages at each of the employment locations are exogenously determined (male
workers are assumed to earn more than female workers). The purpose of the
model is to explore the spatial implications of such social trends as the high
divorce rate, the increasing rate of labor force participation by married women,
and the increasing dispersion of income within urban areas that these two trends
cause. In general, two-worker households outbid other households for sites that
are most accessible to their job locations, traditional households occupy the most
suburban sites and female-headed households occupy the intermediate distances.
Because high income households occupy central rather than suburban locations,
the spatial allocation more closely resembles a European rather than an American
city.’” An increase in the cost of commuting causes a reduction in the number
of female-headed households in the urban area, and a decrease in wages for
female workers causes traditional households to replace two-worker households
in the urban area. Thus, the model suggests that seemingly unrelated policy

13 The Wieand (1987) model implies a testable hypothesis that firm or subcenter size should vary inversely
with distance from the CBD. To the author’s knowledge, this hypothesis has not been tested empirically.

14 Bven four subcenters is probably too few to realistically represent a large urban area. See Giuliano and
Smal] (1991) for a discussion of how to identify employment subcenters. They find 32 subcenters in the Los
Angeles metropolitan area.

15 These results suggests that to get the typical spatial location pattern of a large US city, explicit
disamenities of living near the center of the city would need to be introduced into the model.
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changes can have important spatial implications. Hotchkiss and White (1993)
also introduce a random component to wages, that allows the model to rep-
resent worker/household heterogeneity. The effect of introducing even a small
random component is that the commuting region boundaries become very fuzzy.
All household types occupy sites all over the urban area (instead of occupying
sites only in their particular commuting regions) and the number of different
household types represented in the urban area increases. Randomness in income
greatly dampens the responsiveness of the model to exogenous shocks.

Finally, the paper by Sivitanidou and Wheaton (1992) also explores a model
in which there are two employment locations, but firms compete with households
for land. One subcenter is allowed to have a cost advantage in production over
the other and relative wages at the two subcenters are determined endogenously.
The goal of the model is to determine to what extent differences between the two
subcenters are capitalized as differences in commercial land rents versus differ-
ences in wages. The authors first show that if the two subcenters have the same
costs, then the urban area is symmetric and both subcenters have identical size,
wages and commercial land rents. Also the residential land rent patterns around
them are identical. Now suppose subcenter 4 has a cost advantage over subcenter
B. Then, firms in subcenter A expand by offering higher wages. This leads to
an expansion in subcenter A’s commuting area, which bids up residential land
rents around subcenter A. Because firms compete with households for land, the
expansion of subcenter A also raises commercial land rents. Thus, the cost dif-
ferentials between subcenters lead to both higher wages and higher commercial
and residential land rents at and around the subcenter that has the cost advantage.
Now suppose again that the two subcenters have equal cost, but zoning imposes a
binding restriction on the land area of subcenter A. Then commercial land rents at
subcenter A rise above those at subcenter B, but subcenter A’s wages fall below
those of subcenter B. Because of the zoning restriction, commercial land rent at
subcenter A is higher than (rather than equal to) land rent for residential land just
adjacent to subcenter A. Residential land rent around subcenter A is also lower
than that around subcenter B, which means that workers are willing to work
for lower wages at subcenter A because their land costs are lower. Thus, zon-
ing restrictions on one subcenter lead to that subcenter having higher rents, but
lower wages. The authors conclude that differences in commercial rents across
subcenters within an urban area may not accurately measure differences in the
subcenters’ productivity.

Models in which the spatial pattern of employment is exogenously determined
obviously cannot be used to analyze what spatial location pattern is efficient, but
they can be used to analyze other implications of decentralized employment in a
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more realistic setting. Future research, perhaps using numerical techniques, may
be able to combine the strengths of both sets of models.

4. Rent and wage gradients in decentralized urban areas

When jobs decentralize, the structure of an urban area becomes much more com-
plicated. To start with, all urban areas—monocentric and decentralized—have
rent gradients that relate the price of land to distance from the CBD. Rent offer
curves describe how much each household is willing to pay for land at each
location, and the market rent gradient is the upper envelope of all households’
rent offer curves. In the monocentric city, rent offer curves and the market rent
gradient always decline at a decreasing rate with the distance from the CBD.!¢
But in the decentralized city, households’ rent offer curves may be affected by
workers” job locations and this may affect the shape of the market rent gradient.
Decentralized cities also have a wage gradient, that relates wages to distance from
the CBD for identical jobs. Workers living at particular residential locations have
a wage offer curve that indicates the minimum amount they must be paid to be
willing to work at any job location. The lower envelope of workers’ wage offer
curves is the market wage gradient. The characteristics of individual workers’
wage offer curves and the market wage gradient, both of which may be affected
by where workers live, need to be established. In this section I explore how rent
and wage gradients in decentralized cities are determined and how they relate to
each other.!’

Suppose an urban area has an employment pattern consisting of a CBD and
suburban firms that are dispersed at isolated locations in all directions around the
CBD. Residential distance from the CBD is denoted # and workplace distance
from the CBD is denoted v. All workers are assumed to incommute, so that
their commuting distance is u — v. Wages per day are w(v), the out-of-pocket
cost of commuting is m per mile, and the speed of commuting is 1/s. Since
there is no congestion, the cost of commuting a mile in each direction is always
2(sw(v) + m). Each household has one worker. Suppose the rent on land per
unit is denoted r(u, v), land consumption per household is /(x, v) and hours of
leisure consumption are A (u, v). Households’ rent offer curves must satisfy the
property:

—2@sw(v) +m)

ru(u, U) = —l(‘;‘v)—, (41)

16 gee Mills and Hamilton (1989).
17 The main references for this section are Straszheim (1984) and White (1988a).
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and workers’ wage offer curves must satisfy the property:

—2({sw(v) + m)
24 — 2s(u —v) — h(u,v)’

wy(u, v) = 4.2)
where the subscripts denote partial derivatives. Equation (4.1) looks familiar
from the analysis of the monocentric city: it says that land rents fall with res-
idential distance at a rate equal to the cost of commuting a mile further from
the CBD divided by the households’ demand for housing. However, the presence
of terms depending on v in Eq. (4.1) suggests that the rent offer curve may be
affected by workers’ job locations. Equation (4.2) is the wage offer curve. It says
that the rate of change in the wage at which workers are willing to work for firms
located further from the CBD equals the cost of commuting a mile further per
day divided by the number of hours of work, where the latter equals 24 minus
time spent commuting (2s(# — v)) minus time spent in leisure. The presence of
terms in u in the equation suggests that the wage offer curve may be affected by
workers’ residential locations.

Since the rent offer curve has the same form as in the monocentric city case,
individual households’ rent offer curves in decentralized cities must always have
a negative slope and must always decline at a decreasing rate with distance. Now
consider whether and how individual households’ rent offer curves vary with job
location by differentiating Eq. (4.1) with respect to v. The result is:

ar, _ -1
v {(u, v)

[2Zsw, + r.dy]. 4.3)

The signs of w, and r, are both negative, but the sign of {,—the change in
land consumption when job location becomes more suburbanized but residen-
tial location remains constant-——is ambiguous. The most likely case is that [, is
positive, because when workers spend less time commuting (job location shifts
outward while residential location remains fixed), they save money and are likely
to increase consumption of both land and other goods. In this case, the sign of
dr,/ov must be positive. Then households’ rent offer curves become flatter as
workers’ job locations become more suburbanized. Since the market rent gradi-
ent is the upper envelope of households’ rent offer curves, this means that the
rent gradient in the decentralized city will decline more slowly than the rent
gradient in a monocentric city. In addition, households in the decentralized city
will tend to segregate into different residential areas depending on their workers’
job locations. For example, suppose that jobs are located only at the CBD and a
ring subcenter v’ miles from the CBD, while residences are located everywhere.
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Fig. 2. Rent offer curves of households whose workers work at the CBD and at v/, and the market rent gradient.

Figure 2 shows the rent offer curve r; of households whose workers work at the
CBD, and the rent offer curve r, of households whose workers work at v’. The
market rent gradient, shown as a dashed line, is the upper envelope of the two rent
offer curves. The boundary between the two rent offer curves occurs at u’, where
u' > v'. Households whose workers hold CBD jobs live in the inner residential
area between u = 0 and ', while households whose workers work at v’ live in
the outer residential area further out than z’.!3

If we combine the rent and wage offer curves, Eqs. (4.1) and (4.2), we can
determine the relative rate at which the wage offer curve falls with distance from
the CBD compared to the rent offer curve, or,

W _ 1 4.4)

ry/r wn

where n = 24 — 25(u — v) — h(u, v) denotes hours of work. The rate of decline
of the wage offer curve relative to the rent offer curve equals the ratio of the rent
on land to total earnings. If the ratio of land rent to earnings is approximately
constant, then the wage offer curve—like the rent offer curve—is predicted to
decline at a decreasing rate with distance from the CBD. In the US, house-
holds spend about 20% of their incomes on land and housing combined and
the cost of land is approximately one-quarter of the combined cost. Therefore,
ri/wn >~ (0.2)(0.25) = 0.05, suggesting that on average urban wages decline
with distance from the CBD at only about 5% of the rate at which urban land

18 Beocause all workers incommute to their jobs, the rent gradient declines monotonically and does not have
alocal maximum at v/,
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rents decline. This figure is probably higher in Europe. Nonetheless, because the
fraction of earnings spent on land rent is low, the wage offer curve is predicted
to decline quite slowly with distance from the CBD. Therefore, measuring it
empirically turns out to be difficult.

Finally, consider whether and how individual workers” wage offer curves vary
with residential location by differentiating Eq. (4.2) with respect to u#. The result
is

dw,/ou ny

4.5)

w,  n
The percentage change in the slope of the wage offer curve when workers move
their residential locations a mile further out, but keep their job locations fixed,
equals minus the percentage change in hours of work when workers move their
residential locations a mile further out. Since w, is negative, the sign of dw, /du
is the same as the sign of n,,. The sign of n,, is ambiguous, but the most likely case
is that it is negative, since when workers spend more time commuting (residential
location shifts outward while job location remains fixed), they are likely to com-
pensate by reducing both the number of hours of leisure and the hours of work.
In this case, dw,/du must be negative and workers’ wage offer curves become
steeper as their residential locations become more suburbanized. Suppose there
are only two residential locations, consisting of rings located at distances u* and
u*™ > u*, while jobs occur at all locations. Figure 3 shows the wage offer curve
wq of the group of workers living at #* and the wage offer curve w; of the group
of workers living at u**. The market wage gradient, shown as a dashed line, is the
lower envelope of the two curves. Workers living at u* take jobs located between
v = 0 and v”, while workers living at u** take jobs located further out than
v = v”. The market wage gradient has a negative slope and becomes steeper
with distance from the CBD."

We have shown that the decentralized urban area has a market wage gra-
dient that relates wages to workplace location, in addition to having a market
rent gradient that relates the price of land to residential location. The prediction
that urban wages vary with distance from the CBD is one of the major testable
hypotheses of the urban model. In the model just discussed, only incommuting
was assumed to occur and wage gradients were therefore downward sloping.?’
However, as discussed in Section 1, when suburban firms have high labor de-
mand, they must raise wages in order to attract enough workers. This causes

19 See White (1988a) for further discussion.

20 Note from Fig. 3 that the theoretical urban model has no prediction for the sign of the second derivative
of the market wage gradient, although the wage offer curves have declining slopes.
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u,v

Fig. 3. Wage offer curves of workers who live at #™* and »™**, and the market wage gradient.

wage gradients to become less negative, or even to turn positive, and it also causes
outcommuting to occur. Flat or positive wage gradients are most likely to occur
in a particular subregion of an urban area, since they are caused by firms at a
large subcenter offering high wages in order to expand their commuting regions.

5. Empirical evidence concerning urban wage gradients

One of the major empirical hypotheses generated by the urban model with decen-
tralized employment is that wages for otherwise identical jobs vary with distance
from the CBD. In general, the urban model predicts that wages decline with
distance from the CBD, but wages could be constant, or even rise, with distance
if there is concentrated suburban employment. Rising wage gradients are likely
to occur only in a particular direction from the CBD.

The theory predicts that researchers attempting to measure urban wage gradi-
ents will confront several problems. First, as discussed above, finding evidence of
wage gradients is likely to be difficult since wages decline at a much slower rate
than rent as distance from the CBD increases. Second, finding a sample of jobs
and workers that are identical except for distance from the CBD is difficult. But if
observations of nonidentical jobs or workers are used to estimate wage gradients,
then the results may reflect location-specific job differences or location-specific
differences among workers rather than a true wage gradient. For example, police
jobs are likely to be less dangerous in the suburbs than the central city because
suburban crime rates are lower. This factor would tend to cause police wages
in the central city to rise relative to police wages in the suburbs. An estimated
wage gradient for police wages that did not control for crime rates would there-
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fore decline too steeply. As another example, suburban teachers tend to be more
experienced than central city teachers and, as a result, their wages are higher. An
estimated wage gradient for teachers that did not control for experience might
therefore be flat or even positively sloped, when the true wage gradient would
have a negative slope. Third, suppose a metropolitan area has a negative wage
gradient in one direction away from the CBD, but a positive wage gradient in
another direction—perhaps reflecting the presence of a large subcenter in that di-
rection. Then, if a single wage gradient were estimated for the entire metropolitan
area, it would probably result in no gradient being found.

An additional problem with the empirical literature on urban wage gradients
is that it combines tests of two distinct hypotheses under the same name. One
literature tests for a relationship between wages and distance from the CBD.
The other literature tests for a relationship between commuting journey length
and wages. The latter relationship results from the hypothesis that workers are
willing to commute further in return for higher wages, just as they are willing
to commute further in return for lower housing prices. Evidence supporting the
commuting journey/wage relationship has sometimes been interpreted as provid-
ing support for the hypothesis that wages decline with distance from the CBD
(see, for example, Madden, 1985), but this conclusion is not always correct. For
example, suppose wages rise rather than fall with distance from the CBD in a
particular city. Then suppose a set of workers who outcommute to their jobs
is used to test the commuting journey/wage relationship. These workers would
have the predicted positive relationship between commuting journey length and
wages, even though wages rise rather than fall with distance from the CBD. An
alternate possibility is that wages fall and then rise with distance from the CBD
in a particular city. In this case, an empirical test of the commuting journey/wage
relationship using randomly selected workers might fail to find a relationship at
all. In what follows, I survey only papers that directly test the wage/distance from
the CBD relationship.?!

Because of lack of availability of data on workplace location, many of the
papers that test for the existence of wage gradients have used data that the authors
collected specifically for the purpose. An early effort was that of Rees and Shultz
(1970), who collected data on wages, job characteristics, and job location as part
of a study of the Chicago labor market. They compared wages in the CBD (the
Loop) to those in the region south of the CBD and in the regions north and west of
the CBD, for workers in both white and blue collar jobs. At the time of their study,

21 gee Crampton (Chap. 39, this volume) for a discussion of papers on the commuting journey/wage
relationship.
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the region south of the Loop contained most of the Chicago metropolitan area’s
heavy industry, while the regions north and west were mainly residential. Rees
and Shultz (1970) found that wages in the north/west region were significantly
lower than at the CBD for both blue and white collar occupations. But wages in
the south region were higher than at the CBD for blue collar occupations and not
significantly different from the CBD for white collar occupations. Their evidence
is consistent with the theoretical model discussed above in that wages rise with
distance from the CBD in the region of Chicago where jobs are plentiful but
workers living nearby are scarce, so that suburban employers need to raise wages
in order to induce enough workers to commute to suburban jobs. In contrast,
wages fall with distance from the CBD in the regions of the metropolitan area
where workers are plentiful and jobs are scarce.

A more recent study by Eberts (1981) also used data from Chicago. Eberts
obtained wage data for employees of 100 municipalities in all regions of the
Chicago metropolitan area. He estimated regressions explaining the log of wages
as a function of the log of the municipality’s distance from the CBD for five cat-
egories of public sector workers: police, fire, administration, clerical and public
works. These data have the drawback that they are for municipalities rather than
individual workers, but job characteristics and workers’ average characteristics
may vary across municipalities. As discussed above, these variations may bias
the estimate wage gradients either upward or downward. In fact, Eberts (1981)
finds that that the wage/distance from the CBD relationship is negative for all
five categories of workers and statistically significant for all except fire. The
elasticity of wages with respect to distance was about —0.2 for public works
and police employees, and —0.3 for administration and clerical. The absolute
decrease in monthly wages per mile of distance was $24 for administration, $10
for clerical, $12 for police and $9 for clerical (in 1974 dollars). Despite these
problems, Eberts’ results provide some support for the hypothesis that urban
wage gradients are negatively sloped.

More recent studies of urban wage gradients have taken advantage of the Pub-
lic Use Microsample (PUMS) of the 1980 US Census of Population and Housing.
This dataset includes all the information collected as part of the US Census
of Population for a large sample of individual households. For each worker, it
indicates whether the worker’s job location is in the CBD, the rest of the central
city or in any of a set of suburban zones, where the number of suburban zones
varies between 1 and 28 for different metropolitan areas.

Hhanfeldt (1992) uses PUMS data for Philadelphia, Detroit and Boston (the
metropolitan areas having the largest number of zones) to estimate urban wage
gradients separately for a variety of occupational groups and for white versus



1400 M.J. White

African-American workers. Commuting journey length was measured by straight-
line distance from the largest town within each zone to the CBD. Ihanfeldt’s
main results come from estimating wage gradients for white workers in seven job
categories in the three metropolitan areas. Of these 21 wage gradients, 18 have
negative slopes, and 15 of the 18 are statistically significant. The remaining three
wage gradients have positive slopes but are not statistically significant. Thus,
Ilhanfeldt’s results also support the hypothesis that wages decline with distance
from the CBD. The rate of decline is approximately 1% per mile of additional
distance from the CBD—a figure suggested as reasonable by Mills and Hamilton
(1989).2% For African-American workers, Tlhanfeldt (1992) estimated 14 wage
gradients and found that only two were negative and statistically significant,
while one was positive and statistically significant and 11 were not significantly
different from zero. Thus, African-American workers appear to have flatter wage
gradients than white workers. African-American workers are more likely to live
in the central city than white workers, so that if they faced the same negative wage
gradients as white workers, they would find it less worthwhile to commute to
suburban jobs. Finally, Ilhanfeldt tested whether, or not, wage gradients differed
for male versus female workers. He found no significant differences between
male versus female black workers, while he did find a significant difference by
gender for white workers only for the professional/managerial category, where
the wage gradient for women was significantly more negative than for men work-
ers. The general finding of no gender differences in wage gradients is probably
not surprising since if male and female workers occupy the same job categories
and are paid equal wages, then they must face the same market wage gradient.
The finding of different wage gradients by race suggests that white workers tend
to take different jobs than African-American workers.

McMillen and Singell (1992) also use PUMS data to estimate urban wage
gradients, but they use the information in the PUMS to infer individual workers’
job location choices. For each of seven cities, they estimate two simultaneous
probit equations explaining whether workers choose jobs in the central city ver-
sus the suburbs, and whether they choose residences in the central city versus the
suburbs. From the probit equation explaining workplace location, they predict the
utility-maximizing workplace location for each worker in the sample, in miles
from the CBD. They then assume that the utility-maximizing workplace location
can be used as a proxy for workers” actual workplace location. Finally, they use
the proxy for workplace location, combined with data on workers” wages and

22 Thanfeldt (1992) also found that the slope of the wage gradients became flatter (less negative) as distance
from the CBD increased. This result is consistent with, although not predicted by, the theory discussed above.
It may reflect the fact that average commuting speeds are greater in the suburbs than in the central city.
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other characteristics, to estimate an urban wage gradient. The estimated wage
gradient is negative and statistically significant for their base city, Detroit, and
the results for five of their six other cities are not significantly different from
those found for Detroit.

Thus, despite important data limitations, the literature on urban wage gradi-
ents finds surprisingly strong support for the hypothesis that wages for otherwise
similar jobs decline with distance from the CBD

6. Suburbanization: Do jobs follow workers or workers follow jobs?

At the beginning of this chapter, I documented the long-term trend toward sub-
urbanization of both population and employment. A controversy in urban eco-
nomics concerns the issue of causation: does the spatial pattern of population
in a metropolitan area depend on the spatial pattern of employment, or does the
employment pattern depend on the population pattern? As discussed above, the
urban models literature made widespread use of the assumption that the spatial
pattern of employment is exogenously determined—either because all jobs are
assumed to be located at the CBD, or because employment is decentralized but
its spatial pattern is exogenously specified. This implicitly assumes that the resi-
dential location pattern is determined by the employment location pattern, rather
than the reverse. The direction of causation issue is testable and a literature has
developed that attempts to test whether jobs follow workers or workers follow
jobs.

Before examining this literature, however, it seems worthwhile to note that
the assumption of the urban models literature that employment location is ex-
ogenously determined is mainly made for convenience. In the early models, un-
derstanding the economics of residential location within urban areas was difficult
enough by itself, and the problem was made much more tractable by assuming
away the need to explain employment location. Since then, economists have
worked on explaining the pattern of firm location within urban areas and have
made progress, but our understanding of firm location remains sketchy relative
to our understanding of residential location. Furthermore, theoretical models
that explain both simultaneously remain highly simplified and static rather than
dynamic, as the discussion in Section 3.1 suggests. Thus, while the empirical
question of whether jobs follow people or people follow jobs is interesting and
important in its own right, the empirical models do not provide a test of any hy-
pothesis of the theoretical model. The theoretical model itself has not developed
to the point where it provides clear predictions on this issue.
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Steinnes (1977) was the first to test the causation issue. His technique was
to estimate a two-equation simultaneous model using a pooled time-series Cross-
section dataset. Suppose P; , denotes the proportion of metropolitan area popula-
tion located in the central city in city 7 in period ¢, and E;; denotes the proportion
of metropolitan area employment located in the central city in city i in period ¢.
In the first equation, the dependent variable is P;, and the independent variables
are the lagged values P;,_; and E; ,_;, plus other exogenous variables that affect
the population pattern. In the second equation, the dependent variable is E;,
and the independent variables are the lagged values E;,_; and P;,_;, plus other
exogenous variables that affect the employment pattern. The test of the “people
follow jobs” hypothesis is whether, or not, the coefficient of E; ;. in the equation
explaining P;, is statistically significant and positive, which would indicate that
greater suburbanization of employment causes greater suburbanization of popu-
lation in the following period. The test of the “jobs follow people” hypothesis
is whether, or not, the coefficient of P;,_, in the equation explaining E;, is
statistically significant and positive.

Steinnes (1977) tested the mode! separately for manufacturing, service and re-
tail employment. The results for manufacturing and services supported the “jobs
follow people” hypothesis, while the results for retail employment supported the
“people follow jobs” hypothesis. Cooke (1978) redid Steinnes’ estimation using
residential and employment density gradients (rather than proportion located in
the ecentral city) as his measures of the extent of suburbanization. He also found
that employment follows population, although the results for manufacturing em-
ployment were more significant than those for retail and service employment.
Mills and Price (1984) also found that jobs follow people in a model explaining
population and employment density gradients and using data from the 1960 and
1970 Censuses of Population.”> However, Thurston and Yezer (1994), also ex-
plaining density gradients but using annual data from the Local Personal Income
Series of the US Department of Commerce, found evidence that jobs follow
people in the services and retail sectors, but did not find evidence supporting
causality in either direction for five other employment sectors

An interesting recent paper on this issue is that of Boarnet (1994). Rather than
using metropolitan areas as observations, Boarnet uses data from 365 munici-
palities in northern New Jersey and, rather than explaining levels of population
and employment, he explains the changes in municipal population and employ-
ment between the years 1980 and 1988. Thus, Boarnet focuses the analysis on

23 The main conclusion of the Mills and Price (1984) paper is that adding to the model a set of variables
measuring central city problems—crime, race and taxes—does not add any explanatory power to the basic
model explaining suburbanization of population and employment.
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the submetropolitan area level. For each municipality i, Boarnet defines a labor
market consisting of all other municipalities in the sample. Each municipality
is weighted by 1 /dg., where d;; is the distance between municipality i and mu-
nicipality j and B is a separately estimated parameter that indicates how labor
market relationships across municipalities decay with distance. Employment in
municipality i’s labor market area is defined as the weighted sum of employment
in all the other municipalities in the sample, and population in municipality i’s
labor market area is defined as the weighted sum of population in all the other
municipalities in the sample. Thus, an individualized labor market is defined for
each municipality.

In Boarnet’s model, the change in population in municipality i between 1980
and 1988 depends on the change in employment over the same period in munic-
ipality i’s labor market area, the lagged value of population in municipality 7,
the lagged value of employment in municipality i’s labor market area, and other
control variables. The change in employment in municipality i similarly depends
on the change in population in the labor market area surrounding municipality 7,
the lagged value of employment in municipality i, the lagged value of population
in municipality i’s labor market area, and other control variables. The two equa-
tions are estimated using simultaneous techniques. Boarnet’s results indicate that
the change in the municipal employment level is significantly related to changes
in the population of the labor market area, but the change in the municipal pop-
ulation level is not significantly related to changes in employment in the labor
market area.

Thus, Boarnet’s results, like earlier papers, provide support for the hypothesis
that jobs follow people, but not vice versa. Since Boarnet’s test uses municipali-
ties within a particular metropolitan area rather than more aggregated metropoli-
tan area data, his results suggest that the hypothesis that jobs follow people holds
for explaining both overall spatial patterns across metropolitan areas, and more
detailed spatial patterns within metropolitan areas.

Boamet’s work is unlikely to represent the final word on this subject, but
nonetheless his results and those of previous authors seem sensible and intuitively
appealing. If we think about the problem from the viewpoint of the theoretical
considerations discussed above, it seems clear that the employers’ location deci-
sions are tied to the spatial pattern of population. Employers benefit from moving
to the suburbs because they can pay lower wages, but only if the move results
in workers having shorter commutes. Therefore, the gain to an employer from
suburbanizing depends on the density of population near the intended suburban
location and on the employer’s level of demand for labor. As shown by Wieand
(1987), a small firm can benefit from locating near the periphery of the urban
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area because it only needs to hire a small number of workers, but a large firm
has an incentive to remain close to the CBD, since otherwise the high cost of
attracting many workers to the suburban site may more than offset the large firms’
other gains from suburbanizing. Thus, the gains to firms from suburbanizing
are directly linked to the distribution of population: firms have an incentive to
follow-—but not to lead—workers to the suburbs. In contrast, households gain
from moving to the suburbs regardless of the spatial distribution of employment.
Even if all firms were located at the CBD, households would still benefit from
moving to the suburbs because workers’ longer commutes are compensated by
lower housing prices—the basic tradeoff of the urban economic model. Thus, it
should not be surprising that empirical studies have tended to find that jobs follow
people, while people do not follow jobs. The assumption in the theoretical urban
models literature that the spatial distribution of employment is exogenous and de-
termines the spatial distribution of population (i.e., people follow jobs) was, and
is, merely a convenient simplification that made difficult models easier to solve.
Future work in urban economics needs to devote more attention to modeling firm
location choice, so that the simplification will no longer be necessary.

7. Are commuting patterns in decentralized cities “wasteful”?

Hamilton (1982) raised the question of whether, or not, commuting in US metro-
politan areas is inefficient. He argued that 10 times more commuting actually
occurs in metropolitan areas than is predicted by urban economic models, from
which he concluded that 90% of urban commuting is “wasteful”. He concluded,
therefore, that urban economic models have little predictive power.

In order to measure how much commuting occurs in metropolitan areas be-
yond what is predicted by urban economic models, we need to first establish how
much commuting is predicted by urban economic models and is therefore effi-
cient. In theory, we would do this by first establishing the optimal spatial location
pattern for each metropolitan area for housing, jobs and roads (which might vary
across metropolitan areas because of factors such as differing amounts of land
being available for urban use or differing distributions of jobs across industries).
Then the efficient commuting pattern would minimize the total commuting time
required for the metropolitan area’s workers to trave! from its houses to its jobs.

But as the previous discussion suggests, urban economic models in fact pro-
vide incomplete guidance on these issues. While the model of residential location
in metropolitan areas has been extensively researched, the model of firm location
in metropolitan areas is still under development and, in particular, the role of
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agglomeration economies is not well understood. Similarly, the problem of the
optimal allocation of land to roads is also relevant and research in this area is also
rather sketchy. Thus, in order to measure the efficient amount of commuting, we
need to understand whether and how the spatial allocation of land uses in cities
is inefficient.

But suppose we wish to proceed anyway and, in order to do so, we make the
simplifying assumption that the actual spatial allocation of land uses prevailing
in metropolitan areas is efficient. Then the efficient amount of commuting is de-
fined as the minimum amount that would be required for the metropolitan area’s
workers to travel from its existing housing stock to its existing jobs along its
existing roads.

Hamilton’s (1982) method of calculating the efficient amount of commut-
ing was based on Mills’ (1972) two-point density gradients for population and
employment in US metropolitan areas. From the density gradient for popula-
tion, Hamilton calculated the average distance of houses from the CBD for each
of the metropolitan areas in Mills’ sample. And from the density gradient for
employment, he calculated the average distance of jobs from the CBD in the
same metropolitan areas. The difference between them, he argued, is the average
minimum commuting journey length required for workers in each metropolitan
area to travel from its housing to its jobs. Hamilton then compared this average
minimum commuting journey length figure to data on the average actual com-
muting journey length in each metropolitan area and found that the ratio was
1:10.

Hamilton’s (1982) calculation of the average minimum commuting journey
length differs from actual minimum commuting journey length for two reasons.
First, his calculations assume that houses and jobs are both uniformly distributed
in all directions around the metropolitan area’s CBDs. This assumption is implicit
in the use of density gradients, that treat the metropolitan area as though it can
be represented by a one-dimensional ray from the CBD because it is identical
in all directions around the CBD. Thus, Hamilton’s method ignores the possibil-
ity that a metropolitan area’s jobs and houses may not be uniformly distributed
around the CBD. But if the distributions of jobs and houses around the CBD are
not uniform, then they may differ from each other and, therefore, at least some
workers must commute circumferentially. But circumferential commuting raises
the minimum amount of commuting in the metropolitan area. Since Hamilton’s
calculations of the minimum average commuting journey length treat the distri-
butions of jobs and housing around the CBD as identical, his method therefore
overstates the proportion of urban commuting that is “wasteful”. Second, Hamil-
ton’s method assumes that all workers commute along straight lines from their
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houses to their jobs. But actually, workers must commute along the existing road
network. If roads are not straight, then the minimum amount of commuting in
the metropolitan area rises. The assumption that all commuting journeys occur
along straight lines also causes Hamilton’s calculations of the proportion of urban
commuting that is “wasteful” to be biased upward.?*

White (1988b) proposed that both the problem of jobs and housing being
differently distributed around the CBD and that commuters must travel along the
existing road network, could be solved by using an assignment model to calculate
the minimum average commuting journey length. An assignment model requires
that a metropolitan area be divided into zones, and that we know (1) the commut-
ing journey length between each pair of zones, (2) the number of residences in
each zone, and (3) the number of jobs in each zone. The model then calculates an
assignment of each worker to a job and residence that minimizes the aggregate
amount of commuting for all workers in the metropolitan areca. Because of the
zonal structure, the assignment model can take into account any spatial distrib-
utions of jobs and houses around the CBD. Also, because the characteristics of
the existing road network determine the commuting journey length between each
pair of zones, the assignment model takes account of the fact that commuting
journeys must be made along actual rather than straight-line roads.

Suppose we also know the number of workers who actually commute in each
direction between each pair of zones. Conceptually, we can think of the model
as starting from the existing allocation of workers to jobs and housing and then
making any trades of job or housing assignments that would allow aggregate
commuting to be reduced, keeping the number of jobs and houses in each zone
fixed. For example, suppose worker A lives at the CBD and works five miles
south, while worker B works at the CBD and lives 10 miles south. Then the
total commuting could be reduced by 10 miles if workers A and B traded either
jobs or houses. Efficient trades tend to reduce the amount of outcommuting and
circumferential commuting that occurs. Circumferential commuting cannot be
eliminated completely as long as the distributions of jobs and housing around the
CBD differ from each other. But outcommuting can be eliminated completely as
long as employment is less suburbanized than housing. Thus, efficient commut-
ing patterns tend to involve relatively more incommuting, less outcommuting and
less circumferential commuting than actual commuting patterns.

White (1988b) used data from the 1980 US Census of Population to calculate
the average minimum commuting journey length for 25 US metropolitan areas.

24 Yamilton’s (1982) commuting calculations were in terms of distance, but later researchers used commut-
ing time. See Hamilton (1990) and Small and Song (1992) for discussion of the effects of using commuting
distance versus time.



Ch. 36: Urban Areas with Decentralized Employment: Theory and Empirical Work 1407

For these areas, the total number of zones ranges from five to 32, where the CBD
is a separate zone for the purposes of workplace location, but not residential
location.”> Census data on how many workers actually travel from each zone
to every other zone are used to calculate the average actual commuting journey
length. Comparing these figures, White found that the average actual amount of
commuting was only about 10% greater than the average minimum amount of
commuting.

Table 2 gives the matrix of actual commuting and optimal commuting flows
for the Buffalo metropolitan area, which has four suburban zones plus the central
city (zone 1) and the CBD. The lefthand column in both panels gives the number
of housing units in each zone and the top row in both panels gives the number
of jobs in each zone. (All figures are in thousands.) The top panel gives the
optimal assignment of workers to jobs and housing units and the bottom panel
gives the actual assignment. In the optimal assignment, all jobs in the CBD are
occupied by residents of the central city, whereas, in reality 62% of CBD jobs
are held by suburban residents. Thus, the optimal assignment eliminates long
incommuting journeys. Except in zone 4, all jobs in the four suburban zones
are held by residents who live in the same zone, while the remaining suburban
residents mainly commute to jobs in the central city.?® Thus, most outcommuting
and circumferential commuting journeys are also eliminated. Although Buffalo
has only a few zones, the results are typical of the pattern for cities having a
greater numbers of zones.

A problem with using the assignment model is that as long as commuting jour-
neys within zones are shorter than those between zones, within-zone commutes
are treated as efficient and the assignment model does not change them. However,
if individual zones are relatively large, then additional trades within zones would
probably reduce commuting further. But the Census provides commuting data
only for a relatively small number of zones within each metropolitan area and,
in addition, the central city is a single zone even when it constitutes a large
fraction of the metropolitan area. In later papers, Cropper and Gordon (1991)
and Small and Song (1992) applied the assignment model to much more detailed
transportation data for particular metropolitan areas. Cropper and Gordon (1991)
used data for Baltimore that divided the metropolitan area into 498 zones; while
Small and Song (1992) used data for Los Angeles—Long Beach that divided the
metropolitan area into 706 zones. Cropper and Gordon found that the actual aver-
age commuting journey length in Baltimore was two-and-a-half times as high as

25 The zones for these data are the same as the zones in the PUMS data.
26 Zone 4 includes Niagara Falls, a suburban subcenter.
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Table 2

Optimal versus actual commuting patterns in Buffalo (1980)

Optimal commuting pattern

Jobs (000)
CBD 1 2 3 4 5
37 146 13 184 32 49
Housing units 1 116 37 79 0 0 0 0
(000) 2 20 0 7 13 0 0 0
3 241 0 57 0 184 0 0
4 26 0 0 0 0 26 0
5 59 0 4 0 0 6 49
Actual commuting pattern
Jobs (000)
CBD 1 2 3 4 5
37 146 13 184 32 49
Housing units 1 116 17 70 2 25 1
(000) 2 20 2 7 5 7 0 0
3 241 18 65 6 142 6
4 26 1 3 0 6 26 6
5 59 2 0 4 9 29

the minimum average commuting journey length, while Small and Song’s results
for Los Angeles-Long Beach indicated a ratio of 3. Both of these results are be-
tween Hamilton’s (1992) actual-to-minimum commuting journey length ratio of
10, and White’s (1988b) actual-to-minimum commuting journey length ratio of
1.1. Thus, there is evidence that much more commuting occurs than the minimum
amount required for workers to commute between a metropolitan area’s existing
houses and its existing jobs, but the best evidence suggests that the ratio of actual
to minimum commuting is 2.5:3 rather than 2.5:10.

But does any of this demonstrate that commuting beyond the minimum in
metropolitan areas is inefficient or “wasteful”? To address this question, consider
what the assignment model omits. One problem is that many households contain
two workers and they may choose seemingly inefficient commuting patterns in
order to live together. Suppose one spouse works at the CBD and the other in
the suburbs and they minimize their combined commuting by living between
their two jobs. Therefore, one spouse outcommutes. The assignment model is
likely to trade away the outcommuting journey, since the procedure does not take
account of the spouses’ desire to live together. As another example, suppose an
African-American worker lives near the CBD but works in the suburbs. Again,
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the assignment model will tend to eliminate the outcommuting journey, but in
actuality the worker’s household may remain at its current residential location
because it faces race discrimination in suburban housing markets, or prefers to
live in a more familiar environment. Or suppose a worker who lives south of
the CBD finds a new job north of the CBD, but remains in the same residential
location. This might be because (1) the cost of moving is high, (2) the worker
does not expect to keep the new job for long, and/or (3) the worker’s household
likes the schools or parks in its current neighborhood and makes many (nonwork)
trips to them. The assignment model ignores these factors and tends to trade away
long circumferential commuting journeys. Finally, all jobs and houses are not
identical. Some trades might reduce commuting but would allocate high income
workers to small apartments and/or low income workers to large houses; while
other trades would allocate high skill workers to low skill jobs and vice versa.
All these examples, with the exception of the one involving race discrimination
in housing markets, suggest that households choose some amount of commuting
beyond the minimum. Such choices are economically rational and efficient as
long as households receive other benefits in return for commuting more, and
that they voluntarily choose the combination of the longer commute and the
other benefits. Nothing in the “wasteful commuting” controversy proves that
commuting beyond the minimum is inefficient.

The first model that attempted to allow for any of these factors is Cropper and
Gordon (1991). They estimate a multinomial logit model explaining residential
location choice as a function of individual household and neighborhood char-
acteristics, and commuting journey length. Using this model, they calculate the
utility level of each household in their sample if the household were to locate
in each of a set of zones. Then, when the assignment model is used to calculate
minimum aggregate commuting, an extra constraint is imposed for each house-
hold that the household cannot be moved to a residential zone where it achieves
a lower utility level than at its current residential zone. Additional corrections
prevent African-American households from being reassigned to zones that are
less than 10% African-American, prevent two-worker households from being
split up, and allow for differences between the location choices of owner versus
renter households. Thus, the Cropper—Gordon model corrects for at least some
of the factors that in actuality lead households to choose longer commutes. How-
ever, the results suggest that these corrections make relatively little difference.
The ratio of actual-to-minimum commuting is 2.0 for owners and 2.4 for renters
when the relocation constraints are imposed, compared to 2.3 and 2.8, respec-
tively, when no constraints are imposed. One possible reason for the constraints
having little effect is that, in many cases, the same commute-reducing effect can
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be obtained by workers trading either jobs or houses. Cropper and Gordon’s
(1991) constraints mainly reduce possible trades of houses, so that the assign-
ment process can obtain the same commute-minimizing result by trading jobs.
The results of imposing the constraints might be greater, therefore, if additional
constraints on trading jobs—such as workers with high skills not being allowed
to trade jobs with workers with low skills—were imposed.

A more recent paper by Kim (1995) divides urban households into those with
one-worker and those with two-workers. He runs separate assignment models
for one-worker and two-worker households. For the former, both jobs and resi-
dences can be traded to reduce commuting but, for the latter, only jobs can be
traded so that spouses are not separated. Kim uses data for Los Angeles-Long
Beach which divide the metropolitan area into approximately 1500 zones. He
finds surprisingly low actual-to-minimum commuting ratios: 1.5 for one-worker
households and 1.26 for two-worker households.?’

Overall, the “wasteful” commuting controversy has shown that workers on
average commute no more than about three times the minimum required by the
spatial distributions of jobs and housing and the actual road networks in their
metropolitan areas. Imposing constraints to reflect the fact that not all trades of
housing or jobs to minimize commuting are economically beneficial reduces the
ratio to about 1.5-2. Given the low marginal cost of travel in the US, where au-
tomobiles and gasoline are lightly taxed and there are few road tolls, this amount
of extra commuting seems rather low. It would be interesting to have comparable
results for cities in Europe, where the marginal cost of travel is much higher and
much more commuting is via public transport.
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Abstract

Recent research into the urban quality of life (QOL) is reviewed and analyzed,
with a special emphasis on the estimation of implicit prices of environmental
attributes. New work has incorporated traditional concerns of urban theory into
QOL analyses, as well as increased our understanding of specification bias prob-
lems in hedonic estimations. However, empirical research into the QOL finds
itself at a crossroads, as the large city-specific error components in the underlying
wage and housing expenditure hedonic specifications result in imprecise mea-
surement of overall QOL values and rankings. Amassing higher quality databases
to deal with this problem should be high on the agenda of those interested in this
research program.

Keywords: Hedonics, quality of life, environmental

1. Introduction

Measuring the quality of life (QOL) across urban areas has been an important
research program in urban economics, since Rosen (1979) and Roback (1980,
1982) showed how to identify implicit market prices of local amenities that can
serve as the weights in the construction of QOL indexes. Bartik and Smith (1987)
provide an excellent review of the early theoretical and empirical work from this
research project in the Handbook of Regional and Urban Economics (see Chap.
31, this volume). Our review takes up the story where theirs left off, beginning
with work published in the mid-1980s.
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Significant conceptual advances in this literature have been made over the last
decade. They include the incorporation of traditional concerns of urban theory
such as compensation for distance from the central business district (Hoehn et al.,
1987) and agglomeration effects (Blomgquist et al., 1988) into the Rosen/Roback
framework. There also have been contributions showing how local governments
can influence the QOL through their own taxation and service provision decisions
(Gyourko and Tracy, 1989b, 1991). While interesting in their own right, these
theoretical advances have also helped improve our understanding of specification
bias problems, that are particularly important when the researcher’s interest is on
specific capitalization results, rather than the overall QOL. In addition, this new
work has expanded our knowledge of the extent of differential capitalization in
land versus labor markets.

We also focus on research into the estimation of implicit prices of environ-
mental attributes. This work is particularly relevant to QOL research for several
reasons. First, the environment is a significant component of the local trait set.
Second, both cross-city and within-city data have been used to generate implict
price estimates, and the differences in results are helpful in understanding the
strengths and weaknesses of the empirical work on the overall QOL that relies
exclusively on cross-city data. In addition, the greatest experimentation with non-
hedonic valuation methods has occurred in the environmental area. Assessing the
relative strengths and weaknesses of the varying valuation methodologies yields
interesting insights into the QOL literature that, heretofore, has relied on revealed
preference techniques.

Despite all these developments, we believe that empirical research into the
QOL presently finds itself at a crossroads. This is because recent work by Gy-
ourko and Tracy (1989a,b, 1991) reports the presence of large city-specific error
components in the underlying wage and housing expenditure hedonic specifica-
tions estimated to determine the local trait prices. After carefully controlling for
these error components, it turns out that overall QOL values and rankings are
imprecisely estimated. The level of imprecision is such that much better descrip-
tions of local amenity and fiscal conditions, plus superior controls for housing,
worker and job quality, are needed to minimize the impact of these city-specific
error components. Amassing higher quality databases in the face of budget cut-
backs at the key data collection agencies of many national governments will be
a difficult and time-consuming process, but it should be high on the agenda of
those interested in such research.

Nevertheless, we are far from pessimistic about the prospects for this research
program. Progress can be made in other ways and on other fronts. One that we
discuss at length in Section 6 involves relaxing the key equilibrium assumption
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underlying virtually all existing work in the area. The assumption that the re-
searcher is viewing local land and labor markets in states of long-run equilibrium
in any cross-section of data is what permits the equating of estimated trait prices
with their true market values. The violence done to QOL estimates by this very
convenient assumption is unknown, but Cheshire and Hay (1989) and Greenwood
et al. (1991) have taken the first steps towards informing us.

The chapter is organized as follows. A brief exposition of the Rosen/Roback
model is provided in Section 2. Section 3 then discusses the implications of
recent econometric developments in estimating the QOL. This is followed by
detailed analyses of three major studies that estimated the QOL across a number
of metropolitan areas. Section 5 provides a separate review of the role of the
environment in the QOL, as well as a discussion of alternative valuation tech-
niques. Section 6 then focuses on the challenge of integrating mobility into QOL
analyses. A brief summary concludes the chapter.

2. Theoretical underpinnings!

At the heart of the Rosen/Roback framework is a compensating differential model
in which workers and firms compete for scarce sites, with wages and rents adjust-
ing so that, in equilibrium, the marginal worker and firm are indifferent among
locations. A representative worker-resident is assumed to consume land-housing
services, N, and a composite commodity, C, which is traded at a common price
(the numeraire) across cities. Residents living in city j also consume a bundle
of pure amenities A; (e.g., good weather) and government services, G ;, that are
locally produced (e.g., public safety). The amenity and service package available
in city j is taken as exogenous by all potential worker-residents to that city, with
the utility for representative worker-resident i living in city j given by,

U{C;, Ni; Aj, G} Q.0

The gross-of-tax cost of a unit of the consumption commodity is (1 + s;), where
s; is the combined state and local sales tax rate. The gross-of-tax rental rate for a
unit of land-housing services is (1 4 ¢;)n;, where #; is the local property tax rate

1 The model presented in this section includes some, but not all, of the conceptual advances made to the
Rosen/Roback structure since the mid-1980s. If data limitations prevented empirical confirmation of a recent
conceptual innovation, we do not include it in the model specification below. Specifically, Hoehn et al. (1987)
endogenizing of city size and population and introduction of compensation for travel distance from the central
business district (CBD) are not modeled. The same holds for agglomeration effects introduced by Blomquist
et al. (1988). We refer readers interested in those specific comparative statics to the two articles.
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and n; is the local land rental rate. The worker-resident’s net-of-tax wage rate is
given by (1 — z.,-)WJig , where z; is the combined state and local income tax rate
and W7 is the local gross wage.”

Assuming that each worker-resident inelastically supplies one unit of labor,
the budget constraint for the worker-resident is given by,

AI+s)Ci+A+1)n;N; < (1 — Zj)W,fg + I, (2.2)
where I; represents nonwage income.’

Conditional on a city location, the following indirect utility function arises
from the worker-resident’s maximization of Eq. (2.1) subject to Eq. (2.2):

Vi = VA =) WE, (L +tpn;, (L+5)), I Ay, Gl 2.3)

Amenities enter the indirect utility function only through their impact on a worker-
resident’s utility. Services, in contrast, enter the indirect utility function both
through their impact on a worker-resident’s utility and through their associated
impact on the gross- and net-of-tax prices faced by the worker-resident.

Assuming costless mobility and full information about the amenity and fiscal
attributes of each city, long-run equilibrium requires that the marginal worker-
resident be indifferent to her city location,* with wages and land rentals adjusting
so that,

Vi=V; for all j. 2.4)

Tuming to the firm’s location decision, profits conditional on locating in city
J are given by,

mij =Yi{A;,G;} — (L +1)n;N; — W;?Li — (I +s;)M;, (2.5)

where Y; is the total revenues that are a function of the city’s amenity and fiscal
attributes through their impact on the production (and distribution) function, L;

2 For simplicity, all workers are treated as equally productive. Empirical applications include variables that
attemnpt to control for productivity differences across workers.

3 For simplicity of exposition, this specification of the budget constraint assumes that the state taxes only
wages. No fundamental conclusions are altered if more complex descriptions are employed.

4 1f workers are homogeneous in preferences, then the arbitrage condition implies equalizing differences
that will be exact for all worker/residents. If workers are heterogeneous in preferences, then the equalizing
differences will be exact only for the marginal worker. See Roback (1988).
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(1+t)n

(1+t)n”

w
Fig. 1.

represents the firm’s labor usage, and M; is the firm’s intermediate input us-
age.> Given a city location, the firm’s maximization problem yields the following
indirect profit function,

Hij:Hi{Wfa(l+tj)njv(l+5j);Ajan}- (2.6)

Again, assuming costless mobility and full information, the long-run equilib-
rium requires that the marginal firm is indifferent to its city location. This requires
that wages and land rentals adjust to impose the following arbitrage condition:

" = Hij for all ] (27)

The long-run equilibrium wage and land rentals are found by solving the two
arbitrage conditions as illustrated in Fig. 1’s familiar representation.

The reduced form wage equation is obtained by isolating the gross-of-tax land
rental in Eq. (2.4) and Eq. (2.7), equating the two expressions, and solving for
Wf so that,

WE = W{(l+s)),2;, [.Aj, G;; V¥, T}, 2.8)

The reduced form equation for the gross-of-tax land rental (1 + ¢;)n ;, which we
denote as R}, is obtained in a similar fashion so that,

5 Equal residential and commercial property tax rates are presumed in Eq. (2.2) and Eq. (2.5), but the model
is unaffected if different tax rates are allowed. We also abstract from restrictive zoning that might introduce
a wedge between residential and commercial rents. In this sense, the model probably is more applicable to
larger, more heterogeneous cities than to smaller, relatively homogeneous suburbs.
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Rj = (1 —I-tj)ﬂj = N{(l +Sj),Zj,I, Aj,Gj; V*, H*} (29)

The comparative statics of the model yield several insights into wage and
land rental capitalization. The first implication of the model is full capitalization
of property tax differentials into land rentals. That is, increases in the property
tax, ¢, that are not offset by added services or amenities (or other tax reductions)
are fully capitalized into land prices:

on n
oar = -t _ <0,
M snac (I=
(2.10)
oW _
S =0.
z,5,1,A,G

Pure amenities by definition have no explicit market price. They are implicitly
priced in the labor and land markets through capitalization into wages and rentals
as shown in Eq. (2.11),
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1 [—VA + VREA—}

W _Vy(1—=2) My |. 0
dA - D ’

t,5,2,1,G

where D = 1 — (Vi /Vr)(IIg/Iw)(1 — z) > 0, and Vi and I, are the first
partials of the indirect utility and profit functions with Vi > 0, Vg <0, V4 > 0,
Vo > 0, [Ty < 0, I1g < 0,114 >0,and I > 0.

These results imply that sites in cities with better amenity characteristics,
among other things, will be rationed through higher land prices and an inde-
terminate shift in wages. If the amenity does not directly affect firm revenues,
1, = 0, then wages will fail to help ration scarce sites. In this case, the amenity
is capitalized in both wages and rentals (see Fig. 2). If the amenity is productive,
[T, > 0, then land rentals increase by even more than in the first case, and the
wage effect is indeterminate (see Fig. 3, in which the assumed shift in the firm’s
indirect profit curve leaves the wage unaffected). Smaller (larger) shifts in the
firm’s indirect profit curve would result in wages falling (rising) in response to
the higher amenity level.

The analysis of government service provision parallels that for amenities be-
cause the explicit prices for government services (income, sales, and property
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taxes) are held constant, while the level of government services varies (see Eq.
(2.12)). This type of variation in the data is possible if local governments vary in
their efficiency at delivering services.

Yo [ Vw g 1 _ 4

an _ Ve Vp Iy -0
aG o D
(2.12)
S {—VG + Vi HG}
AW vy —2) I, |. 0
G - D
t,s,2,1,A

Two more comparative static results relate to changes in the income and sales
tax rates. Higher income (z) and sales (s) tax rates, holding service levels con-
stant, lead to lower land rentals. Since the income tax rate does not affect the
firm’s indirect profit function, a higher rate also leads to higher gross wages. In
contrast, if firms use intermediate goods, then higher sales tax rates can lead to
higher or lower gross wages. These results are summarized in Eq. (2.13).

Vw _we
92,5146 D
w8
w _ -9 _,
9z t,5,1,A,G D
(2.13)
V. Vw IT
an _ _V_;+V_RH—5V(1_Z)<O
IS |, 14,6 D
1— l:_VS + VR HS ]
ow _ Vw2 el
05 |, 146 D

Full prices for amenities and fiscal attributes of cities are constructed from
these capitalization results as follows. Define Py as the full price for the kth city
attribute, Z,, with,

on ow

po= 0
T a9z, %azy

(2.14)
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where e denotes the “exposure” of the marginal household to the labor market.®
The next step in constructing a QOL index value is to use the equilibrium as-
sumption to equate prices with values. In this case, the value of city j is the sum
of its attributes multiplied by their full prices.

QOL; = > P Zp. (2.15)
k

Obviously, the link between the price observed for an attribute and the value
placed on the attribute is central to the QOL methodology (see Evans, 1990), and
is a topic we return to at the end of the chapter.

3. Recent econometric developments in estimating the quality of life
3.1. Specification bias problems and the interpretation of capitalization results

All empirical work is subject to specification bias, and recent research suggests
that there are special concerns in QOL analyses because of the difficulty of
properly controlling for all taxes and the levels of effective service provision
{Gyourko and Tracy (1989a,b; 1991)). For example, the reduced form compara-
tive statics for government services parallel those for amenities onl/y if all relevant
taxes are included in the reduced form equations. In addition, public sector rent-
sharing can bias the capitalization results for amenities by creating explicit prices
for them if local unions appropriate some of the locational rents through the
collective bargaining process via agreements that permit overstaffing or pay wage
premia.

Consider how the comparative statics for G would change if all taxes are not
controlled for in the reduced form wage and land rental equations. To keep the
analysis simple, let the locality vary only the local property tax rate in order
to adjust its tax revenues. This gives rise to the following relationship between
government services and the property tax rate.

t; =T(G,; B}, ®)), 3.D
where B; is the property tax base in the city, and ©; is an efficiency parameter.
While the local property tax rate depends on the level of local services, variations

5 The assumption is that each household owns one residential site in the community, but may have a varying
degree of exposure to the labor market. For example, a retired household would have e = 0, a single eamer
household ¢ = 1, and a duval earner household e = 2.
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in rates across communities having the same level of services can exist due to
differences in tax bases and efficiency levels of the governments.

Failure to control for the explicit tax price associated with a produced govern-
ment service, as distinct from a nonproduced amenity, generates the following
capitalization results (Gyourko and Tracy, 1989b, 1991):

on _ on on ot
3G |14 -G rra ipacdG

_ on n ot

© G|, (1-10G’

(3.2)

oW| oW oW ot
3G |14 - 3G t,LA 3 11,469G

. oW

G t,I,A.

Note that the land-rental capitalization effect now involves two terms. The first
reflects the pure capitalization of the government services holding their explicit
tax prices constant. The second captures the compound effect of a pure property
tax rate increase holding services constant multiplied by the increase in the prop-
erty tax rate due to the higher level of services. Given the increase in property
tax rates due to the higher service level, the sign of the second term is negative
for land rentals and zero for wage rates (because the property tax rate effect
is fully capitalized into land-rentals with no spillover to local wages—see Eq.
(2.10)). Thus, the second effect acts to offset the first for land rentals, lowering
the observed level of capitalization. However, there is no similar effect on wage
capitalization. A consequence of the failure to fully control for taxes, then, is to
bias the relative capitalization effects of locally produced services toward wages.

Bias can also result from failing to properly control for all taxes when public
sector unionization leads to the sharing of locational rents between union mem-
bers and other community residents. Assume that unions attempt to organize in
areas where the potential return is the highest, so that the level of public sector
unionization increases on average with the size of the locational rents. Further-
more, let amenities comprise a significant component of locational rents. Then, as
we increase the level of amenities by moving across cities, we also are increasing
the level of public sector unionization, 3U//d A > 0, where U represents the local
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public sector unionization rate. The measured capitalized value of amenities in
this case is given in Eq. (3.3).

an _ On n [on oU
IA|, ¢ 04l ;g [aU dA |’
(3.3)
IW| AW L [awau
A |, ¢ 0Al ;g LU QAL

For land rentals, the first term on the righthand side is positive and reflects the
total value of the increased amenity level. However, the second term on the right-
hand side is negative, reflecting the combined effects of increased rent-sharing
and allocative inefficiency associated with the increased union rent-seeking as-
sociated with the higher amenity level. For wages, the sign of the first term is
ambiguous while that of the second is positive.’

In the extreme, if the entire value of the additional amenity level is appro-
priated by local unions, then the capitalized value of the amenity differential is
zero. In that case, collective bargaining has completely transformed the implicit
price for the amenity into an explicit price, because the cost of local public sector
rent-sharing must be financed through a combination of higher taxes and/or lower
service levels.

3.2. Group effects in the wage and housing data

The data used in QOL studies typically involve microlevel observations on many
workers and homes within a given labor or housing market area. Researchers
need to be cognizant of the possibility that the wage and house price hedonic
regression residuals may contain city-specific error components (i.e., group ef-
fects). Ordinary least squares (OLS) estimations, that do not control for these
group effects, will lead to reported standard errors of the trait prices that are
biased downward (see Moulton, 1986, 1987). Naturally, this is important for
testing specific hypotheses about capitalization, and we show below that it is
also relevant for calculating the standard errors of the QOL rankings.

Consider the following specification forwages for worker/resident / in city j,

InWi; = XiB1 + Z; B + wij, uij = o + €, (3.4)

where X; is a vector of individual worker traits and industry/occupation controls,
Z; is a vector of city amenity/fiscal characteristics, and u;; is the composite

7 See Gyourko and Tracy (1989b) for details.
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error term. The composite error term is the combination of a city-specific error
component, ¢, and an individual-specific error component, ¢;. The city-specific
error component is common to all workers in the city, and represents system-
atic uncontrolled differences in worker quality across cities, systematic uncon-
trolled differences in amenity/fiscal characteristics across cities, and/or common
demand/supply shocks to the local labor market.

Similarly, let the local land rental for household i in city j be modeled as
follows:

Inn;; = Hiy1 + Z;y» + vij, vij =98; +n;, (3.5)

where H; is a vector of individual housing structural traits, and v;; is the compos-
ite error term. The composite error term again is the combination of a
city-specific error component, 8;, and a house-specific error component, ;. The
city-specific error component is common to all houses in the city, and repre-
sents systematic uncontrolled differences in house quality across cities, system-
atic uncontrolled differences in amenity/fiscal characteristics across cities, and/or
common demand/supply shocks to the local housing market.

If 62 > 0 and 0 > 0, then the composite error terms across workers and
across houses within the same city are correlated, violating the OLS indepen-
dence assumption. The magnitude of the bias imparted to the standard errors of
the estimated trait prices when independence is violated depends on the “design
effects” present in the data (Kish, 1965). The design effect for the jth city is
defined as follows:

dj =1+ (m; —1p, (3.6)

where m ; is the number of workers (houses) in the sample from the jth city, and
p is the common correlation coefficient between the composite errors for workers
(houses) within the city. In our example, these correlations are given by the ratio
of the variance of the city-specific error components to the total variance of the
composite error terms.

The simplest case to analyze is where the size of each city is the same and the
righthand side variables vary only between groups (i.e., there are only Z variables
in the model). In this case, the ratio of the true variance of 8, to the OLS variance
estimate equals the design effect.® The presence of city-specific error components
generates design effects greater than one. The extent of the downward bias in the

8 See Tuenkloek (1981) for the derivation of the correct variance/covariance matrix.
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OLS-based standard errors depends on the size of the city groups in the data and
the size of p.’

A second implication of the presence of group effects is that the definition
of a city’s QOL becomes ambiguous. Assume the city-specific error components
represent left-out amenity/fiscal attributes of a city. If data were available on
these attributes, then implicit prices could be estimated and the attributes would
be included in the calculation of the QOL. In the absence of data on the attributes,
their impact on a city’s QOL. could be determined as follows:

QOL =) PZy+8;—e-qj. (3.7)
%

However, if the city-specific error components represent largely uncontrolled
for worker and housing quality, then they should not be included in the QOL
calculation. Given the inherent ambiguity regarding the source of the city-specific
error components, it is prudent to always examine the sensitivity of the QOL
rankings to include or exclude the city-specific error components.

Testing for the presence of group effects can proceed along the lines suggested
by King and Evans (1986), who proposed the following Lagrange multiplier
(LM) test for the null hypothesis Hy: a(f = 0, versus the alternative hypothesis
H: 02 > 0,

D mgapt =y uf
T R

1/2°

(3.8)

g’ |2 Zm?—N
J

where 6 = u'u/N. Under the null hypothesis, the LM statistic is asymptotically
distributed as a standard normal. An advantage of this test is that it only requires
the OLS residuals, which makes it easy to utilize as a diagnostic test.'?

If the null hypothesis is rejected, then a random effects estimator should be
used in lieu of the OLS. It is important, though, following estimation of the

9 Generalizing the model to allow for differing city sizes and/or variables that vary within each city (X
and H) still resuits in a downward bias in the OLS standard errors. See Scott and Holt (1982), Pfefferman and
Smith (1985) and Moulton (1986).

10 ¥ the aim of the empirical exercise is to generate consistent estimates of the coefficients on the worker
and/or house quality variables, and the amenity/fiscal variables are of no independent interest, then a fixed
effects estimator can be used in lieu of random effects. This approach is much simpler in that no data on a
location’s amenity/fiscal attributes are required. See Kahn (1995).



Ch. 37: Quality of Life and Environmental Comparisons 1427

random effects model, to run a specification test to establish whether, or not, the
city-specific error components are correlated with the righthand side variables
in the model. If this is the case, then random effects will produce inconsistent
coefficient estimates. The standard procedure is to carry out a Hausman test
for a significant difference between the fixed and random effects coefficients
on the variables that have within-group variation. If the test rejects the null of
no correlation, then instrumental variable random effects procedures can be used
(see Hausman and Taylor, 1981).

The presence of group effects also has important implications for the precision
of the QOL rankings. The QOL ranking for a given city is a nonlinear function
of the hedonic coefficient estimates and the distribution of all city amenity/fiscal
attributes. This makes simulation methods for calculating standard errors more
tractable than analytic methods. The intuition for the simulation methods is as
follows. The researcher would like to draw a new sample of data from the “pop-
ulation”, and re-estimate the hedonic coefficients. The new coefficient estimates
can then be used to construct a new QOL ranking. Repeating this process will
generate a distribution of QOL rankings for each city. A measure of the standard
error of a given city’s QOL ranking is the standard deviation of this empirical
distribution.

This process can be approximated by simulating new draws of the hedonic
coefficients based on their estimated joint distributions. In the estimation process
above, we assumed a normal distribution for the composite error terms. This
implies coefficient vectors that also have a normal distribution, V' (8). Rather
than redrawing samples of data, one can redraw coefficient vectors from their
assumed distribution. This saves considerably on computation time relative to
bootstrap methods for resampling of the data.'!

The limited research on this issue suggests that the precision of QOL rankings
is considerably less than researchers and decision-makers would like. Using the
1980 Census of Population and Housing data on workers for 125 cities, Gyourko
and Tracy’s (1989b) results imply that the OLS standard errors for the wage
hedonic prices were biased downward by a factor of 2.4 on average. Gyourko
and Tracy’s (1991) paper, also using the 1980 Census of Population and Housing
data, suggested that the OLS standard errors for the housing hedonic prices were
biased downward by a factor of 2.8 on average.

1 Very briefly, since V(8) is a positive semidefinite matrix, there exists a unique lower triangular matrix
C such that V(8) = CC’. Let p* denote the ith simulated coefficient vector and E.i a vector (with dimension
matching 8) of standard normals. Then $* can be simulated as, 8 = g + C - &', where § are the original
hedonic coefficient estimates. The number of simulations should be increased until the implied standard errors
of the QOL rankings do not change at an acceptable level of significance between separate simulation exercises.
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The impact of city-specific error components on the precision of the hedonic
prices, directly affects the precision of the QOL estimates derived from these
prices. The average standard error of the rankings based on random effects is
16.9 versus an average of 8.6 for the rankings based on OLS. Given the 130-
city sample size, this implies that it is impossible to differentiate among cities at
standard confidence levels unless the comparison is between cities ranked in the
top and bottom 20 of all cities.

The limitations of existing studies are further amplified when one compares
the QOL rankings with and without the city-specific error components included.
Assuming that the city-specific error components, o; and §;, primarily represent
systematic unobserved worker and house quality differences across cities implies
that these error components should be excluded from the QOL calculation. In
contrast, assuming that these error components primarily represent left-out city
attributes implies that they should be included in the QOL calculation as given
by Eq. (3.8). In Gyourko and Tracy (1991), the simple correlation between the
two sets of rankings is 0.63. However, the mean absolute change in rankings is
27 with a standard deviation of 21. The housing and wage error components
are positively correlated, p = 0.14 (0.10) when weighted by the number of
housing (wage) observations. This positive correlation is consistent with the error
components reflecting primarily left-out worker and housing quality, but does not
preclude the left-out amenity/fiscal variable explanation.'?

One solution to this problem is better quality data on worker, housing and city
characteristics. The impact of the error components on the estimation results is
minimized as the error components themselves are minimized. However, most
QOL studies have a limnited number of urban areas to work with, which places
a severe constraint on the potential number of urban attributes that can be con-
trolled in the wage and housing specifications. Given the difficulties in improving
the quality of cross-sectional data used to estimate urban QOL, an important
question is the degree to which panel data could alleviate the error components
problems discussed above. Unobserved workers and housing quality differences
that are time invariant can be differenced out in panel data. However, the problem
in QOL applications is that the urban attributes, Z;, are differenced out as well.
Moreover, there is likely to be little real variation in most urban attributes over
short time periods. The measured variation in the data is likely to be heavily

12 5 plausible story is that workers of higher quality will demand higher quality housing. This would imply
a positive correlation between the city error components. Left-out amenity/fiscal variables that are valued by
workers but not firms would imply a negative correlation. However, if firms also value the amenity/fiscal
variables, then the sign of the correlation is indeterminate.
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contaminated with measurement error. Panel data, then, do not provide a useful
alternative to improved cross-sectional data.

4. New estimates of the quality of life: results, comparisons, and analysis

Over the past decade there have been three major QOL estimation projects within
the Rosen/Roback tradition that use market prices of local traits as weights in in-
dex construction: Blomquist et al. (1988), Gyourko and Tracy (1991) and Stover
and Leven (1992). Other recent efforts to estimate compensating differentials
arising from city attributes include Hoehn et al. (1987), Roback (1988) and Voith
(1991). However, they are not discussed here because they did not compute a sin-
gle QOL index value for each locality. In addition, research on other approaches
(e.g., Cheshire and Hay (1989)) and on mobility and the QOL (e.g., Greenwood
et al. (1991)) is dealt with in Section 6. Various organizations also publish QOL
rankings that use survey data or some ad hoc weighting scheme. Boyer’s (1983)
Places Rated Almanac and the Mobil Oil Corporation’s 1989 Mobil Travel Guide
are good examples of that genre.!”

4.1. Blomgquist et al. (1988): “New estimates of the quality of life in urban
areas”

This study spurred renewed interest into research on the urban QOL. The empiri-
cal work is based on a large cross-section of 253 counties within 185 metropolitan
areas in the US taken from the 1980 Census of Population and Housing. The
authors’ underlying theoretical model is one in which each urban area has two
counties, and they derive new and interesting comparative static results with re-
spect to the impact of agglomeration effects associated with productivity effects
of the size of the urban area. While Blomquist et al. (1998) report substantial
intrametropolitan area differences in the QOL for 10 of the 38 urban areas for
which they have observations on multiple counties, it is unclear how having
amenity variation both within and across urban areas impacts on either the in-
dividual trait valuations or the overall QOL rankings. It would be useful to know
if the price of (say) their superfund site trait would be substantially different if

13 1t should be noted that the three studies to be reviewed below all estimate reduced form wage and
housing hedonic price equations. Consequently, they do not test the basic assumption of the Rosen/Roback
model that Jabor and land markets are interrelated. Hanghwout (1993) estimates structural versions of these
equations using three-stage least squares and finds strong evidence supporting the Rosen/Roback assumption.
The elasticity (standard error) of the wage with respect to changes in housing costs is 0.59 (0.02), while the
elasticity of housing costs with respect to the wage is 0.73 (0.02).
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they had only used metropolitan area-level data for the 185 urban areas in their
sample, and whether any such differences were large enough in aggregate to
materially impact the QOL values or rankings of these metropolitan areas.

Blomgquist et al. (1998) amassed data on 13 local traits, that included 11 ch-
mate and environmental attributes that could be considered pure amenities, and
two others (a teacher-pupil ratio and violent crime rate to proxy for the quality
of educational services and public safety, respectively) that are better described
as locally produced characteristics. Their six environmental traits included a rich
set of controls for superfund sites, landfills, and waste treatment and discharge
sites that had not been used in previous QOL analyses.

The authors employ a Box~Cox search procedure in estimating reduced form
hedonic wage and housing expenditure equations within an OLS framework. The
results indicate that their 13 local traits are jointly significant, both statistically
and economically. The full range of QOL values is $5146, implying that in equi-
librium the marginal household residing in the lowest rated county (St. Louis,
MOj} requires that amount in terms of higher wages and/or lower housing expen-
ditures per year to be indifferent to living in the highest rated county (Pueblo,
CO).

Their results for individual trait prices almost always have the correct sign in
the sense that locating in an area with more of some obvious “bad” is associated
with compensation in the form of higher wages and/or lower land prices. Their
pollution-related findings are discussed in some detail in the next section, and we
refer the readers interested in other specific trait prices in this (and the other two
articles) to the papers themselves.

Blomquist et al. (1988) also report substantial labor market capitalization of
the local amenities, suggesting that firm and worker competition for scarce sites
does impact on both local land and labor markets. They also present the results of
calculations of subindexes based on subsets of variables. Those findings strongly
suggest that a top- (bottom-)ranked county need not be highly (poorly) rated on
all amenity dimensions. For example, the rank correlation between the subindex
based on their seven climate controls and the overall index is 0.63. The analogous
correlation between their environmental subindex and the overall index is only
0.21.

4.2. Gyourko and Tracy (1991), “The structure of local public finance and the
quality of life”

This paper uses the same 1980 Census of Population and Housing data and many
of the same climate, but not environmental, amenity variables in Blomquist et al.
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(1988). An important difference in the two studies is that the geographic unit of
observation in Gyourko and Tracy (1991) is the central city of the metropolitan
area. This was chosen so that a richer set of tax and service fiscal controls could
be matched to a specific political jurisdiction.'* Gyourko and Tracy (1991) also
differs from Blomgquist et al. (1988) in the use of a random effects estimator to
account for potential group effects in the data.

Despite these differences in data, specification and econometric technique,
the signs on the individual trait prices, especially the pure amenity variables,
are almost always the same as in Blomquist et al. (1988). The amenities also are
jointly significant in statistical and economic terms in both papers. And, both sets
of results indicate that substantial compensation for amenity differentials occurs
via wages in the labor market. The full range of QOL values across the 130 cities
in Gyourko and Tracy’s (1991) sample is $8227. This is larger than in Blomquist
et al. (1988), but outliers drive that difference. The interquartile range of QOL
values is only $1484.

An important contribution of this paper is its documentation that local fiscal
environments also are important determinants of the QOL, suggesting that cities
may have more control over their local QOL than was previously thought. Con-
sistent with the basic theoretical prediction of the expanded model, variations
in effective property tax rates appear to be fully capitalized into land prices.
Except for the impact of corporate taxes, their results provide empirical support
for the tax capitalization comparative statics in Egs. (2.10) and (2.13). The full
prices estimated for police, fire and health services each have the theoretically
anticipated signs, with the police and health service proxies being statistically
significant. Of the service vector variables, only the price of the student-teacher
ratio has the wrong sign and its value is very low (—$27).!> The impact of rent-
sharing with successful public sector unions on the local QOL is found to be
small on average, but other work suggests substantial capitalization effects into
land prices for cities with very high unionization rates among their public sector
employees. 6

14 The material differences in fiscal conditions that existed between a central city and its typical suburb
in 1980 (not to meniion the extensive heterogeneity across suburbs) would have led to significant errors-in-
variables problems had counties or metropolitan areas been the geographical unit of observation.

15 Unfortunately, the different data, geographical units of observation, and specifications make it infeasible
to do a simple comparison of the full prices of the iwo service controls common to Blomquist et al. (1988)
and Gyourko and Tracy (1991). Such a comparison would be helpful in order to gauge whether, or not, the
estimated full prices of produced services are smaller when taxes are not controlled for, as the model outlined
in Section 2 implies should be the case.

16 what little capitalization Gyourko and Tracy (1991) do find occurs in the land market, not the labor
market. Gyourko and Tracy (1989b, c) focus solely on the impact of local public sector unionization on land
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The interquartile range for the aggregate contribution of the seven tax/service
fiscal variables in Gyourko and Tracy (1991b) is $1188, compared to $1372
for the 11 pure amenity variables. In addition, they find that fiscal differentials
account for at least one-fifth of the variation in quality-adjusted housing expendi-
tures that can be explained by all city-specific variables, and at least one-half of
the variation in quality-adjusted wages that can be explained by all city-specific
variables.

In an OLS regression estimation done for comparison purposes with the pre-
vious literature, Gyourko and Tracy find that including the fiscal and public union
controls is associated with a 16.2 mean absolute change in ranks compared to a
specification that only includes pure amenities.!” The bias, then, on the overall
QOL ranking from omitting the fiscal variables is substantial.

Perhaps even more important are the findings of this paper suggesting how
fragile the QOL rankings estimates are. Moving from an OLS to a random effects
estimation is associated with a 10.2 mean absolute change in ranks. In QOL value
terms, the mean change is $391 and the standard deviation about that mean is
$320. Not only are the rankings different when group effects are controlled for,
they are much less precisely estimated.

The issue of how to treat group effects increases the uncertainty regarding
the reliability of the results. Gyourko and Tracy (1991) computed QOL rankings
that presumed the group effects were entirely composed of omitted city charac-
teristics. When compared to the random effects-based results that did not price
out the group effects, the mean absolute change in ranks associated with fully
pricing these group effects was 27, with a standard deviation of 20 about that
mean change. In general, the largest decreases (increases) in a city’s rank were
due to observed wages being higher (lower) than predicted.

values, using different metrics for identifying cities that are likely to be subject to successful rent-seeking.
Gyourko and Tracy (1989¢) look at median house prices for 36 cities using the 1976 American Housing Survey
data. Rent-sharing cities are defined as those whose local public sector employees were paid wage premia in
excess of one standard deviation above the mean, with the wage premia being calculated using microdata on
public sector workers drawn from the May 1977 Curren: Population Survey. Median house values were found
to be 28% lower in the rent-sharing cities. Gyourko and Tracy (1989b) examined median house prices in a
larger sample of 90 cities using the 1983 County and City Data Book information. Rent-sharing cities in this
study were identified as those whose public sector union organization level was at least one standard deviation
above the average (i.e., above 67%). This study reports that house values were 12% lower on average in the
rent-sharing cities. We interpret the findings of these three papers as indicating that relatively little rent-sharing
with local public unions occurs on average (at least between 1976 and 1983), but that there are significant
effects on home prices in very highly unionized towns.

7 The standard deviation about that mean change was 15.2.
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4.3. Stover and Leven (1992), “Methodological issues in the determination of
the quality of life in urban areas”

Stover and Leven (1992) work within the Rosen/Roback framework to derive an
alternative functional form that is used to reestimate QOLs using the Blomquist et
al. (1988) data. A key motivation of their approach is concern about the reliability
of hedonic wage equation estimates due to the difficulty of controlling for job and
worker characteristics. Stover and Leven (1992) also believe that the dependent
variable in a housing hedonic is superior because it measures the service flow
from the durable good, while wages understate a worker’s total compensation.

These authors assume that both land and labor markets are in equilibrium
(a standard Rosen/Roback assumption), and that each market fully reflects the
values of local amenities as well as conditions in the other market. This gives rise
to wage and land rental specifications that take the following form: n = n{Z, W}
and W = w{Z, n}. These specifications differ from the reduced form specifica-
tions described earlier in that they include the price from the other market.

Stover and Leven (1992) demonstrate that the full price for the kth city at-
tribute, Z;, based on their single equation housing expenditure hedonic, is given
by the following expression:

dn
Pk = —l’lwwna — nwak, (41)

where the first term, —n,, w,dn/dZ;, represents the direct impact of Z; on land
rentals. The second term, —n,,w,, is the indirect impact of Z; on land rentals and
reflects feedback from the labor market.!8

In interpreting the direct impact of Z; on land rentals, the partial derivative
n,, reflects a pure income effect on the demand side because only amenities are
compensating in their model. Thus, it should be greater than zero if housing is
a normal commodity. The partial derivative w,, is assumed to be positive as it
reflects a compensating differential for the increased cost-of-living associated
with an increase in land rents. Naturally, they are interested in land rentals that
rise due to a better amenity package (dn/dZ;). In interpreting the indirect impact
on land rentals reflected in the second term on the righthand of Eq. (4.2), an
increase in some Z; affects wages as shown in the partial derivative w,. This
feeds back into the land market through the n., term discussed above.

18 Obviously, a single wage hedonic also could be specified, but that is not the preferred option given Stover
and Leven’s worries about the quality of wage data and job/worker trait controls.
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Stover and Leven (1992) actually estimate a hedonic equation in housing
expenditures of the following type via the OLS:

Inn;; = Hiyi + Zjya + Ljys + vij, vij =65 + i, (4.2)

where the vector H; controls for heterogeneity in housing quality, Z;y, proxies
for —n,w, dn/dz, and L ;y; proxies for —n,,w,. They define L ; as follows:

1 Wi,
Lo=—S 2 (4.3)
' p ZZ E(Wi;)

where p; is the number of worker observations in jurisdiction j, W;; is the wage
of the ith worker in community j, and E(W;;) is the predicted wage of that same
worker based onfy on worker and job traits.

While Stover and Leven (1992) estimate Eq. (4.3) using Blomgquist et al.’s
(1988) data for 253 counties, the two studies’ reported QOL values differ dra-
matically. For example, the Spearman rank correlation of the two sets of rankings
is essentially zero (0.004).!° The authors interpret these results to imply that
one-dimensional QOL rankings are very sensitive to model specification, and
they presumably believe that their rankings based on the single equation housing
expenditure hedonic are superior.

Stover and Leven’s (1992) desire to reduce reliance on relatively noisy wage
hedonics is understandable. Unfortunately, the estimation strategy used in this
paper does not appear to be a reliable substitute for the traditional method. The
reported QOL calculations still rely on imperfect worker/job controls in an under-
lying wage equation, still reflect the influence of uncontrolled for group effects,
and may suffer from endogeneity bias problems. These points can be illustrated
by rewriting their wage premium variable (L) in terms of the components of a
worker’s wage as given above by Eq. (3.4),

L = LZ?Xiﬂ1+Zj/32+0lj+€i:|
pj 5 X;p

19 Stover and Leven (1992) also estimate QOL values using a single wage hedonic (with an added control
for rent premiums analogous to L). The rankings generated from that estimation are negatively correlated
(Spearman rank correlation of —0.57) with those from their housing expenditure hedonic. This is troubling
given that their model predicts identical rankings from the two specifications. If the problem is that hedonic
wage estimates are noisy as the authors suggest, that would suggest little or no correlation between the rankings
generated from the housing versus wage specifications. It does not account for the strong negative correlation
between the two.
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where the last step uses the fact that E(¢) = 0 and that ¢ is independent of X.

Equation (4.5) shows Stover and Leven’s (1992) “wage premium” variable to
be a function of the wage equation group error term (or;) and the city-specific
variable effects on wages (Z; ;). Note that misspecification of the wage regres-
sion through inadequate controls for worker quality will lead to a misspecifi-
cation of L; if workers sort by quality into different housing markets.’ Fur-
thermore, Stover and Leven are implicitly assuming that the «’s reflect left-out
amenity/fiscal characteristics. If the o’s arise from common demand and/or sup-
ply shocks to the local labor market or if they reflect systematic mismeasurement
of worker/job quality, then L; will not measure the pure impact of amenities on
wages as assumed in their model. Finally, if the group error components from the
wage and land rental regressions are correlated, then L; is endogenous, leading
to further bias in the QOL estimates.

4.4. Conclusions

Recent empirical work shows that there is still no quick technical fix to the prob-
lems of large group effects in the data or hedonic wage and housing equations
estimated with imperfect worker, job, and housing quality controls. These really
are data problems and probably will have to be solved by amassing higher quality
data. Given the considerable effort that Blomquist et al. (1988) and Gyourko and
Tracy (1991) expended to construct their local databases, and the fact that better
worker, job, or housing quality controls are not likely to be produced in an era
of declining budgets at key data collection agencies, the likelihood of superior
data soon appearing to solve the problem that empirical literature finds itself in,
seems low.

Amid that pessimistic conclusion, we can suggest a diagnostic that should
help in distinguishing whether, or not, the group effects reflect, on balance, the
unobserved heterogeneity in worker and housing quality or unmeasured city
traits. We begin by using the estimated hedonic coefficients on worker and hous-
ing quality to construct an estimate of the average observed quality of workers

20 1n this case, the misspecification is picked up in the error component, ;.
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and housing stock by jurisdiction. Next, we construct a matrix of rank correla-
tions between the predicted worker quality, the predicted housing stock quality,
the local QOL, the wage group error components, and the housing group error
components. If the group error components primarily reflect systematic unob-
served quality effects, then we would expect them to be more correlated with the
observed worker and housing quality rankings than with the QOL rankings. If the
group error rankings are uncorrelated with the observed quality rankings, then it
is unlikely that the group error components refiect unobserved systematic quality
differences.

5. The value of the environment and the urban quality of life—a detailed
analysis

Modem societies’ growing concerns about the environment makes research into
the value of environmental attributes worthy of interest in its own right. Most
important for this chapter are the significant implications and insights this bur-
geoning literature provides for research into the urban QOL. More varied data
have been used to estimate the prices of environmental attributes. Section 5.1
presents a comparison of results generated from cross-city data typical of that
used in QOL research with those based on within-city data. In addition, the
environmental literature includes price estimates for a wider variety of attributes
than have been controlled for in the QOL literature. The findings here suggest
that QOL researchers should expand their Iist of environmental attributes to be
priced. Finally, there has been greater experimentation with nonhedonic valua-
tion methods in the environmental area. This provides the opportunity to assess
the benefits and costs of valuation methodologies different from the revealed
preference techniques followed in the QOL literature.

5.1, Environmental hedonic prices: cross-city and within-city data and results

Cross-city studies of the valuation of nonmarket environmental goods have been
stimulated by the availability of microdata from the 1980 Census of Population
and Housing and the 1977 Current Population Survey, with Roback (1982),
Blomgquist et al. (1988), Gyourko and Tracy (1991) and Clark and Nieves (1994)
estimating house price hedonic and wage regressions where the unit of observa-
tion is a person, and the geographical unit of analysis is some measure of the
urban area (e.g., the central city, county or Metropolitan Statistical Area [MSA]).
These studies effectively assume away local public goods measurement error
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because they presume that local amenities, including environmental attributes,
are constant within a city. This is a strong assumption most likely to hold for
climate variables but not for local air quality.

It is useful to begin with a discussion of the results for climate controls in
the Blomquist et al. (1988) and Gyourko and Tracy (1991) studies.?! Gyourko
and Tracy (1991) find that individuals are compensated for more cooling and
heating degree days, and humidity, but pay for more sunshine. They report that
rainfall lowers house price and wages (the wrong sign) so that on net, rain is
not capitalized because the house price and wage capitalization cancel out. In
terms of dollar amounts, Gyourko and Tracy (1991) estimate that people receive
$676 compensation for 1000 extra cooling degree days and $503 for 1000 extra
heating degree days. Blomquist et al. (1988) report estimates of $360 and $80,
respectively. To put the magnitude of these estimates in perspective, Gyourko and
Tracy (1991) report that people are compensated $82.67 for one more standard
deviation of violent crimes per capita, while they are compensated $567.8 for one
more standard deviation of cooling degree days. This suggests that their climate
estimates are very large. One possible explanation is that climate variables are
proxying for costs of home heating and air conditioning that are capitalized into
home prices.

In addition to climate, air pollution as proxied by ambient particulates is a
common proxy in hedonic analysis. Particulates are often included in hedonic
specifications because the Environmental Protection Agency has created a data-
base to monitor which cities are not in compliance with the Clean Air Act. In
addition, there is ample epidemiological evidence documenting the morbidity
and mortality risks of being exposed to high levels of this pollution (Ostro,
1987; Portney and Mullahy, 1990; Ranson and Pope, 1995). For particulates,
Blomquist et al. (1988) report a full price of —$0.36 per microgram per cubic
meter, while the Gyourko and Tracy (1991) estimate is —$2.74.22 In 1982, the
standard deviation for particulates as measured from over 1000 county ambient

21 Enyironmental attributes comprise roughly half of Blomquist et al.’s (1988) location-specific public
goods. They include particulates, superfund sites, effluent discharges, landfill waste, and treatment storage
and disposal sites. Of this broader set of environmental controls, Gyourko and Tracy (1991) only include a
control for particulate matter. However, Gyourko and Tracy (1991) report that the remaining five Blomquist et
al.’s environmental variables are jointly insignificant in a random effects specification estimated on a subset of
90 cities.

22 An earlier reference point is Roback’s (1982) cross-city study based on the 1973 Current Population
Survey. Particulate levels were significantly higher in 1973 than in 1980. If people have preferences that feature
diminishing marginal returns with respect to air quality, then we would expect that the hedonic price would
have been higher in a study based on the 1970s data than the 1980s data. Roback (1982) reports OLS estimates
in which particulates are significant in two out of her four specifications, but the ¢-statistics indicate that all
four estimates would likely have been insignificant if city-specific group effects had been estimated.
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monitoring stations was 14.2. Thus, these hedonic particulates estimates are very
small compared to the climate estimates.

In addition to climate and air quality variables, environmental researchers
have used the cross-city approach to measure the capitalization of hazardous
waste sites. For example, Clark and Nieves (1994) employed the 1980 Census of
Population and Housing, to find that proximity to a superfund site is an positive
amenity with a price of $58. Blomquist et al. (1988) report that it is a disamenity
with a price of —$107—using the same data.

In sum, these cross-city studies provide strong evidence that environmental
variables are capitalized, but also suggest the price estimates are highly sensitive
to specification—an issue emphasized in Graves et al. (1988).2

The most obvious alternative to cross-city analysis is to use data for a single
city. If available, the latter is attractive because the researcher typically has access
to more disaggregated geographic information. For example, census tract-level
data allows the researcher to merge on tract-level environmental exposure, reduc-
ing the measurement error problems affecting inference from cross-city studies.
Another advantage is that working within a single city controls for local business
cycle effects (Topel, 1986).

One obvious disadvantage of within-city data is that only the prices of at-
tributes that vary within the city can be identified. Another is that intracity hedo-
nic wage regressions cannot be estimated because detailed data on where people
work within the city generally is unavailable. A third potential problem with
intracity studies is spatial sorting on unobservables. The best quality homes may
be in the best city neighborhoods. The typical hedonic rental study based on
the 1980 Census of Population and Housing data has rather crude controls for
housing structure. The data do not indicate the actual square footage or condi-
tion of the unit. If suppliers build nicer units in terms of unobservables in the
nicer parts of the city, then the econometrician will overestimate the value of the
QOL. Moreover, low environmental quality in a neighborhood may proxy for
low quality of housing structure.

A large number of within-city hedonic house price regression studies have
focused on the price of particulates. Smith and Hwang (1995) use meta-analysis
techniques to summarize multiple studies of housing capitalization between 1967
and 1988, with each city-specific hedonic home regression study representing a
data point to explain variation in estimated prices across cities over time. Based
on their sample of over 80 hedonic studies, Smith and Hwang (1995) report

23 Rosen (1979) stressed that multicollinearity between local public goods decreases the likelihood of
separating out marginal effects of individual local public goods.
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a median reduction in home prices of $20, and a mean reduction of $100 per
microgram per cubic meter ($1980).

Hedonic home regressions also are a natural methodology for quantifying
how capitalization of an attribute such as proximity to hazardous sites changes
over time. This environmental attribute has been examined using both cross- and
within-city data. The cross-city approach does not control for distance from the
site. Instead, a count of total sites within a city’s borders is constructed. Thus,
noxious sites are assumed to be a pure local public bad (e.g., Blomquist et al.,
1988 and Clark and Nieves, 1994). Kohlhase (1991), Kiel and McClain (1995)
and Michaels and Smith (1990) offer intracity studies to test this. Given the size
of MSAs, the impact of such noxious facilities seems more likely to be seen in
intracity studies.

Kohlhase (1991) is particularly instructive in this regard. She uses the Houston
housing data of 1976, 1980 and 1985 to explore how the coefficient on distance
from a hazardous waste site changes over time as new information about the
site is revealed. Using price data before and after the hazardous site has been
placed on the National Priority List (NPL) in 1985, she shows that distance
was not a valued amenity until after the site was placed on the NPL. After the
announcement, distance became an amenity. The peak marginal price of an extra
mile of distance was $2364, which declines to zero at a distance of 6.2 miles. Her
findings illustrate the importance of not simply using how many toxic sites are in
a county as a proxy for toxic waste exposure—as is typically done in cross-city
studies.?*

The Kohlhase (1991), Kiel and McClain (1995) and Michaels and Smith
(1990) studies employing within-city data have also made progress in investigat-
ing how “new news” about site toxicity gets capitalized differentially into hous-
ing prices at different radius distances from the site. Repeated cross-sectional
regression yields insights into the speed with which the perception of environ-
mental hazards is capitalized into price. The siting of a hazardous site can change
a community’s QOL, induce outmigration, and depress home prices.

Kiel and McClain (1995) studied how the siting of an incinerator in north
Andover (Massachusetts), affected the prices of 2600 single family homes. They
collect data on the prices of homes sold in the area between 1974 and 1992.

24 Kohlhase (1991) also reports the interesting finding that a site’s rank on the NPL list is not capitalized.
That is, higher ranked sites do not command a deeper discount. Kohlhase interprets this as evidence that people
are unable to differentiate information. A different possible interpretation is that being ranked high on the NPL
list has two offsetting effects. A high rank should indicate that your home is near a more dangerous site, but
counterbalancing this is an increased likelihood that the site will be cleaned up before sites that are lower on
the list.
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They then partition calendar years 1974-1992 into several subintervals. The first
interval represents the prerumor (no site) stage. In the next stage, news of the
proposed project leaks, so that with positive probability the incinerator will be
sited in the vicinity. Next the project is constructed but is not online. In this phase
the probability of start-up is one, but the exact timing is uncertain. Following this
stage, the plant comes online. The impact of each of these stages is explored
by estimating a hedonic specification for each. Distance from the incinerator is
statistically insignificant through the rumor stage, and is insignificant at the 5%
level in the construction phase. Only when the incinerator is online and ongoing
is it capitalized. In addition, Kiel and McClain (1995) find a larger peak impact
than Kohlhase (1991) at $8100 per mile.”

Only a few hedonic studies exist of compensation for water pollution, un-
like air quality or the location of superfund sites, no national monitoring system
exists to measure water quality differentials across space.?® Feenberg and Mills
(1980) use the Harrison and Rubinfeld (1978) within-city data on the Boston
area and augment their specification to include proxies for water pollution that
include the water’s oil level and turbidity. They find that both have a statistically
significant impact on home prices. Surprisingly, Feenberg and Mills do not find
strong evidence that beach-front property values decrease the most when nearby
water becomes polluted. At the cross-city level, Blomquist et al. (1988) proxied
for water pollution using NPDES effluent discharges and found that it lowered
rentals. Both Gyourko and Tracy (1989b, 1991b) and Blomquist et al. (1988)
found a large coastal affect in their cross-city studies.?’

5.2. Limitations of capitalization studies of environmental quality

In estimating Eq. (3.4), researchers assume that people take the stock of envi-
ronment in a location as exogenously determined. For climate, this is certainly
a reasonable assumption. Yet environmental quality, such as clean streets and
low smog, may be produced through high expenditures on local services and

25 Use of within-city data also permits examination of an interesting incidence question—whether, or not,
proximity to a hazardous site has different effects depending on the quality of the house. In a study of the
Boston real estate market, Michaels and Smith (1990) examine whether, or not, the distance from a hazardous
site (interacted with whether, or not, it has been placed on the NPL list) is differentially capitalized into four
submarkets based on home quality.

26 Water regulators have focused on measuring whether individual polluters are in compliance with
emissions rather than with measuring spatial variation in water quality.

27 In addition to quantifying the value of reduced air, waste and water pollution, the environmental QOL
literature has also focused on the impact of low probability environmental outcomes. Interesting examples of
such small probability events are earthquakes or cancer caused by proximity to electric lines. See, for example,
Brookshire et al. (1985) for an analysis of earthquake risk premiums in San Francisco and Los Angeles.



Ch. 37: Quality of Life and Environmental Comparisons 1441

resulting higher local taxes. Examples include frequent garbage collection, large
expenditures for vehicle emissions testing, or transfers to high polluting junk-car
owners in return for scrapping the vehicle (see Kahn, 1995). Unfortunately, no
QOL or other hedonic papers have explicitly modeled that environmental quality
is a byproduct of economic activity, regulation and citizen actions.?®

The implications for the QOL is that the researcher may not estimate the full
value for environment if the empirical specification ignores taxes and limitations
on behavior. Some environmental attributes are produced through costly actions
by local populace, with citizens paying via taxes, lost time or lost utiles due to
limitations on one’s activities. If such unfunded mandates are not demanded by
the local citizens, then in the extreme case, wages could be high and rents low in
clean areas to compensate for the pain of achieving the standard.

In a similar vein, citizens have gained more control over their environmental
consumption through the growth of explicit markets. The Clean Air Act Amend-
ments of 1990 created a pollution-permit market in sulfur dioxide. Before this
market existed, real estate prices around the Adirondacks in upstate New York
might be lower because of Ohio-produced acid rain. If citizens in this area could
buy pollution permits from Ohio power plants and retire them, this yearly expen-
diture would lead to improved acid rain levels in New York. However, rents may
not rise by much because people who move there would recognize that they must
pay a per-capita share for the permits. If permits expand for other environmental
factors such as vehicle emissions, implicit capitalization should fall and hedonic
techniques would only reveal a fraction of the full payment for environmental
goods.

This discussion also highlights the limitations of hedonic prices for issues
such as policy analysis. Simply put, the hedonic price indicates how much one
pays, conditional on a spatial distribution of environmental quality. It provides
no insight as to who paid explicitly or implicitly to achieve any given spatial
distribution of environmental quality. Only if the distribution of environmental
quality were exogenously determined would the hedonic price indicate total envi-
ronmental payment. When environmental quality is produced through regulation,
taxes and limitations on individual behavior, or increased international trade with
nations that specialize in the polluting sector, then it is quite possible that “hedo-

28 gor example, changes in air quality may reflect transport regulation or the decline of manufacturing.
Henderson (1996) and Kahn (1997) document the relationship between air quality levels and manufacturing
activity. If industry declines over time in a major city, then air quality could increase sharply while house prices
in a vicinity around these plants might decline due to the decrease in employment opportunities.
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nic” payments for environmental quality would be dwarfed by implicit regulatory
expenditures and lost quasirents by workers and firms.?

5.3. Econometric issues

Recent work on hedonic econometric issues of environmental attributes focused
on the usual suspects: functional form, model specification and measurement
error. For example, Stock (1991) uses nonparametric kernel estimation to study
the discount in Boston home prices caused by proximity to a hazardous waste
site. He finds smaller estimates of home discounts using nonparametric methods
over the standard Box—Cox hedonic specifications.

On the specification front, not enough research has followed up Rosen’s
(1979) discussion on the problem of multicollinearity of local public goods. In
cross-city studies, it is crucial that researchers attempt to estimate parsimonious
specifications using random effects estimation and to study the sensitivity of
the findings to specification changes. Graves et al. (1988) provide an important
specification test on hedonic regressions studying robustness of price estimates
to omitted variables, function form and outliers.

An underexplored issue in hedonic regression estimation is expectations of
changes in local public goods, and local taxes. Cross-city studies have implic-
itly assumed that migration costs are zero and that people move to a city for
a single period and then reoptimize. The possibility that forward-looking con-
sumers expect that local public goods may change in the future and that this is
capitalized into home prices but not rents, has not been developed. For example,
Blomquist et al. (1988) and Gyourko and Tracy (1991) assume that the local
public goods provision level is in the steady state. Among other benefits, this
assumption allows them to increase degrees of freedom by pooling renters and

29 Hedonic capitalization is relevant in analyzing claims of environmental racism. Recent studies have found
that minority groups are more likely to be exposed to higher levels of pollution than whites (see Hamilton,
1993, 1995). Howerver, there are two key outstanding issues in the waste siting and race literature. First, from
an efficiency perspective, where is the social cost minimizing location for sites? Second, conditional on an
efficient site location decision, what transfers, if any, should be made to compensate the home owners exposed
to increased levels of pollution? If the siting decision is reached by a majority voting process, then the political
process may yield lower transfers to the affected home owners than the mythical benevolent planner would
have made in achieving a Hicksian pareto improvement with compensation.

In the extreme case of no offsetting transfers, hedonic estimates of the implicit capitalization of noxious sites
represent the dollar value of the environmental burden that the majority is shifting on to the minority home
owners. If transfers are generated by the political process, then their form will determine the impact on the
measured capitalization. Lump-surn transfers to the original home owners will have no effect on capitalization,
while transfers that are paid out over time will tend to mitigate the capitalization. Evidence of environmental
racism requires data on borh the extent of capitalization and the lack of initial compensating transfers to the
affected community.
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owners. However, there certainly are environmental amenities that will be ex-
pected to change over time (e.g., noxious facility sitings and water or air quality).
Given data on rentals and home prices for the same geographical locations, future
work should separately estimate rental and home price regressions and explicitly
test the cross-equation restrictions that the implicit prices are equal.*® Datasets
such as the Toxic Release Inventory could be used to study how new information
about exposure to environmental hazards is capitalized in the rental and housing
markets.

5.4. Alternative valuation methods

The QOL approach identifies the marginal person’s environmental valuation.
Researchers are also interested in estimating the distribution of a population’s
willingness to pay for a given environmental good. Kolstad (1991) provides an
excellent review of the variety of techniques for learning about environment
demand. Contingent valuation is a straightforward method for learning about en-
vironmental valuation. The contingent valuation method describes a hypothetical
environmental scenario and polls people on their willingness to pay for increased
environmental quality. The hardest part of contingent valuation appears to be
designing the actual questionnaire. A good survey must not “lead the witness”
and must provide sufficient information to elicit a careful answer from a sample
of respondents that is representative of the US population. A key problem is that
surveyed individuals do not face a binding budget constraint when stating their
responses.’!

Hedonics and contingent valuation have been jointly applied in studies com-
paring revealed preference data and stated preference data for the same set of
respondents to study the consistency of the two samples.3? These cross-validation
studies tend to be more believable because they are studying well-defined and
understood environmental phenomena, such as sickness from air pollution and
access to water recreation.

Brookshire et al. (1982) estimate hedonic regressions within Los Angeles
using data on 684 surveyed home sales. Controlling for neighborhood effects
and home characteristics, they report statistically significant impacts of nitro-
gen dioxide and particulates on home prices. They then survey each community

30 Abelson and Markandya’s (1985) noise pollution study is a rare example of separately studying
capitalization rates by tenure mode.

31 Detailed discussions of its strengths and weaknesses are presented in Mitchell and Carson (1989), Cum-
mings et al. (1986) and Hausman (1993), with Portney (1994) providing an excellent summary of the recent
debate on this methodology’s merits.

32 For an air quality example based on Israeli data, see Shecter and Kim (1991).
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to generate their willingness to pay for pollution reduction. Brookshire et al.
(1982) report evidence in favor of the hypothesis that the increase in rent that a
household would face if pollution were reduced by a standard deviation is greater
than a household’s willingness to pay for a standard deviation reduction in pollu-
tion. This finding is consistent with economic theory because utility maximizing
households (with heterogenous preferences for air quality) will sort across the
equilibrium price gradient and locate to reach their highest indifference curve.
At a given individual’s optimal location, it must be the case that willingness to
pay for a nonmarginal increase in air quality is less than what one would have to
pay (as indicated by the hedonic housing gradient).*?

Another approach for valuing pollution reduction is to directly estimate its
health impact and then impute a doliar value to pollution-induced morbidity and
mortality. This “direct” approach has been the focus of a growing number of pa-
pers using microdata to estimate pollution’s role in a health production function.
Using microdata such as the 1979 National Health Interview Study, these studies
quantify pollution’s impact while controlling for personal attributes and habits,
such as smoking and quantify pollution’s impact. (Portney and Mullahy, 1986;
Krupnick et al., 1990).

Portney and Mullahy (1986) use data from the 1979 National Health Interview
Survey and spatially merge ambient ozone data. This merger yields a database
that includes personal attributes such as whether, or not, one smokes, standard
demographic characteristics and ambient air quality. Portney and Mullahy use as
a health proxy the number of respiratory related restricted activity days (RRAD)
during a two-week recall period. They estimate poisson models of RRAD counts
and find that ozone’s coefficient is positive and statistically significant.** A 10%
decline in ozone would yield 22.19 million RRAD per 110 million cases. Based
on different scenarios on the health impact and the dollar damage of experiencing
a RRAD, the autbors estimate per person per year benefit of .$0.04-4 for a 10%
reduction in ozone. Due to data limitiations, this study implicitly assumes that
no citizens engage in self-protection against ozone exposure and that there is no
migration selectivity across cities.

3 An interesting extension of this merger between stated willingness to pay through contingent valuation
and hedonic estimates would be to survey how people actually vote on environmental initiatives (Deacon
and Shapiro, 1975; Kahn and Matsusaka, 1997). With microdata on individual voting patterns and a person
characteristics, a structural discrete choice model could be fitted to obtain estimates of the marginal willingness
to tradeoff income for publicly provided environmental goods.

34 Portey and Mullahy (1986) report estimates of ozone’s r-statistic that vary between 1.97-3.2. While
apparently statistically significant, the authors are likely to have underestimated their regression’s standard
errors because they have not controlled for the fact that observations from the same MSAs are likely to have
correlated error terms (Moulton, 1986).
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Krupnick et al. (1990) create a 1979 database consisting of 290 families who
have children in school. These families kept a diary for 182 days. The authors’
goal was to quantify daily ozone’s impact on the probability of having a respi-
ratory symptom the next day. The authors aggregate 19 respiratory diseases into
a single dummy variable indicator and estimating a Markov transition matrix
of the probability of having a respiratory condition on any day as a function of
air quality, personal characteristics (such as smoking), and previous day’s health
and time spent inside. The authors find a small, statistically significant effect
that a 1% increase in ozone raises the frequency of symptoms by 0.11%. In
1979, the average Los Angeles resident suffered 76 days of having some cold
symptom. Their 0.11 elasticity indicates that if ozone levels fell by 50% between
1980 and the present, then the average Los Angeles citizen has experienced a
4.2 day reduction in respiratory symptoms. If individuals are willing to pay an
average of $25 to avoid such an episode, then the per-capita yearly benefits of
the reduction ozone would be $100 each. The relationship between direct health
study estimates and hedonic valuation estimates would be an interesting research
path.

A second literature directly connecting health and pollution has studied pol-
lution’s impact on seeking medical care (Gerking and Stanley, 1986; Dickie and
Gerking, 1991). These authors estimate discrete choice models of whether, or not,
an individual sought medical care in the last year. Controlling for demographics,
preexisting conditions and the price of health care, the authors document the
positive impact of ozone on seeking medical care. Gerking and Stanley (1986)
find that a bid of $24.5 engendered a 30% reduction in ozone, based on the St.
Louis sample. Dickie and Gerking (1991) use Los Angeles data in Glendora and
Burbank to estimate a similar medical care demand probit with the econometric
innovation of allowing for person-specific random effects. The sample consists
of full-time workers who are not current smokers and oversamples people with
respiratory problems. Dickie and Gerking (1991) find that reducing Glendora’s
ozone pollution from 117 days to O pphm willing to pay $170-210 dollars a year.

While health-based methods have increased our understanding of pollution
valuation, they complement but should not replace the hedonic approach. Es-
timation of health production functions requires representative samples of the
population and information on population self-protection. For example, if the
econometrician does not observe that people stay inside on highly polluted days
then she may conclude that ozone has very low costs for society as measured by
sickness. The health production literature has not modeled individual locational
choice and population sorting. Such sorting is a function of the equilibrium hous-
ing price gradient and individual preferences. A further issue with health studies
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is that to create a proxy for health capital (the dependent variable) is not casy.
Krupnick et al. (1990) aggregate over 15 different health conditions into a single
health proxy. If the person’s specific losses from these various conditions differ,
then this increases the difficulty of assigning a dollar value to the health losses
from increased pollution exposure. Given estimates of pollution’s health impact,
a researcher would still need to impute the value of lost time and borrow from
the value of life literature to arrive at the dollar cost of pollution.

6. The challenge of relaxing the equilibrium assumption in guality of life
analyses

A key feature of the QOL methodology is the assumption that measured implicit
prices reflect marginal valuations for marginal worker/households in the data.
This assumption hinges on the equilibrium assumption that these worker/house-
holds are indifferent to their choice of location at the current implicit prices.
Given the methodological importance of this assumption, it is vital to test its
validity, adjust price estimates for any possibie departures from equilibrium, and
explore estimation strategies that do not rely on the equilibrivm assumption.

Few papers have addressed this issue. Cheshire and Hay (1989) propose a
new methodology that does not rely on the equilibrium assumption. As in the
traditional hedonic approach, their first step is to identify a set of Z variables
that are believed to affect the QOL. Their next step involves a significant depar-
ture from the hedonic approach in that wages and house prices are not used to
calculate weights for the Z variables. Instead, a group of “experts” is selected
who are asked to identify cities having the “worst” and “best” urban environ-
ments.>> Discriminant analysis is used to determine weights for the Z variables
that best explains the experts’ classifications. The coefficients from the discrim-
inant analysis were then used to create an index for a/l cities in the sample. This
approach remains agnostic as to how the experts form their opinion about the
cities they are asked to classify. An important issue for study is how sensitive
the weights are to the particular set of experts selected, as the Cheshire and Hay
(1989) methodology represents a significant departure from the original goal of
Rosen/Roback to rely on market data rather than expert opinion.

Researchers who wish to continue in the Rosen/Roback tradition will need to
develop tests of the equilibrium assumption, and possibly methods for relaxing
the assumption. The first step in that process involves a careful understanding
of the likely implications of the equilibrium assumption, which would seem to

35 European experts were asked to classify cities in their home country.
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suggest that systematic patterns of intercity migration should not appear in the
data. However, the Rosen/Roback framework does not assume that households
are homogeneous in their preferences and/or exposure to the labor market. Thus,
the presence of substantial intercity household migration does not necessarily
indicate that the key underlying equilibrium assumption is being violated.

In fact, the equilibrium price assumption is consistent with three life-cycle
motivations for migration (see, Linneman and Graves, 1983). First, household
preferences for amenities and services such as mild weather and education ser-
vices are likely to vary over the life-cycle, so that if attribute prices remain
relatively constant through time, certain households may relocate to a new city
in order to achieve a more preferred local trait bundle. Second, changing house-
hold exposure to the Iabor market over the life-cycle can also be associated with
equilibrium migration.® An incentive exists for households that are reducing
their exposure to the labor market to relocate in cities with a higher mix of those
attributes that are capitalized relatively more in the labor market. Third, capital
market imperfections make it difficult for the household to perfectly smooth its
consumption as its real income changes over the life-cycle. Consequently, as
real income rises, a household may choose to relocate in order to consume a
more desired amenity/fiscal bundle.>” An additional equilibrium explanation for
migration is spatial mismatch. As individuals enter the labor market and form
new households, they may find that their current location is not optimal. Given
the equilibrium set of prices for amenity/fiscal attributes, a move is required to

36 141 city attributes were proportionally priced in both the land and labor markets, then changing labor
market exposure would change the price level but not the relative price levels of city attribute bundles. House-
holds, therefore, would face no incentive to migrate. Such proportionality is unlikely to exist in practice. The
basic model suggests that nonproductive (to firms) attributes will be relatively more capitalized into wages.

37 Using the 1980 Census of Population and Housing, Graves and Waldman (1991) and Gyourko and Tracy
(1991) report findings consistent with the life-cycle labor market exposure motivation for migration. Graves and
Waldman (1991) regress the net inmigration (and net inmigration rate) of the elderly on the wage capitalization
variable from the QOL calculation for each of the 253 counties in Blomquist et al. (1988), and report positive
and significant coefficients. When they repeat this exercise using the net inmigration of prime age households
they find either insignificant or negative coefficients. Gyourko and Tracy (1991) calculate the implied net
subsidy (positive or negative) to a retired household for each of 130 cities based on the assumption that retired
households value the amenity/fiscal bundle in the same manner as the marginal household. They then construct
the share of “retired” households for each of the cities in their sample. The simple unweighted correlation
between the retirement employment share and the net subsidy is 0.15 (with a probability value of 0.08 under
the null hypothesis that o = 0). Weighting cities by their total number of labor market participants increases
the correlation to 0.35 (with a probability value of 0.001). Linneman and Graves (1983) find empirical support
for migration induced by likely changes in preferences for amenity/fiscal attributes and changes to real income.
Their study examines the determinants of both job and geographic mobility using microdata drawn from
the Panel Study of Income Dynamics. For the 1971-1972 period, they find that 13% of households changed
residences while 9% changed jobs. Roughly one-third of job changes also involved a residence change. They
model the decision to change job and/or residence using a multinomial logit framework, and find significant
mobility effects induced by changes in family size and real income.
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maximize their utility. An analogy in labor markets is the notion of frictional
unemployment due to the spatial mismatch of currently unemployed workers and
job vacancies.?®

The discussion in this section has so far assumed that local amenity/fiscal
bundles do not change over time. This is not the case as Inman’s (1995) de-
scription of the changing fiscal fortunes of the nation’s 40 largest cities clearly
shows. Changes in the local fiscal environment, particularly unanticipated ones,
are potentially important to the task of reconciling QOL work with observed
migration behavior. Consider the effect of an unexpected negative shock to a
city’s fiscal attributes. If the shock is common knowledge (e.g., a visible tax
increase without any added services), we would expect to see land rentals and
wages adjusting as described earlier. After the adjustment period, the marginal
household would have no incentive to leave the city, although migration could
still occur by inframarginal households if there are heterogenous preferences. On
the other hand, if information problems exist and potential entrants to the city are
unaware of the fiscal shock or underestimate its magnitude, then prices would not
fully reflect the new fiscal bundle and residents would face gains from migration.

The conclusion that should be reached from the discussion so far is that at-
tempts to measure the extent of disequilibrium in attribute prices by exploiting
migration data must take care to distinguish equilibrium from disequilibrium
reasons for migration.

Most of the migration research that involves the QOL tends to focus on an-
other issue—namely, the importance of QOL differences in explaining migration
flows.*® Virtually no work, except that by Greenwood et al. (1991), has attempted
to address what we view as a critical issue of how migration data can be used to
assess the reasonableness of the equilibrium assumption used to construct QOL
indexes. Because future research on this topic will undoubtedly build on this
study, a closer look at their paper is necessary.

38 Linneman and Graves (1983) label this motive “residential search”, and list it as a disequilibrium ex-
planation. We prefer to include this with the other equilibrium motives since it is consistent with equilibrium
pricing in the Rosen/Roback framework.

39 Sjaastad (1962) and Muth (1971) both argue that migration is primarily a response to economic incentives
in labor markets, Migration reflects the fiow of human capital across geographic boundaries as it searches out
its highest valued use. More recently, Topel (1986) and Greenwood and Hunt (1989) arrive at the same basic
conclusion. Berger and Blomquist (1992) argue that QOL issues matter in the choice of a destination given
a move, but are secondary in the initial decision to move. Muesser and Graves (1995) argue that the relative
importance of economic incentives versus QOL are likely to vary by time period.
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Greenwood et al. (1991) start with the assumption that net migration to an
area is a function of the relative net present value (NPV) of labor market earnings
available in the area and the relative amenity bundle.

o=y (7). (&)} o

where nm j; is the net migration to location j in year ¢, Y;; is potential labor
market earnings in location j for a standardized unit of labor in year #, Y, is the
average potential labor market earnings in the labor market in year z, A; is the
amenity bundle in location j, and A is the average amenity bundle available in
the market. Amenity and economic motivations for migration suggest that each
first derivative of & is positive.

Several simplifying assumptions are made to allow estimation of this net
migration equation. First, growth rates of potential incomes across areas are
assumed to be equal so that all net present values can be replaced by current
relative incomes. Second, a Cobb—Douglas functional form is specified for 4,
where the coefficient on relative amenities is assumed to equal one. Adding a
stochastic error term gives the following estimating equation for the log of net
migration:

A; Y;
Innm;; =In (7]) 4+ Aln (—%) + €. (6.2)

Annual data for 50 states and Washington, DC between 1971-1988 were used
in this analysis. The net migration and relative income potential variables are
constructed by the authors.*’ The relative amenity set is left to be picked up
as a location’s fixed-effect. The coefficient A is estimated using an instrumental

40 Net migration for year ¢ is defined as the sum of the “natural labor force” (NLF) in year ¢ — 1 plus
“economic migration” in year ¢ divided by NFL,_;. Economic migration is defined to be the difference
between the actual civilian population under the age of 65, and the estimated civilian population under the age
of 65 in the absence of migration. This estimated population is calculated by using 1970 cohort counts by state
extrapolated for intervening years using cohort-specific birth and death rates (adjusted so that the increments
across cohorts match with the gross birth and death rates by state), apportioning international migrants by state,
and subtracting all military personnel and their dependents. The natural labor force is calculated by applying
cohort-specific labor force participation rates (adjusted to eliminate discouraged worker effects) to cohort-
specific population counts, and summing across cohorts. The state relative income variable is constructed by
deflating an estimate of the adjusted state nominal wage rate by a cost-of-living index. The state nominal
wage is constructed using the Bureau of Economic Analysis (BEA) data on total industry wages divided by
average annual employment. This nominal wage is then adjusted for any state and local income and sales
taxes. If income and sales taxes are capitalized in both land and labor markets, then fully adjusting wages
in the construction of the relative income measure involves an overadjustment. The cost-of-living index is
constructed by Greenwood et al. and include an adjustment for regional housing prices.
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variables (IV) procedure to correct for any endogeneity problems. The set of in-
struments is taken from a larger model presented eisewhere, and is not discussed
in the paper. The IV coefficient estimate (standard error) for A is 0.21 (0.01). This
1s consistent with the extensive literature finding a positive connection between
migration and economic incentives in the labor market. The data also strongly
reject the restriction that all states share a common intercept.

To get at the issue of disequilibrium pricing, Greenwood et al. define the
“equilibrium relative income” (RY™) for a location to be the level of relative
income that would imply no net migration for the area. The difference between
RY”s and the actual relative incomes is taken as a measure of the extent of
disequilibrium in the market. Using the state fixed-effect estimates, the mea-
sured relative income for the state and the estimate of A, an estimate (and 90%
confidence interval) for RY™* is constructed for each location. For six states and
the District of Columbia, they find the actual relative income outside the 90%
confidence interval for the equilibrium relative income.*! On face, little evidence
of disequilibrium pricing is suggested by the data.

It should be noted that a nuraber of important assumptions are implicitly being
made in the above formulation. First, amenities are treated as time invariant.
While this is likely for true amenities such as climate, it is less likely for fis-
cal attributes.** The functional form assumptions also rule out the equilibrium
life-cycle explanations for migration. Amenities enter the migration decision
only as a single index, effectively ruling out equilibrium migration due to pref-
erence changes for specific amenities over the life-cycle. The Cobb-Douglas
assumption further rules out any interactions between income and the demand
for amenities—in particular, the potential that real income increases over the life-
cycle can induce migration as households purchase a better set of amenities.*?

The fixed effects estimation strategy 1s also quite restrictive. While it obviates
the need for data on specific amenities by location, it clouds the interpretation
of the findings because the fixed effects estimates will pick up, not only relative
differences in net migration due to differences in amenity/fiscal characteristics
across states, but also any other characteristics of states that generate systematic
differences in net migration that are unrelated to relative income differences. To

41 Greenwood et al. do not report an overall test for disequilibrium pricing. In addition, the confidence
intervals for the relative equilibrium income levels should be wider than reported by Greenwood et al. due to
the constructed nature of the relative income variable.

42 Ttis clear from the text that Greenwood et al. are thinking of “environmental” characteristics as the center
of their analysis.

43 The sample selection excludes individuals over the age of 65 years. This will mitigate some of the life-
cycle migration effects in the data used in the estimation.
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attribute 100% of these fixed effects to amenities is speculative. The equilibrium
relative income calculation, however, directly depends on this assumption.

These caveats aside, the basic intuition of the Greenwood et al. (1991) study
is appealing—any significant differences between actual and equilibrium prices
creates incentives to relocate. Future research on this important topic should build
on this underlying insight.

7. Conclusions

Recent research has clearly enriched our knowledge of the urban QOL. Concep-
tual innovations have incorporated traditional concerns of urban economics, such
as distance from the urban core and agglomeration effects into the Rosen/Roback
framework. The importance of the local fiscal conditions to the overall QOL and
to specific capitalization results has also been made clear. The burgeoning field of
environmental economics continues to contribute to our knowledge of the value
of key local traits, in addition to yielding insights about data quality and basic
strategy with respect to estimating the overall QOL.

Nevertheless, empirical research into the urban QOL stands at an important
crossroads. Controlling for the large location-specific group effects in the data
shows individual trait prices and overall QOL indexes to be much less precisely
estimated than suggested by the OLS-based results. Dealing effectively with the
challenge posed by this issue requires understanding that this primarily is a data
problem. In particular, there appears to be no econometric or methodological
solution on the horizon. Data on more urban areas will help, and richer databases
that more fully describe local amenity, environmental and fiscal conditions are
absolutely necessary.

More technical advances are needed with respect to relaxing the key underly-
ing equilibrium assumption in the Rosen/Roback framework. Greenwood et al.
(1991) have taken the first steps in this direction, and we believe that more fruitful
progress can be made while data quality are slowly improved.
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Abstract

This chapter reviews the theoretical and empirical literature on agglomeration
economies and urban public infrastructure. Theory links the two concepts by
positing that agglomeration economies exist when firms in an urban area share a
public good as an input to production. One type of shareable input is the close
proximity of businesses and labor, that generates positive externalities which i
turn lower the production cost of one business as the output of other businesses
increases. The externalities result from businesses sharing nonexcludable inputs,
such as a common labor pool, technical expertise, general knowledge and per-
sonal contacts. Another perhaps more tangible type of shareable input is urban
public infrastructure. Public capital stock, such as highways, water treatment
facilities, and communication systems, directly affect the efficient operation of
cities by facilitating business activities and improving worker productivity.

The literature has devoted considerable attention to both topics, but not to-
gether. Studies of agglomeration economies in several countries find that manu-
facturing firms are more productive in large cities than in smaller ones. Studies
of the effect of infrastructure on productivity show positive, but in some cases
statistically insignificant, effects of public capital stock on productivity. Most of
these studies are at the national and state levels. Only a handful of studies have
focused on the metropolitan level, and even fewer have estimated agglomera-
tion economies and infrastructure effects simultaneously. Results from studies
that include both types of shared inputs suggest that both spatial proximity and
physical infrastructure contribute positively to the productivity of firms in urban
areas. More research is needed to explore the interrelationships between urban
size and urban public infrastructure and to open the “black box” of agglomeration
economies and estimate how the various other factors associated with urban size
affect productivity.

Keywords: Agglomeration economies, urban public infrastructure, productivity,
optimal city size
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1. Introduction

Agglomeration economies and public infrastructure play central roles in urban
economics. The traditional textbook explanation of the existence and size of
cities uses agglomeration economies (e.g., O’Sullivan, 1996 and Blair, 1991).
Small cities can be explained by internal scale economies in production, in that
larger establishments are more efficient than smaller ones. The large scale of
operation attracts workers who subsequently establish a small community near
the plant in order to minimize their commuting costs. Agglomeration economies
explain the next stage of urban development: how company towns can further
develop into large industrial cities. Simply stated, the activities of dissimilar busi-
nesses (and households) generate positive externalities that lower the production
costs of one establishment as the output of other businesses increases. The exter-
nalities result from businesses sharing nonexcludable inputs, such as a common
labor pool, technical expertise, communication and transportation networks.

Urban public infrastructure is one such shareable input that directly affects
the efficient operation of cities, particularly large cities, and thus promotes the
realization of agglomeration economies. Without an efficient highway system
and adequate water and sewer capacity, for example, the positive gains achieved
from the close proximity of people and businesses could be completely offset
by the gridlock of the movement of people and goods and the inability to meet
the basic needs of densely populated areas. Therefore, cities of identical size
may experience different levels of productivity from agglomeration economies
because of differences in the size and quality of their public infrastructure.

The literature has devoted considerable attention to both topics, but rarely
together. Estimates of agglomeration economies gained considerable attention
in the US during the 1970s and early 1980s. Interest in the effect of public
infrastructure on productivity, primarily at the national and state level, followed
shortly thereafter. However, few studies combined both effects in their analy-
sis of urban productivity and even fewer recognized the importance of public
infrastructure in achieving agglomeration economies.

Most of the agglomeration studies cited in this chapter were written during
a period in which large population centers in the US were growing more slowly
than smaller cities. Between 1970 and 1978, for example, metropolitan areas
with more than 3 million residents grew only 9%, while metropolitan areas of
less than 250,000 people grew 137% (Carlino, 1982). Some large metropolitan
areas even lost population, particularly in the northeast. The New York City
metropolitan area lost 5% of its population between 1970 and 1976. During the
same period, metropolitan areas of at least one million people lost manufacturing
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employment faster than smaller metropolitan areas (Moomaw, 1980; Vining and
Koutuly, 1977).

Observing that large US cities were stagnating in size, many rescarchers and
policy makers believed that some cities were too large, claiming that the nation’s
largest cities were less livable and less economically viable and contributed more
than proportionately to the nation’s social problems (Sundquist, 1970). They pro-
posed policies to give favorable tax breaks to businesses in smaller cities, and to
channel federal infrastructure dollars away from large cities to smaller ones.

Against this backdrop of population trends and policy proposals, a wave of
estimates of the net productivity advantages of large cities were conducted. The
first estimates showed a substantial productivity advantage of large cities over
smaller ones. Sveikauskas (1975) reported that a doubling of city size would
yield a 6% increase in manufacturing productivity. Estimates of Segal (1976)
and Fogarty and Garofalo (1978) were even larger—& and 10%, respectively.
Such estimates suggest that the New York City MSA, with its 9.5 million people
in 1975, would be at least 50% more productive than an MSA of 50,000 people.
Some researchers used these estimates to infer an optimal size city based on
the economies and diseconomies associated with city size. Carlino (1982), for
example, estimated the optimal size city to be 3.6 million people during the
1957-1969 period and 3.4 million during the 1970s. Some researchers viewed
these estimates to be too large and inconsistent with the casual evidence of pop-
ulation and employment trends, and subsequent studies set out to resolve these
inconsistencies.

Interest in the empirical relationship between public infrastructure and eco-
nomic development in the US was first generated, not in the urban literature,
but in the national productivity literature. The 1970s and 1980s saw not only
slow growth or even declines in large urban areas, but also a sharp decline in
national productivity. Several articles and books were influential in associating
the national productivity decline to a decline in public infrastructure investment.
Choate and Walter’s (1983) alarming commentary on US infrastructure, enti-
tled America in Ruins, fostered the public’s perception of crumbling roads and
bridges. Aschauer’s (1989) large estimates of the marginal product of public cap-
ital, ranging from 0.38 to 0.56, fueled the debate. His results implied that public
infrastructure was woefully neglected. The high estimated returns promised that
government capital would pay for itself in terms of higher output within a year.
To some, this finding appeared to be a costless panacea for future growth; to
others, these results engendered much scepticism and consequently generated a
series of papers seeking to understand what was behind these large estimates.
This “third deficit”, as Munnell (1990) referred to it, was linked to the celebrated
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but perplexing productivity slowdown in the 1970s and to lagging real wages.
Congress established the National Council on Public Works Improvement (1988)
to conduct an in-depth assessment of the state of public infrastructure and come
up with policy recommendations. The Council recommended that the nation
should double its investment in public infrastructure. Other government agen-
cies, including the Federal Highway Administration and the Corps of Engineers,
sponsored research to explore the relationship between public infrastructure and
productivity, primarily at the state and national level.

During this period, few researchers explored the effects of public infrastruc-
ture at the metropolitan level.! From a research and policy perspective, this ne-
glect makes little sense. First, public infrastructure is a key factor in facilitating
the benefits of agglomeration and in easing the congestion associated with large
cities. Second, public infrastructure is an important input into the production
process (and in the household utility function) independent of its associated
effects with agglomeration economies. Third, much infrastructure investment is
concentrated at the metropolitan area level, where the interaction between in-
frastructure and economic activity takes place. Infrastructure, like agglomeration
economies, is a spatial construct, and linking the actual public infrastructure fa-
cility (e.g., a highway segment and network) to its users is important. This spatial
correspondence is less distinct at the state and national level. Finally, state and
local governments are responsible for most of the expenditures on the nation’s
infrastructure. Upwards of 85% of total US nonresidential public capital is put in
place by state and local governments, with local governments assuming a large
part of that responsibility.?

This chapter reviews the theoretical and empirical literature on agglomeration
economies and urban public infrastructure. Theory links the two inextricably by
suggesting that agglomeration economies exist when firms in an urban area share
a public good as an input to production. Clearly, public infrastructure is one such

1 The exceptions were Dalenberg (1987), Eberts (1986) and Deno (1988). The primary reason for the
lack of research at the metropolitan level is the difficulty in constructing suitable measures of public capital
stock. Most research on the productivity effects of public capital stock uses the perpetual inventory technique
to estimate capital stock. This approach requires a long investment series, that is not readily available. The
only metropolitan and city public capital stock estimates using this approach for the US were constructed
by Eberts et al. (1986). Considerably more studies of infrastructure’s effect on economic activity have been
conducted at state level. Most have used a dataset constructed by Alicia Munnell (1990) using Census of
Government data. However, for agglomeration studies, state-level estimates are considered too aggregated
given that agglomeration economies are urban specific effects (Calem and Carlino, 1991, among others also
make this argument).

Local governments have a similarly large role in many European countries. Seitz (1993) reports that

local governments are responsible for investing 70% of (the former West) Germany’s share of total public
investment.
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sharable input. Also, as argued above, public infrastructure facilitates the benefits
of agglomeration economies. For example, one suggested source of agglomera-
tion economies is the city’s role as an “urban warehouse”, which allows firms to
carry lower inventories. A warehouse hardly is feasible without public investment
in roads, bridges, and other local infrastructure.

The organization of the chapter is as follows. We begin in Section 2 with a
review of the theoretical literature. The review follows the literature’s chronolog-
ical development from descriptive studies of agglomeration economies, to use of
agglomeration economies in explaining the existence and growth of urban area,
to studies of the microfoundations of agglomeration economies. In Section 3, we
review empirical studies of agglomeration economies. We begin with the most
common type of study, which uses production functions to provide quantitative
estimates of agglomeration economies. We then discuss econometric problems
with the traditional methodology and highlight alternative estimation strategies.
A review of the literature on public infrastructure—that is mostly empirical—is
presented in Section 4. Section 5 offers some conclusions and suggestions for
future research.

2. Agglomeration economies and urban theory
2.1. Descriptive analysis

Until recently, the literature on agglomeration economies was largely descrip-
tive. The traditional analysis divides economies of agglomeration into three cat-
egories: (1) internal scale economies; (2) economies that are external to the firm
but internal to the industry; and (3) economies that are external to both the firm
and industry but occur because industry concentrates in an urban area. The sec-
ond category of agglomeration economies is called “localization economies”,
and the third category “urbanization economies”.> Although the categories are
not mutually exclusive, they have different implications for the nature of an urban
area’s economic activity.

3 This categorization appears to have entered the urban/regional literature through Hoover (1937), who
uses the terms “localization” and “urbanization” and discusses their role in industrial concentration. Hoover
credits the idea to Ohlin (1935), who also defines three categories of economies that lead to concentration
of industry: “(1) economies of concentration of industry in general, (2) external economies of concentration
of a particular industry, and (3) internal large-scale economies of a producing unit” (Ohlin, 1935: p. 203).
Adam Smith (1776) and Alfred Marshall (1890) also have extensive discussions of the advantages of urban
areas for industrial location, although without a neat categorization and with an emphasis on internal scale and
localization economies.
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2.1.1. Internal scale economies

Internal scale economies are the most familiar category to economists. They exist
when expanding production at some given site lowers a firm’s unit costs. The
classic example is Smith’s (1776) pin factory, in which a firm’s growth enables it
to take advantage of division of labor. Workers’ skills increase through repetition,
that lowers production costs. Internal scale economies also are attributed to the
existence of indivisible inputs, that occurs when an input has a minimum efficient
scale. Other examples include the ability to take advantage of bulk purchases at a
site and the more efficient use of specialized machinery. Internal scale economies
allow a large firm to underprice its smaller competitors, that may compensate
for the additional shipping costs that necessarily occur by concentrating produc-
tion in a single location. Large-scale manufacturing establishments such as steel
production and automobile assembly are obvious examples of industries with
significant internal scale economies. Such establishments lead to the formation
of a “company town™: steel in Gary, rubber in Akron, glass in Toledo, chocolate
in Hershey or aircraft manufacture in Seattle.

2.1.2. Localization economies
Localization economies occur when a firm’s unit costs are lower in an urban area
that includes many firms in the same industry. The scale economy is external to
the firm (so that firms remain small), but internal to the industry (so that industrial
concentration is high in an urban area).* As with internal scale economies, spe-
cialization may create localization economies as greater city size permits firms
within an industry to concentrate on one type of production.

Localization and internal scale economies also can differ. Marshall (1890)
presents the classic treatment of localization economies:

When an industry has thus chosen a locality for itself, it is likely to stay there
long: so great are the advantages which people following the same skilled
trade get from near neighbourhood to one another. The mysteries of the
trade become no mysteries: but are as it were in the air, and children learn
many of them unconsciously. Good work is rightly appreciated, inventions
and improvements in machinery, in processes and the general organization
of the business have their merits promptly discussed: if one man starts a
new idea, it is taken up by others and combined with suggestions of their
own; and thus it becomes the source of further new ideas. And presently

4 The assumption that economies are external to the firm is important in making a competitive market
system compatible with aggregate increasing returns to scale. See Chipman (1970). Mergers can transform
external economies into economies that are internal to the new, larger firm.
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subsidiary trades grow up in the neighbourhood, supply it with implements
and materials, organizing its traffic, and in many ways conducing to the
economy of its material. (Marshall, 1890: p. 225)

RE AN

This passage clearly illustrates textbook “labor-market economies”, “communi-
cation economies”, and the role of localization economies in stimulating innova-
tion emphasized by Jacobs (1969).

Labor-market economies are a much-emphasized source of localization
economies. An example is the computer industry in Silicon Valley (Santa Clara
County, California). Software firms in Silicon Valley are typically quite small,
suggesting the absence of internal scale economies. Start-up costs are small, but
the risks are high. Firms routinely fail, and their employees look for new jobs
elsewhere. By concentrating employment in one area, firms can easily find the
skilled employees they need to start a new operation, and workers can quickly
find employment after an enterprise fails. Matching costs are low when industry
concentrates in one area.

One firm’s internal scale economies may lead to another industry’s local-
ization economies. Shipping costs may lead to a substantial cost advantage to
locating near the large firm if its output is an input to the industry’s production
process. An example from O’Sullivan (1996) is high technology firms, that pur-
chase electronic components from large suppliers. Even if the high technology
firms have no localization economies of their own, they may cluster near the pro-
ducer of electronic components to reduce their cost of obtaining nonstandardized
electronic parts.

Although traditionally most emphasis is placed on manufacturing in the ur-
ban/regional literature, localization economies also may exist in retail establish-
ments by allowing customers to comparison shop. The tendency of car dealers
to cluster together is an obvious example. Similarly, restaurants cluster near each
other to take advantage of other restaurants’ overflow of customers and facilitate
comparison shopping for those customers who are undecided in where to eat. A
localization economy exists because small establishments in the same industry
find it profitable to locate near one another. A similar argument lies behind the
idea of “communication economies™: firms locate near each other to reduce the
cost (both to themselves and their customers) of obtaining information. An im-
portant role of communication economies is to increase the rate of technological
innovation in urban areas.
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2.1.3. Urbanization economies

Urbanization economies occur when economies are external to both the firm and
industry. Thus, small establishments find it profitable to locate in an urban area
even when there are no cost advantages to geographic concentration for their
industry. This category is something of a “residual”: if we cannot explain a firm’s
location in an urban area by other types of agglomeration economies, then it
must enjoy an urbanization economy. In keeping with its status as a residual,
little effort is given to explaining the existence of an urbanization economy, the
typical statement being that urbanization economies occur for the same reasons
as agglomeration economies but the benefits are not concentrated at the industry
level.

Goldstein and Gronberg (1984: p. 92) suggest that “an example of urban-
ization economies is specialized services in large urban areas that do not exist
in smaller areas. In a rural area, a manufacturing firm which operates a fleet of
trucks must have on hand its own mechanics, or use local ‘general’ mechanics.
In a large urban area, the firm can draw upon firms which specialize in mainte-
nance of large trucks”. The city acts as an “urban warehouse”, that allows a small
firm to specialize its production without providing all required services. Public
infrastructure is another obvious source of urbanization economies: by providing
good highways, public utilities, communication facilities and the like, an urban
area significantly lowers the cost to all firms of doing business in an urban area.

Note the subtlety of the distinction between localization and urbanization
economies. An urban area that is near a cheap source of electricity may attract
an industry that is energy-intensive, and thus have a localization economy. Al-
ternatively, it may attract small, unrelated firms for which electricity is a large
component of total costs, and then have an urbanization economy.

Similarly, Mills and Hamilton’s (1994) application of the law of large num-
bers as an example of agglomeration economies does not yield a clear distinction
between economies of localization and urbanization:

Sales of output and purchases of inputs fluctuate in many firms and indus-
tries for random, seasonal, cyclical, and secular reasons. To the extent that
fluctuations are imperfectly correlated among employers, an urban area with
many employers can provide more nearly full employment of its labor force
than can an urban area with few employers. Likewise, a firm with many
buyers whose demand fluctuations are uncorrelated will have proportion-
ately less variability in its sales than a firm with few buyers. It can hold,
therefore, smaller inventories and employ smoother production scheduling.
(Mills and Hamilton, 1994: p. 20)
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2.1.4. Modeling implications

The discussion of agglomeration economies suggests that firms enjoy cost and
production advantages in urban areas. The usual approach is to include as an
argument in the production function one of the following arguments: (1) output
of the firm, to represent internal scale economies; (2) output of the industry, to
represent localization economies; and (3) population or output of the urban area,
to represent agglomeration economies. The approach taken depends on the type
of firm that is being modeled, but for the urban area as a whole there is no reason
to focus on just one of the three approaches as all may exist simultaneously.

Just as constant returns production leads to an unreasonable implication that
cities are unnecessary, agglomeration economies produce an unrealistic world in
which all production activity takes place at one site unless there are limits to
agglomeration’s benefits. Smith (1776) argued that division of labor is limited
by the size of the market. Modern urban economists focus on various disec-
onomies of city size: congestion costs, high wages, high land and housing prices,
pollution, crime, etc.’> The important point for subsequent subsections is that a
complete theoretical or empirical model specification should recognize both the
benefits and costs of agglomeration.

2.2. Theoretical models of urban areas

The first general equilibrium model of an urban economy is presented in Mills
(1967), which also provides a treatment of agglomeration economies that serves
as a model for much subsequent research. Mills models an urban area with three
activities: (1) the production of an export good; (2) intracity transportation, that
uses costly land to transport workers to the city center; and (3) housing, that
is produced under conditions of constant returns to scale. For our purposes, the
most important activity is the first, for the possibility of increasing returns to
scale in production leads to the city’s existence. The output of the export good is
represented by X, that is produced by combining land (L), labor (), and capital
(K according to the following generalized Cobb-Douglas production function:

X = AL*NPKY. 2.1

The degree of scale economies depends on A = « + § + y. Increasing returns
to scale are implied if H > 1, whereas, constant returns to scale exist if H = 1.
Mills leaves unspecified the source of the scale economies. Equation (2.1) is

5 An extensive discussion of the benefits and costs of agglomeration is presented in Richardson (1973).
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an aggregate production function, and the source of the scale economy (when
H > 1) may be any of the three traditional sources.

The amount of land devoted to transportation limits city size in Mills’ (1967)
model. He assumes that the amount of land in transportation at any site is pro-
portional to the number of passenger miles at the site. Increases in population
associated with large employment in the export sector then lead to a diseconomy
in transportation:

Suppose we consider the possibility of doubling the population of a city
by doubling the height of every building. If this were feasible and if twice
as many people now traveled between each pair of points as before, then
it would lead to just twice the demand for transportation as before. But
if transportation requires land as an input, it must use more land after the
doubling of population than before. Thus, some land previously used for
buildings must now be used for transportation, thus requiring new buildings
at the edge of the city. But the edge of the city has now moved out, and some
people must make longer trips than before, requiring more transportation
inputs. Thus, a doubling of the city’s population requires more than doubling
transportation inputs. (Mills, 1967: p. 199)

More recent studies of individual urban areas have followed in Mills’ tradition,
while being more precise about the source of the agglomeration economy. For
example, Sullivan (1983) develops a general equilibrium model of an urban econ-
omy, providing a detailed analysis of production in the export sector. He assumes
that the export sector’s production is characterized by the following unit cost
function:

C = C(Px, PL(u), Pr(w)) - ¢(2), $(Z2) = (Zo/ Z)*, 2.2)

where Px = the price of capital, u = distance from the city center, P; (1) = the
price of labor, Pr(u) = the price of land, ¢(Z) = the scale-economy function,
Zy = an exogenous parameter, Z = aggregate export output, and g = the degree
of increasing returns. If g = 0, the export sector is characterized by constant
returns to scale, whereas, g > 0 implies increasing returns to scale. Since a large
number of firms exists in Sullivan’s city and the scale-economy function depends
on total industry output, the agglomeration economies are those of localization.
As in Mills (1967), city size is limited by decreasing returns to transportation
caused by land requirements.

Mills’ model represents a single city. In a pathbreaking and influential series
of writings, Henderson (1974, 1982a, b, 1983, 1985, 1988) models a system
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of cities, each of which specializes in an export good subject to localization
economies. The export good is produced using labor and capital. The production
function 1is,

X = Ag(N)N¢K} ™, (2.3)

where A and o are parameters, X is traded good output, No and K, represent
local employment of labor and capital, and N is the number of city residents.
Scale effects are Hicks-neutral, and are represented through the function g(N),
with g’(N) > 0. The localization economy leads to city existence, and provides
an incentive for firms in an industry to locate in the same urban area.® Similar to
Mills (1967), city size is limited by the land required for transportation services.

Public infrastructure plays an important role in the model. Additional in-
frastructure reduces commuting time for a given number of residents, freeing
labor for housing production. This, in turn, reduces the price of housing and
allows firms to pay lower wages. In this way, public investment in transporta-
tion technology stimulates growth. However, by focusing only on transporta-
tion investment, the model does not take into account the direct role of public
infrastructure in reducing firm costs, that the empirical literature emphasizes.

Henderson’s (1985) model implies that each city specializes in the production
of one export good. Specialization occurs for two reasons. First, costs fall as
additional firms in an industry locate in a given urban area, providing an in-
centive for firms within one industry to locate in the same metropolitan area.
Second, locating in different cities is cheaper for any two industries because
sharing a location across industries has no cost advantage, and the additional
commuting raises costs for both industries. The model produces a system of
specialized cities, whose size depends on the size of the local industry. Industries
with high degrees of localization economies lead to large cities. For a given level
of demand, an increase in the degree of an industry’s localization economy leads
to a smaller number of cities, each of which is larger than before. For a given
level of localization economy, an increase in demand for an industry’s product
leads to a larger number of cities that specialize in the industry.

The emphasis on localization economies has important implications. First,
it explains why all production does not take place in just a small number of ex-
tremely large cities, as is implied by simple models with urbanization economies.

5 Moomaw (1985) provides the comparative statics results for a single firm that chooses cities on the
basis of this form of production. function, with wages that rise with city size. He finds that an increase in
the productivity gradient or a decrease in the wage gradient leads a firm to choose a large city size. With a
homogeneous production, function, a general increase in wages across cities also leads a firm to prefer large

cities, A general increase in factor productivity (i.e., an increase in g(NV)) has an ambiguous effect on city-size
choice.
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Second, industrial specialization is predicted to be the norm within metropolitan
areas. Third, equilibrium in a system of cities includes different city sizes, with
wages and costs of living rising with city size. Finally, it is critical in empirical
work to disaggregate estimated urban-area production functions by industry type.

Henderson’s studies have greatly influenced subsequent theoretical work.
For example, Abdel-Rahman (1990a) employs a similar analysis to model a sys-
tem of two cities, a one-product city with only localization economies, and a two-
product city that has both localization and urbanization economies. The localiza-
tion economy specification is similar to Henderson’s. Abdel-Rahman (1990a)
establishes that both types of cities can exist simultaneously in equilibrium. He
also shows that the two-product city is larger than the one-product city if either
industry has decreasing returns in production. With either constant or increasing
returns, the one-product city—the one with localization economies only—
is larger.

Henderson’s systems approach also can explain the growth of subcenters of
employment within a metropolitan area. For example, Henderson (1988) outlines
a model with two types of industries, both of which are subject to localization
economies. Natural resources are a critical input in the first type of industry, tying
the industry to a small set of locations. The second type of industry is “footloose”,
but is drawn to areas near the other industry’s locations to reduce costs of intercity
trade. The result is “multinucleated” metropolitan areas composed of numerous
different cities.

Helsley and Sullivan (1991) take an alternative approach to subcenter forma-
tion. This paper shows Henderson’s influence, but the specification of agglom-
eration economies is more similar to Mills’ (1967). Helsley and Sullivan (1991)
consider a metropolitan area with two locations—the city and a subcenter. In the
simplest form of the model, the production function is the same in both locations,
but the central city forms first, providing an advantage in the level of urbanization
economy. Subcenters arise from the tradeoff between agglomeration economies
and diseconomies in transportation. As a city grows, the central city firms enjoy
increasing urbanization economies, but commuting becomes increasingly costly.
The optimal growth pattern involves an initial period of exclusive central city
development, followed by formation of a subcenter when “diseconomies in trans-
portation reduce the social value of central city labor below the social value of
subcenter labor” (Helsley and Sullivan, 1991: pp. 258-259). When the subcenter
forms, the city enters a period of exclusive subcenter development where no em-
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ployment is added to the central city. Later, employment growth is split between
the two locations.’

Unlike many studies, Helsley and Sullivan’s (1991) analysis is explicitly dy-
namic. The dynamics of agglomeration economies form a new growth area for
both theoretical and empirical research (e.g., Hanson, 1996; Henderson, 1988;
Mori, 1997; Palivos and Wang, 1996; Sasaki and Mun, 1996; Walz, 1996). Hen-
derson (1988) argues that urbanization economies are most important in the early
stages of an industry’s development, causing the industry to locate in the largest
cities. As an indusiry grows, it may move to smaller cities, with localization
economies becoming the dominant force. An example is the Silicon Valley com-
puter industries, that began in the San Francisco Bay Area due to the urbanization
economies associated with a large city with electronic firms and major universi-
ties. As the industry grew, localization economies became significant. Now, the
industry is so large that ample levels of localization economies can be enjoyed in
other locations (e.g., Austin, Texas and Portland, Oregon).

Mori (1997) also analyzes the dynamics of urban development when firm
location is driven by agglomeration economies. In Mori’s model, agglomeration
economies are generated by consumers’ demand for variety and scale economies
in the production of manufacturing goods. Large cities offer more variety in
consumption, that attracts workers who increase the demand for manufactured
goods. The increased demand supports a greater number of specialized manufac-
tured goods in large urban areas. A large city develops as transport costs decline,
because manufacturing firms can support a larger market area while enjoying
the agglomeration economies of large cities. But large urban areas pay higher
shipping costs on average for agricultural goods. As the urban area grows, some
firms may find it worthwhile to locate in the agricultural hinterland, producing
another city. Other firms follow to take advantage of agglomerative forces in
the new, smaller city. The smaller city may continue to grow as the increased
agglomeration economies lead more firms to enter. Eventually, the cities may
merge, producing a “megapolis”.

2.3. Microfoundations of agglomeration economies

In early theoretical studies, metropolitan area population or industry employment
serves as a shift factor for the production function. The source of the productivity

7 Anas and Kim (1996) take another approach to modeling subcenter formation. They assume that con-
sumers prefer to shop in areas with many stores. Subcenters develop when these “shopping externalities” are
strong relative to the cost of traffic congestion. Henderson and Mitra (1996) provide a fascinating analysis of
the development of “edge cities”—cities with large diversified employment centers in suburban areas.
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gain is left unspecified. Early analyses of the microfoundations of agglomeration
economies, such as Hoover (1937) and Chinitz (1961), were largely descriptive.
Recently, theorists attempted to provide more formal microfoundations to the
earlier literature.

Goldstein and Gronberg (1984) provide a useful framework for analyzing
sources of agglomeration economies. They build on the economies of scope
literature developed by Panzar and Willig (1981) to provide a formal framework
for analyzing agglomeration economies. Economies of scope exist for a firm if
it is less costly to produce a variety of products within one firm than to produce
each product in separate firms. Similarly, “agglomerative economies exist when
it is less costly to combine two or more product lines in one urban area (but not
necessarily one firm) than to produce them in different areas” (Goldstein and
Gronberg, 1984: p. 97, italics in the original).

Goldstein and Gronberg derive conditions under which (1) urban areas exist
and consist of multiproduct firms; (2) urban areas consist of single-product firms;
(3) firms produce multiple products but have no incentive to locate in urban areas;
and (4) the economy consists of single-product firms that have no incentive to
locate in urban areas. Economies of agglomeration exist when producing at one
site is cheaper than at multiple sites. Economies of scope exist when total costs
are lower for multiple-output than for single-output firms producing the same
outputs.

Goldstein and Gronberg’s (1984) most important contribution is to identify
the sufficient condition for the existence of agglomeration economies. The con-
dition is identified in their proposition 2, which states that economies of agglom-
eration exist when production costs are lower for each firm when they locate in
one area rather than apart.® The key is the existence of a sharable input; Goldstein
and Gronberg’s examples include storage facilities, machine repair shops and
training centers for skills. However, their analysis does not explicitly incorpo-
rate the spatial distribution of firms. Abdel-Rahman and Fujita (1993) show that
Panzar and Willig’s (1981) condition for the formation of multiproduct firms
does not extend directly to the formation of multiproduct cities. Diseconomies
in urban transportation imply that two specialized cities may have lower overall
costs than a single diversified city even when economies of scope produce cost
advantages to mutiproduct firms. Nonetheless, Goldstein and Gronberg’s (1984)
study provides a useful framework for analyzing the benefits of agglomeration.

8 “For any nontrivial partition of N over space, there are economies of agglomeration if and only if the cost
of producing the resources to be shared by others is strictly subadditive over space” (Goldstein and Gronberg,
1984: p. 101).
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The Goldstein and Gronberg classification closely matches the previous de-
scriptive literature. Economies of agglomeration exist when an urban area pro-
vides an input that lowers costs for all firms. A key input is public infrastructure—
roads, airports, training facilities, universities, etc. If costs are lowered for only
one industry, we have localization economies. If costs are lowered for all firms,
we have urbanization economies. Note that the cost advantage may or may not
enter directly through productivity gains, as assumed in the preceding theoretical
models (other than Sullivan, 1983). For example, a sharable input that lowers
the cost of obtaining labor enters the cost and profit functions instead of the
production function. This line of reasoning suggests that empirical researchers
should consider using a cost function specification rather than the more tradi-
tional production function approach.

Other studies directly attempt to model the microfoundations of specific ag-
glomeration economies. An early example is Sullivan (1986), who models a city
with two employment sectors. Manufacturing enjoys a traditional localization
economy that depends on aggregate manufacturing output. Similarly, an office
sector is subject to a localization economy that depends on aggregate office-
sector output. However, another source of office-sector agglomeration economies
is incorporated into the model: workers in the sector must make costly trips to
a central market each day “to interact with the representatives of other firms;
these employees exchange information and market their products” (Sullivan,
1986: p. 60). The information is not available to a firm that locates outside of the
city, and is more costly to obtain the farther a firm is from the central business
district (CBD). Office workers have an incentive to locate near each other in
the CBD to reduce the cost of face-to-face contact; this proximity represents a
form of sharable input. Sullivan’s (1986) model incorporates the “communica-
tion economies” that many authors use to justify the existence of agglomeration
economies. Sullivan does not attempt to explain why both manufacturing and of-
fices exist in the same city when separate cities would reduce overall commuting
costs. Perhaps manufacturing establishments are office customers, and nearby
locations reduce transaction costs.

Helsley (1990) models the role of cities in spreading information. In his sim-
ple linear city, each firm produces a single output ¢ according to a constant-
returns firm-level production function with a Hicks-neutral shift factor that de-
pends on the level of knowledge:

q) = gla@)l fUw), n@w)], 2.4)
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where u is distance from the city center, /() is land, n(u) is a nonland input,
and a(u) represents the “level of knowledge” at location #. Each firm produces
knowledge as a by-product of producing g:

x(u) = Bq(u), B> 0. (2.5)

Knowledge is a public input, but declines with distance according to the decay
function y (z, u), that represents the portion of x(u) that remains at z. This func-
tion reaches a peak at z = u (where y (u,u) = 1), and declines symmetrically
for z > u and z < u with |z — u|. The level of knowledge at location u is
a(u) = f;:)l v (u, 2)x(z) dz, where uy and u are the endpoints of the linear CBD.
The key result is that “the level of knowledge, land rent, and output and factor
intensities achieve unique maxima at the center of the CBD in equilibrium and
decline as distance from the center of the CBD increases” (Helsley, 1990: p. 400).
Productivity is highest at the city center, and at every location is related positively
to the number of firms in the CBD.

Another often-cited source of agglomeration economies is improvements in
the labor market as city size increases: in large cities a firm is more likely to
find the skilled workers it requires, and workers are more likely to find suitable
employment. Helsley and Strange (1990) model the matching process between
firms and workers.® The productivity of workers, whose skills exactly match their
job is o, and a loss of B per unit distance in the characteristic space, is caused
by having skills other than «. Let x be the address on the unit circle of firms’ job
requirements, while y is the address of workers. Then the output of the match
(x, y)is @ — B|x — y|. Firms do not observe the skills of workers before choosing
a city, and workers do not observe the job requirements of firms. Both groups
know the number of firms and workers in each city, and assume that skills and
job requirements are random draws from a uniform distribution on the unit circle.
The expected quality of the match between firms and workers increases with city
size, which confirms the intuition of previous descriptive studies.

This simple but clever formulation leads to important insights:

First, the agglomeration economy has the characteristics of a local public
good. A firm entering a city improves the expected quality of the match
between job requirements and skills for all workers, leading to a positive

9 Kim (1989, 1990, 1991) provides a similar analysis, while allowing firms to train workers who have
low skills. Abdel-Rahman and Wang (1995, 1997) develop a two-sector (high versus low skill) model with
a matching process in the skilled labor market. A hierarchical system is developed in which a single large
metropolis contains all skilled workers, while peripheral regions include unskilled workers. The advantage to
the high-skill firms of a single location is the increased efficacy of the labor market.
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ex ante relationship between wages, productivity, and city size .... Sec-
ond, there are two externalities associated with firm location .... One is
the conventional productivity externality. If a firm enters a city, it improves
the productivity of all workers, but it considers only its own profits. This
externality causes a city to contain too few firms under free entry. The other
externality arises from spatial competition and the heterogeneity of workers
and firms. An entrant to a city reduces the labor market areas, and hence
profits, of incumbent firms, but considers only its own profits. This compe-
tition externality leads to too many firms under free entry. The competition
externality dominates in our model. Third, equilibrium city sizes are not
optimal ... [and] the zero profit number of firms is not efficient. (Helsley
and Strange, 1990: pp. 190-191)

In Goldstein and Gronberg’s (1984) framework, the efficacy of the labor market
is a form of public input that is sharable by all firms in Helsley and Strange’s
(1990) cities.

In a subsequent paper, Helsley and Strange (1991) provide a rigorous ex-
planation of the agglomeration economies that Mills and Hamilton (1994) call
“statistical in nature”. The basis is an urban area served by a single bank, that
allocates credit to different investment projects. Some projects succeed but others
fail. When a project fails, the bank gains possession of an immobile and special-
ized asset. The value of the asset to the bank is its salvage value, that depends
on its value in its second best use. The second-best value is higher in large cities
because when a wide variety of firms exists there is a higher probability of a good
match between the initial firm’s capital requirements and those of other firms.

Again, Helsley and Strange summarize the implications well:

Agglomeration economies arise because the expected second best use of
an immobile asset is worth more in a large city than in a small one. This
means that resource productivity rises with city size in two ways: used assets
are better matched and risk is reduced .. .. [Clity size provides borrowers
with external collateral on loans. This external collateral is a public input in
urban capital markets: it is impossible to exclude borrowers from utilizing
the external collateral, and its use by one borrower does not limit its use by
others. The external collateral associated with greater city sizes resembles
the public inputs that Goldstein and Gronberg discuss. (Helsley and Strange,
1991: pp. 97-98)
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Another important implication of this paper is that large cities contain more types
of economic activities than small cities because “bad states of nature are less
costly” (p. 110).

Several studies (e.g., Abdel-Rahman, 1990b, 1996; Abdel-Rahman and Fujita,
1990; Dobkins, 1996; Mori, 1997) focus on the advantages that large-city diver-
sity provides. Abdel-Rahman (1990b) develops a model in which production of a
traded good depends on miscellaneous intermediate goods. The key result is that
the number of intermediate inputs produced in a city is an increasing function of
city size, which implies that larger cities produce a greater variety of goods. City
size is larger as labor requirements fall. If labor requirements vary with industrial
structure, city sizes can differ in equilibrium. Unlike most studies, that explain
the formation of specialized cities, Abdel-Rahman’s (1990b) model produces a
system of cities with diversified industrial structures. !

3. Estimates of agglomeration economies

The most common approach to estimating the productivity advantages of urban
areas uses a production function aggregated to the metropolitan level. The base
is a production function that is similar to those used in theoretical studies:

yij = 8(8;) f(Kij, Lij, Gij, Zij), 3.1

where y;; represents output for the ith firm in the jth city, and K, L, G and Z
represent capital, labor, public infrastructure and other inputs. We include public
infrastructure (G) as an input in the production function to show the importance
of including both measures of agglomeration and public infrastructure. As de-
scribed more fully in Section 4, studies typically include either agglomeration
measures or public capital but rarely do they include both.

The production function, f(e), is often but not always assumed to exhibit
constant returns to scale and may exhibit increasing returns to scale when public
infrastructure is included as an input. The shift factor, g(S;), represents scale
economies, with g’ > 0. Scale, S;, is measured by either metropolitan employ-
ment or population to represent urbanization economies, or industry employment

10 Fujita and Krugman (1995) use a related approach to explain city existence. In their model, each worker
consumes a homogeneous agricultural good and a variety of differentiated manufacturing goods. Manufactur-
ing goods have internal scale economies, and are costly to ship. Workers prefer to live in large cities because
a greater number of manufacturing goods is available for consumption. The migration of workers to the city
lowers wages, attracting more firms. The result is a diversified city surrounded by an agricultural hinterland.
The model has not been extended to include a system of cities.
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or output to represent localization economies. It is also possible for either g or
f to differ by city, industry or both. The error term that is added to Eq. (3.1) is
most often assumed to be multiplicative.

Early studies ignored g(S;), and attempted to determine whether, or not,
£ (#) exhibited increasing returns to scale. Although these studies did find ev-
idence of increasing returns, the absence of limits on the degree of increasing
returns implies unrealistically that all employment should take place in one city.
Later studies either attempted to estimate Eq. (3.1) directly or use S to explain
differences in labor productivity (y/L) across metropolitan areas.

Moomaw (1981) criticizes such studies (in particular, Sveikauskas, 1975 and
Segal, 1976) for not incorporating their production function into a broader model
of firm behavior so that factor prices could be taken into account. He contends
that higher factor prices in larger cities offset the gross productivity advantages
found in the two studies, and shows that the effect of higher wages in larger
cities reduces Sveikauskas’ and Segal’s estimates of agglomeration economies
by half. Most subsequent studies integrate factor prices into production functions
either through deriving and estimating demand equations or through factor share
equations.

The use of cost functions rather than production functions in some later stud-
ies results in part from the recognition that wages and other factor prices vary
with city size and affect net productivity advantages (Henderson, 1986). In ad-
dition to being more consistent with the theory of agglomeration, estimating a
cost function has several econometric advantages over estimating a production
function (see Friedlaender, 1990).

Other issues that arise in empirical estimation are evident in Eq. (3.1). What
is the appropriate functional form? What is the proper unit of analysis? What is
the proper specification of agglomeration economies? How should urban size be
measured? What inputs should be included in the analysis? How should public
infrastructure be included in the analysis? Is the production function or its dual
cost function the most appropriate basis for the analysis or should the analysis be
based on an equilibrium model of local labor and land markets?'!

This section summarizes the empirical literature on agglomeration economies.
Each of the above issues is addressed, with the exception of public infrastructure,
that is discussed in Section 4.

T For example, if an agglomeration economy provides a cost advantage to locating in a city, firms will
enter the city until wages rise to the point of zero profits. The increased wages are a measure of the productive
advantages offered by the city.
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3.1. Functional form of the production function

The majority of the empirical research is based on production functions. Ta-
ble 1 summarizes many of the studies published since 1973. The production
function approach owes its origin primarily to Mills (1967), who first put forth
an aggregative model based on a production function to explain the effects of
spatial concentration on productivity. Most of the studies using the production
function framework found a positive relationship between their specification of
the shift factor, interpreted by many as agglomeration economies, and city size.
The magnitude of these estimates varies by model specification and other fac-
tors. Unfortunately, because studies differ in the way they specify agglomeration
economies and report their findings, it is not possible to compare estimates di-
rectly of all the studies included in this chapter. It is still instructive, however, to
highlight the major differences among the specifications.

Most empirical studies have adopted a flexible functional form for the produc-
tion function. Moomaw (1981), in his critique of two early empirical estimates of
agglomeration economies, points out the problems with a restrictive functional
form, such as a Cobb-Douglas. In particular, “efficiency gains with larger popu-
lation or output gains because of particular city characteristics result in parallel
shifts in the isoquants with no change in their slope. Hence, the optimal input
ratio is not altered by changes in efficiency or in city characteristics” (p. 685).
Subsequent studies have adopted a variant of the generalized translog produc-
tion function, specified in per worker terms to reduce multicollinearity problems.
Nakamura (1985) specifies a per labor variant of a translog production function,
in which agglomeration is entered as gi(Pj)) = o P;”’ . He then estimates the
production relationships by estimating the production function and n — 1 share
equations. Considerable work in the area of production function estimation sup-
ports the use of generalized functional forms over specific forms such as the CES
and the Cobb—Douglas (see, Fuss and McFadden, 1979).

Assuming separability between intermediate inputs and primary factors of
production, Eq. (3.1) represents a value-added production function of typical firm
i incity j. Firms are assumed to be perfectly competitive and choose the optimal
mix of private inputs by equating the marginal product of each input to its price.
In a perfectly competitive world, firms exhibit internal constant returns to scale
with respect to the privately provided inputs, and a firm’s revenue is distributed
completely to the private inputs.

These assumptions are not met in the presence of agglomeration economies
because firms earn economic rents by generating productivity externalities. Fac-
tors whose productivity has been enhanced by agglomeration externalities re-
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ceive compensation higher than they would have in the absence of the agglomer-
ation economies. As a result, private investment in a local labor market is subopti-
mal. Economic rents may dissipate as businesses expand or additional companies
and households move into an area in response to the economic rents. The degree
to which they fall depends on the marginal contribution of an additional business
to agglomeration economies versus diseconomies.

3.2. Level of aggregation

The specification of agglomeration economies is determined by the level of ag-
gregation of the production function. Ideally, in order to capture all three types of
agglomeration economies, one would prefer to estimate production relationships
at the establishment level. In this way, one could include the internal rates of re-
turn of establishments, the economies of close proximity to other establishments
in the industry, and the advantage accrued from the level of all economic activi-
ties within the metropolitan area. However, establishment-level data are difficult
to obtain.!? Studies have estimated production functions using data aggregated
to the metropolitan level, and many have estimated production functions for two-
or three-digit industry classifications within metropolitan areas.'> A few studies
have examined intensively specific industries, such as the study by Appold (1995)
of the US metal working industry, or the analysis by Sveikauskas et al. (1988) of
the US food processing industry.'*

Nakamura (1985) and Henderson (1986) point out that localization and ur-
banization economies can be distinguished by estimating an industry-level pro-
duction function. As mentioned above, localization economies are external to a
firm but internal to an industry at a given location. Nakamura (1985) and Hen-
derson (1986) derive the measure for localization economies differently, but end
up estimating it as the coefficient associated with the industry-level employment.
Nakamura starts with the assumption that localization economies are associated
with industry-wide output, whereas, Henderson specifies localization economies
as directly related to industry-level employment. By transforming the produc-
tion function into per employee terms, Nakamura’s specification approximates

12 The one source of such data for the US is the Longitudinal Research Datafile, maintained by the US
Bureau of the Census. To our knowledge, no one has used these data to estimate agglomeration economies in
the US.

13 No attempt was made here to summarize the differential effects of agglomeration economies, since an
initial assessment found little consistency across studies.

14 The results are mixed: Appold (1995) found no localization advantages for the metal working firms while
Sveikauskas et al. (1988) found localization economies for food processing plants. Other studies show wide
variation in localization effects across two-digit manufacturing sectors.
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Henderson’s except that each coefficient estimate in Nakamura’s formulation
is scaled by (1 — «;), where «; is the coefficient on the industry employment
variable.

Both studies measure urbanization economies as the urban area’s population,
since these economies are external to the industry but internal to the metropoli-
tan area. Nakamura’s (1985) estimates, based on Japanese data, show significant
urbanization economies and even greater localization economies. Nakamura also
finds a distinct effect among types of industries: firms in light industries benefit
more from urbanization economies while firms in heavy industries benefit more
from localization economies. Henderson’s (1986) estimates for manufacturing
industries in Brazil and the US find no urbanization economies but do find local-
ization economies. Henderson interprets his results to imply that ... resources
in manufacturing are generally not more productive in larger cities—they may
even be less productive. Rather, resources in any industry are more productive in
places where there is more of similar activities” (p. 66).

3.3. Specification of agglomeration economies

Agglomeration economies are measured either as parallel shifts in the produc-
tion function (a shift in g(S) in Eq. (3.1), referred to as Hicks-neutral technical
change), or as differences in the returns to scale of the production function f(e)
(measured by the summation of the coefficients on the inputs). In either case,
these two parameters are specified as a function of city size (or other surrogates
of agglomeration economies).'> Moomaw (1983), in his critique of Carlino’s
(1978) use of the returns-to-scale approach, points out the difference in the two
approaches. Assume a Cobb-Douglas production function,

v; = g(S) LYK (3.2)

where y;, L;, K; denote output, labor and capital in the jth metropolitan area.
g(S;) is the Hicks-neutral productivity, oo and S are the output elasticities of
labor and capital, respectively. The returns-to-scale approach takes § = o + B
as the measure of agglomeration economies of metropolitan areas. The estimated
parameter is regressed against population or other scale measures to determine
whether, or not, there is a systematic relationship with § and the measure of
scale. The other approach is to use the shift parameter g(S;), expressed as a

15 Studies, such as Shefer (1973), Carlino (1978, 1982), Beeson (1983, 1987) and Calem and Carlino (1991),
find a positive relationship between returns to scale and city size. Mera (1973), Kawashima (1975), Sveikauskas
(1975), Segal (1976), Moomaw (1981), Nakamura (1985) and Henderson (1986), for example, show that city
size is positively correlated with a neutral shift in the production function.
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function of scale, to estimate agglomeration economies. Moomaw (1983) points
out that the two measures of agglomeration are not independent. For output to
vary unambiguously with 8, g(S;) must be constant across metropolitan areas.
Similarly, for output to vary unambiguously with the shift parameter, o and S
must be constant across metropolitan areas. Variables assumed to control for
differences in the Hicks-neutral technical change and/or returns to scale must
be included in the estimation (Moomaw, 1983; Henderson, 1986). If not, the
estimates of agglomeration economies are biased.

Carlino (1978) did not control for differences across cities in the production
function shift parameter, and thus his estimates could be biased. Moomaw (1983)
accounts for differences in the Hicks-neutral technical change across cities by
including measures of highway infrastructure, labor quality, regional dummy
variables and states with right-to-work laws. If population scale is not a good
surrogate, then the population variables will be either negative or not statistically
significant. Moomaw (1983) finds that, depending on the industry, productiv-
ity ranges from negative values to statistically insignificant to positive values.
For some industries, the population variable is strengthened by the additional
variables. He interprets these results to suggest that population scale has a sep-
arate role in measuring agglomeration economies. He concludes that population
scale, entered into the production function as a shift parameter is an appropriate
measure of agglomeration.

In adopting the Hicks-neutral technical change, one assumes that agglomera-
tion economies affect both capital and labor equally. However, Henderson (1986)
and Tabuchi (1986) suggest that agglomeration economies may affect capital
and labor differently. Following Mera (1973), Tabuchi (1986) posits that urban
productivity may be more capital saving than labor saving if social overhead
capital, for example, is used intensively in big cities. Conversely, agglomera-
tion economies may be more labor augmenting if human capital is positively
associated with city size.!® Tabuchi was unable to estimate directly the different
effects because of the lack of industry-level private capital stock for Japanese
urban areas. On the other hand, Henderson’s (1986) data for Brazil include prices
for both capital and labor. Based on these estimates, Henderson concludes that
external economies are Hicks-neutral in their impacts on capital and labor.

Beeson (1987) and Fogarty and Garofalo (1988) approach the decomposition
of productivity into several components differently by estimating the growth of
total factor productivity (TFP) rather than the level of TFP. TFP is defined as

16 Tabuchi’s (1986) distinction between labor- and capital-augmenting agglomeration economies, par-
ticularly as it relates to public infrastructure investment, underscores the importance of including public
infrastructure in estimates of agglomeration economies.
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output growth less the weighted contribution of input growth, and can be derived
from estimates of a production function (or cost function). Assuming that an
industry’s production function takes the general form ¥ = F(X,T), TFP is
defined as ¥ — Zi T[Xi, where the dot represents the time derivative. In this
expression, X denotes the growth rate of the private input, 7 is the output share of
the ith private input, and T is time. Beeson (1987) decomposed this formulation
of TFP growth into its components of technical change and returns to scale. Each
component was then regressed on variables reflecting agglomeration economies.
The drawback of this approach, at least as executed by the two authors, is that
factor prices are not incorporated into the model. As a result, the models may
offer estimates of agglomeration economies that are biased upward.

Specifying the growth rate of total factor productivity and its components
offers an additional element of agglomeration economies. Sveikauskas (1975)
and Kaldor (1970) promote the importance of dynamic benefits of urban concen-
tration over the static advantages of specialization. Kaldor argues that agglom-
eration economies is more than large-scale production but rather the cumulative
advantage from the growth of an industry itself. These advantages result from
“the development of skills and know-how, the opportunities for easy communi-
cation of ideas and experience, the opportunity of every-increasing differentiation
of processes and specialization in human activities” (p. 340). In addition, as
stated by Calem and Carlino (1991), the use of pooled data allows the identi-
fication of technical change and returns to scale, without relying on the usual
control variables.

3.4. Alternative measures of urban size

The urban area population is the standard measure of urban size in studies of
urbanization economies.!” Studies incorporate this measure into the production
functions in one of two ways: (1) they include population directly in the pro-
duction function; or (2) they estimate the parameters of the production function
without population and then regress these estimated parameters on population
and other relevant variables (Carlino, 1979). In either case, population is typi-

17" Henderson (1986) argues that while the degree of urbanization economies may vary by industry, only the
size of the city, not its industry structure, affects the extent or level of scale effects relevant to firms in each
industry. Subsequent studies, such as Fogarty and Garofalo (1988), argue that intraurban spatial structure is
important in explaining agglomeration economies. They test the importance of spatial structure using Mills’
(1972) estimates of the manufacturing density gradient. Using pooled cross-section time series data for 13
metropolitan areas, they find that the decline of the manufacturing central density and flattening in the density
gradient reduced growth in manufacturing output by more than 1% per year.
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cally entered in a nonlinear form. Many adopt an exponential functional form
(Nakamura, 1985).

gi(Py) = o P}7.

This relationship converts to a tractable log-linear specification. With o, < 1,
agglomeration advantages continuously increase with respect to population, but
at a diminishing rate. Other specifications allow for a constant elasticity of pro-
ductivity with respect to city size, a kink in the constant elasticity formula-
tion, and a declining elasticity. Using these three specifications, Moomaw (1983)
found that the appropriate functional form varies by industry. Other studies,
notably Kawashima (1975), assume that there is an optimal city size in which
the marginal urbanization advantage reaches zero. These studies use a quadratic
specification to reflect this inverted U-shaped relationship.

Although population is widely used as a surrogate for agglomeration
economies, some others do not find it to be an appropriate measure. For example,
Carlino (1978) considers population to be associated more with diseconomies
than with economies of agglomeration. Congestion, crime, supplier bottlenecks
and reduction in the availability of industry specific resources, are a few of many
factors that negatively affect business productivity. Carlino considers these fac-
tors to overwhelm the positive effects associated with agglomeration economies.
As discussed in Section 3.3, instead of including population directly in the pro-
duction function as a shift parameter, Carlino interprets internal returns to scale as
a measure of agglomeration economies. Using combined time-series and cross-
section data, he estimates a returns-to-scale parameter and then regresses it on
population and population squared. Finding no statistically significant relation-
ship, he assumes that returns to scale are a function of four variables: (1) average
firm size in the industry, that is intended to measure internal economies of scale;
(2) the location quotient of the industry, that measures localization economies;
(3) the total number of manufacturing establishments, proxying urbanization
economies; and (4) population, that captures urbanization diseconomies. All vari-
ables are measured for the entire metropolitan area. Carlino (1978) finds that
the urbanization economies and diseconomies have the expected signs and are
statistically significant. From this result, he concludes that population is a better
proxy for urbanization diseconomies than for urbanization economies. However,
Moomaw’s (1983) criticism that Carlino’s estimates may be biased still holds and
may affect his conclusions.
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3.5. Factor prices and cost functions

Factor prices have been shown to vary across cities of different sizes, which in
turn affect the demand for factors of production. Moomaw (1983) shows that as
city size increases equilibrium requires the percentage increase in productivity to
equal the percentage increase in wages multiplied by labor’s share. Ignoring the
effect of city size on wages may overstate the productivity advantages of large
cities. Since Moomaw’s critique appeared, most of the studies have incorporated
wages into the estimation equations by introducing a labor demand function or
by estimating factor share equations along with production functions. The labor
demand equations typically specify wages as a function of output, price of cap-
ital (when available), population, and regional or state dummy variables. Calem
and Carlino (1991) also include a labor supply function to capture the effect
of urban amenities on wages. Omitting the supply equation, they argue, would
likely bias the estimates, although they do not offer estimates comparing the two
specifications.

A more complete specification of including factor prices to model firm be-
havior is the use of the cost function. As discussed in the previous theoretical
section, few studies have used cost functions, although the theoretical models
of agglomeration economies are more in line with this specification. Henderson
(1986) estimates both a translog production function and a translog cost function
using data from Brazil, and finds similar results.

3.6. Omitted variables

Estimates of production functions, or cost functions, at the metropolitan level are
plagued by missing variables. Theory calls for a production function to include
all inputs that contribute to production. These factors include inputs provided
by the firm, such as labor, private capital, land and intermediate products (if the
value of output and not value added is used). In addition, a firm’s production
process may be affected by externalities generated by other firms or economic
activity within the area that are not completely reflected in the factor prices. Other
inputs are publicly provided for which a firm does not pay directly, such as roads
and highways, education, water treatment and distribution, and police and fire
protection. If these variables have a substantial effect on output (or cost), then
the omission of any one variable would bias the estimated contribution of the
others.

Moomaw’s (1981) critique of the empirical study by Sveikauskas (1975) fo-
cuses on the problem of omitting private capital stock. Sveikauskas posits a CES
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production function with private capital and labor as inputs and agglomeration
economies as measured by the Hicks-neutral technical change. Since estimates
of private capital are unavailable, Sveikauskas substitutes labor productivity for
the Hicks-neutral technical change. However, if capital intensity is correlated
with population (and uncorrelated with other independent variables), then the
estimates of agglomeration economies (as measured by the coefficient on the
population variable) are biased upward. In a later paper, Moomaw (1983) shows
that including a proxy for capital intensity reduces the population elasticity from
0.048 to 0.015.'® He explains that “this estimate implies that the largest MSA
has a more plausible 12 percent Hicks-neutral productivity advantage over the
smaller one” (p. 537). The 12% estimate is compared with the 50% productivity
advantage when capital intensity is not included.

Land is another important input in urban production activities that is rarely
included in the estimation of production functions or cost functions. Land prices
are difficult to obtain for industrial sites. Housing prices are more readily avail-
able for metropolitan areas and may provide a reliable proxy for industrial land
prices. However, housing prices may be correlated with wages and introduce
multicollinearity in the estimation. Labor market equilibrium conditions dictate
higher wages in areas in which agglomeration economies have increased land
prices. The omission of land may also bias the returns to scale estimate. The sum
of scale parameters in the industry production function that includes only capital
and labor necessarily do not correspond with the exact measure of internalized
localization economies (Nakamura, 1985: p. 109). Although considered impor-
tant by many authors, none of the papers surveyed in this chapter, except for
Mera (1973), included the quantity or price of land in the estimation equation,
primarily because of lack of data.

Public infrastructure is also typically omitted from the agglomeration studies,
as mentioned earlier. Public investment in highways and water treatment and
distribution and in human capital development is recognized as important to a fir-
m’s productivity decisions, but difficult to measure. Infrastructure investment can
reduce agglomeration diseconomies due to traffic congestion, insufficient water
and sewer infrastructure, or shortage of qualified workers. Section 4 describes in
more detail the literature on the productivity effects of public infrastructure.

18 Moomaw (1983) estimates various production function specifications for two-digit industries and finds
that the effect of adding variables to the production function differs across industries.
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3.7. Wage and rent equations

Another approach to estimating agglomeration economies is to relate city size to
wages and rents. An extensive literature exists on this topic, that grows consider-
ably larger if one includes studies of the effect of site-specific characteristics on
wage and rents. The purpose of this subsection is to offer a flavor of this work
rather than to provide a detailed survey of the literature.

Roback (1982) provides a useful framework for understanding the equilib-
rium conditions of both labor and land markets. She begins with the premise
that households and firms compete in both local markets. Site-specific charac-
teristics, that could include agglomeration economies, enter into the household’s
utility function and the firm’s cost function. Differences in site-specific amenities
across cities are then capitalized in wages and land prices. For example, consider
a household utility function and firm cost function to be functions of rent and
wages. The cost curve is downward sloping and the household indirect utility
curve is upward sloping in (r, w) space. If agglomeration economies increase
firm productivity in a larger city, but does not affect the household’s valuation of
the city, the cost curve shifts outward moving along the household indirect utility
curve, raising wages and rents. This shift represents an expansion of business due
to the productivity advantage of the larger city. As a result, demand for labor and
land increases, raising both prices.

Rauch (1993) focuses on the relationship between spatial proximity and hu-
man interaction. He argues that the sharing of knowledge and skills of workers
through formal and informal interaction increases total factor productivity. Citing
a paper by Jovanovic and Rob (1989), Rauch offers the example of workers
enhancing their human capital by exchanging ideas. As the overall level of educa-
tion rises in a local labor market, the probability increases that a random pairwise
interaction between any two workers will lead to the exchange of ideas and skills
that improves human capital for both workers. This enhanced interaction will
lead to a more productive and higher paid work force. If this interaction is be-
tween entrepreneurs, then it should lead to greater diffusion of innovations, that
raise business productivity. As Rauch mentions, Jacobs (1969) offers many con-
crete examples of how the interaction between highly educated or experienced
workers and entrepreneurs generate significant external economies that enhance
productivity.
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3.8. Spatial arrangement of cities

Most inv