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Preface

The last few years have witnessed great advances in applied artificial intelligence
to solve real-life problems. To achieve this accomplishment, researchers have
devoted significant efforts in various fields, from theoretical analysis to industrial
practice.

The International Conference on Industrial, Engineering and Other Applica-
tions of Applied Intelligent Systems (IEA/AIE), sponsored by the International
Society of Applied Intelligence (ISAI), concentrates on artificial intelligence, as
well as its applications to complex problem solving. The conference is held an-
nually, and has become an important international event in the field of applied
intelligence, where researchers and industrial communities communicate with
each other and promote the development of advanced research in artificial intel-
ligence. The 25th TEA/ATE conference was held in Dalian, China, in June 2012.
Following the conference tradition, IEA /AIE-2012 provided an international sci-
entific forum for researchers in various fields of applied intelligence.

We received 198 papers from all over the world and selected 82 papers for
publication in this volume of LNCS proceedings. Each paper was reviewed by at
least two anonymous referees to assure quality. We would like to take this oppor-
tunity to thank the Program Committee members as well as all the reviewers for
their efforts, which guarantee the high quality of the papers in the proceedings.
The selected papers cover theoretical approaches and applications of intelligent
systems from various fields of artificial intelligence.

The papers were presented at the ITEA/ATE-2012 conference in several reg-
ular as well as 11 special sessions. The topics of the papers in the proceedings
include data mining, combinatorial optimization and evolutionary algorithms,
AT methods and applications, machine learning, agent-based systems, pattern
recognition, cognitive computing, decision-making techniques, mission-critical
applications, intelligent systems in healthcare, sentiment analysis for Asian lan-
guages, social network and its applications, aspects on cognitive computing and
intelligent interaction, knowledge-based systems, data mining and computational
intelligence for digital forensics and information assurance, mission-critical ap-
plications and case studies of intelligent systems, natural language processing
and its applications, spatio-temporal data mining, structured learning and their
applications, modeling and support of cognitive and affective human processes,
and cyber-physical systems for intelligent transportation applications.

The papers in these proceedings highlight the advanced research of applied
artificial intelligence and show the potential directions of novel applications. We
hope that you will find the papers interesting and obtain inspiration for your
research.

The conference also invited three outstanding scholars to give plenary keynote
speeches. They were Fei-Yue Wang, from the Chinese Academy of Sciences,
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China, Jong Kim, from Pohang University of Science and Technology, South
Korea, and Atul Prakash, from the University of Michigan, USA.

In addition to the ISAT and School of Software, Dalian University of Tech-
nology, the main sponsors of the conference, our special thanks are due to the
Association for the Advancement of Artificial Intelligence (AAAT), Association
for Computing Machinery (ACM/SIGART, SIGKDD), Austrian Association for
Artificial Intelligence (OeGAI), Catalan Association for Artificial Intelligence
(ACIA), Chinese Association of Artificial Intelligence (CAAI), Dalian Univer-
sity of Technology (DUT), European Neural Network Society (ENNS), Interna-
tional Neural Network Society (INNS), Italian Artificial Intelligence Association
(AT*TA), Japanese Society for Artificial Intelligence (JSAI), Lithuanian Com-
puter Society—Artificial Intelligence Section (LIKS-AIS), Slovenian Artificial In-
telligence Society (SLAIS), Spanish Society for Artificial Intelligence (AEPIA),
Taiwanese Association for Artificial Intelligence (TAAI), Taiwanese Association
for Consumer Electronics (TACE), and Texas State University-San Marcos.

We wish to thank the members of the Program and Organizing Committees
for their hard work, especially those who played essential roles: Mingchu Li
(Organizing Chair), Wei Ding (Special Session Chair) and the organizers of the
special sessions: Amitava Das, Catholijn M. Jonker, Chengcui Zhang, Chi-Yo
Huang, Dan Simovici, Hamido Fujita, Hisham Al-Mubaid, Hong Liu, Honggang
Wang, Hyuk Cho, Jan Treur, Jie Liu, Lei Chen, Liangliang Cao, Ling Feng, Mark
Hoogendoorn, Mingjian Tang, Ping Chen, Qingzhong Liu, Tomasz F. Stepinski,
Wayne Murray, Wei Ding, Yuanchang Xie, and Zhenggang Wang. We would
like to thank the keynote speakers for their inspiring and informative talks.
We gratefully thank the authors for their valuable contributions and the other
participants of the conference. The conference would not have been possible
without their support.

April 2012 He Jiang
Wei Ding

Moonis Ali

Xindong Wu
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Automatic Detailed Localization of Facial Features

Qing He"", Ye Duan’, and Danyang Zhang’

! Department of Computer Science, University of Missouri, Columbia, MO, USA
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Abstract. We propose a complete framework for automatic detailed facial
feature localization. Feature points and contours of the eyes, the nose, the
mouth and the chin are of interest. Face detection is performed followed by the
region detection that locates a rough bounding box of each facial component,
and detailed features are then extracted within each bounding box. Since the
feature points lie on the shape contours, we start from shape contour extraction,
and then detect the feature points from the extracted contours. Experimental
results show the robustness and accuracy of our methods. The main application
of our work is automatic diagnosis based on facial features.

Keywords: facial feature localization, eyelid, nose boundary, lip contour,
generalized Hough transform.

1 Introduction

Automatic localization of facial features is important technique in many applications.
Particularly, computer aided diagnosis is becoming an attracting application in recent
years. Dalal et al. [1], Loos et al. [2], and Boehringer et al. [3] performed syndrome
classification based on the feature points extracted from facial images, but the feature
points were manually identified in their works. We aim at developing an automatic
method to locate facial features for the purpose of computer based diagnosis, but the
approach is applicable to other fields with similar requirement.

Various methods for facial feature detection/localization have been proposed in
literatures. Some only focus on feature points localization [4-8]. However, more
details of facial features lie in their shape information. While it may not be too tedious
to label a few feature points manually, it is almost impractical to delineate shapes of
facial features by hand. Therefore, an automatic procedure for facial feature contour
extraction is in demand.

Lip contour extraction has been a branch with extensive studies in the past decade.
Since lip is rich in color, most previous works utilized the color information to

* This author has joined Center for Neuroscience and Regenerative Medicine, Henry M.
Jackson Foundation For the Advancement of Military Medicine since February 2012.
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separate the lip from the background. Wang et al. [9] used three quadratic curves to
characterize the lip contour. The lip region was first separated from the background in
[10]. Eveno et al. [11] used several cubic curves to model the lip contour. Yokogawa
et al. [12] matched a template of four quadratic curves to the lip contour, and the lip
was first separated from the background by thresholding the hue component.

Fewer studies exist for the shape extraction of other facial components. Vezhnevets
et al. [13] proposed an eye contour extraction method. The points on the upper eyelid
were detected by Hough transform. A cubic curve was used to fit the upper eyelid points
and a quadratic curve was used to fit the lower eyelid. Zheng et al. [14] used Gabor
filter to detect the eye corners and the top and bottom points of the iris, which were then
used as control points for a spline curve to fit each eyelid. Previous work on chin
contour localization can be grouped into parametric model based methods [15-18] and
active contour based methods [19-21]. Ding et al. [15] performed detailed facial feature
localization. This is the most complete framework in that it locates the shape of the
eyes, nose, mouth, eyebrows and the lower chin. However, the main contribution of [15]
is the facial component detection, thus the boundary localization of each facial
component is not the focus of their work. Most of their localization methods are
oversimplified and are not robust enough for varying subjects and image conditions.

We propose a complete framework for automatic detailed facial feature
localization. Features of the eyes, the nose, the mouth, and the chin are of interest.
Both feature contours and feature points are located. Feature contours are located
first, and most feature points can be found as distinct points on the contours. We
believe that locating a feature point in an image is a harder task than locating a set of
points on a feature contour, because a group of points on a contour contain much
richer information than a single point to distinguish themselves from the rest of the
image. That is why feature point detection often involves extensive training on a large
sample. Our methods do not require any training, and the feature point localization is
reduced to finding extreme-value points on a contour.

The primary application of our work is computer based diagnosis, so we assume
the input is a frontal color face image with neutral expression, no occlusion or
rotation. Usually these assumptions are easy to satisfy in clinical applications.

This paper is organized as follows; section 2 describes face detection and region
detection. Section 3 explains eye feature extraction in detail. Lip contour extraction is
elaborated in section 4. Section 5 detects nose and chin boundary. Section 6 shows
our experimental results. And the whole paper is concluded in section 7.

2 Face Detection and Region Detection

The details of face detection algorithms are beyond the scope of this research. Here
we apply the widely used Viola-Jones face detector [22]. The face image is rescaled
to a standard size, e.g., the size of the template face image. The purpose of region
detection is to locate a properly sized bounding box of each facial component. The
parametric template method proposed by Tanaka et al. [22] is applied here. The
detected face and regions are shown in Fig. 1 (b). Note that the chin bounding box is
not detected in this step. It will be determined based on the mouth bounding box.
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(2)

Fig. 1. (a) the input color image; (b) detected face and facial components

(b)

3 Eye Feature Extraction

The eye image is first smoothed by a Gaussian filter and normalized in intensity. The
reflection in iris is then removed using the method in [7]. Template matching method
is then used to locate the iris in the binary image. The top and bottom boundaries are
extracted from the detected iris binary image. The top boundary will serve as part of
the upper eyelid contour. The entire procedure is shown in Fig. 2.

B o e
(@)

(b) © (d)

Fig. 2. (a) the original eye image; (b) the binary image; (c) the binary image after hole filling;
(d) boundaries and key points extracted from the iris region, shown on the normalized eye

image after reflection removal
(b)

(a) (©) (d)

Fig. 3. (a) local minimum points overlaid on the eye image; (b) search range of the upper eyelid
points (the lower left and lower right rectangle regions); (c) detected upper eyelid points by
Hough transform; (d) the entire set of upper eyelid points after eye corner detection

AT

As stated in [13], edge map does not give a robust estimation of the eyelids, and
luminance valley points along the horizontal lines were detected as the candidate
upper eyelid points. Our method is mostly inspired by [13]. To detect the upper
eyelid, a local minimum map is constructed where each local minimum point is the
luminance valley point in either horizontal or vertical direction (Fig. 3 (a)). Since the
middle part of the eyelid contour is already detected, we only look for the upper
eyelid points to the two sides of the iris. We apply Hough transform [24] to detect the
two straight lines from the local minimum map. The search space can be restricted to
the two sides of the iris (Fig. 3 (b)). The points on the detected lines are the candidate
eyelid points (Fig. 3 (c)).

Some false positive points that exceed the bound of the eye may be included in the
detected lines. Template matching is applied to locate the eye corners from the
candidate eyelid points. Only the eyelid points that are in between the two eye corners
are retained. The retained points on the two sides of the upper eyelid together with the
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points on the middle eyelid curve constitute the upper eyelid points (Fig. 3 (d)). A
Bezier curve is fitted to all these points to obtain the upper eyelid contour (Fig. 3 (d)).

The local minimum map does not capture the lower eyelid very well (Fig. 3 (a)).
We approximate the lower eyelid by a piecewise linear curve which consists of four
line segments divided by the following five points: two eye corners (A, E), lower left
bound of the iris (B), lower right bound of the iris (D), the lowest point in the middle
of the iris (C) (Fig. 4 (a)). We start from the line segment AB. By moving B along the
vertical direction within a small range we can form several candidate lines. On each
line the average gradient magnitude is calculated and the line with the maximum
gradient magnitude is selected. The same method is used for the other line segments
(Fig. 4 (b)).

A Bezier curve is fitted to all the points on the above line segments to obtain the
lower eyelid contour (Fig. 4 (c)). Fig. 4 (d) shows the complete eyelid contour, eye
corners and the highest/lowest points on the eyelids.

BCD
(a) (b) (© (d)

Fig. 4. (a) piecewise linear curve of the lower eyelid; (b) detected lower eyelid points; (c) final
lower eyelid contour; (d) the entire eyelid boundary and the feature points

4 Lip Contour Extraction

Various color spaces (HSV, Lab, Luv, RGB) have been explored like in [9,11,12]. By
examining many color based methods for mouth segmentation, we find that the color
transform proposed by [25] is most robust to low mouth/ skin contrast. It transforms
an RGB color image (Fig. 5 (a)) to a contrast enhanced grayscale image (Fig. 5 (b)).
A binary image can then be easily generated using Otsu’s histogram (Fig. 5 (c)).
Connected components algorithm is performed to remove small background noise and
holes in the mouth region. Then the boundary of the mouth is extracted to get an
initial contour (Fig. 5 (d)).

- (a) (b) (c)
 Yioyd
- S . — ;
X
Y~ b
) yb (e) ®

Fig. 5. (a) the original mouth image; (b) contrast enhanced grayscale image; (c) the binary
image; (d) the mouth contour extracted from; (e) pl, pr: mouth corner points; pl~p4: four points
used to determine the parameters of the parabolas; y*: parabolas for different segments of the
lip; (f) the final mouth contour and the feature points
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Four parabolic curves (y/, ylr, yrl, yr) are used to approximate the upper lip and one
(yb) to approximate the lower lip (Fig. 5 (e)). Moreover, bending and expansion are
applied to the point (x, y)on the CURVE as follows.

x'=T(B(x,y),y)
B(x,y)=x-y"0 M

T(x,y) = (x=x,)/exp(y-s5) +x,
where x'is the new x coordinate of point (x,y). B(x,y)is the bending function
proposed in [26] and T'(x,y) is the expansion function, x, is the x coordinate of the
zero-derivative point of the parabola and &, s are coefficients.

The parameters to be optimized are the coordinates of these six control points and the
coefficients for expansion and bending of each curve. The optimization is performed by
maximizing an energy function which combines region and gradient information.

E= L grad(p)dp + (XIC region(p)dp
1« (h(k,Q,)—h(k,Q, ))* )

region(p) =— P o
gionp) 2;(h(k,szip)+h(k,szop>)2

where grad(p)is the normalized gradient magnitude at point p, h(k) is the kth
histogram bin value of image I, Q, and Q, are the regions inside and outside the

mouth in a small neighborhood of point p, and C includes the entire lip contour.

o is the coefficient to balance the two terms.

The rough positions of the control points can be estimated from the initial mouth
contour. The leftmost and rightmost points are identified as mouth corners. The
coordinates of p, ~ p, can be found according to the extrema of y coordinate (Fig. 5
(d)). The optimized parameters of the parabola curves give the coordinates of the
feature points as well (Fig. 5 (f)).

5 Nose and Chin Boundary

This section studies nose and chin boundary detection respectively.

(a) (b)

Fig. 6. (a) illustration of the nostril detection; (b) detected nostrils and the search range of the
nose boundaries (rectangle regions on the left and right sides)
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5.1 Nose Boundary Detection

We first locate the rough positions of the nostrils. The average intensities of the rows
and the columns of the image are calculated, generating a horizontal profile and a
vertical profile of the intensity (Fig. 6 (a)). The x coordinates of the nostrils can be
found at the local minima on the horizontal profile, and the y coordinate can be found
at the local minimum on the vertical profile.

(b) ()

Fig. 7. (a) nose image after histogram equalization; (b) edge map of (a); (c) local minimum map
of (a); (d) combined map after small components removal; () template nose boundaries and the
reference points; (f) detected nose boundaries and feature points shown on the original nose
image

Since the nose boundary is usually weak, histogram equalization is first applied on
the grayscale nose image to enhance the contrast (Fig. 7 (a)). An edge map of this
enhanced nose image can usually capture most of the nose boundaries. However, it is
not always possible to get perfect edges around the nose boundaries (Fig. 7 (b)).
Alternatively, local minimum map (Fig. 7 (c)) can be applied here as well which is
very close to the edge map around the boundary points, but similar problems may
occur as with the edge map. Therefore, we fuse the edge map and local minimum map
into a combined map (Fig. 7 (d)).

Generalized Hough transform for arbitrary shapes is then used to detect the
boundary contours from the combined map. In our implementation, the template for
each nose boundary is a generic shape of the nose boundary, and the reference point is
chosen as the leftmost (rightmost) point for the left (right) boundary (Fig. 7 (e)). With
the results of the nostril locations, the range of the parameters is restricted to the part
of the image shown in Fig. 6 (b). Rotation and scaling parameters can also be
included, but the computational cost will be significantly increased. We find that a
fixed template shape can serve our purpose well. A Bezier curve is then used to fit the
detected local minimum points on each boundary, and the two feature points can then
be found on the boundaries (Fig. 7 (f)).

5.2 Chin Boundary Detection

A bounding box immediately below the mouth bounding box is located like in [15].
A combined map is calculated within this bounding box which is the OR of the
local minimum map and the local maximum map (Fig. 8 (a)). The reason to use both
local minimum and local maximum maps is that the chin points can be intensity
valley points or peak points. Small noise regions are removed from the combined map
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(Fig. 8 (b)), but there are still some discontinued short line segments in the combined
map which are part of the chin (Fig. 8 (b)). Thus, a tensor voting [27] step is added
which is a powerful method to identify salient structures in a noisy dataset. The result
of tensor voting is shown in Fig. 8 (c), where salient curves are enhanced and the
noise is greatly reduced. The chin curve is then detected using generalized Hough
transform as described in subsection 5.1.

(a) (b)

(d)

Fig. 8. (a) combined local minimum map and local maximum map; (b) combined map after
small noise removal; (c) enhanced binary image after tensor voting with the detected chin
points overlaid; (d) final chin curve overlaid on the original chin image

The chin curve can be extended to cover a larger portion of the face, and we set the
top of the mouth as the upper bound of the chin curve. A larger bounding box
containing the face image from the top of the mouth and below is constructed, and
generalized Hough transform is performed in a similar way to detect the points on the
extended chin. The results are shown in Fig. 9.

Fig. 9. Results on FERET (top) and BiolD (bottom)

6 Results and Validation

The proposed framework is tested on FERET database [28,29] and BiolD database
[30]. From each database, the images that obviously violate our assumptions are
removed. Then 200 images are randomly selected from FERET database and 100
images from BiolD database. Mouth features are not applicable to BiolD database
since our mouth feature localization technique requires color images.

Fig. 9 shows several results on the detected face images, from which we can see
the extracted feature points and boundary contours are faithful to the image data. In
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order to quantitatively evaluate the performance of our method, the feature points are
manually labeled on each image by three different operators. The ground truth
position is taken as the average of the manually labeled positions from the three
operators. For each feature point, the accuracy of our detection result is calculated as

a=1-1p, - p, I/d, 3)

where P, is the ground truth position of this feature point, p,is the position obtained

by our method, II-ll is the Euclidean distance, and d  is the width of the corresponding

facial component. The value of a is truncated to [0,1]. The average accuracy of all
feature points is 0.942 for FERET database, and 0.931 for BioID database.

7 Conclusion

This paper proposes a framework for automatic facial feature localization. Feature
points and contours of the eyes, the nose, the mouth and the chin are accurately
located. The primary application of this work is the computer aided diagnosis, so only
frontal images are considered with some other assumptions. Visual inspection and the
quantitative validation of the experimental results demonstrate the accuracy of the
feature point localization.
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Abstract. With vertical search engines, it is possible to search the web pages on
a specific domain such as products, restaurants or academic papers and present
the users only the interested information. Gathering and integrating such objects
from multiple web pages into a single system provides a useful facility for
users. Placing the extracted objects from multiple data sources into a single
hierarchical structure is a challenging classification problem, especially if there
are limited object attributes. In this work, we propose a confidence-based
incremental Naive Bayesian approach for categorization, focusing on the
product domain. Incremental approach is based on extending the training set
and retraining the classifier as new objects are assigned to a category with high
confidence. The ordering of product data is taken into account as well. The
proposed approach is applied on a vertical search engine that collects product
data from several online stores.

Keywords: Product Categorization, Information Integration, Vertical Search,
Web Crawling, Naive Bayes Classification.

1 Introduction

Vertical search engines are web search engines that gather information on a specific
domain of interest from several web pages. With such a focused search on a specific
domain, it is possible to tune the processes of crawling, indexing and searching in
order to collect more structured information. Extraction of structured data using
vertical search engines is also called object-level vertical search [1][2]. Products from
online stores, restaurants from yellow pages, or publications with their title and
authors are well-known examples for such objects.

Such a searching facility helps users to find what they are looking for without
browsing several web sites. However, while providing this utility to the users,
classification of objects into a single hierarchical structure becomes a major problem.
Keeping the objects in a hierarchy is necessary for organization and maintenance
purposes. Conforming to a category structure facilitates the search and insertion
operations. Moreover, people usually expect a tree-like categorization while looking for

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 10 2012.
© Springer-Verlag Berlin Heidelberg 2012
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a product in an online store or while looking for a restaurant in yellow pages. For the
sake of usability and user satisfaction, the results of the search engine should similarly
be presented in a hierarchy. The classification problem becomes more challenging when
the object data extracted from web pages are very limited. Most importantly, it is not
always possible to have the category information from all sites [3].

In this paper we present an approach where product data collected by a vertical
search engine from multiple online stores are categorized into a single product
catalog. For this problem, we developed three methods based on Naive Bayes
classifiers and compared the results on a large dataset. We tested these methods on a
vertical search engine named Karniyarik' where more than 380 online stores are used
for data extraction, and around 3 million products are acquired of more than 7500
brands.

We aimed to implement a classifier that does not require any human intervention.
In our approach, the category structure of a comprehensive online store, called master
store, is used as the target product catalog. Products from other stores, called source
stores, are aimed to be categorized with respect to this catalog. The first method that
we developed is a simple Naive Bayes classifier that uses the product name and price
as classification features. The second method is an improvement over the first one by
incrementally expanding the training set using the classified products with high
confidence. In this method, we use “confidence” as a measure of the reliability of the
category selected by the Naive Bayes. The third method aims to exploit the product
ordering. Considering that the products to be categorized are given in a list, it is more
likely to observe the same category for the consecutive products in the list. This
neighborhood concept is explained later in detail. Our contribution is mainly in the
second and third methods, where Naive Bayes is applied in multiple passes on the
product data to be classified.

We would like to note that if the categories of objects were always available, the
problem could be considered as a schema/ontology integration problem with different
approaches for solution [4][S]. However, being limited to only the product name and
price, we implemented a classifier to determine the categories of products based on
these attributes.

The rest of the paper is organized as follows: We first present the related work in
Section 2. In Sections 3 and 4, we present the crawling technique and proposed
classification algorithms respectively. Section 5 gives the results of our experiments.
Finally the concluding remarks and future work are presented in Section 6.

2 Related Work

A similar work for crawling and extracting product data from online stores is
presented in [1]. Although the classification is considered at the page level, i.e.
classifying a page as product or not-product, the idea of aggregating product data into

! http://www.karniyarik.com (last accessed, 17/08/2011).
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a single system is similar. A vertical search engine developed for searching online
course materials is introduced in [6]. In this work, homepages of universities are
crawled using focused crawlers. Focused crawlers discover the interested pages and
filter out the irrelevant ones.

The concept of Named Object (NO) is introduced in [7] as part of a web page that
can be named in a user-understandable way. Product data with a name, price and
image is given as an example domain dependent NO. The paper discusses the
difficulties of NO extraction and proposes a method based on HTML processing (e.g.
table, div, etc.) and using web design patterns.

Naive Bayes is a widely used classification method for text categorization based on
word occurrences in documents [8][9]. In this method, Bayes’ rule is used for
estimating the probability of a document d to be classified in category ¢, where d is
composed of k words, w;, w,, ...w,. The probability values are calculated for all
categories and the one with the highest probability is assigned as the category of the
document. There are several attempts to improve the accuracy of the Bayesian
Classifiers. The work in [10] is based on normalizing the document length and giving
weights to the terms in the documents. The confidence issue of the Naive Bayes
classifier is addressed in [11]. In order to increase the confidence, an iterative Naive
Bayes is applied, which updates the contingency tables by iteratively cycling through
all the training examples.

The idea of combining classified and unclassified documents has been studied in
[12]. The method is based on a co-training algorithm, where the documents are
partitioned in two views (based on different features) and separate classifiers are
trained for these views. A subset of unlabeled documents is classified iteratively using
these classifiers, and resulting self-labeled examples are added to training set for the
next iterations.

[13] and [14] apply incremental learning for the scenarios that include introduction
of new training data, for example coming from a data stream. The main focus is on,
how these newly observed data instances are integrated with the old learned Bayesian
network and how the network structure can be changed.

Another improvement choice is to include human supervision during the training
of the classifiers. In the initial phases of the classification, the results can be presented
to the user to be able to make corrections, thus correcting the model and improving
the results [15].

The specific case of classifying products to a product catalog has been studied in
[16]. An improvement on Naive Bayes for integrating documents from a source
catalog to a master catalog is discussed. The idea is that, if two documents belong to
the same category in the source then, because they must be similar, they may belong
to the same category in the master catalog with a higher probability. The authors
design a method to tune a coefficient value that represents the weight of this
parameter in the classification calculations. Some assumptions in this approach are
the availability of catalog information for all documents, homogeneity and a
significant overlap between the source and master catalogs.
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3 Crawling the Products

There are several algorithms for crawling, which differ mostly in the visiting strategy
of new web pages. Focused crawlers are written for a specific purpose on a specific
domain, therefore prioritizing the content to be extracted. In [17], further
improvements on how to improve their performance and quality are discussed. In this
work, we implemented a simpler and well-known algorithm for crawling, namely the
Breadth-First (BF) algorithm [3]. Given the homepage of an online store, links are
visited recursively in a breadth-first manner. The product information in a crawled
page is identified by running XML queries written in XQuery® language on the
HTML content. These queries are written specific to each store in a template-
dependent manner, which tries to match product descriptions in HTML.

In addition to its simplicity, the BF approach is especially advantageous in our
proposed solution. The reason is that we aim to feature the crawling order while
making the classification. It is a common pattern for online stores that products of the
same type are presented together. Therefore, with BF crawling, it is expected to
retrieve objects in the same category in chunks. How this valuable intuition is used is
explained in the following section.

4 Product Classification

In this work, there are two key features used for classification, namely product names
and their prices. A product name can be considered as a bag (or possibly a set) of
terms [8]. Before the classification process, preprocessing is applied on these names:
terms in the product names are extracted; word stemming is applied; stop words and
punctuations are removed. Therefore, every product is represented with a list of terms
extracted from their names. As mentioned earlier, product data of the master store is
used as the training set. Thus the categories are populated with the terms and prices of
the products in the master store. As a result of this process, each category “c”
includes a price list of the products belonging to that category, and a list of term-
frequency pairs “<t, f>” for all distinct terms extracted from the product names in
category c. In this mapping, f represents the number of products in ¢ that contain the
term ¢ in their names. The mean and standard deviation of the prices are found prior to
the classification process. These statistics about the terms and prices are used in order
to calculate the probability of an unclassified product to belong to a category.

4.1 Method I: Classification with Naive Bayes

[Tt

The first method uses the price “p;” and terms “terms;” extracted from the name of the
product “d;” as features in the Naive Bayes classification. Therefore, the category of
the product d; will be the category ¢ with highest posterior probability, which is
calculated with the well-known formula given in equation (1).

2 http://www.w3.org/xml/query
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c¢=argmax . P(c)-P(p,|c)- P(terms, | c) €))

The prior probability of a product to be in category c, represented as P(c), is the ratio
of the number of preclassified products in ¢ to the total number of preclassified
products in the training set. This means, the most crowded category has the highest
chance, independent of the product price or name. Price is handled as a continuous
feature with normal distribution. While finding the probability of product d; being in
category c, its price p; is given to a Gaussian equation [18]. While finding the
probability using product name feature, each term ¢ in the product name is searched in
the term-frequency mappings of ¢, and corresponding f values are used for calculating
the probability P(ferms;lc), as given in equation (2).

k .
P(terms, | c) = P(t,,t,,..t, | c) = 1_[L

1y €¢C

@)

where (ng € c) represents the number of products in category c. In order to avoid the
zero-count problem in the formula, a variation of the no-match approach is used [9].

After normalization, these probability values are finally used to calculate the
posterior probabilities of all categories for a product. The category with the highest
probability is assigned to that product.

4.2  Method II: Incremental Extension of Training Set

In this method, the probability calculations used in Method I are used again, but this
time with the additional criteria for confidence. Traditionally, Naive Bayes assigns the
category with the highest posterior probability to the products in one pass. However
the confidence of this decision depends on the posterior probabilities of other
categories. For example, if the posterior probability value found by Bayes for the best
category c; is 51% and the probability for the second category c; is 49%, it would be
questionable to assign the product to the first category. It would be more confident if
P(c,1d)> P(c,|d) rather than just P(c |d)> P(c,|d). Confidence values are

found by taking the ratio of the best category probability to the second best category
probability, i.e. P(c,1d)/ P(c,|d). The intuition behind Method II is to proceed

incrementally and accept only a group of most confident classifications at each step.
These classifications may provide useful information for the following iterations.
Therefore, the products classified at each step are added to the training set. At the end
of each step, term frequencies and price statistics are updated for all categories. As a
result, unclassified product data from an unknown store is integrated into the training
set, gaining more information about new prices and partially learning the vocabulary
of the source store. In our experiments, 20% of the most confident categorizations are
taken at each step and added into the training set.
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4.3 Method III: Including Product Ordering

Method III adds onto the Method II by taking the neighborhood information, i.e. the
product order, into account. As a result of the crawling technique we used, similar
type of products in a source store are extracted in groups as explained before.

We say “product d; is in the n-neighborhood of product d,” if the number of
products between d; and d; is less than n in the ordered list. While deciding the right
category for a product, categories of other products in the neighborhood can be
utilized in our incremental approach. Table 1 is an example scenario for using the
classifications in the neighborhood. In this scenario, assume that we are looking for
the category of d; and assume some of the products in its 3-neighborhood are assigned
to a category in the previous iterations. By looking at this table, one can expect d; to
be assigned to the category “Laptop” (with probability 4/6). There is also a very
minor chance for the category “LCD TV” (with probability 1/6). This is actually how
we use this guidance together with probabilities found with Naive Bayes. In other
words, posterior probabilities produced by Naive Bayes are compared with the
probabilities generated by looking at the neighborhood.

Table 1. Example categories in 3-neighborhood

Product Assigned Category Comment

di; Laptop Products in

di» LCD TV 3-neigborhood
di; Laptop of di

d; ? Product to classify
diyq Laptop Products in

disn ? 3-neigborhood
dis3 Laptop of di

There are 3 phases in Method III. The first phase is the assignment of a group of
categories with the highest confidence. As in Method II, this first group is the top
20% of the products in the source store. The second phase extends Naive Bayes with
the neighborhood information. That means, in the following iterations, in addition to
the confidence that is based on posterior probabilities, the agreement of the
neighborhood is also required. The best categories proposed by Naive Bayes and
the most probable category found by checking the neighborhood must overlap. For
the example case in Table 1, if Naive Bayes finds “Laptop” as the category with the
highest probability, only then d; will be assigned to a category. As a result, the
training set is extended with product classifications with much stronger confidence.
The second phase ends when no more products can be assigned to a category, i.e.
Naive Bayes and neighborhood statistics contradict each other. Then the final phase
starts. In the final phase, if the category with the highest probability in the
neighborhood is among the top-3 categories suggested by Naive Bayes, it is accepted.
Otherwise, the best suggestion of Naive Bayes is taken. For example, if “Laptop” is
among the best three categories found by Naive Bayes, d; is assigned to it. Otherwise,
whatever is suggested as the best category by Naive Bayes is taken.
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5 Experimental Results

The heterogeneity of catalogs and products introduces some difficulties in analysis. A
store may have a single category for all kinds of “Computers”, while another one may
have deeper levels like “Laptops”, “Desktop PCs” and “Netbooks”. Similarly several
categories may be suitable for a product. For example a “Memory Card” may be
classified under “Computer Peripherals” or “Camera Storage”. We applied our
analysis on 6 source stores selected among the online stores currently in use. Due to
the problems addressed above, instead of manually setting the expected categories for
each individual product, we selected an appropriate subset of categories in the source
catalogs, and identified the expected categories for them in the master catalog. Three
methods which were explained in the previous section are applied on these datasets.
To measure the accuracy, we use the precision, recall, success rate (ratio of correctly
classified products over all products) and F-score. The formula for F-score is given
in (3).

FScore = 2. Lrecision: recall

3)

precision + recall
First we present two tables for a detailed analysis on the category level for the first
two source stores. For the first source store, we selected 713 products from 24
categories and identified their expected categories in the master catalog. Then we

applied our classification methods on these products, and compared the results with
our expectations. Table 2 shows the results for the first source store.

Table 2. Results for the first source store

Method 1 Method II Method III
precision | recall [ precision | Recall precision | recall

Kitchen Sets 0.970 0.804 0.953 1.0 0.953 1.0
Ovens 0.940 0.979 1.0 0.979 1.0 0.937
Laptops 0.988 1.0 0.988 1.0 0.988 1.0
Desktop PCs 1.0 0.980 1.0 0.980 1.0 1.0
Netbooks 1.0 0.956 1.0 0.956 1.0 1.0
LCD TVs 0.986 0.935 0.985 0.857 0.987 0.987
Average 0.983 0.977 0.986 0.981 0.991 0.982
F-Score 0.979 0.983 0.986
Success Rate 0.969 0.973 0.985

In this table we give the precision/recall values for some of the categories. The row
labeled with “Average” shows the average precision/recall values for the 24
categories covering all products selected from this source store. Success rates and F-
scores which are calculated by using average precision/recall values are in the last two
rows of the table. The increase in the success rate and better precision/recall values
indicate a slight improvement from Method I through Method III.
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There is a slight deterioration in the coverage of Method II for LCD TVs. When we
analyzed the output, we realized that some of the LCD TVs are categorized as LED
TVs, which is incorrect. The reason is the similarity of product names in these
categories. Using the second method, LED TVs may have higher confidence in
the initial iterations, thus may be categorized before the LCD TVs. Considering the
common terms of LCD and LED TVs, this may change the balance in favor of the
LED TVs in the following iterations. However, this problem is no longer observed
using Method III, where the categories of the products in the neighborhood are taken
into account.

As the second case study, 225 sample products from 4 categories are selected from
the second source store and their expected categories are determined. The results are
shown in Table 3. The improvement observed for this store is more obvious.

Table 3. Results for the second source store

Method I Method II Method 1T
precision | recall | precision recall precision | recall

Laptops 0.923 0.843 0.924 0.852 0.964 0.939
Desktop PCs 0.821 0.754 0.859 0.901 0.921 0.967
Netbooks 0.758 0.785 0.733 0.785 0.923 0.857
LCD TVs 1.0 0.619 1.0 1.0 1.0 1.0
Average 0.875 0.750 0.879 0.884 0.952 0.940
F-Score 0.807 0.881 0.945
Success Rate 0.791 0.871 0.942

In addition to the detailed accuracy analysis for two stores given above, F-scores
and success rates for all 6 source stores are presented in Fig. 1 and Fig. 2 respectively.
The test data sizes for these 6 source stores range from a few hundred to one
thousand.
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Fig. 1. F-measures of our methods on 6 source stores

It has been observed that the product names in the source stores have a strong
effect on the results. Some stores do not give much information about the product in
their product names. For example Store-4, the store with the worst accuracy values,
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provides just the brand and a code word for the product name. If the master store does
not know about this code word, it is almost impossible to find the correct category.
Low accuracy values are the result of this problem. Such product descriptions are not
much explanatory even for the human users. This can be fixed only through more
comprehensible product names.
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Fig. 2. Success rates of our methods on 6 source stores

6 Conclusion

In this work we introduce a solution to aggregate objects into a single hierarchy
extracted from multiple data sources. The solution is based on an improved Naive
Bayes classifier where there are few attributes to decide on the category of the object,
and where there is no category information of the objects to apply schema matching
techniques. Our implementation is tested on a product search engine currently in the
market. It collects the product data extracted from multiple online stores in a master
product catalog. In Method I, simple Naive Bayes classifiers are used in order to
select the category of a product. In order to increase the accuracy, in Method II, Naive
Bayes is run in multiple passes, and at each pass, a subset of the products are assigned
to the identified categories. This subset is found by using the confidence of the
category selection. This method is further extended in Method III by including
the order of the products in the product file extracted from the source store. The
assumption is that the neighboring products have a higher chance to belong to the
same category. We tested out implementation on the products extracted from 6 source
stores. Remarkable improvements on F-scores and success rates are observed. This
approach can further be improved in several directions. One major problem, as
addressed in the previous section, is the differences of the terms used in product
names. If the terms in the product name are completely different than the ones in the
master store, it is mostly the price which determines the category for that product. A
possible solution is to use Web Search Engines in such a way that the unknown
product name is given to a Web Search Engine together with the label of the possible
categories. The category with the highest hit count could be accepted as the correct
category.
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Algorithms for Detecting Outliers
via Clustering and Ranks

Huaming Huang, Kishan Mehrotra, and Chilukuri K. Mohan
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Abstract. Rank-based algorithms provide a promising approach for
outlier detection, but currently used rank-based measures of outlier de-
tection suffer from two deficiencies: first they assign a large value to
an object near a cluster whose density is high even through the object
may not be an outlier and second the distance between the object and
its nearest cluster plays a mild role though its rank with respect to its
neighbor. To correct for these deficiencies we introduce the concept of
modified-rank and propose new algorithms for outlier detection based
on this concept. Our method performs better than several density-based
methods, on some synthetic data sets as well as on some real data sets.

Keywords: Outlier detection, ranking, neighborhood sets, clustering.

1 Introduction

Outlier detection is an important task for data mining applications. Several effec-
tive algorithms have been successfully applied in many real-world applications.
Density-based algorithms such as “local outlier factor” (LOF) and connectivity-
based outlier factor (COF) were proposed by [I] and [§] respectively. Jin et al. [7]
proposed another modification, called INFLO, which is based on a symmetric
neighborhood relationship. Outliers detection based on clustering has been pro-
posed in the literature, see Chandola et al. [3], where an object is declared as an
outlier if it does not belong to any cluster. This in turn, requires a new clustering
philosophy in which all objects of a given data set are not required to be in at
least one cluster. Tao and Pi [9] have proposed a density-based clustering and
outlier detection (DBCOD) algorithm, which belongs to this category. In this
paper we use clustering to eliminate the objects that are not suspected outliers
and evaluate outlierness of the remaining objects only.

Another rank based detection algorithm (RBDA) was recently proposed by
Huang et al.[5]. It was observed that RBDA demonstrates superior performance
than LOF, COF, and INFLO. However, RBDA is found to assign a large out-
lierness value to an object in the vicinity of a large cluster, although the object
may not be an outlier. In this paper we present few approaches to rectify this
deficiency of RBDA — first is a simple modification to RBDA whereas in the
second and third approaches the size of the cluster is explicitly addressed; in all
cases clustering acts as a preprocessing step.

The paper is organized as follows. In Section 2, after introducing key notations
and definitions, we briefly describe RBDA and DBCOD. In Section 3, first we

H. Jiang ct al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 20 29| 2012.
© Springer-Verlag Berlin Heidelberg 2012
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illustrate the above described weakness of RBDA followed by suggested measures
of outlier detection. These new measures are compared with RBDA and DBCOD
using one synthetic and three real data sets. Brief descriptions of data sets and a
summary of our findings are presented in Section 4, followed by the conclusions
and future work.

2 Notation and Definitions

The following notations and concepts are used throughout the paper.

2.1 Notation

— D denotes the given dataset of all observations.

— d(p,q) denotes the distance between two points p,q € D. This distance
measure could be any appropriate distance but for concreteness we use the
FEuclidean distance.

— di(p) = the distance between p and its kth nearest neighbor, where k > 0 is
a positive integer.

- Ni(p) = {qg € D—{p} : dp,q) < dr(p)} denotes the set of k nearest
neighbors of p.

— r4(p) denotes the rank of p among neighbors of ¢ € N (p); i.e., r4(p) is the
rank of d(q,p) in {d(p,0) : O € D — {q}}.

— RNi(p) ={q:q € D and p € Ni(q)} denotes the set of reverse k nearest
neighbors of p.

2.2 Definitions

The following definitions are used in the proposed clustering algorithm; all def-
initions are relative with respect to a positive integer £. In other words, for
example, D-reachable defined below should be viewed as D-reachable given /.

— D-reachable — An object p is directly reachable (D-reachable) from g¢, if
p € Ni(q).
— Reachable — An object p is reachable from ¢, if there is a chain of objects
P =pi,...,Pn = q, such that p; is D-reachable from p; ;1 for all values of .
— Connected — If p is reachable from ¢, and ¢ is reachable from p, then p and
q are connected.
— Neighborhood Clustering(NC-clustering) — We use the breadth-first search
on a graph whose node-set is D and where an edge exists between p,q € D
if p € Nik(q) and ¢ € Ni(p). A connected component C of the graph is a
cluster if the following three conditions are satisfied:
1. For any two objects p and ¢ in C, p # q, p and q are connected.
2. For p € C, p is D-reachable from at least two other objects in C'.
3. |C| > m*, where m* is the minimum number of objects in a cluster, it
is pre-defined by users (domain experts).
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If any connected component C does not satisfy these conditions, it is broken
up into isolated points and all such objects are declared potential outliers. Con-
dition 3 above is used to avoid treating a small number of outliers as a clus-
ter. We denote the clustering method as NC-clustering; more formally as NC-
clustering(¢, mx). For instance, NC-clustering(6,5) means that a cluster contains
connected objects for £ = 6 and a cluster must contain at least 5 objects.

The values of £ and m* are mainly decided based on domain knowledge. If ¢
is small NC-clustering method will find small and tightly connected clusters and
large value of ¢ will find large and loose clusters. If the clusters are small and
tight, we expect to find more objects that don’t belong to any cluster whereas
in the latter case, only a few objects will be declared as outliers. In real world
applications (such as credit card fraud detection) most of the transactions are
normal and only 0.01% or less of the transactions are fraudulent. In this case, a
small value of £ is more suitable than a large ¢. The value of m* has a similar
effect: if m* is too small, then the cluster size may also be too small, and a small
collection of outliers may be considered as a cluster, which is not what we want.
In our experiments, m* is set to a fixed value of 6.

RBDA is a rank-based outlier detection approach that identifies outliers based
on mutual closeness of a data point and its neighbors. For p,q € D, if ¢ € Ni(p)
and p € N;(q), then p and ¢ are “close” to each other. To capture this concept
we define a measure of “outlierness” of p, as follows:

qu/\/k (») 74(p)
We(p)|

If Ok (p) is ‘large’ then p is considered an outlier.

Ok (p) =

Density-Based Clustering and Outlier Detection Algorithm (DBCOD).
For p € D, Tao and Pi [9] define the local density, the neighborhood-based den-
sity factor, and neighborhood-based local density factor of p, respectively, as:

1
LD, (p) — 2140 T0T NDF, () — BYe@  a1d NLDF, () = LDy (5) x NDF,.(p).
[N (p)] [N (p)]

The threshold of NLDF, denoted as 7N, is defined as:

[ ming(NLDF(p)) if for all objects p € D,NDF(p) =1
"NLDF = maxy (NLDF(p)) otherwise

Using the above definitions, Tao and Pi’s [9] find the clusters based on the
definitions in section 22 ezcept their definition of D-reachability is as follows:
p and q are in each other’s k-neighborhood and NLDFy(q) < 7n7,pp- Points
outside the clusters are declared as outliers.

3 Weighted RBDA and Other Improvements

In general RBDA performs better than density-based algorithms such as LOF,
COF and INFLO (see [6]). These density based measures do not assign appropriate
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Synthetic Dataset 0- 1 outliers
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Fig. 1. Synthetic dataset-0 with one outlier, but LOF, COF and INFLO identify B as
the most significant outlier

measures of outlierness to one or two objects that are clearly far away from a cluster
whereas RBDA is mostly successful. A simple example illustrates this observation.
Consider the synthetic dataset in Figure[ll This dataset contains two clusters of
different densities and an ‘outliers’ A. For k = 5,6, 7 or 8, the density-based algo-
rithms such as LOF, COF and INFLO do not identify A as the most significant
outlier. Instead, B is their top choice, which is wrong. Why B gets a higher out-
lier value? The reason is that some of B’s k-neighbors are from a high density
cluster while the others are from a low density cluster and due to mix density of
neighborhoods density-based algorithms fail to identify object A as an outlier.
RBDA identifies the object A as the most significant outlier.

However, behavior of RBDA is also inconsistent with expectation when an
object is near a dense cluster, which we identify as the ‘cluster density effect’.
Consider the data in Figure 2l where two points are of special interest; A in the
neighborhood of a cluster with low density (25 objects) and B in the neighbor-
hood of a cluster with high density (491 objects).

By visual inspection, it can be argued that the object ‘A’ is an outlier whereas
object ‘B’ is a possible but not definite outlier. For k=20, O2¢(A)=25 because
rank of ‘A’ is 25 from all of its neighbors. On the other hand, the ranks of “B’
with respect to its neighbors are: 2, 8,..., 132, 205, 227; so that Og(B) is 93.1.
RBDA concludes that ‘B’ is more likely outlier than ‘A’. It is clearly an artifact
due to large and dense cluster in the neighborhood of ‘B’, i.e., a point closer to
a dense cluster is likely to be misidentified as an outlier, even though it may not
be. Such behavior of RBDA, due to cluster density, is observed for some values
of k.

By visual inspection, we generally conclude that a point is an outlier if it is
‘far away’ from the cluster. This implies that the distance of the object (from
the cluster) plays an important role; but accounted for in RBDA only through
ranks. Perhaps this deficiency in RBDA can be fixed by incorporating distance
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>

Fig.2. An example to illustrate ‘Cluster Density Effect’ on RBDA; RBDA assigns
larger outlierness measure to B

in RBDA. The distance can be measured in many ways; either collectively for
objects in Ny (p) or by accounting for the distance of each g € N (p) separately.
These different ways of accounting for distance lead to potentially many pos-
sible measures of outlierness. We have explored some of them but in the next
subsection we present only one that performed better than others.

3.1 Weighted RBDA (RADA)

Rank-based approach ignores useful information contained in the distance of
the object from other neighboring objects. To overcome this weakness of RBDA
due to “cluster density effect”, we propose to adjust the value of RBDA by the
average distance of p from its k—neighbors. Step by step description of this rank
and distance based detection algorithm is given below:

1. Choose three positive integers k, £, m*.
2. Find the clusters in D by NC(¢, m*) method.

3. Declare an object o a potential-outlier if it is does not belong to any cluster.

d(q,
4. Calculate a measure of outlierness: Wi, (p) = Og(p) X W

5. If p is a potential-outlier and Wy (p) is large, declare p is an outlier.

For the dataset in Figure 2l we observe that Wao(A) = 484.82 and Wyo(B) =
396.19 implying that A is more likely outlier than B, illustrating that RADA is
capable of fixing the discrepancy observed in RBDA.

3.2 Outlier Detection Using Modified-Ranks (ODMR)

In this section we propose an alternative procedure to overcome the cluster
density effect. We have observed that the size of neighboring cluster plays an
important role when calculating the object’s outlierness via RBDA. To modify
this effect, all clusters of all sizes are assigned equal weights (including isolated
points viewed as a cluster of size 1) and all |C| observations of the cluster are
assigned equal weights = 1/|C|[] The rank r¢(p) of an observation p is equal to
the number of points within a circle of radius d(q,p) centered at q. In RBDA

! We have experimented with another weight assignment to points within a cluster,
equal to 1/4/|C/|, but the results are not as good as when weights are 1/|C/.
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Fig. 3. Assignment of weights in different clusters and modified-rank (modified-rank

of A, with respect to B,is 1+ 1+ 5 x % + %)

we sum rq(p) for all values of ¢ € Nj(p). In the proposed version, we calculate
“modified-rank” of p, which is defined as the sum of weights associated with all
observations within the circle of radius d(g,p) centered at g; that is

modified-rank of p from g = mr,(p) = Z weight(s),
s€{d(g,;5)<d(q,p)}

and sum the “modified-ranks” in g € Ny (p).
Figure [l illustrates how modified-rank is calculated. Step by step description
of the proposed method is as follows:

1. Choose three positive integers k, £, m*.

2. Find clusters in D by NC(¢,m*). All objects not belonging to any cluster
are declared as potential-outliers.

3. If C is a cluster and p € C, then the weight of p is b(p) = ‘—é‘

4. Forp € D and ¢ € Ni(p), @ denotes the set of points within a circle of radius
d(q,p),ie.,Q ={se€ D |d(q,s) <d(q,p)}. Then the modified-rank of p with
respect to g, denoted as mry(p), is computed as mrqy(p) = >, .o b(s).

5. For a potential outlier p, its ODMR-outlierness, denoted as O]%MRk (p), is
defined as: ODMRy(p) = >_ e ps, () M7a(P)

6. If p is a potential outlier and ODMRy(p) is large, we declare p is an outlier.

3.3 Outlier Detection Using Modified-Ranks with Distance
(ODMRD)

Influenced by the distance consideration of section[3.]] in this section we present
yet another algorithm that combines ODMA and distance. ODMRDy(p) is ob-
tained by implementing all steps as before except Step 5 of the previous algorithm
is modified as follows:

(5*) For a potential outlier p, its ODMRD-outlierness, denoted as ODMRDy (p),
is defined as: ODMRDy(p) = > c 7, (») M7a(P) % d(q, p)
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4 Experiments

4.1 Datasets

We use one synthetic and three real datasets to compare the performance of
RBDA with RADA, ODMR, ODMRD and Tao and Pi’s DBCOD.

Real Datasets. Real datasets consist of iris, ionosphere, and Wisconsin breast
cancer datasets obtained from UCI repository. The real datasets were used in
two different ways, following the criterion used in [4],[8], and [2]:

1. By making a rare set out of one the class. (1) In the Iris dataset, which is a
three-class problem and contains 150 observations equally divided in three
classes, 45 observations were removed randomly from the iris-setosa class.
(2) In the ionosphere dataset, which is a two-class problem, out of 126 ‘bad’
instances, 116 were randomly removed, leaving 10 ‘outliers’. (3) Finally, in
the Wisconsin dataset, which is also a two-class problem and consists of
236 observations of benign and 236 observations of malignant cancer, after
removing duplicates and observations with missing features, 226 malignant
observations were removed, leaving 10 ‘outliers’.

2. By planting new observations in the existing datasets. These planted obser-
vations are such that one or more features are assigned the extreme values.
(1) In the Iris dataset three observations were planted, (2) in the ionosphere
dataset three outliers were planted and (3) in the Wisconsin dataset two
outliers were planted.

Synthetic Datasets. The synthetic datasets are two dimensional so that it is
easy to see and interpret the results. Synthetic dataset consists of 515 instances
including six planted outliers; has one large normally-distributed cluster and two
small uniform clusters. This datasets is intended to test the algorithms’ ability
to overcome the problem of “cluster density effect”. This dataset and clusters
obtained by an application of NC(6,6), are depicted in Figure

4.2 Performance Measures

Three metrics, my, recall, and RankPower [5], are selected to measure the perfor-
mance of proposed algorithms; briefly defined below. We list m most suspicious
objects in the dataset D, by a given outlier detection algorithm, which contains
exactly d; true outliers. Let the algorithm produces m; (true) outliers out of
m. Suppose that the algorithm assigns the rank R; to the ith outlier among m,
where R; = 1 represents most suspicious outlier and a larger value of R; means
that the algorithm considers that the ith outlier is less suspicions. Based on these
values the performance measures we consider are:

[ n(n+1)

Recall = ]’ RankPower = ST Ry

RankPower summarizes the overall performance of an algorithm but an object
by object assignment of ranks is naturally more illuminating.
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Fig. 4. Synthetic dataset Fig.5. Synthetic dataset with clusters
found by NC(6,6); black object repre-
sents the outliers

4.3 Results

In this section we present a sample of results, extensive tables for all datasets for
various values of m and k are available in the Appendix of the technical report
[6]. In the first experiment, with planted outliers in the synthetic data set, we
observed that RBDA, ODMR, ODMRD, and RADA were able to detect all six
outliers. Algorithm DBCOD detected only three of them, namely, {A, B, D}.

In Table [l we compare RBDA, ODMR, ODMRD, RADA, and DBCOD for
ionosphere dataset with rare class. It is observed that with respect to metrics m;
and Re algorithms RBDA, ODMR, ODMRD, and RADA perform equally well
whereas DBCOD does not perform well for k£ < 30. RankPower is more discrim-
inatory metric. Using this metric, behavior of algorithms can be summarized
as:

ODMRD > RADA > RBDA > ODMR > DBCOD (1)

where by > we indicate a better performance.

In Table [2] we compare the algorithms for the Wisconsin with rare class. For
this dataset no algorithm dominates, however, in general, our algorithms do
better than DBCOD.

To determine if any algorithm does better than others in most of the cases, in
Table [3] we summarize the performance ranks of the algorithms. These perfor-
mance ranks were obtained as follows. For a fixed k,and m; equal to maximum
number of outliers in the data set we calculate the RankPower of each algorithm
and assign it a value as in equation [I} 1 if it has the best performance, and 5
when the algorithm has the worst performance. Values of k were chosen between
5% to 10% of the size of datasets. The entries in the body of table [ are averages
over all values of k. It can be seen that RADA has the best overall performance.
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Table 1. Performance measures of RBDA, ODMR , ODMRD, RADA , and DBCOD
for ionosphere dataset

m RBDA ODMR ODMRD RADA DBCOD
m¢|Re| RP [lm¢|Re| RP [[m:|Re| RP [lm¢|Re| RP [m:|Re| RP
51 5 10.5] 1 510.5| 1 510.5] 1 510.5| 1 010

15|| 8 10.8]0.783|| 8 [0.8|0.783]|| 8 10.8/0.818|| 8 [0.8/0.818|| 0| 0| O
30(| 9 {0.9]0.703(| 9 |0.9]0.682{| 9 0.9]0.726{| 9 |0.9]0.726|| 0 | O

60(| 9 [0.9]0.703(| 9 [0.9]0.682( 9 |0.9]0.726{ 9 {0.9|0.726{| 9 (0.9/0.091
85(|10( 1 [0.369(|10| 1 |0.364|/10| 1 |0.390{10| 1 {0.387|/ 10| 1 [{0.098

Table 2. Comparison of RBDA, ODMR, ODMRD, RADA and DBCOD for k= 7 for
the Wisconsin dataset with rare class. Maximum values are marked as red.

m RBDA ODMR ODMRD RADA DBCOD

m:|Re| RP [[m:|Re| RP |lm:|Re| RP ||{m:|Re|RP |[|m:|Re| RP
15( 9 10.9]0.714 7 {0.7] 0.8 || 8 [0.8] 0.8 || 8 |0.8] 0.8 || 9 [0.9]0.662
2510 1 [ 0.64|[10]| 1 |0.611{ 10| 1 |0.618]{10| 1 |0.64| 9 {0.9]/0.662
40|{10| 1 |1 0.64 |10 1 |0.611|[10| 1 |0.618||10| 1 [0.64| 10| 1 |0.545

Table 3. Summary of RBDA, ODMR, ODMRD, RADA and DBCOD for all experi-

ments

Dataset RBDA|ODMR|ODMRD|RADA|DBCOD
Synthetic 3.00 | 1.00 1.00 1.00 5.00
Iris with rare class 2.67 | 2.00 2.00 2.33 5.00

Tonosphere with rare class|| 3.80 3.20 1.20 1.80 5.00
Wisconsin with rare class || 3.33 3.00 3.67 1.67 2.67
Iris with outliers 1.00 1.00 1.00 1.00 1.00
Tonosphere with outliers || 3.00 3.00 1.50 1.00 5.00
Wisconsin with outliers 1.00 1.00 1.00 1.00 5.00
Summary 2.54 | 2.03 1.62 1.40 4.10

Numbers in the table represent the average performance rank of the algorithms; a small
value implies better performance.

5 Conclusion

We observe that rank based approach is highly influenced by the density of neigh-
boring cluster. Furthermore, by definition, ranks use the relative distances and
ignore the ‘true’ distances between the observations. An outlier detection algo-
rithm benefits from ‘true’ distance as well. Thus we introduce distance in RBDA
and observe that the overall performance of RADA is much better than the orig-
inal RBDA. That the ‘true’ distance plays an important role is further confirmed
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by the performance of the alternative algorithms ODMR and ODMRD; it is ob-
served that in general ODMRD performs better than ODMR. We plan to further
investigate the proposed algorithms for robustness and consistency.
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Abstract. Recently, many people are using communication tools on the
Web, but some send harmful information to others. Most operators man-
ually deal with harmful information, which is expensive. In this paper, we
implement two-word co-occurrence filtering by applying the Bayesian fil-
tering method as a spam filter. We propose grouping co-occurrence filter-
ing based on Bayesian filtering and experimentally verify our approach.
Grouping co-occurence filtering detect harmful or safe documents at low
cost. Our result suggests that grouping co-occurrence filtering is more
stable and has a higher accuracy than co-occurrence filtering baesd on
Bayesian filtering.

Keywords: Co-occurrence, Bayesian Filtering, Gray Robinson.

1 Introduction

Such communication tools as social network services, bulletin board systems, and
blogs continue to increase on the Web. But this information can contain such
harmful adult content. The Japanese Ministry of Internal Affairs and Communi-
cations (MIC) requested that cellular phone companies address this problem [IJ.
Most web sites identify harmful content after receiving it manually. A sufficient
strategy for dealing with harmful documents doesn’t exist. Manual processing
does not satisfy demand because it is too expensive to divide information into
harmful or safe categories. Therefore, many studies automatically detect harmful
documents.

Three conventional filtering methods are currently being used. One is called
the Whitelist Method, which lists safe websites. A website can be accessed only
when it is included on the list. Another is called the Black List Method, which
lists websites that can’t be accessed. Finally, the last method stores words called

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 30 2012.
© Springer-Verlag Berlin Heidelberg 2012
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stop words and denies access to websites that include any stop words. But stop
words are subjectively defined.

The Blacklist and Whitelist Methods may restrict the entire site. Since all
websites must be checked manually, it is difficult to deal with words whose
meanings gradually change on the Web. The Stop Word Method is also expensive
because we have to select criteria for the stop words. Moreover, the selection
criteria will not cover all the documents, which might include slang or secret
words. These filtering methods are not practical.

In this paper, several methods are used to extract the feature values of each
document and to automatically detect harmful documents. We suppose a method
to group co-occurrences by applying existing filtering and consider the availabil-
ity of the filter based on comparative experiments. We focus on Paul Graham
213] and Gray Robinson [4][5] filtering to implement a Bayesian filter that re-
sembles a spam filter.

2 Related Works

The implementations of filtering methods are based on Bayesian filtering, which
uses a word’s frequency or its co-occurrence. Bayesian filtering effectively filters
spam. Its applications include Gray Robinson and Paul Graham. This paper
implements filtering methods using these two methods.

2.1 Paul Graham Filtering

Paul Graham Filtering retrieves a documents feature values using the feature
values of 15 words. If the document feature value exceeds a set threshold, the
document is detected as harmful:

bi

Nba
pluwn) = —— et 1)
a Ngood Npaa

Formula (1) shows a word’s spam probability. w; is a word. g; is the number of
its occurrences in safe documents. b; is the number of its occurrences in harmful
documents. Nyooq is the sum of all occurrences in safe documents contained in
a training dataset. Npqq is the sum of all occurrences in harmful documents. By
applying (1) to Formula (2), we obtain the following expression. a is a bias value
that reduces the false detection rate of safe documents.

HZL=1 p(w;)
T2 p(wi) + T2, (1 — p(wi))
p(D) is a feature value of document D, and we get the value using the spam

probabilities of words. When the feature value exceeds a set threshold, document
D is identified as harmful.

p(D) = 2)
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2.2 Gray Robinson Filtering

Gray Robinson Filtering, which is an improved form of Paul Graham filtering,
can express the spam probability of words that only appear in harmful docu-
ments. There is no threshold for detection, so neither safe nor harmful documents
are detected:

s-x+mn-plw)

fw;) = Er— (3)

f(w;) expresses the only appearance of a word in a harmful document, and we
get the value of accordance with statistical learning. x is the prior probability
of a word that has never appeared. s shows the strength given to x. n is the
number of occurrences of word w;. Based on the subsequent formulas, we reach
an indicator to detect harmful documents:

H(D)=1—{JJ0 - fw:)}» (4)
=1

=1
S—H

[ =

TS+ H (6)
I +1

12:17 (7)

H(D) is the hamminess value of document D, and S(D) is its spamminess value.
I and I are indicators. We get Iy with S(D) and H(D). Formula (7) shows
the indicator that limits the scope’s value. By applying I to (7), we limited the
document feature value to a scope of 0 to 1. If Iy is closer to 0.5, the document
is detected as neither harmful nor safe.

2.3 Co-occurrence Filtering

In Bayesian filtering, documents are detected using the spam probability of
words. In co-occurrence filtering, co-occurrences are used instead of words. Word
w; of subsections 3.1 and 3.2 is changed to co-occurrence ¢;:
b;
Noa
p(ci) = X gib ‘ b; (8)
a Ngood Npad

3 Databases

Datasets are gathered for creating databases, which store frequency informa-
tion to retrieve feature values. This section describes the processes of gathering
datasets and creating databases.
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3.1 Gathering Datasets

To detect harmful documents, a computer needs to be trained on datasets of
harmful and safe examples. We gathered a dataset from 2ch (Japan’s largest
bulletin board site) using a web crawler and created a 66.3-MB filtering database,
and one average document size is 3.5 KB. The gathered dataset was divided into
safe and harmful documents. Fig. 1 shows how we gathered datasets and divided
them into harmful and safe. Some documents were detected as harmful using the
Stop Word Method, and the others were checked manually.

o
Stop n
Dataset Ci> o - @fb L_F.

Manually Work

e ¢ O

Harmful

Documents Documents

Fig. 1. Gathering datasets

&

Morpheme Analyze ’

1 2) @ 4) @ 6) @

Count Word Search for Count Co-occurrence
Frequency Co-occurrence Frequency

3) @ 5) G 7) @

Word Frequency | [ Co-occurrence Index | [ Co-occurence Frequency |
Word Id Id Co-occurrence Id |

Word Index |

Positive Frequency | |Word Id 1 Positive Frequency
Negative Frequency | (Word Id 2 Negative Frequency

Fig. 2. Processing of creating database
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3.2 Creating Databases

We created two kinds of databases for Bayesian and co-occurrence filtering. In the
former, the database was created by word frequency. In the latter, it was created
by a pair or more of words. Figure 2 shows the flow of creating a database. First,
the morphemes of the datasets are analyzed. This paper used MeCab[I6], which
is a Japanese morphological analyzer. Step 1 creates a database that has two
fields which are a word and an id. This database is called the word index. Step
2 separately counts the frequency of each word in harmful or safe documents. In
Step 3, a word frequency database is created. A word Id, which is the field of the
word frequency database, is associated with the word index. Step 4 retrieves all
co-occurrences composed of morpheme pairs. Step 5 creates a database that has
words associated with the word Id. Step 6 separately counts the co-occurrence
frequency and determines whether a document is harmful or safe. Step 7 creates
a co-occurrence frequency database that has a field that is co-occurrence Id of
the co-occurrence index.

4 Grouping Co-occurrence Filtering

We imagine a new Grouping Co-occurrence filtering method that retrieves the
feature values of the co-occurrence group, which means a set of co-occurrences
that contain one word. Fig. 3 provides three co-occurences groups, Time group,
1s group and money group, at the example sentence of ” Time is money”. The sen-
tence has three co-occurrence groups. First, a Time group has two co-occurrences
that contain Time {Time,is} and {Time, money}. Another group contains two
co-occurrences {is,Time} and {is, money}. Finally, a co-occurrence contains
money as {money, Time} and {money, is}:

ex, Time is money.

‘Time' group 'is' group 'money' group
{Time, is } {is, Time } { money, Time }
{Time, money } || {is, money } { money, is }

Fig. 3. Co-occurrence group

Grouping co-occurrence filtering retrives the co-occurrence group feature value
by using average of each co-occurence spam probability. Formula (9) averages
p(co;) over the n is the number of groups, taking example three. The filter-
ing need to get the average of occurance count of each co-occurrence, Formula
(10) averages the co-occurrences. Formula (11) provides the co-occurence group



Grouping Co-occurrence Filtering Based on Bayesian Filtering 35

feature value. We get the value by applying p4 and na. pa is given in Formula
(9), and n4 is given in Formula (10). By applying (11) to Formulas (4) and (5)
at the Gray Robinson’s method, we get the feature values of documents.

pA:M (9)

ALY )

S-T+pa-na

Ja= = (11)
The co-occurrence filtering based on Gray Robinson’s method must set parame-
ters to exclude noise of co-occurrence, and these parameters are set by a person.
Noise of a co-occurence is a ambiguous co-occurence that a filter cannot find out
whether its harmful or safe. The filter does not consider noise, but the filtering
function is not lost. Conversely, the filtering performance is improved because
the filter regard many documents as ambiguous documents if all noise are con-
sidered for filtering. So, it is expensive to set parameters until we find the best
parameters for training datasets.

Grouping co-occurrence filtering method does not need setting the parameter,
instead it can detect harmful documents by smoothing noise of co-occurrences
without setting parameters. We can reduce the work to create filtering because
the filter removes the process of setting parameters. So, by using the Grouping
Co-occurrence filtering, we can detect harmful or safe documents at low cost.

Meanwhile, accuracy of each filtering must be verified because it is unclear
whether grouping co-occurrence filtering works as filtering. We describe each
accuracy in the next section of Experiments.

5 Experiments

This paper conducted a verification experiment to clarify differences from group-
ing co-occurrence filtering and co-occurrence filtering. Co-occurrence filtering
outperforms Bayesian filtering [I0]. This section describes the differences of fil-
tering from the experimental results obtained from a graph that shows the de-
tection results.

We conducted the experiments with 8,000 documents. Fig. 4 is the result
of co-occurrece filtering with the parameters set to remove noise co-occurences
within a scope of 0.10 to 0.90. Fig. 5 shows the result of co-occurrence filter-
ing set in parameters to remove noise within a scope of 0.07 to 0.953. A both
filtering rates of the scope of 0.9 to 1.0 is the highest for harmful documents.
Converserly, for safe documents, both rates of scope of 0.0 to 0.1 is the highest.
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Fig. 4. Co-occurrence filtering with Gray Robinson
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Fig. 5. Co-occurrence filtering with Gray Robinson
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Fig. 5 is a result of altering Fig. 4’s parameter to improve accuracy. Fig. 4
and Fig. 5 find that we must search for the best parameters for the filtering
because accuracy changed according to parameters. Fig. 6 shows the detection
result of the grouping co-occurrence filtering. Safe documents have a mountain
distribution. The different results in the method show how to dispose of noise.
In the Gray Robinson method, the scope of a feature value is disposed of as a
noise word, but grouping co-occurrence filtering disposes of noise by smoothing
co-occurence feature values. Table 1 shows the recall, precision, and f-score of the
grouping co-occurrence and co-occurrence filtering for detecting safe documents.
Grouping co-occurrence filtering was applied, so the f-score was higher than the
others. Table 2 shows also three rates for detecting harmful documents. Co-
occurrence 2’s F-score is as same as grouping co-occurrence’s F-score, but co-
occurence 2 has a larger difference between recall and precision than grouping
co-occurence. So, grouping co-occurence is stable as filtering because of balanced
result.

2500

2000

.|h1h,.-w~=

positive|negative
safe documents 6870 1130
harmful documents| 778 7222

Fig. 6. Grouping co-occurrence filtering with Gray Robinson

Table 1. Co-occurrence and grouping co-occurrence filterings of recall, precision and
F-score for safe documents

recall | precision | f-score
Co-occurrence 1 77.3% | 91.7% 0.815
Co-occurrence 2 81.9% | 93.3% | 0.872
Grouping co-occurrence| 85.9% | 89.8% 0.878




38 T. Yoshimura, Y. Fujii, and T. Ito

Table 2. Co-occurrence and grouping co-occurrence filterings of recall, precision and
F-score for harmful documents

recall | precision | f-score
Co-occurrence 1 93.3% | T7.7% 0.848
Co-occurrence 2 93.3% | 83.3% 0.883
Grouping co-occurrence| 90.3% | 86.4% 0.883

6 Conclusion

We gathered datasets to implement the two Filtering, and implemented the
Grouping filtering and Co-occurrence filtering. Since two filtering differ to deal
with noisy co-occurrence, we verify each feature and accuracy as a filtering
method. Our experimental results found that grouping co-occurrence filtering
has higher accuracy than Gray Robinson filtering. Grouping filtering does not
dispose of all noise; it smoothes noise. Grouping filtering can get several feature
values and expresses more ambiguity and detecte harmful or safe documents
without setting parameters. Grouping filtering method provides a fine setting
and is a practical classifier. In future work, we will verify co-occurrence filter-
ing by using more data sets. When the training data are insufficient, we must
improve the accuracy.
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Abstract. Data split into batches is very common in real-world applications. In
speech recognition and handwriting identification, the batches are different
people. In areas like oil spill detection and train wheel failure prediction, the
batches are the particular circumstances when the readings were recorded. The
recent research has proved that it is important to respect the batch structure
when learning models for batched data. We believe that such a batch structure
is also an opportunity that can be exploited in the learning process. In this
paper, we investigated the novel method for dealing with the batched data. We
applied the developed batch learning techniques to detect oil spills using radar
images collected from satellite stations. This paper reports some progress on the
proposed batch learning method and the preliminary results obtained from oil
spills detection.

Keywords: Batch Data, Batch Learning, Transfer Learning, Content-based
Learning, Model Fusion, Oil Spill Detection.

1 Introduction

In real-world applications, many data are split into batches, and each batch may have
its feature space and distribution. For instance, in speech recognition and handwriting
identification, the batches are different people. In the area of oil spill detection [1]
the batches are the radar images collected from different satellite stations. In the area
like train wheel failure predictions [2], the batches are the particular circumstance
from different trains. We believe that it is necessary and important to respect batched
structure and its characteristics when learning and evaluating algorithms for batched
data in real-world applications. Unfortunately, most existing machine learning or data
mining techniques/algorithms assume that the data used in training and in the testing
has the same feature space and the same distribution. Such an assumption in many
real-world applications hardly holds. Recently, many efforts have been put to
transfer learning [7]. Basically, transfer learning resolves the issue that training date
and future deployment environment (or so-called testing data) may have different
distributions or feature space. Transfer learning does not deal with issues in batched
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data directly. In this work, we attempt to address this issue and investigate an
effective method for batch learning by respecting batched data structure and its
characteristics represented by features instead of attributes. We are motivated by
Kubat et al.’s work on oil spills detection using radar imaged collected from satellite
stations. We proposed a model fusion-based method for batch learning and applied it
to oil spills detection. In this short paper, we report the on-going progress along with
preliminary results and mainly discus the future directions on batch learning.

The rest of this paper is organized as follows. Section 2 presents a problem
formulation on batch learning by reviewing related work such as transfer learning;
Section 3 introduces the proposed method; Section 4 outlines the experiments
conducted in oil spill detection along with some preliminary results; Section 5
discusses the limitation and provides the future direction; the final section concludes
the paper.

2 Batch Learning and Related Work

Over the past decades, many researchers have paid attention to transfer learning [7]
which is closely related to batch learning. Transfer learning also has different names
in machine learning community, including learning to learning, meta-learning,
multitask learning [8], and context-sensitive learning [9], robust learning etc. All of
these work tried to address the learning problems from one domain to another
domain. In other words, these techniques learn a model in a source domain and apply
it to a target domain which may have different feature space or distinct distribution.
The ultimate goal is to maximize generalization ability of the learn models. In term of
the definition given in [7], transfer learning is defined as follows. Given two different
domains: source domain (Dy) and target domain (D7) with learning task Ty and Ty,
respectively , transfer learning aims at improving the ability of learning algorithms
in Dy using the knowledge in Dy and T, where D # Drand T; # T7. In terms of the
definition, there are three different settings which lead to three main transfer learning
techniques: inductive transfer learning, transductive transfer learning, and
unsupervised transfer learning. Inductive transfer learning deals with the learning
issues where the learning tasks are different no matter what domains are the same or
not; transductive transfer learning focuses on the problems where domains are
different but the target tasks are the same; and unsupervised transfer learning are
similar with inductive learning, but the learning tasks in target domain is related to
ones in the source domain.

However, batch learning is different from transfer learning. Batch learning is
defined as follows. Given that a domain is decomposed into multiple sub-domains
expressed with  batched data, batched learning is to find the best learning algorithm
for domain problem. If we note the batched data as D,, D,, D.... D, (n is the batch
number) and each batch data has its own feature space(note as F;) and probability
distribution (fd;), batch learning aims to find the best learning algorithm (noted as
), fit) = B, F, F... F,), where F; # F;or fd; # fd;. In batch learning, the
learning task is always the same. For example, in oil spills detection, the learning task
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is always to classify the images into positives or negatives. To respect the batched
data structure in developing learning algorithms or techniques, most research work
published focused on feature transformation or weighted features in learning process
and to build a global classifier to resolve the batched problem. For example, Vural et
al. [6] developed a batch classifier with different algorithms: probabilistic analysis
and mathematical programming, and applied the developed batch classifier to medical
domain: to classify the medical images such as CT scan and MRI image. Similarly,
some other research also focused on developing a global model for batch learning [4,
5]. In this work we propose a model fusion-based method by respecting the nature of
batched data and developing model for each individual batch. In the following
section, we detail the model fusion-based method for batch learning.

3 Model Fusion-Based Framework

We assume that the features extracted from each batch may be different or
distribution may be different even through the attribute space in each batch may be
identical. We also assume that the batched data covers sufficient samples for the
problem space given a domain. Building on techniques from ensemble classifier or
model fusion, we developed a model fusion-based method for batch learning. The

idea is to build a model (noted as m,) or classifier for each batch by using the

extracted features and then build a batch identifier (noted as m’ ) for batch
identification using all dataset. The developed method is described in Table 1 using
the notation defined above. The method consists of three main steps: feature
extraction( g x (p;)), batch model building (BuildModel()), and batch identifier building

(BuildBatchldentifier()).

Table 1. The Model fusion-based method for batch learning

Input: A batched dataset DS ={D,,D,,D5...D;..D,}

Output : models and batch identifier (M; and m")

Process: {
For eachD;in DS {
Fi = F*(Di) /* extracting features for each batch */

For adopted algorithm j {
my = BuildModel( F;, algorithmj ) /* building model for each batch */
}

m;= ModelSelection(mj;, mp,... my);

}

For specified classifier algorithm i {
LabelAllbatcheddata(DS) /* label batched data as a N-class classification task */
m’ = BuildBatchldentifier(algorithm i, DS ) /* building batch identifier*/

}
OutputModels(m;, m¢ )
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First step is to extract the features which represent the batch characteristics for
each batch data. We developed the automated approach that could help further
improve the data representation in a batch by creating new powerful features that
combine the initial ones. For each batch the created new features may be different,
which make it possible to respect the batched data structure in batch learning.

The second step is to independently build model for each batch using the extracted
features. To do so, many learning algorithms are available including Instance-Based
learning (IBk), TFIDF classifier, Naive Bayes, Support Vector Machine (SVM),
Decision Trees, and Neural Networks. In this work, we tend to prefer simple
algorithms such as Decision Trees and Naive Bayes over more complex ones because
they are quick and produce models that we can easily explain for each batch. For the
built models we evaluate their performance with traditional matrix such as accuracy
and select the best one for each batch.

Third step is to build a high-performance classifier as batch identifier. This is N-
class classifier. We first label all data in the batched dataset. In other words, we label
the data in batch D; as the class %’ , and we will have N-class dataset finally. Using
this dataset, we can build a N-class classifier as the batch identifier. We just need to
repeat the model building process in the second step and find one best classifier for
given batched data.

After developing the model for
X each batch and building a batch
identifier, we can build a model
fusion-based classification system for
real-world applications. The Figure 1
shows such a classification system
for batched applications. Given an
observation ( X ), it will be identified
first as which batch it belongs to.
Then corresponding batch model will
be selected to classify the given
observation and final result will be
generated  from  the  batched
l classification systems.

Batch
Identifier

Output from Batched classification
Systems 4 Experiments and Results

Fig. 1. The structure of Batched Classification [n this section, we demonstrate how
Systems Data Mining-Based Fault Identification (e developed  batch  learning

Framework technique works by applying it to oil

spills detection. We start from the
brief description of the oil spills detection application, then present the experiment
conducted along with some preliminary results.
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4.1 The Application Domain

Oil spill is an important environment problem. It is interesting the majority of oil
spills is caused by ships which depose of oil residues in their tanks during navigation
[1]. Radar images collected from satellites stations provide a vital resource to detect
oil spills. Such a radar image contains 8,000X8,000 pixels with each pixel
representing a square of 30X30m. Oil slicks will appear dark in the image and its size
and shape change in time depending on weather and sea conditions. In terms of the
nature of image data, such image data is batched. Those images can be used to detect
oil spill. Kubat et al. [1] applied machine learning techniques to detect oil spills,
pushing oil spills detection toward advanced step from manual detection. In the early
satellite image service such as the Tromso Satellite Station (TSS) service in Norway,
the oil spills are distinguished by well-trained human expert who can distinct the
images between non-spills and spills. Kubat et al. built one global model (classifier)
for nine batched data. Even though the developed classifier could help to detect oil
spills with much better accuracy than human does, Kubat et al still pointed out the
new methods for batch learning are demanded. In this work, we applied our proposed
batch learning technique to build a model fusion-based classification system for oil
spill detection.

4.2  Experiments and Results

We have obtained the dataset for oil spill detection. This dataset consists of 9 batches.
The Table 2 shows the composition of each batch: the number of positive and
negative instances for each batch. Each batch data contains 54 attributes covering
three groups: target measurements, relative measurements, and non-imagery
information.

Table 2. The numbers of positive and negative instances in the batched image data

Batched
Images

Positives 8 4 2 6 2 4 3 5 7 41
Negatives 3 180 101 129 60 70 76 80 197 896
Total 11 184 103 135 62 74 79 85 204 937

2 3 4 5 6 7 8 9 Al

We first extracted the correlated features from each batch for building models for
individual batch. In this work, we employed decision tree (J48) and Naive Bayes as
the learning algorithms for developing model for each batch.

In order to evaluate the effectiveness of the model fusion-based approach for batch
learning, we conducted two different experiments: developing model fusion-based
classification systems and building one global model for all batches. To compare the
performance of two different systems, we performed evaluation using cross valuation
method. Because of small size of the data, we only used 5 folds cross validation.
Table 2 shows the results. We calculated the accuracy for each batch and a total for all
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batches. From the Table2, it is obvious that model fusion-based approach outperforms
one global model approach for both selected learning algorithms.

Table 3. The accuracy of learning algorithms, J48 and Naive Bayes

J48 (Decision Tree) Naive Bayes
Batches Model Fusion One Model Model One Model
Fusion
1 0.91 0.27 0.91 0.27
2 0.995 0.17 0.96 0.08
3 1.0 0.09 1.0 0.78
4 0.99 0.14 0.92 0.04
5 1.0 0.95 1.0 0.71
6 0.98 0.89 0.74 0.93
7 0.98 0.95 0.93 0.61
8 0.99 0.98 0.93 0.87
9 0.99 0.90 0.96 0.95
Total 0.99 0.77 0.94 0.62

5 Discussions and Future Work

The results from oil spills detection demonstrated the effectiveness of the proposed
model fusion-based method for batch learning. By respecting the batched data
structure in the real-world application, batch learning is a useful technique for batched
data. Even though we emphases the importance of batch learning though oil spills
detection application, the issues facing us still is a generic one in machine learning.
This paper just reported some progress. Many tasks are on-going and will
continuously be our future work as well. These issues are as follows.

(1) When the number of batches becomes large the proposed method will be more
difficult to deal with the batched issue. In the proposed method, the performance
of batch learning systems depends largely on the performance of a batch
identifier. The larger the number of batches, the bigger the number of classes for
N-class classifier. This will increase the difficulty to build a high-performance
classifier. In oil spill detection, we developed a 9-class classifier to identify an
observation into one of nine batches. The results shown in Table 2 rely on the
98% accuracy of 9-class batch identifier in this application. However, it is not
easy to build such a high-performance classifier with the increasing of the
number of batches. To address this issue, we can combine the transfer learning
technique and model fusion-based method. We can reduce the batch numbers by
combining or grouping the number of batches into a new batch with the help of
transfer learning technique. In other words, after examining the feature space and
their distribution of the batches, we can transform the feature space or
distribution to get a unified feature space or identical distribution for some
batches, such that the number of batches will be reduced.
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(2) In this work, we developed the model for each batch using the same learning
algorithm either J48 or Naive Bayes. In fact, we can evaluate different learning
algorithms for each individual batch to find out the best matching model. This
will be the next experiments to look at the model diversity issue. To this end, we
need to use more sophisticated model evaluation method such as ROC curve and
cost-based curve and integrate the batched feature into evaluation as well.

(3) When we investigated batch leaning techniques for batched data, we assume that
the number of batches (the number of sub-problems) is known from real-world
applications. For example, the oil spills detection contains nine batches. This
assumption may hardly hold because new batch may appear anytime. In such a
case, the proposed method has difficult to deal with new batch. We have to
rebuild model for new batch and rebuild batch identifier as well. To address this
issue, robust learning technique is demanded. Therefore, we are looking into the
method for integrating robust leaning with batch learning.

6 Conclusions

In this paper, we emphasized that it is necessary to deal with batched data by
respecting the batched data structure. Building the techniques of classifier ensemble
and machine learning, we developed a model fusion-based method for batch learning.
We also applied the proposed method to a real-world application: to detect oil spills
using the batched radar images data. The preliminary results demonstrated the
feasibility and usefulness of the proposed method for batch learning. As we
mentioned, we only reported some progress for our on-going research on batch
learning. We also discussed several critical issues in dealing with batch learning and
these issues will be our future work.

Acknowledgment. The authors would like to thank Dr. Robert C. Holte for providing
data from the oil spills detection and allow us to explore it more deeply. We also like
to thank Dr. Chris Drummond for his valuable discussion and comments on
experiments and future direction. This work is supported by the Natural Science
Foundation of China (Grant Nos. 61035003, 61021062, 60875011), the International
Science and Technology Cooperation Program of China (Grant No. 2010DFA11030),
and the Natural Science Foundation of Jiangsu, China (Grant No. BK2011005,
BK2010054).

References

[1] Kubat, M., Holte, R., Matwin, S.: Machine Learning for the Detection of Oil Spills in
Satellite Radar Images. Machine Learning 30, 195-215 (1998)

[2] Yang, C., Létourneau, S.: Learning to predict train wheel failures. In: The 11th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining, pp. 516-525
(2005)



(3]
(4]

(5]

(6]

(7]

(8]
(9]

Model Fusion-Based Batch Learning with Application to Oil Spills Detection 47

Bermejo, S., Cabestany, J.: A Batch Learning Vector Quantization Algorithm for Nearest
Neighbor Classification. Neural Processing Letters 11, 173-184 (2000)

Kinouchi, M., Takada, N., Kudo, Y., Ikemura, T.: Quick Learning for Batch-learning Self-
Organizing Map. Genome Informatics 13, 266-267 (2002)

Wong, K.Y.M., Lou, P., Li, F.: Dynamics of Gradient-based Learning and Application to
Hyperparameter Estimation. In: Liu, J., Cheung, Y.-m., Yin, H. (eds.) IDEAL 2003.
LNCS, vol. 2690, pp. 369-376. Springer, Heidelberg (2003)

Vural, V., Fung, G., Krishnapuram, B., Dy, J., Rao, B.: Batch Classification with
Applications in Computer Aided Diagnosis. In: Fiirnkranz, J., Scheffer, T., Spiliopoulou,
M. (eds.) ECML 2006. LNCS (LNAI), vol. 4212, pp. 449-460. Springer, Heidelberg
(2006)

Pan, S.J., Yang, Q.: A Survey on Transfer Learning. IEEE Transaction on Knowledge and
Data Engineering 22(10), 1345-1359 (2010)

Caruana, R.: Multitask Learning. Machine Learning 28, 41-75 (1997)

Cohen, W.W., Singer, Y.: Context-Sensitive Learning Methods for Text Categorization.
ACM Transactions on Information Systems 17(2), 141-173 (1999)



Efficient Determination of Binary Non-negative Vector
Neighbors with Regard to Cosine Similarity

Marzena Kryszkiewicz

Institute of Computer Science, Warsaw University of Technology
Nowowiejska 15/19, 00-665 Warsaw, Poland
mkr@ii.pw.edu.pl

Abstract. The cosine and Tanimoto similarity measures are often and success-
fully applied in classification, clustering and ranking in chemistry, biology,
information retrieval, and text mining. A basic operation in such tasks is identi-
fication of neighbors. This operation becomes critical for large high dimension-
al data. The usage of the triangle inequality property was recently offered to
alleviate this problem in the case of applying a distance metric. The triangle in-
equality holds for the Tanimoto dissimilarity, which functionally determines the
Tanimoto similarity, provided the underlying data have a form of vectors with
binary non-negative values of attributes. Unfortunately, the triangle inequality
holds neither for the cosine similarity measure nor for its corresponding dissi-
milarity measure. However, in this paper, we propose how to use the triangle
inequality property and/or bounds on lengths of neighbor vectors to efficiently
determine non-negative binary vectors that are similar with regard to the cosine
similarity measure.

Keywords: nearest neighbors, e-neighborhoods, the cosine similarity, the Ta-
nimoto similarity, data clustering, text clustering.

1 Introduction

The cosine and Tanimoto similarity measures are often and successfully applied in
classification, clustering and ranking in chemistry, biology, information retrieval, and
text mining. A basic operation in such tasks is identification of neighbors. This opera-
tion becomes critical for large high dimensional data. The usage of the triangle in-
equality property was recently offered to alleviate this problem in the case of applying
a distance metric [2-6, 8-9]. The triangle inequality holds for the Tanimoto dissimilar-
ity, which functionally determines the Tanimoto similarity, provided the underlying
data have a form of vectors with binary non-negative values of attributes [7]. Unfor-
tunately, the triangle inequality holds neither for the cosine similarity measure nor for
its corresponding dissimilarity measure. However, in this paper, we propose how to
use the triangle inequality property and/or bounds on lengths of neighbor vectors to
efficiently determine binary non-negative vectors that are similar with regard to the
cosine similarity measure. More specifically, in this paper, we will consider vectors
such that a domain of each of their attributes (or dimensions) is binary and may take
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either value O or a positive real value. When the domains of their all dimensions in-
clude only 0 and 1, O might denote absence of an attribute, whilel its presence. If a
positive value different from 1 is allowed for an attribute, it might reflect the impor-
tance (weight) of the occurrence of the attribute. The larger positive attribute value,
the more important attribute. In the paper, we will call such vectors binary non-
negative vectors.

Our paper has the following layout. Section 2 provides basic notions and properties
used in the paper. In Section 3, we recall the method as offered in [3-4], which applies
the triangle inequality property to efficiently calculate neighborhoods using a distance
metric also in the case of large high dimensional datasets. In Section 4, we investigate
the relationship between the cosine similarity measure and Tanimoto (dis)similarity.
In Section 5, we formulate and prove the bounds on the lengths of cosine similar bi-
nary non-negative vectors. In Section 6, we investigate the combined usage of the
Tanimoto dissimilarity, the triangle inequality and the found bounds on the length of
vectors for determining cosine similarity neighborhoods of binary non-negative vec-
tors. Section 7 concludes our work.

2 Basic Notions and Properties

In the chapter, we will consider vectors of the same dimensionality, say n. A vector u
will be sometimes denoted as [uy, ..., u,], where u; is the value of the i-th dimension
ofu,i=1.n.

In the sequel, dissimilarity between two vectors p and g will be denoted by
dis(p, q). A vector g is considered as less dissimilar from vector p than vector r if
dis(q, p) < dis(r, p). In order to compare vectors, one may use a variety of dissimilari-
ty measures among which an important class are distance metrics.

A distance metric (or shortly, distance) in a set of vectors D is defined as a dissimi-
larity measure dis : D x D — [0,+) that satisfies the following three conditions for
all vectors p, g, and r in D:

1) dis(p,q)=0iff p=g;
2) dis(p, q) = dis(q, p);
3) dis(p, r) < dis(p, q) + dis(q, 7).

The third condition is known as the triangle inequality property. Often, an alternative
form of this property is used; namely, dis(p, q) = dis(p, r) — dis(q, 7).

In order to compare vectors, one may alternatively use similarity measures. In the
following, the similarity between two vectors p and g will be denoted by sim(p, g). A
vector q is considered as more similar to vector p than vector r if sim(q, p) > sim(r, p).
Please note that, for example, —sim(q, p) or 1 — sim(q, p) could be interpreted as a
measure of dissimilarity between g and p.

Among most popular similarity measures is cosine similarity and Tanimoto simi-
larity. The cosine similarity between vectors u and v is denoted by cosSim(u, v) and is
defined as the cosine of the angle between them; that is,
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cosSim(u,v) = , Where:

u-v
lullvl

e u-visastandard vector dot product of vectors u and v and equals Z uy, ;

Vi
i=l.n

o |ulis the length of vector u and equals vu-u .

Property 1. Let u and v be non-zero vectors. Then, cosSim(u, v) € [-1, 1].

The Tanimoto similarity between vectors u and v is denoted by T(u, v) and is defined
as follows,
u-v

Tu,vy= ———.
u-u+v-v—u-v
In the case of binary vectors with attribute domains restricted to {0, 1}, the Tanimoto
similarity between two vectors determines the ratio of the number of attributes (“1s”)
shared by both vectors to the number of attributes (“1s”) occurring in either vector.

1
Property 2 [10]. Let x and v be non-zero vectors. Then, T(u, v) € [—5,1} .

Both the cosine similarity and the Tanimoto similarity do not preserve the triangle
inequality property. Also, 1 — cosSim(u, v) does not preserve this property. However,
it was proved in [7] that the measure 1 — T(u, v), known as the Tanimoto dissimilarity,
preserves the triangle inequality property for binary non-negative vectors.

Below, we provide definitions of neighborhoods in a vector set D with regard to a
dissimilarity measure dis and, respectively, with regard to a similarity measure sim.

&neighborhood of a vector p in D w.r.t dissimilarity measure dis is denoted by
&NBais"(p) and is defined as the set of all vectors in dataset D \ {p} that are dissimilar
from p by no more than &; that is,

&NBais(p) = {q € D\ {p} | dis(p, q) < €}.

&-similarity neighborhood of a vector p in D w.r.t similarity measure sim is denoted
by &SNBsin"(p) and is defined as the set of all vectors in dataset D\ {p} that are simi-
lar to p by no less than & that is,

&SNBsin"(p) = {q € D\ {p} | sim(p, q) = €.

Instead of looking for an &neighborhood (an &-similarity neighborhood), one may be
interested in determining k-nearest neighbors (k-similarity nearest neighbors). Let D’
be a set containing k vectors from D\ {p} and € = max{dis(p, ¢)l g € D’}. Then,
k-nearest neighbors are guaranteed to be found within € distance from vector p; that
is, are contained in &NBais’(p). In practice, the value of & within which k-nearest
neighbors of p are guaranteed to be found is re-estimated (is possibly narrowed) when



Efficient Determination of Binary Non-negative Vector Neighbors 51

calculating the distance between p and next vectors from D\ {p} [5-6]. In an analog-
ous way, k-similarity nearest neighbors could be determined. In the following, we will
focus on determining &-(similarity) neighborhoods.

3 Triangle Inequality as a Means for Efficient Determining
of Neighborhoods Based on Distance Metrics

In this section, we recall the method of determining &-neighborhoods based on dis-
tance metrics efficiently, as proposed in [3-4].

Lemma 1 [3-4]. Let dis be a distance metric and D be a set of vectors. For any vec-
tors u, ve D and any vector r:

dis(u, r) — dis(v, r) > € = dis(u, v) > € = v & &NBy"(u) Aug eNByi ().

Now, let us consider vector g such that dis(q, r) > dis(u, r). If dis(u, r) — dis(v, r) > &,
then also dis(q, r) — dis(v, r) > & and thus, v ¢ &NBy,”(¢) and ¢ ¢ &NB,,"(v) without
calculating the real distance between ¢ and v. This observation provides the intuition
behind Theorem 1.

Theorem 1 [3-4]. Let r be any vector and D be a set of vectors ordered in a non-
decreasing way with regard to their distances to r. Let u € D, f be a vector following
vector u in D such that dis(f, r) — dis(u, r) > € and p be a vector preceding vector u in
D such that dis(u, r) — dis(p, r) > & Then:

a) fand all vectors following fin D do not belong to 8—NBd,-sD(u);
b) p and all vectors preceding p in D do not belong to &NB,,P (u).

As follows from Theorem 1, it makes sense to order all vectors in a given dataset D
with regard to a reference vector as this enables simple elimination of a potentially
large subset of vectors that certainly do not belong to an &neighborhood of an ana-
lyzed vector. The experiments reported in [3-4] showed that the determination of
&-neighborhoods by means of Theorem 1 was always faster than the determination
using the R-Tree index, and in almost all cases speeded up the clustering process by at
least an order of magnitude, also for high dimensional large vector sets consisting of
hundreds of dimensions and tens of thousands of vectors. Analogous results were
reported when determining k-neighborhoods [5-6].

4 The Cosine Similarity versus the Tanimoto Distance
In this section, we investigate the relation between the cosine similarity and the Ta-

nimoto similarity and dissimilarity measures.

Lemma 2 [1]. Let u and v be non-zero vectors. Then:

cosSim(u,v)
T(u,v)= ———————— , where A=—+—.
A—cosSim(u,v) vl lul

Cul vl
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u-v cosSim(u,v) lull vl
Proof. T(u,v) = = 5 5 - =
U-u+v-v—u-v lul” +1vI° —cosSim(u,v)lullvl
cosSim(u,v) cosSim(u,v) cosSim(u,v) .
2 0P T Tul vl . = A—cosSi '
lul” +1vl — cosSim(u.v) Y cosSimu,v) A —cosSim(u,v)
lullvl vl lul
Proposition 1. Let # and v be non-zero vectors. Then:
. T(u,v)A lul vl
cosSim(u, v) = ——————, where A=—+—.
1+T(u,v) vl lul
Proof. Follows from Lemma 2. O
a b
Lemma 3. Let a and b be real numbers such that ab > 0. Then Z +—2>2.
a
Proof. Follows from (a— b)2 >0. O
lul vl
Theorem 2. Let u and v be non-zero vectors, A= ﬁ + ﬁ , €€ [-1,1] and
v u
E
g=——_Then g <eforee (0,1], &€ =2 eforee [-1,0),& = € fore=0and

A-¢
cosSimu,vy2ee=Tu,v)z2e€<=1-Tu,v)<l-¢£.
Proof. By Lemma 3, A>2. Hence, & < ¢for €€ (0,1], € = ¢ for €€ [-1,0) and

. : T(u,v)A
& = ¢ for £=0. By Proposition 1, cosSim(u,v) =2 € & ——— 2 £ and by

The corollary beneath follows immediately from Theorem 2.

Corollary 1. Let D U {u} be a set of non-zero vectors, €€ [-1,1] and £'(v, w) =
£

T Tl for any vectors v, win D U {u}. Then:
+7_

[wl vl
& SNBeossin” () = v € D\ ()| T(u,v) 2 €' (u,v)} =
e D\u)|1-Tw,v) <1-'@w,n)}.
Corollary 2. Let DU {u} be a set of binary non-negative vectors and €€ [-1,1].

Then, &SNB,,sin” (1) can be determined by means of the Tanimoto dissimilarity and
supported by the usage of the triangle inequality as specified in Lemma 1.
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5 Bounds on Lengths of Binary Non-negative Cosine Similar
Vectors

In this section, we consider the possibility of reducing the search space of candidate
neighbor vectors by taking into account the lengths of vectors in a given dataset D.

Theorem 3. Let u and v be binary non-negative non-zero vectors such that cos-
Sim(u, v) 2 €and €€ (0, 1]. Then:

lul

a) lvle |€lul,—/;
£
lu l?

b) IvPe {ezlulz, — 1.
£

Proof. Ad a) Since u and v are binary non-negative vectors, then for any dimension i:
u; v;equals either u; u; or u;0. Hence, u; v;< u; u;. Analogously, u; v;< v;v;.

2
lul Sy UM Dg UV u-v
) — i=1.n "% > i=ln7ivi = cosSim(u, v) > €,
lullvl lullvl lullvl lzllv]
2 lul
Hence, > & Thus, lvI< —.
ullvl &
2
.. 2iclaViVi o 2iclaWiVi u-v .
In addition, = &Sizlenifi 5 Lisln7ifi = cosSim(u, v) = &
lullv] lullv] lullv] lullvl
V2
Hence, —— =2 & Thus, lvI> glul.
lullvl
Ad b) Follows immediately from Theorem 3a. O

Let u# be a vector for which we wish to find its &-cosine similarity neighborhood,
where €€ (0, 1]. Theorem 3 tells us that among vectors shorter than u only those not
shorter than & u | may belong to the &-cosine similarity neighborhood of u, while

lul

among vectors longer than # only those not longer than — may belong to this
£

neighborhood.

Corollary 3. Let D U {u} be a set of binary non-negative non-zero vectors, €< (0,1].

Then:

S'SNBcuxSimD(u) = {Ve D \ {M}

lvie [8 lu I,M} A cosSim(u,v) 2 8}.
E
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6 The Tanimoto Distance and Lengths of Vectors as a Means
to Restrict a Set of Candidates for Members of Cosine
Similarity Neighborhoods of Binary Non-negative Vectors

In this section, we investigate the usage of both the Tanimoto dissimilarity, the trian-
gle inequality and the found bounds on the length of vectors for determining cosine
similarity neighborhoods of binary non-negative vectors.

a c a d
Lemma 4. Leta,c,d >0,c<d, b € [c, d]. Let A=maX{—+—,E+—}Then:
c a a

a b
a) —+— <A
b a
£ E
b) If €€ [0,1], then 1—7 < I_A .
—+—-€ —¢€
b a

b
Proof. Ad a) Let fib): [c, d] — R" be a function such that f(b) = %+— . Then, f'(b) =
a

—a, 1
> a’
Casea e [c,d]. f(b)=0iff b=a; f(b) <0iff b € [c, a); f(b) >0 iff b € (a, d].
Hence, f(b) has minimal value for b = a; f(ib) is decreasing in [c, a) and f(D) is
d
increasing in (a, d]. Thus, the greatest value of f(b) = IIIEIX{2 +£,% +—}.
c a a
Case a < c. Then, f’(b) > 0 iff b € [c, d]. Thus, f(b) is increasing in [c, d]. So, the
a
e
Case a > d. Then, f’(b) < 0 iff b € [c, d]. Thus, f(b) is decreasing in [c, d]. So, the

greatest value of f(b) = fid) = %+

greatest value of f{(b) = f(c) = a +£ )
c a

. a b a c a d
So, we have proved that in all three cases —+— < maxy—+—,—+—; =A.
b a c ad a

Ad b) Follows immediately from Lemma 4a and Lemma 3. O

lul
Lemma 5. Let u and v be non-zero vectors, £€ (0,1] and | v e [8 lu I,—} . Then
£

£
l-— = < 1-¢£%.
lul vl

vl lul
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lul |
Proof. Leta =l u L b=lvlc=dul.d=—= and I vle [elul,i]Then,
E E

a c a d . a c 1 a d
be [c,d]. Let A=maxq—+—,—+—¢. Since, —+— = —+& and E+_

¢c ad a c a £ a
1 1 £
—+& , then A = —+€ . Hence, and by Lemma 4b, |-———+— =
e e Tl TvT
vl lul
I3 &
1—7 < 1- =1-£° O
a.,_. A-¢
b a
Theorem 4. Let D U {u} be a set of binary non-negative non-zero vectors, €€ (0,1]
£ .
and £ (v, w) = IR for any vectors v, win D U {u}. Then:
—t+—
[wl vl

S'SNBcusSimD(u) = {Ve D \ {M}

lvie [eluI,M}AI—T(M,V)Sl—e‘(u,v)}g
£

[ul
£

{ve D\{u}

lvie [gm N :lAl—T(u,v)Sl—é‘z} c (1-8)-NB,. ().

Proof. &SNB, i (1) = (by Corollary 3 and Theorem 2)

{ve D\{u} Ivle[SluI,%}\I—T(u,v)Sl—e'(u,v)}g(byLemmaS)
{ve D\{u} |v|e{mm,%}u—nu,wg—ﬁ} c
{ve D\{u}‘ l—T(u,v)Sl—ez} = (1-8)-NB, /(). 0

Corollary 4. Let DU {u} be a set of binary non-negative non-zero vectors and
g€ (0,1]. Then, &SNB,,sin” (1) can be determined by means of the Tanimoto distance
and supported by the usage of the triangle inequality as specified in Lemma 1 and
Theorem 1.

Theorem 4 suggests a number of ways in which &SNBossin”(1t), where £ € (0, 1], can
be determined. First of all, &SNBcossin” (1) is a subset of &-NB1-1"(u), & = 1-¢2 ,
which can be determined by means of the triangle inequality (e.g. as proposed in [3-4]
and recalled in Section 3), provided dataset D contains only binary non-negative non-
zero vectors. In addition, only those vectors v in &'-NBi-r"(u) the length of which
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lul
belongs to the interval [Elul,—} and that fulfill the condition
I3

o)
lul vl

1-T(u,v) <1-¢€'(u,v), where £'(u, v) = , have a chance to belong to

(vl lul

&-SNBeossin”(u1). In the sequel, the former condition is denoted by LC, the latter by TC
and their conjunction by LTC. In Table 1, we present the results of evaluating the
selectiveness of these conditions which we carried out on the dataset with 11 binary
attributes and 2047 different vectors.

Table 1. Average numbers of evaluated vectors for a vector u, where LC(u) — the percentage of

lul
vectors in the dataset fulfilling the condition | v | € |:6‘ lu |,—:| , r=[10101010101] — used
£

reference vector, TC(u) - the percentage of vectors v that were not eliminated by applying the

triangle inequality condition (1-T(u,r) — (1-T(u,v)) <1- T fv ] ), LTC(u) — the
Wl lul
percentage of vectors fulfilling both TL(x) and TC(u)
€ le- SNBCoxSimD (u) | LC(M) TC(M) LTC(”)
IDI
0.9855 0,05% 16,44% 16,35% 4,85%
0.9200 0,25% 27,24% 53,21% 12,87%

As follows from these results, average selectiveness of LC is similar to that of TC
for very high value of £ (0.9855) and greater than TC for lower value of £(0.9200). In
both cases, it is most beneficial to apply both conditions (LTC).

7 Conclusions

In the paper, we have proposed a new solution to determining neighborhoods defined
in terms of the cosine similarity measure for binary non-negative vectors. We have
proposed and proved that this problem can be transformed to the problem of deter-
mining neighborhoods defined in terms of the Tanimoto dissimilarity. This equiva-
lence allows us to apply solutions based on using the triangle inequality that were
proposed recently in the literature. In addition, we showed that in the case of binary
non-negative vectors, one may restrict the cosine similarity neighbor search area by
applying our proposed bounds on the lengths of candidate vectors.
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Automatic Chord Recognition
Based on Probabilistic Integration of Acoustic
Features, Bass Sounds, and Chord Transition

Katsutoshi Itoyama, Tetsuya Ogata, and Hiroshi G. Okuno

Kyoto University

Abstract. We have developed a method that identifies musical chords in
polyphonic musical signals. As musical chords mainly represent the har-
mony of music and are related to other musical elements such as melody
and rhythm, we should be able to recognize chords more effectively if
this interrelationship is taken into consideration. We use bass pitches
as clues for improving chord recognition. The proposed chord recogni-
tion system is constructed based on Viterbi-algorithm-based maximum
a posteriori estimation that uses a posterior probability based on chord
features, chord transition patterns, and bass pitch distributions. Exper-
imental results with 150 Beatles songs that has keys and no modulation
showed that the recognition rate was 73.7% on average.

1 Introduction

Automatic analysis of musical audio signals has recently become more impor-
tant. Digital audio players with large memories and music distribution services
have become commom place, and music information retrieval (MIR) and rec-
ommendation systems are required for the various needs of listeners. For more
efficient and effective MIR, content-based information such as musical structure
as well as the mood and genre of musical pieces is required in addition to text-
based information. Manual annotation requires immense effort, and maintaining
a consistent level of quality is not easy. Thus, techniques for extracting musi-
cal elements are essential for obtaining content-based information from musical
signals.

The ultimate goal of our study is to develop an automatic music analysis
system that can recognize various musical elements by considering their rela-
tionship to each other. When composing music, composers closely examine the
relationships between musical elements such as melody, harmony, rhythm, music
structure, timbre, tempo, and so on, so when analyzing music, it makes sense
to examine the relationship of musical elements to improve recognition perfor-
mance.

In this paper, we describe an automatic chord recognition method that uses
the relationship between chord and bass pitch for use in the music analysis
system mentioned above. To achieve the simultaneous recognition of multiple
mucial elements, the use of Bayesian inference which estimates causes on the

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 58]67] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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basis of the likelihood of evidence is promising. The chord sequence is regarded
as one element of the harmony and bass pitches are regarded as one element
of the melody. The chord sequence consists of a chord symbol sequence and
a chord boundary sequence. The chord sequence often represents the mood of
music, it can be used to calculate mood similarity between musical pieces which is
important in MIR and music recommendation systems. The bass pitch represents
a melody in the bass register and thus leads the chord progression.

An approach that has recently been used by many researchers for automated
description of chord sequence is the use of hidden Markov models (HMMs). Sev-
eral methods have been suggested to explore the analogy between speech recog-
nition and chord recognition and to consider the temporal connection of chords
[11213]. Sheh et al. [I] proposed a method that uses an extension of the pitch class
profile (PCP) [4] as a feature vector. They used an HMM that had one state per
chord with a large set of classes (147 chord types). However, they were not able
to obtain good recognition results. Bello et al. [2] also proposed the use of the
chroma features and an HMM, and were able to improve recognition accuracy by
incorporating musical knowledge into the model. Lee et al. [3] built key-specific
models for automatic chord transcription. They used a 6-dimensional feature
vector called tonal centroid, which is based on Tonnetz [5]. Higher accuracies
were obtained by confining recognized chord types to a smaller set.

Yoshioka et al. have pointed out that chord symbols affect chord boundary
recognition and vice versa [6]. They developed a method that concurrently rec-
ognizes chord symbols and boundaries by using a hypothesis-search method to
recognize chord sequence and key. Sumi et al. [7] reported an improved version
of this method that uses Gaussian mixture models (GMMs) to calculate the
likelihood of acoustic feature vectors. Mauch et al. [§] reported a method using
bass pitch classes but the probability of the bass pitch is given a priori.

While most previous studies have considered only the features of chords, we
focus on the interrelationship among musical elements and integrate bass pitch
information into chord recognition in a probabilistic training-based framework.
The framework enables us to deal with multiple musical elements uniformly and
facilitates the integration of information obtained from the statistical analysis
of real music.

2 Chord Recognition Using Bass Pitch Estimation

We propose a chord recognition method based on the relationship between chord
(from harmony) and bass pitch (from melody) and integrate them on the basis
of the Bayesian framework.

2.1 Chords and Bass Pitch

We focus on chords and bass pitch specifically because they are closely related to
chord sequence. Bass sounds are the most predominant tones in the low frequency
region and have the following important properties:
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— They compose the bass register of musical chords.
— They lead the chord sequence.

Therefore, we consider bass pitch estimation a promising clue for chord recogni-
tion.

2.2 Issues

In the previous method [7], an acoustic feature vector is calculated for a pair
consisting of a chord symbol and its segment, and the likelihood of each pair
is then evaluated. This previous method lacks a generalization capability of
acoustic feature deviation caused by instrumentation, articulation, and arpeg-
gio, thus preventing the use of optimum path-finding methods (such as a Viterbi
algorithm) because of the temporal dependency of the acoustic features. Ad-
ditionally, in the previous method, two 2-gram models represented the transi-
tion of chords for each major and minor scale. In western musical theory, a
cadence (common unit of chord transition) is written as at least three chords,
e.g., tonic—dominant—tonic. This suggests the need for a language model which
represent more than two chord sequences.

2.3 Approaches

To address the above issues, we use bass pitch probability distribution and define
a probabilistic observation model and a Bayesian chord transition model.

To improve the generalization capability and temporal dependency of the
acoustic features, we utilize chord sequences as a Markov process of chord sym-
bols for each temporal unit (eighth-note segment) with Gaussian mixture models
(GMMs) for the distribution of the features. We use GMMs because they have
a more efficient generalizatoin capability than the single Gaussian model. These
models can be trained using actual musical pieces, which we assume will help
improve the generalization capability.

We use a hierarchical Pitman-Yor language model (HPYLM) [9] for the tran-
sition of chord symbols. HPYLM is a Bayesian extention of the N-gram model
with Kneser-Ney smoothing.

3 Chord Recognition System

In this section, we describe our chord recognition system. Inputs are polyphonic
musical audio signals such as commercial CD recordings and outputs are esti-
mated chord symbol sequences and a key. Our system calculates the posterior
probability of the chord sequence using acoustic features, bass pitch probability
distribution, and chord transition. The formalization of the chord recognition,
definition of the posterior probability, and calculation method of the probability
are described in the following subsections.
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3.1 Formalization

In the proposed system, we define eighth-note segments as the smallest time
unit of chord sequence estimation. These segments are estimated in advance by
the beat tracking method [10]; let [eq, ..., ex] be the estimated segments. For

each segment, acoustic features X = [y, ...,z k] are calculated and bass pitch
probability distributions B = [by, ..., bk] are estimated.
In the proposed system, a sequence of chord symbols, ¢ = [c1,...,ck], for

each eighth-note segment is to be recognized, and a key s for is also estimated
collatelally. Each chord in the sequence is defined as a probabilistic variable:

¢k € R x {Major, Minor, Diminished, Sus4}, (1)
where R is the set of twelve root tones:
R ={C, C#, D, D#, E, F, F#, G, G#, A, A#, B}. (2)

i.e., we use 48 classes. We use four types of triad chords: major (root, major
third, perfect fifth), minor (root, minor third, perfect fifth), diminished (root,
minor third, diminished fifth), and suspended4 (root, perfect fourth, perfect fifth)
because these four chords are commonly used in popular music. Other chords
such as augmented triad, sevenths, and so on are included in the above four
chords on the basis of their component notes. For music information retrieval,
we believe the broader classes should be sufficient to capture the characteristics
and/or moods of musical pieces. The key s is defined as a probabilistic variable:

s € R x {Major, Minor} (3)

and is estimated for the entire input musical piece. We also assume that musical
pieces have the following properties:

1. Tempo stays constant.
2. Beat is a common measure (four-four time).
3. Key does not modulate.

Let p(c, s|X, B) be the posterior probability of the chord sequence and the key.
We define the chord recognition as a maximum a posteriori (MAP) estimation
problem, i.e., argmaxe, s p(c, s| X, B) is the chord sequence and key to be esti-
mated.

3.2 Posterior Probability
The simultaneous probability of the chord sequence, key, acousitc features, and
bass pitch probability distributions is defined as

K K

ple.s, X, B) = p(s)p(cr) [ [ p(Xelex) p(Brler) [ [ plerler, .- cu—1.8).  (4)
k=1 k=2

A graphical representation of this probabilistic model is shown in Fig. [l This
model has the following properties:
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Fig. 1. Graphical model of chord sequence, key, acoustic features, and bass pitch prob-
abilitiy distributions

1. Each chord c; depends on previous chords c1,...,cr—1 and on the key s.
2. Acoustic features X and bass pitch probability distributions B are condi-
tionally independent over each corresponding chord.

Using Bayes’ theorem, the posterior probability of the chord sequence ¢ and the
key s satisfies the following equation:

p(ca S, X’ B)
p(e,s|X,B) = ———"—~. 5

| p(X, B) ®)
Since the denominator p(X, B) is unrelated to the MAP estimation, we only
have to deal with the numerator p(e, s, X, B). The prior probability of the key
p(s) is assumed as a uniform distribution. We obtain the following equation for
chord recognition:

argmax p(c, s| X, B)
c,s

K K (6)
= argmaxp c1) H (Xklex) p Bk|ck)Hp(ck|cl,...,ck,l,s).
k=1 k=2

The chord sequence and the key wthat maximizes the posterior probability are
estimated by using a Viterbi algorithm.

Acoustic Features. We use 12-dimensional chroma vectors [I1] as acoustic
features that approximately represent the intensities of the 12-semitone pitch
classes. Chord symbols are identified by the variety of tones, so this representa-
tion is essential for chord recognition. Chroma vectors are calculated from the
spectrogram of 55-1000 Hz. Note that chords of the same type that have dif-
ferent root notes, such as C Major and D Major, can be normalized by cyclic
shift, as shown in Fig. 2l Thus we train only four (the number of chord types)
chroma vector models and expand them to 48 (the number of chord symbols) by
using cyclically shifted chroma vectors. This normalization increases the amount
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Fig. 2. Cyclic shift of chroma vector. By normalizing the indices of vectors by the root,
then shifting and rotating the elements, the vectors for each code kind are obtained.

of training data for each chroma vector model, thus increasing the robustness of
the chord recognition.

A Gaussian mixture model (GMM) is used for the probabilistic model of the
chroma vectors. We assume that the chroma vectors are statistically independent
for each time. The GMM parameters are obtained by using an expectation-
maximization (EM) algorithm based on maximum likelihood estimation. Let
M be the number of Gaussian mixtures and {a¢1,..., % m}s {Me1,- -+, He, M}
and {X.1,..., X, m} be the mixing coefficients, mean vectors, and covariance
matrices, respectively. The likelihood of each chord symbol ¢ is calculated for
each chroma vector xy as

M T vw—1
- E - m
p(xrler) = Z GaCk’m ——1 ©Xp (- e~ prerm) ;k’m e o L)>7
m=1 (277) |20k77”| 2
(7)

where yj is a 12-dimensional vector obtained by the cyclic shift of xy.

Bass Pitch Probability Distribution. The bass sounds lead the chord se-
quence, so they should be simultaneously analyzed as an element that is impor-
tant for recognizing the chord sequence.

Bass pitch probability distributions B are estimated as existence degrees of
instrument sounds performing bass parts for each pitch by using PreFEst [12].
We assume the bass sounds are performed in the frequency range of fy to fi.
Let My and M; be the frequency index of fy and fi, respectively. A bass pitch
probability distribution by, is defined as a vector on a (M; — Mp+ 1)-dimensional
simplex:
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M,
oo | Ok = (rass e bian ) 5 Z b,m = 1;
m=DMpy
mZMo,...,Mllogbk,mgl

k=1,..., (8)

Let Bc = (Be,Mys - - -, Be,ay) be an averaged bass pitch probability distribution
for chord ¢ in the training data. If the bass sound which is usually one of the
components of the chord is performed clearly, the chord can easily be estimated
from the sound. A clearly performed bass sound results in the sparse bass pitch
probability. The likelihood of the chord should be large if the common bass sound
is performed.

We define the likelihood function to satisfy the above property as

p(brlck) = (M1 — Mo + 1)! (b, Be,.) » 9)

where (-, ) represents the inner product of the vectors. The mode of this proba-
bilistic distribution is

(bk?,Mo)"')bk‘,Tn)"'7bk7,M1):(0)"'71)"'70)

.t = - ooy Pe , 10
s.t.m argme{l\l}ifi}.(.,Ml}{ﬂ kMo ﬂ k,Ml} ( )

i.e., the likelihood is maximized if the most common pitch of the bass sound m
in chord ¢, is obviously performed.

Chord Transition. As music theory has indicated, patterns of chord progres-
sion (such as I — IV — V) are limited for genres and artists, and artists and
transition probability is usually biased. Abstract patterns are translated into
concrete chord symbols by using the key. Ambiguity of chord symbols can be
resolved by using a model of the chord progression. We model chord progres-
sion patterns with a hierarchical Pitman-Yor language model (HPYLM) [9] thus
eliminating any ambiguity.

The Hierarchical Pitman-Yor language model is a hierarchical generative
model of the N-gram language model, i.e., it approximates the probability
p(cklely ..., ck—1, ) by the (N—1)-th order Markov model p(ck|ck—n+1, - - -, Ch—1,8)
and estimates N-gram probability distribution by using a Chinese restaurant pro-
cess (CRP) and the Markov-chain Monte Carlo (MCMC) algorithm. The proba-
bility of ¢ preceded by the context h = cx—p4y1,-. ., Cx—1 is described as

clexlh) —d-the, O+d-tp

0+ c(h) 0+ c(h) plexlh). (11)

plexlh) =

where c(cx|h) means the count of ¢j preceded by h, c(h) = >_. c(ck|h) means
the sum of them, and A’ = ¢x_na9,...,Ccr_1 means a context of lower order.
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Table 1. Recognition rates [%)] for each combination of musical elements

(@) acoustic features, (@) bass pitch, @) @) and @), @) (@) and chord transition, (&) @) and chord
transition, (@) our proposed method, (7l) previous method [7]

Method | @ B @ @ @ @
Recognition rate[59.8 41.0 66.6 61.9 52.7 73.7 73.4

Table 2. Recognition rates [%] for each number of GMM components

Number of components| 1 2 4 8 16
Recognition rate 61.0 67.9 73.7 72.6 66.9

4 Experimental Evaluation

We conducted experiments to evaluate the proposed system. 150 songs without
modulation were excerpted from 12 Beatles albums for test data. These songs
were divided into five random groups for 5-fold cross validation. We set the
number of Gaussian mixtures to M = 4 and the frequency range of bass sounds
[fo, f1] to [29,261] Hz. The 120 songs of the other four groups were used for
training chroma vectors, bass sounds, and chord transition models. For correct
chord labels, we used ground-truth annotations of the Beatles albums [I3]. We
evaluated the system by recognition rate defined as

Total Durati fC t Chord
Recognition Rate = o e 1o¥1 oo € % 100 %. (12)
Duration of Song

We also measured the recognized chord symbols by average and maximum of
continuous correct segments with an error tolerance of 50 msec.

To evaluate the effectiveness of our method, we compared the frame-rate ac-
curacies of five methods of computing posterior probability:

Using only acoustic features

Using only bass pitch probability distribution

Using acoustic features and bass pitch probability distribution
Using acoustic features and chord transition (3-gram)

Using bass pitch probability distribution and chord transition
Proposed method (using all three elements)

Previous method [7]

N Ot W

The results are shown in Table [Tl

To evaluate the effectiveness of using GMMs, we compared the number of
GMM components over 1, 2, 4, 8, and 16. Note that 1 GMM component cor-
responds to the use of single Gaussian distribution model. The results of this
evaluation are shown in Table
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With our system, the average recognition rate for 150 songs was 73.7% (as
shown in Table [[I) Compared with using only acoustic features, the methods
using bass pitch and chord transition improved the rate by 6.8 and 2.1 points,
respectively, and the proposed method improved the rate by 13.9 points. Our
system’s accuracy was higher than that of the baseline method because the
probabilistic integration enabled us to utilize information about bass sounds as
a clue in chord recognition. These results demonstrate both the importance of
considering the interrelationship between chord sequence and bass sounds and
the effectiveness of the probabilistic integration of these elements.

As shown in Table 2] in all cases involving 2, 4, 8, and 16 Gaussian com-
ponents, the recognition rates were improved more than the case of a single
Gaussian component. We therefore set the number Gaussian components to 4
in subsequent experiments.

We compared the average duration of continuous correct segments with the
previous method and our proposed method with 2-gram and 3-gram models. Al-
though the duration was 1.66 sec in the previous method, the durations were 2.88
and 2.97 secs in our method with the 2-gram and 3-gram models, respectively.

5 Conclusion

We presented a chord recognition system that utilizes the interrelationships be-
tween various musical elements. Specifically, we focused on acoustic features,
bass pitch probability distribution and chord transition and integrated them
in a probabilistic framework. The experimental results showed that our sys-
tem can achieve a chord recognition rate of 73.7% for 150 Beatles songs. The
results also showed an increase in accuracy when the three reliabilities are inte-
grated compared with the baseline method or when using only acoustic features.
This demonstrates that to recognize musical elements, which consist not only
of musical chords but also of other elements, it is important to consider the in-
terrelationship among musical elements and to integrate them probabilistically.
Future works includes additional experimental evaluations using more data sets
of various artists to eliminate the bias which is caused by using only the Beatles
albums. To obtain more information about how to recognize chord sequences
more effectively, we will design a method of integrating other musical elements
such as rhythm.
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Abstract. In recent years, the use of advanced technologies such as
wireless communication and sensors in intelligent transportation systems
has made a significant increase in traffic data available. With this data,
traffic prediction has the ability to improve traffic conditions and to re-
duce travel delays by facilitating better utilization of available capacity.
This paper presents a real-time transportation prediction system named
VTraffic for Vermont Agencies of Transportation by integrating traffic
flow theory, advanced sensors, data gathering, data fusion, and data min-
ing and visualization technologies to estimate and visualize the current
and future traffic. In our VTraffic system, acoustic sensors were installed
to monitor and to collect real-time data. Reliable predictions can be ob-
tained from historical data and be verified and refined by the current
and near future real-time data.

Keywords: sensors, intelligent transportation system, traffic prediction,
real-time, data fusion, data mining, visualization.

1 Introduction

Traffic congestion is a situation of transportation systems that occurs as the sat-
uration of road network capacity, due to increased traffic volume or interruptions,
and is characterized by slower speeds, increased vehicular queuing, and longer
trip times. Congestion is one external cost of transport and the reduction of its
impact is often one of the primary objectives for transport policy makers. Traf-
fic congestion, continuously one of the major problems in various transportation
systems, has many negative effects on travelers, businesses, agencies and cities.
One significant aspect is the value of the wasted fuel and additional time. The
top 15 urban areas include about 58 percent of the delay estimated for 2010,
and the top 20 areas account for over 65 percent of the annual delay. Based on
wasted time and fuel, traffic congestion costs about $115 billion in the 439 urban
areas in 2010 [I].

The negative impacts of traffic congestion may be alleviated by providing
timely and reliable prediction information to system dispatchers and motorists

* This work is supported by Vermont Agencies of Transportation under grant No.
000025425.

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 68-77] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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[2]. However, traffic situations vary significantly depending on the weather sit-
uation, the season of the year, the day of the week, and even the time of day.
In addition, the capacity, which is often mistakenly considered to be constant,
may vary because of weather, work zones, or traffic incidents and so on [3].
Furthermore, those conditions are not independent of each other, most of them
are interrelated explicitly or implicitly. Therefore, there are a great number of
differing and changing circumstances which cause or aggravate congestion. It is
a great challenge to estimate under which conditions a “congestion” may occur
suddenly.

Raw Raw

Available
Historical Data

244

Data Fusion

Real-Time Real-Time
Traffic Data Weather Data

Google Fusion

Table hxd Verification
{_:;;:;? ¥ Knowledge Set

ﬂ Updating
System
Parameters Predicting :
Prediction v R?rg:r:? "
Model g _ Prediction
Refining

Visualization
{(Web Portal)

Fig. 1. The Structure of VTraffic System

The structure of our VTraffic system is given in Fig.[Il In our VTraffic system,
acoustic sensors were installed on highways, 189 and 191, within the territory of
Vermont to monitor and to collect real-time data. Firstly, we design a data fusion
strategy to improve the quality of raw data gathered from different sensors and
other available historical data to ensure the information can be used for traffic
estimation. Secondly, we use data fusion and data mining within the data which
comes from heterogeneous data sources to get useful knowledge and store in a
Google fusion table in the cloud [4]. Thirdly, a prediction model is built from the
knowledge set for real-time traffic predicting, and the real-time data is employed
for verifying previous predictions and refining the model. Finally, a web portal
is implemented using Google maps for visualization [5].
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2 Infrastructure

Typically, interstate highways are the busiest and most important main roads.
There are two interstate highways 189 and 191 across the state of Vermont. There-
fore, we choose 189 and 191 to deploy our VTraffic system. Dozens of acoustic
sensors have already been installed on the two highways*. In the near future, we
are planning to add several more sensors into the system.

2.1 Sensor Function

Our system adopts the Vaisala nu-metrics portable traffic analyzer NC-200
shown in Fig. [ to collect real-time traffic data. The sensor can be installed
quickly and easily, which is designed to detect accurate vehicle count, speed,
and classification by utilizing vehicle magnetic imaging (VMI) technology. After
data has been collected from a sensor, the data can be easily exported to highway
data management (HDM) software shown in Fig. Bl where it can be presented
in the form of reports, charts and graphs [6].

Fig. 2. NC-200 Fig. 3. HDM Software

As we all know, the impact of weather on traffic is very serious. Weather
includes visibility, precipitation, wind, and temperature, which affects driver
capabilities, vehicle performance, pavement friction, and roadway infrastructure
to impact the state of the transportation system [7].

The clarus system was established in 2004 to provide weather information to
transportation managers and users to alleviate the effects of adverse weather
[89]. This system belongs to Federal Highway Administration Research & In-
novative Technology Administration, and it is provided as a public service.
Our VTraffic system gets historical and real-time weather data from the clarus
system.

* There are 56 sensors deployed on 189 and 191, 28 for each. The location details can
be found at http://cs.uvm.edu/~hli/www/traffic/html/sensorlocations.htm



Transportation Prediction System 71

2.2 Data Collection Strategy

The traffic and weather historical data recorded by transportation managers and
sensors are obtained at the very beginning. Considering the data transmission
efficiency and computational performance, NC-200 sensors continuously gather
real-time traffic data, but only report data once every five minutes. In general,
the weather does not occur great changes in a relatively short period of time.
Therefore, the real-time weather data are fetched once every five minutes from
the clarus system.

3 Data Fusion

Many transportation agencies have developed techniques for collecting the real-
time data and storing it historically, while few have been making full use of it.
In order to make full use of all available data, we have designed a strategy to
integrate data from heterogeneous sources.

3.1 Data Preprocessing

The important attributes of traffic data collected by NC-200 sensors and those
of weather data obtained from the clarus system are listed in Table [l We also
have some historical traffic data filled by transportation managers, however, this
data only provides general traffic information about some particular sites, we
can only use them for verification during preprocessing.

Table 1. Data Formats

Data Source Data Format
NC-200 |Location[Date] Time [VehicleCount| Volume Speed Report time | Occup .
Clarus Location|Date&Time| Temperature [Humidity| WindSpeed| WindDirect |Visibility|...
Integration |Location Date| Time | Confidence | Parents |TrafficAttrs|WeatherAttrs|Children|...

The historical data is preprocessed with the following steps: 1) Remove use-
less attributes; 2) Guess missing values; 3) Correct wrong data which can be
corrected; 4) Remove wrong data which cannot be corrected; 5) Remove redun-
dant data.

3.2 Data Fusion

The traffic data and the weather data are different in source, sensor type, lo-
cation, time, and data format. Therefore, we have to fuse them first, and the
format of the integration data is shown in Table [Tl
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Data fusion strategy consists of the following steps:

1. As mentioned in Section 2.2], the data reported by NC-200 sensors con-
tain the real-time traffic of the last five minutes. We first split the data
into twenty pieces, each interval of fifteen seconds, and the data format
remains the same.

2. From Table[llwe can easily observe weather data has the attribute “Date
& Time” while there are two attributes “Date” and “Time” in traffic
data. We split “Date & Time” into “Date” and “Time”.

3. By adding the weather data to each traffic data piece, we fuse those
two data sets into one. Since the location and time between the weather
data and the traffic data may not be exactly the same, we just choose
the weather data with the closest time and location.

4. The integration data generated in Step 3, also called the knowledge set,
is stored in a Google fusion table in the cloud [4].

4 Prediction Model

As we discussed in Section 2.2l our sensors collect real-time traffic data only once
every five minutes. Therefore, we do not know the real-time traffic between any
two consecutive data collection until the next data has arrived. However, five
minutes on the highway is a relatively long time, we have to model the real-time
traffic. The continuous real-time traffic can be modeled according to the real-
time data collected by the sensors and all other available knowledge generated
by the data fusion process in Section [l The model will be used for real-time
traffic prediction and travel-time guidance.

4.1 Modeling

In our VTraffic system, there are two interstate highways, 189 and 191, and
obviously, each of them has two directions south and north, which means there
are four highways: I89N, 189S, 191N, and 191S. Therefore, we have to model the
real-time traffic of the four highways. To simplify, we assume that the real-time
traffic of the four highways are independent of each other.

The prediction model for a highway is a 4-tuple (¥, 7', =, A), where

1. X' is a finite set of sensors, each sensor owning a state represents the real-
time traffic of its location. As Fig. M shows, the sensors are sequentially
arranged from 1 to n.

2. 7 is a finite set of roads, each road owning a state represents the real-
time traffic of that road. The ith road is the sub-section between the ith
sensor and the (i 4+ 1)th sensor, therefore |1'| = |X| — 1.

3. Z is a set of knowledge items from the historical data and the real-time
data (mentioned in Section[3)). = keeps constantly updating because that

the real-time data turns into the historical data over time.
4. A: X x ExT = (X' x ' x ) is the predictor.
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Fig. 4. The Topology of a Highway

Furthermore, we use four separate models to model the four highways respec-
tively, then the four models together form the prediction model of our VTraffic
system.

4.2 Real-Time Predicting

We collect the real-time traffic data once every five minutes, and predict the real-
time traffic once every “fifteen seconds”, where the prediction interval “fifteen
seconds” is a system parameter.

Predicting. The main idea of our prediction model is: the real-time traffic at
a particular site associates with time, weather, location, and the previous traffic
situation, the traffic situation some distance before and so on. Based on this idea,
we use the k-nearest neighbor (k-NN) algorithm [I0] to get k knowledge items
from Z. The prediction algorithm is shown in Algorithm [I] it use k-NN twice:
Step 2 uses k-NN to find a set of k-nearest knowledge items Ny at the prediction
site S based on the current weather and time, while Step 4 finds N; at other
sites based on the current weather, time, and previous traffic condition at this
site S. Steps 3 and 5 predict the traffic based on Ny and N; respectively. Here,
the confidence of the predictions o and R comes from the confidence of items
in Ny and N; respectively. Step 6 integrates the predictions Ry and R; to obtain

Algorithm 1. Predicting
Require:
Set K =10; © = 0.6; S = Site; R = NULL;
Z’ = {h|h.location = S&h C 5}; &' = 5 — =,

Ensure:

1. if S € Y&O < 1&6 > 0 then

2:  No < knn(K, Z', Weather(S), Time(S));

3: Ry « predicting(No);

4: N1 < knn(K, Z', Weather(S), Time(S), Traf fic(S));
5.

6

7

R1 « predicting(N1);
R« Sum(Ro x O, N1 x (1 —O))
: AddRelationship(No|J N1, R)
8 E+ ZU{R}
9: end if
10: return X




74 H. Li et al.

the final prediction 3. Obviously, the items in Ny and Nj are the parents of R,
on the other hand, R is a new child of the items in Ny and N;. Therefore, Step 7
add their relationships in their “parents” and “children” attributes. Finally, Step
8 adds the prediction R into the knowledge set =, and this algorithm returns
the prediction R at Step 10.

The traffic of the ith road is the arithmetic mean of sensor conditions at its
both ends shown in Formula ().

7(i] = avg (i), Zfi + 1) (1)

Verification. Our prediction model updates the traffic of the entire transporta-
tion system immediately when sensors collect and report the real-time traffic
data. Meanwhile, the real-time data also verifies the previous predictions: if a
prediction passed the verification, the knowledge items which generated the pre-
diction will get a bonus; otherwise they will get a penalty. The bonus or penalty
will affect the confidence of the corresponding knowledge items.

4.3 Travel-Time Estimation

When a travel-time request occurs, our model uses the real-time traffic state for
estimation shown in Formula (). Firstly, the model identifies the starting and
ending sites from the request. Secondly, the two sites are mapped into several
adjacent roads on a highway. Thirdly, the travel-time of each road is calculated
according to the real-time traffic of that road. Finally, the overall travel-time is
the sum of all travel-time on every road.

.dist
travel _time(A, B) = Z r.distance

reRoads

(2)

r.state.speed

5 Visualization

Our VTraffic system displays the traffic of the entire transportation system as
geographical objects on a map, then changes the color, size, and displays of
meaningful markers and curves based on the real-time traffic prediction, to allow
users to quickly grasp the traffic of the entire system or some particular location.

5.1 Algorithms

As we mentioned in our prediction model in Section Il a highway is divided
into n — 1 adjacent roads by n sensors. We can get the real-time traffic from the
model, and then display on a map in a user-friendly form of visualization. There
are two important algorithms for the visualization of our system: Initialization
(shown in Algorithm ) and updating (Algorithm []).

The initialization algorithm is invoked when a user launches or refreshes the
visualization web portal. Its main function is to create and initialize the essential
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objects, and then display them on the map. For each sensor in X', the algorithm
creates a marker to represent the sensor. In Step 2, according to the prediction of
the model, it chooses a color C to represent the traffic state at that site. In Steps
3 and 4, a new Marker is created, in order to make important information more
eye-catching, Visible = True only when the traffic at that site is congested.
From Step 5 to 9, a Road is created and assigned a color C' according to the
traffic prediction of the model to represent its traffic state.

Algorithm 2. Initialization
Require:
Set A = X5 &€ = CongestionThreshota; Markers = {0}; Roads = {0};
Ensure:
1: for (I + 0;1 < A.size();1 + I +1) do
2 C < Model.predict(A[I]) > &€ ? COLORFree : COLORCongested;
3 Visible <— Model.predict(A[I]) > & ? False : True;
4 Markers < Markers U newMarker(A[I],C, Visible);
5. if I > 0 then
6: S < Model.predict(A[I]) + Model.predict(A[I — 1]);
7
8
9
10:

C «+ S/2 > 5 ? COLORFTGE : COLORCongested
Roads < Roads UnewRoad(A[I — 1], A[I],C);
end if
end for

Algorithm 3. Updating

Require:
Set & = Congestionrhreshold; M = Markers; R = Roads;
Ensure:
1: for (I + 0;1 < M.size();I < I+ 1) do

2:  C + Model.predict(MII]) > £ ? COLORpree : COLORGongested;
3. if C # M]I].getColor() then
4: M][I].setColor(C);
5: M(I].setVisible(\M[I].getVisible());
6: end if
7. if I > 0 then
8: S < Model.predict(M[I]) + Model.predict(M[I — 1]);

9: C + S/2> &7 COLORFrece : COLORCongested;
10: R[I — 1].setColor(C);

11:  end if

12: end for

The updating algorithm is automatically invoked to update the traffic at reg-
ular intervals. Therefore, it is very important and effective to optimize this al-
gorithm. This algorithm is very similar to Algorithm [2] and there are only two
differences: a) this algorithm does not create any new object, and it just reuses
the Marks and Roads created by Algorithm 2l b) this algorithm only updates
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those markers and roads which need to be updated. With a), it does not consume
any additional memory, with b) it tries to do as little as possible. By a) and b),
the updating algorithm has been well optimized.

We have also designed a Zoom_Change function and a Click_Event monitor.
The Zoom_Change deals with some details when the zoom size of the map
is changing, and the Click_Fvent monitors the click events and shows more
detailed information about a particular site where the marker is clicked.

5.2 Visualization

Fig.[0lis a run-time screenshot. The real-time traffic prediction is displayed over
the highway as color-coded lines. The colors indicate the traffic on the road (green:
free, red: congested), and the small pink circles (come from Step 3 of Algorithm[2]
in Section () indicates the traffic at a particular sensor site is congested.

Remove Dis | Help?

stangl Map | Satellite

Mewporto o

A
o Fairfax
Underhill Merrigtawn
©

:1. Head easton I-1189 E 0.5 mi

2. Take the exit onto I-89 § toward 9.0 mi
Williston/Montpeller
3. Take exit 11 for US-2 toward 0.2 mi

Richmond/Boiton/VT-117

e

. Turn right onto US-2 E/AV Main St 11.2 mi
Continue to follow US-2E

:onddoga
I Brandon
o

Pittstard
°

Castston
o

Rutiand

o
Rutiand

Hartiand

@ USS. 2, Waterbury, VT 05676, USA

Map data ©2011 Google

Laconiz

Frankiin
°

araguille Weetherstielaafl o
emont Newnart

ngfield @.

Hepkintan'e.

“alls Derset
B Conc
o

Weare
°

4 rlington
o Goffstown
o

Walpale
sfetisbury
S
fiaers Bedford €
Bdnnington i

S oswanzey Londont
[
data 82011 Google - Terms of Use

1 North

Fig. 5. Visualization™

By simply clicking on a pink circle, users can get an infowindow to show more
information in detail. Users can zoom in to have a more specific vision with more
detail or zoom out to get a broader perspective with less detail. The list on the
right shows the travel information from A to B (also marked in the left map),
which is estimated by our model in Section

* A demo can be found at http://cs.uvm.edu/~hli/www/traffic. Please read the
help file first at http://cs.uvm.edu/~hli/wuw/traffic/html/help.htm
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Conclusions

Our VTraffic system is a dynamic real-time traffic prediction system that pro-
vides traffic predictions and travel guidance. In order to make full use of all
available data, we built a data fusion strategy to integrate data from hetero-
geneous data sources. To maximize the quality of the prediction, a dynamic
prediction model was implemented. The predictions will be automatically veri-
fied by real-time data, and the model will be refined dynamically. A web portal
was also built for visualization, using it users can easily observer the traffic and
get useful guidance.

References

N O U W

. Schrank, D., Lomax, T., Eisele, B.: 2011 urban mobility report. Technical report,

Texas Transportation Institute (September 2011)

. Chien, S.I.J., Liu, X., Ozbay, K.: Predicting travel times for the south jersey real-

time motorist information system. Transportation Research Record: Journal of the
Transportation Research Board, 1885/2003, 32-40 (January 2007)

. FHWA. Fhwa operations - operations story (August 2011)

Google Fusion Table, https://www.google.com/fusiontables/
Google Maps, http://code.google.com/apis/maps/

. Vaisala Homepage, http://www.vaisala.com/
. Pisano, P.A., Goodwin, L.C., Rossetti, M.A.: U.S. highway crashes in adverse road

weather conditions. In: 88th American Meteorological Society Annual Meeting,
New Orleans, Louisiana (January 2008)

. Pisano, P.: Clarus success stories: Using clarus data to improve operations. Techni-

cal Report FHWA-JPO-10-005, U.S. Department of Transportation Road Weather
Management (2009)

. Clarus System, http://www.clarus-system.com/
. Athitsos, V., Alon, J., Sclaroff, S.: Efficient nearest neighbor classification using

a cascade of approximate similarity measures. In: IEEE Conference on Computer
Vision and Pattern Recognition, Washington, DC, USA, pp. 486-493 (April 2005)



Several Remarks on Mining Frequent Trajectories
in Graphs

Henry Z. Lo, Dan A. Simovici, and Wei Ding

Univ. of Massachusetts Boston, Dept. of Computer Science, Boston, Massachusetts
{henryzlo,dsim,ding}@cs.umb.edu

Abstract. We apply techniques that originate in the analysis of market basket
data sets to the study of frequent trajectories in graphs. Trajectories are defined
as simple paths through a directed graph, and we put forth some definitions and
observations about the calculation of supports of paths in this context. A simple
algorithm for calculating path supports is introduced and analyzed, but we ex-
plore an algorithm which takes advantage of traditional frequent item set mining
techniques, as well as constraints placed on supports by the graph structure, for
optimizing the calculation of relevant supports. To this end, the notion of the path
tree is introduced, as well as an algorithm for producing such path trees.

1 Introduction

Determining frequent item sets in market basket data sets is an unsupervised data min-
ing activity that has received a great deal of attention beginning with the seminal pa-
per [2] and continuing with several fundamental references [64945] A monograph dedi-
cated to this task is [[1].

Finding frequent item sets is a necessary step in computing association rules. An
association rule stipulates that with a certain probability customers who buy an item set
K will buy an item set H. Such rules provide actionable information for marketeers
who will place items from K U H in physical proximity in order to stimulate sales.

The purpose of this paper is to develop a study of frequent trajectories in graphs
inspired by the ideas used in the analysis of market basket data sets. The study of tra-
jectory data has been explored intensively in the literature [3l8/4] motivated by the
large amount of spatio-temporal data allowed by location acquisition technologies. Our
model is simpler than the model used in the previous references, in that, it does not
include explicitly the temporal aspect. In exchange, our approach extends ideas that
originate in market-basket analysis and allows us to build simple and efficient algo-
rithms that will allow, at a later stage, the integration of the temporal aspect.

We present some preliminary results and formulate a number of open problems that
we intend to approach in our future research. In the second section we set forth defi-
nitions and preliminary information relevant to our work. Theorems and observations
about the implications of the graph for calculating path supports are discussed in the
third section. Section 4 proposes a simple algorithm for calculating path supports. Sec-
tion 5 introduces the notion of path trees, which provide insight into possible trajecto-
ries in a graph, and may be used in future work to reduce the amount of computation

H. Jiang et al. (Eds.): I[EA/AIE 2012, LNAI 7345, pp. 78487] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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required for path support. The paper concludes with a discussion of further avenues of
research.

2 Trajectories in Directed Graphs

Unless stated otherwise, vectors in R! are row vectors, except for vectors of the form
e; which are column vectors; the components of e; are 0 with the exception of the !
component that equals 1, for 1 <7 <.

Let G = (V, E) be a finite directed graph without loops having the set of vertices
V and the set of edges E C V x V. We assume that [V| = n and |E| = m. If e}, =
(vi,v;) € E, werefer to v; as the source of e, and to v; as the rarget of ey. This defined
the mappings source : E — V and target : E — V given by source(ey) = v; and
target(er) = v; for1 < k < |E]|.

The set of outgoing edges of a vertex v; is out(v;) = {e € E | source(e) = v;},
while the set of incoming edges of v; is inc(v;) = {e € E | target(e) = v;}. The out-
degree of a vertex v; is the number d (v;) = |out(v;)|; in-degree of v; is the number
d_(v;) = |inc(v;)].

If D is a set of vertices in G = (V, E), denote by G the subgraph of G determined
by the set D, Gp = (D, (D x D) N E. The previous notations are extended for D by
defining the set of outgoing edges of D as

out(D) = {e € E | source(e) € D, target(e) ¢ D},
while the set of incoming edges of D is
inc(D) = {e € E | target(e) € D, source ¢ D}.

A trajectory in the graph G is a sequence of edges (e1, . .., ep) such that target(e;) =
source(e;4+1) for 1 < i < p — 1 and no vertex occurs twice in the sequence

(source(ey), . .., source(ey), target(e,)).

The directed graph G is represented by its incidence matrix Cg € {—1,0,1}"*™ de-
fined as
—1 if source(ex) = vp,
(Cg)pr =91 iftarget(ey) = vy,
0 otherwise.

If the graph is clear from context, the subscript G will be omitted.

Note that each column corresponds to an edge ej, and contains exactly two non-zero
numbers that correspond to the source and the target of e;. Each row corresponds to a
node of the graph and contains a —1 for each edge that exits the node and an 1 for each
edge that enters the node.

A trajectory is represented by a sequence t = (t1,...,t,) € {0,1}™, where m =
|E|, given by

. {1 if ey, occurs in the trajectory,
k=

0 otherwise.

forl <k <m.
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Example 1. Consider the directed graph given in Figure[Il which has seven vertices and
14 edges. The incidence matrix C' € R7*M js:

Fig. 1. Directed Graph
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Theorem 1. Let G = (V, E) be a directed finite graph with |V | = n and |E| = m. If
t € {0,1}™ represents a trajectory in the graph G that departs from the vertex v; and
ends in vertex v; then

Ct = —e; + e;.

A trajectory table for a directed graph G = (V, E) is a table whose attributes are the
edges of a directed graph and whose rows are trajectories. For instance, the following
matrix T is a table of trajectories in the graph G:

€] ep e3 eq e5 eg €7 €g €9 €19 €11 €12 €13 €14
[T 1 0 0 0 0 1 0 1 0 0 0 0 0
t2{0 000 1 1 1 0 1 1 0 0 0 1 0
t3(0 0 0 1 0 0 0 1 1 1 1 0 0 0
t4{0 0 0 1 0 0 0 0 I 0 0 0 1 0
ts{0 0 0 0 00 1 00 1 0 0 0 0
tgl0 0 0 0 0 0 1 0 0 0 0 1 1 0

By Theorem[I] the matrix C'T” gives the extremities of the paths specified above
-10-1-10 0

0 0 00 0O
0 00 0 0 O
cr'=(o0o 1 1 0 11
0 0 00 0O
1 -10 0 0 O
0 00 1 -1-1

The first, third and fourth columns refer to paths that start in v; and end in vg, v4 and
vy, respectively.
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3 Support for Edge Sets

If D is a set of vertices in G and no trajectory begins or ends in D, then

Z supp(e) = Z supp(e).

e€inc(D) ecout(D)

Let E; be the set of edges that occur on a trajectory t in a directed graph G = (V, E). A
set of edges K of a directed graph G = (V, E)) occurs on a trajectory t = (eq,...,¢ep)
if K C E.

The T-support of K is

suppy(K) = |{tinT | K C E¢}|.

It is immediate that the support function suppy : P(E) — N is anti-monotonic, that
is, E1 C E, implies suppy(E2) < suppy(E1) for Eq, Es C E.

Unlike, the similar problem involving market basket, there exists certain interest-
ing connections between the supports of edge sets motivated by the underlying graph
structure.

Theorem 2. Let G = (V| E) be a directed tree having the root vy and the set of leaves
{u1,...,ur}. The support of any path that joins vy to a leaf u, equals min{supp(e) |
e occurs on the path joining vg to up}.

Note that any directed graph has a cover that consists of directed trees because the edges
of the graph yield such a cover.

4 A Simple Algorithm for Support Computation

Path supports are recorded by the object supports that consists of a hash map h such
that h(p) = supp(yp) for any path g, and a method update which sets the support of
the paths.

Let = be a set of pairs of the form (p, s), where p is a path and s € N. The call
supports.update(Z) sets the supports of the paths that occur in the first com-
ponents of the pairs of = to the values specified by the second components of these
pairs, respectively. When this method is called as supports.update(gp,s) we as-
sume that = = {(gp, s)}. The function recursive-traversal takes as arguments
a set of paths T', a vertex v, a path p that ends in v, a minimal level of support § and
performs the computation shown in Algorithm [l

The function recursive-traversal is used in the function traverse which
starts with a set of paths 7', a vertex v and a minimal support § and computes the
supports of the 6-frequent paths that emerge from v. The pseudocode of this function is
shown in Algorithm[2l



82

H.Z. Lo, D.A. Simovici, and W. Ding

Data: T, v, p, 0
Result: The supports mapping
initialize supports;
foreach edge e € out(v) do
p=1(p€):
5 = supp(p) ;
supports.update(p, s);
if s > 0 then
Z = recursive-traversal(T,target(e), p,0);
supports.update(&);
end

p=p—{eh

end
return supports;

Algorithm 1. The recursive function recursive-traversal computes the sup-
ports of all #-frequent paths that extend a given path p

Data: Initial vertex v and minimal support threshold
Result: The supports mapping
initialize supports;
T =0;
C' = incidence_matriz;
foreach path p € T do

if (Ct), == —1 then

| T'=T"U{p};

end
end
Z = recursive-traversal(T’,v,0,0);
supports.update(&);
return supports;

Algorithm 2. The function traverse computes the supports of all f-frequent paths
from an initial vertex v

For 1000 trajectories and a minimal support of 0.3 the algorithm applied to trajecto-

ries that originate in v; generates the following results:

Path Support
(Ul, Ug) 502
(Ul, Ug), (’Ug, U4), (1147 ’1)7)7 (’1)77 Uﬁ) 354
(Ul, Ug), (’Ug, U4), (1147 ’U7) 498
('01, '03), (Ug, '04) 498
('01, '03) 498

The algorithms in this paper were implemented in Python 2.7 and run on a computer

with an Intel 7 x 980 @ 3.33 GHz processor running Ubuntu 11.10. An experiment was
run on the traverse algorithm on the graph in Figure[Il with trajectories generated as ran-
domly terminated walks starting at vertex v1. Results are shown for 100, 1,000, 10,000,
100,000, and 1,000,000 trajectories. The support threshold for these experiments is 0.2.
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Table 1. Average running time of traverse vs. number of trajectories for minimum support
0.2

Size of 100| 1,000| 10,000{ 100,000 1,000,000
data set
Time (ms)||9.645(95.331|972.251({9697.326(106538.961

The dependency of the average time is shown in Figure 2l

Running Time
\

15 2 25 3 35 4 45 5 55 6 65
log|T|

Fig. 2. Dependency of the Average Running Time on the Size of the Set of Trajectories

Table 2. Average running time (ms)/number of maximal frequent paths of traverse vs. § for
|T'| trajectories

Data Minimal Support 6

size 0.01 0.05 0.1 02 04
1000 102/6  102/6  98/4 95/3 87/2
10000 | 1026/6 1035/6 990/4 960/2 875/2
100000{10747/6 10853/6 10318/4 9981/3 8975/2

Theorem 3. Let G = (V| E) be a directed tree having the root vy and the set of leaves
{u1, ..., ue}. The support of any path that joins vg to a leaf u, equals min{supp(e) |
e occurs on the path joining vg to up}.

5 The Path Tree of a Graph

Market basket data studies seek arbitrary frequent item sets. In contrast, we are inter-
ested here in supports of sequences of edges that form paths in the traffic graph. Thus,
we need to develop an adequate counterpart to Rymon trees that are used in formulating
the standard Apriori algorithm [7].
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Let P,, to be the set of all simple paths which originate from vertex v;. We can
visualize P,, graphically using a tree rooted at v;. The children of each vertex v; in this
tree are vertices which are direct successors of v; in the graph and are not ancestors of
v; in the tree.

The path tree for paths that start from v; in the directed graph given in Figure [l is
shown in Figure[3

U1
€2 y
U3 V2
€1 €13 €11
V4 V4 Ve
€9 €9 €10 €6 €14
U7 Krd V4 Us K0k
er er €8 €s
Ve Ve Krd V4
€12 €6 €6
V2 Vs Vs

Fig. 3. Path tree for the graph in Figure[T]

Note that in the path tree we could have multiple occurrences on an edge. For exam-
ple, in the tree shown in Figure 3 the edge e7 occurs twice, on the paths ese;eger and
€4€13€9€7.

Theorem 4. Let vy,,(e;) = {p € Py, | e; is the last edge in p}. That is, v,,(e;) is
the set of all paths which begin at vertex v; and end with edge e;. Then, for trajectories
beginning at v;, supp(e;) = Zpe%i(ej) supp(p)-

Note that when | 7., (e;) |= 1, then supp(e;) = supp(g) for p € 7., (e;). We can use
this fact to extrapolate supports for paths which end in unique edges without actually
calculating support for such a path.

The following algorithm decreases the number of computations requiring passes
through all trajectories, as is required during the computation of support. It does so
by using the case in the previous theorem when | ,, (e;) |= 1.

Note that using this method requires pre-computation of edge supports, which can
be done in one pass.
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Using the theorem requires the construction of a path tree rooted at some vertex
v;. However, the path tree can become intractably large. We can limit our attention to
the relevant parts of the path tree by halting tree growth before edges which are not
O-frequent are added.

The following algorithm computes the set of maximal paths M, .

Data: T', v, 0

Result: M,

initialize supports;

T =0

C = incidence_matrix;
foreach path p € T do

if (Ct), == —1 then
| T'"=T"U{p}:
end
end
s = ZteT’ t;

§={(ei,s:) | si € s}
supports.update(f);
M, = 0;
foreach edge e € out(v) do
if supp(e) > 6 then
| M, = M,Upath-traverse(supports,e,f);
end
end
return M, ;

Algorithm 3. The function max-path computes the set of all maximal #-frequent
paths M, that originate from vertex v

Data: supports, p, 0
Result: set of paths M
M =,
foreach edge e € out(target(lastedge(p)) do
if supports(e) > 0 and target(e) ¢ o then
| M = M Upath-traverse(supports, (p,e),0);
end
end
if M = () then
| return {p};
else
| return M;
end

Algorithm 4. The recursive function path-traverse traverses all f-frequent
paths starting with ¢, and returns a set of paths M which can not be extended with
f-frequent, non-repeated edges.
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For 10,000 trajectories and a minimal support of 0.1 the max-path function returns
the following table containing the maximal paths that start from v :

Maximal Path

(Ulv 02)’ (U2a 1)4), (1)47 U7)a (07’ UG)’ (UGa 1)5)
(0171)2)7 (UQ,Uﬁ), (U67'U5)

(v1,v3), (v3,v4), (va,v7), (v7,V6), (V6,V2)
(v1,v3), (v3,v4), (va,v7), (v7,06), (V6, V5)

The dependency of the average running time versus the size of the data set for a minimal
support level of 0.2 is shown in Table[3l

Table 3. Average running time of max-path vs. number of trajectories for minimum support
0.2

Size of 100 1,000 10,000 100,000( 1,000,000
data set
Time (ms)||0.173378{1.099992(9.958768|100.506067|996.609592

The dependency of the average running time and the number of maximal paths on
the size of the data set and the minimal support is presented in Table [

Table 4. Average running time (ms)/number of maximal paths of max-path vs. 0 for |T'| tra-
jectories

Data Minimal Support 6
size 0.01 0.05 0.1 0.2 0.4
1000 1.14/6 1.14/6 1.11/4.1 1.11/3 1.06/2

10000 10.10/6  10.03/6  10.03/4 10.25/3 10.57/2
100000 | 102.38/6 104.12/6 107.64/4 102.07/3 102.01/2
1000000{1002.63/6 1002.18/6 1002.06/4 1002.22/3 1002.33/2

6 Conclusion and Further Work

There are many issues left to investigate. Support may be defined for a variety of types
of sets of edges and connections between supports for various sets of edges out to be
analyzed and used to simplify algorithms for computing supports.

Association rule need to be explored in this context. Connections between the con-
fidence of rules of the form ¢ — e1,..., 0 — ep, Where e1,..., ey, are edges that
continue the path e can be used to simplify the computation of confidence of such
rules.

A measure of “attractiveness” can be introduced for path that join two vertices vy
and vy. The tradeoff between the length of the path and the support of the path (which
shows the number of drivers that take the path) can be used for defining such a measure.
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Abstract. In this paper, we explore a distributed cyber-physical solution using
connected vehicle technology (CVtech) to substantially mitigate transportation
systems' safety and efficiency problems. Future vehicles, by communicating with
other vehicles (V-V), roadside infrastructures (V-R), and personal communica-
tion devices (V-P), will adapt to the external regional environment and conse-
quently avoid collisions and congestion. We proposes to seamlessly integrate
networked and embedded sensing, computational intelligence, and real-time
communication (cyber) into transportation infrastructure including vehicles and
roadsides (physical) to facilitate self-organization and system coordination. Spe-
cifically, this research addresses two specific themes: Foundations by advancing
basic theories in component fields and abstracting the particular knowledge into
core principles that integrate cyber and physical processes; and Methods and
Tools by designing alternative architectures, modeling a unified online system of
cyber and physical elements. The integration of research and education will pre-
pare the future workforce to operate and advance CPS.

Keywords: Cyber-physical system, vehicle communications, data mining.

1 Introduction

On Tuesday, January 17, 2012 at about 4:00 PM, a 23-year-old man from Springfield,
MA was speeding in the breakdown lane on Interstate 91 southbound near Exit 17
when his car slammed into the rear of a disabled tractor trailer, according to state
police. The man was in a 1995 Nissan Altima with no passenger and he was pro-
nounced dead at the scene. As a result of the accident, the breakdown lane and the far
right lane were closed for cleaning up and accident investigation, which caused a
major traffic tie-up for about five hours. This tragedy was just one out of 6 million car
accidents reported annually in the United States [1], which adds to a total cost of $232
billion with accidents and congestion combined [2].

More than 57% of these car accidents can be directly or indirectly attributed to
drivers’ inattention, lack of cooperation, and poor decisions[3]. This is so because our

* This work is supported by UMass S&T 2010 grant.

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 88-D4] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. Traffic Data Mining and Predictions

current transportation systems rely almost exclusively on drivers to monitor their
surroundings, decide actions next, execute control maneuvers, and make route choice.
Many accidents are resulted from a momentary lapse of attention or a slight misjudg-
ment. To address these human limitations, connected vehicle technology [4] has been
proposed and its promising future has been demonstrated by proof-of-concept and
pilot studies[8]. However, we have yet to fully exploit its capability by integrating
cyber (sensing, computing, and communications) and physical (vehicles and roadside)
components. Without this, we cannot proactively warn drivers of an imminent colli-
sion and facilitate self-organization among drivers to avoid joining and worsening
congestion.

In this paper, we describe a coordinated and distributed transportation cyber-
physical system of tomorrow with transformed safety and efficiency. The overall
objective of this proposed research is to advance the Science of Cyber-Physical Sys-
tems (CPS), the first of NSF CPS Research Target Areas, by providing a unified pers-
pective to capture interacting dynamics of a connected vehicle paradigm, see Figure
1. Our proposed system will enable an ever-vigilant CPS Co-Driver which is able to
assist its human driver by proactive safety hazard warning and self-organization for
optimal routes. Compared with existing knowledge base, the work in the paper is
unique and transformative because we not only integrate knowledge of component
fields into each other to advance the state of the art of individual field but also merge
these fields into a Science of Cyber-Physical Systems in transportation.
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2 Enable Real-Time and Reliable Vehicle Communication

Highway safety applications impose strict requirements of timeliness and reliability
on vehicle communication. Although dedicated short-range communication (DSRC)
protocol has been developed in IEEE 802.11p, it does not consider the influence of
traffic dynamics on data rate and channel access. In addition, the protocol is designed
for one-hop applications, while a reliable multi-hop scheme is required to minimize
communication delay within traffic. The objective of this aim is two-fold: (a) to quan-
tify the optimal data rate and channel access probability by integrating traffic dynam-
ics into DSRC protocol, and (b) to determine the optimal selection of relay vehicles
for reliable multi-hop communications. At the end of this aim, we expect to have an
optimized DSRC scheme to ensure real-time and reliable vehicle communication. Our
approach (a) is to incorporate vehicle dynamic positions and status into VANET de-
sign. Consider a traffic stream in local equilibrium where all vehicles move with the
same speed v and inter-vehicle spacing x. Assume that a vehicle (with ID 0) sudden-
ly brakes with deceleration rate b at time t = 0. The driver of the following vehicle
(with ID 1) sees the braking light and applies brake after some perception-reaction
time of Tpr seconds. Without inter-vehicle communications, the collision between the
first two vehicles will inevitably cause a chain of collisions among subsequent ve-
hicles. However if vehicles are able to communicate, a trailing vehicle i,i > 1 is able
to start slowing down only after 7,, + 7.({) seconds after the braking of vehicle 0
where 7.(i) is the incurred delay of communications to inform vehicle i. Hence as it
can react well before observing the brake lights of its immediate leader, the probabili-
ty of a collision is reduced.

Further, system integration with traditional layered approaches often loses the tim-
ing efficiency provided by DSRC at lower layer. The team proposes a joint design of
MAC, mobility prediction, resource reservation, and congestion control protocols for
strict real-time applications. The real-time performance can be guaranteed if control
signaling messages are exchanged in a cross-layer manner. A real-time control engine
will be developed to achieve real-time communications with four components: mobil-
ity prediction, resource reservation, network traffic congestion control, and real-time
MAC protocol. The proposed MAC protocol is a time-bounded protocol. The prere-
quisite of V-V communication for traffic safety applications is timely medium-access.
We propose to design a time-bounded medium-access control protocol with traffic
control and resource reservation in a cross-layer manner as shown in Fig. 2. Mobility
predictions can be done based on the history of vehicle locations and vehicle speeds.
The limited bandwidth resources will be preserved through time slot assignments to
achieve guaranteed time-bounded message delivery among vehicles. The prerequisite
of DSRC for traffic safety applications is timely medium-access. An effective design
is time-bounded medium-access control protocol with traffic control and resource
reservation in a cross-layer manner. To do so, traffic dynamics is predicted using
historical vehicle positions and speeds; the limited bandwidth resources is pre-
reserved through time slot assignments to achieve guaranteed time-bounded message
delivery among vehicles; high-level congestion traffic control can be implemented
through traffic classification and priority-based delivery.
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3 Mine Traffic Data for Dynamic Vehicle Routing

Connected vehicles are able to generate detailed and very accurate traffic data in real
time. These data, if properly utilized, can greatly improve transportation efficiency.
Unfortunately, the efficiency impact of the connected vehicle technology hasn’t been
given the deserved attention. Existing travel time prediction and dynamic vehicle
routing models are not ready to fully embrace the opportunities made possible
through connected vehicles.

As shown in Figure 1, roadside equipment (RSE) units deployed at strategic loca-
tions exchange information with OBEs installed on passing by vehicles. Both RSEs
and neighboring OBEs are interconnected and share traffic information. Vehicles
outside the range of any RSE may still be connected to the rest of the vehicle and
infrastructure network via neighboring vehicles. This vehicle and infrastructure net-
work can generate very accurate traffic information (i.e., vehicle trajectories) in great
detail, based on which some fundamental traffic problems related to efficiency can be
well addressed from a brand new perspective, including: (a) How to accurately infer
current and predict future traffic conditions at locations with and without RSE cover-
age; and (b) How to best utilize the inferred and predicted traffic information for im-
proving traffic operations. Proposed solutions to these questions based on the CVTech
are detailed below. Traffic condition at a location can be represented as a variable
vector x = {xt, X;.;, X.2, -.., Xo,} Where time t represents now and t-1 a moment ago. In
addition x, itself is a vector, e.g. x,= {I, g, k, v,/ where 1, q, k, v denote traffic loca-
tion, flow, density, and speed, respectively. The objective here is to predict into the
future, e.g. finding x;,;, x;42, ... based on what is known.

Traffic data are collected across time and space. The data analysis must take account
of spatial and temporal autocorrelation, which are the characteristics at neighborhood
locations that are often positively or negatively correlated. Thus reliable traffic predic-
tion should depend on previous traffic information and vehicles in close vicinity. A
traditional model of traffic prediction only on temporal information could yield unstable
parameter estimates. Such a method is defined as a function f to calculate an estimate of
x at time t+1, using the (d-1)k time steps back from time t. Thus we have x,, ;=f{x, X,
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...Xx~(d-1)k) where d is the number of inputs and k is the time delay. In this paper, we
proposes a new method to use temporal, spatial, traffic flow, density, and speed infor-
mation simultaneously using tensor feature regression. Tensors of higher orders have
been proved to be effective data structures to model complex science and engineering
problem. We extract five-order (traffic location, flow, density, speed, time) tensor fea-
tures to represent traffic information. The five-order tensor is a multi-dimension matrix
to store traffic information uploaded from OBEs to RSEs. It includes time series data in
the same location as temporal information, and it includes the surrounding traffic infor-
mation at the same time as spatial information. In the new tensor regression approach,
the predicted traffic information at time t+1 is calculated as x,,.;=f(N(x,), N(X,x), ...,N(x,.
@-1x)) where N(x) is the surrounding vicinity locations of location x, and ¢ varies be-
tween d time-steps. A tensor regression method can then be built. In a matrix formula-
tion for such a regression model, we have Y=xW+e, where Y is the predicated traffic
data, W is the parameter vector to be estimated during the learning stage, e consists of
residuals. In the learning stage, all the historical data are available and can be built in d
time-steps back. W is estimated to fit the model by the Ordinary Least Squares method,
W=(x"x)"x"Y. A predicated value is given by ¥’=xW, and the residual is e=Y-Y". Every
time a vehicle with OBE passes by a RSE, it receives updated traffic information from
and sends its origin, destination, and vehicle trajectory data to the RSE. From the trajec-
tory data, a lot of useful information can be obtained, including speed, accelera-
tion/deceleration rate, and travel times of upstream segments in the past few minutes.
Such information can be correlated with the traffic data obtained from up-
stream/downstream RSEs and traditional loop detectors. A mathematical relationship
can then be established using the tensor regression method. The RSE mines the trajecto-
ry and loop detector data and continuously provides estimates and predictions of the
traffic states of areas not covered by RSEs.

Locations without Loop detector data N Cm‘rlelnt Prediction N Flltllll:e
RSE coverage condition | e mining condition
. B |
QOrigin, destination,
and trajectory data
Locations with L Current icii Futur
ocations wi Historical data + e Prediction (|  Future
RSE coverage condition [0 mining 7| condition
>
Fd
Past Now Future

Fig. 3. Traffic Estimation and Prediction for Areas not Covered by RSEs
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4 Coordination by Traffic Flow Optimization

Building on the above studies, scenario-based analysis can be conducted to search for
an optimized future state if drivers are willing to perform system-wide coordination.
More specifically, a few schemes can be identified to allocate traffic to less congested
routes and revoke the simulation to update system state. Once an optimal scheme is
found, re-routing information and associated benefits are disseminated to drivers for
them to make educated choice. Many congestion problems can be effectively ad-
dressed by allowing self-organizing and system-wide coordination. System-wide
coordination requires optimized traffic assignment among alternative routes and such
a problem can be formulated as follows. In order achieve personal goal (e.g., shortest
travel time), one needs to minimize objective function miny(x) = Y, fox "t, (q)dq,
where n denotes a specific route, g denotes flow, :(q) denotes travel time given » and
q, and x» assignment of flow on route #. Once optimized traffic assignment is found,
incoming drivers are prompted with recommended route choices and associated bene-
fits. To simplify the problem, the optimization is performed at RSEs and concerns
only their local networks.

5 Conclusions

In this paper, compared with existing knowledge base, the proposed research is
unique and transformative because we not only integrate knowledge of component
fields into each other to advance the state of the art of individual field but also merge
these fields into a Science of Cyber-Physical Systems in transportation. We studied
traffic-responsive real-time and reliable vehicle communication scheme, field theory
model built on connected vehicles, networked vehicle routing algorithms. The out-
comes of this research are to revolutionize vehicle automation and highway safety.
The proposed methods and tools for interdisciplinary problem solving are extensible
and transformative. Less highway accidents and reduced congestion resulted from this
research amount to billions of dollars savings, let alone improved quality of life and
boosted national economy.
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Abstract. Managing the growing population of deteriorated transporta-
tion infrastructure systems (i.e. highway bridges) and being able to ac-
curately inspect them in a timely and cost effective manner is a major
societal challenge within the United States today. A multi-modal remote
sensing system (MRSS) that will be used as the next generation of rapid,
distant, interrogation technology for bridge inspection is proposed. In the
proposed MRSS technology, advantages of nondestructive testing (local
inspection) and structural health monitoring (global, continuous monitor-
ing) are combined by using continuous wave imaging radar (CWIR), digi-
tal image correlation (DIC), and fiber optic sensors (FOS). MRSS
represents the next-generation of portable bridge inspection technology
for efficient inspection, evaluation and rating of bridges.

Keywords: multi-modal remote sensing, continuous wave imaging
radar, digital image correlation, fiber optic sensors.

1 Condition Assessment of Aging Civil Infrastructure

Our transportation infrastructure has long been the largest investment and the
backbone for supporting economic and technological developments in the Nation.
After experiencing the most intensive construction activities in the past fifty
years, many of our critical transportation infrastructure systems, such as highway
bridges, have been deteriorated with their remaining capacity at a dangerous and
uncertain level. Today, managing the growing population of deteriorated highway
bridges and being able to inspect them in a timely fashion is a major societal
challenge, especially in a financially difficult time. Traditional nondestructive
testing /inspection/evaluation (NDT/I/E) methods for important structures like
highway bridges cannot provide timely evaluation to prevent deteriorated bridges
from sudden collapse. Automated, low-cost, efficient bridge inspection techniques
for interrogating critical bridge components are needed.
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Critical transportation infrastructures like highway bridges can fail not only
due to superstructure (girder, pier) failures, but also due to substructure (foun-
dation) failures. Failures of highway bridges can be attributed to various causes
including natural hazards (e.g., earthquake, storm, hurricane, flooding), service
loads (e.g., dead load, traffic, snow, wind), man-made accidents (e.g., fire), and
terrorism (e.g., explosion), in conjunction with material deterioration such as
concrete cracking and spalling and steel corrosion. It is realized that bridges can
be damaged or fail due to various causes, and each cause can affect more than
one bridge element to different extents. Resea