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Preface

The last few years have witnessed great advances in applied artificial intelligence
to solve real-life problems. To achieve this accomplishment, researchers have
devoted significant efforts in various fields, from theoretical analysis to industrial
practice.

The International Conference on Industrial, Engineering and Other Applica-
tions of Applied Intelligent Systems (IEA/AIE), sponsored by the International
Society of Applied Intelligence (ISAI), concentrates on artificial intelligence, as
well as its applications to complex problem solving. The conference is held an-
nually, and has become an important international event in the field of applied
intelligence, where researchers and industrial communities communicate with
each other and promote the development of advanced research in artificial intel-
ligence. The 25th IEA/AIE conference was held in Dalian, China, in June 2012.
Following the conference tradition, IEA/AIE-2012 provided an international sci-
entific forum for researchers in various fields of applied intelligence.

We received 198 papers from all over the world and selected 82 papers for
publication in this volume of LNCS proceedings. Each paper was reviewed by at
least two anonymous referees to assure quality. We would like to take this oppor-
tunity to thank the Program Committee members as well as all the reviewers for
their efforts, which guarantee the high quality of the papers in the proceedings.
The selected papers cover theoretical approaches and applications of intelligent
systems from various fields of artificial intelligence.

The papers were presented at the IEA/AIE-2012 conference in several reg-
ular as well as 11 special sessions. The topics of the papers in the proceedings
include data mining, combinatorial optimization and evolutionary algorithms,
AI methods and applications, machine learning, agent-based systems, pattern
recognition, cognitive computing, decision-making techniques, mission-critical
applications, intelligent systems in healthcare, sentiment analysis for Asian lan-
guages, social network and its applications, aspects on cognitive computing and
intelligent interaction, knowledge-based systems, data mining and computational
intelligence for digital forensics and information assurance, mission-critical ap-
plications and case studies of intelligent systems, natural language processing
and its applications, spatio-temporal data mining, structured learning and their
applications, modeling and support of cognitive and affective human processes,
and cyber-physical systems for intelligent transportation applications.

The papers in these proceedings highlight the advanced research of applied
artificial intelligence and show the potential directions of novel applications. We
hope that you will find the papers interesting and obtain inspiration for your
research.

The conference also invited three outstanding scholars to give plenary keynote
speeches. They were Fei-Yue Wang, from the Chinese Academy of Sciences,
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China, Jong Kim, from Pohang University of Science and Technology, South
Korea, and Atul Prakash, from the University of Michigan, USA.

In addition to the ISAI and School of Software, Dalian University of Tech-
nology, the main sponsors of the conference, our special thanks are due to the
Association for the Advancement of Artificial Intelligence (AAAI), Association
for Computing Machinery (ACM/SIGART, SIGKDD), Austrian Association for
Artificial Intelligence (OeGAI), Catalan Association for Artificial Intelligence
(ACIA), Chinese Association of Artificial Intelligence (CAAI), Dalian Univer-
sity of Technology (DUT), European Neural Network Society (ENNS), Interna-
tional Neural Network Society (INNS), Italian Artificial Intelligence Association
(AI*IA), Japanese Society for Artificial Intelligence (JSAI), Lithuanian Com-
puter Society–Artificial Intelligence Section (LIKS-AIS), Slovenian Artificial In-
telligence Society (SLAIS), Spanish Society for Artificial Intelligence (AEPIA),
Taiwanese Association for Artificial Intelligence (TAAI), Taiwanese Association
for Consumer Electronics (TACE), and Texas State University-San Marcos.

We wish to thank the members of the Program and Organizing Committees
for their hard work, especially those who played essential roles: Mingchu Li
(Organizing Chair), Wei Ding (Special Session Chair) and the organizers of the
special sessions: Amitava Das, Catholijn M. Jonker, Chengcui Zhang, Chi-Yo
Huang, Dan Simovici, Hamido Fujita, Hisham Al-Mubaid, Hong Liu, Honggang
Wang, Hyuk Cho, Jan Treur, Jie Liu, Lei Chen, Liangliang Cao, Ling Feng, Mark
Hoogendoorn, Mingjian Tang, Ping Chen, Qingzhong Liu, Tomasz F. Stepinski,
Wayne Murray, Wei Ding, Yuanchang Xie, and Zhenggang Wang. We would
like to thank the keynote speakers for their inspiring and informative talks.
We gratefully thank the authors for their valuable contributions and the other
participants of the conference. The conference would not have been possible
without their support.

April 2012 He Jiang
Wei Ding

Moonis Ali
Xindong Wu
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Broderick Crawford, and Eric Monfroy

A Pragmatic Approach to Grounding Data Computation for Modal
Statements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407

Wojciech Lorkiewicz, Grzegorz Skorupa, and Radoslaw Katarzyniak



Table of Contents XV

G-SteX: Greedy Stem Extension for Free-Length Constrained Motif
Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417

Yasser Mohammad, Yoshimasa Ohmoto, and Toyoaki Nishida

Section 11: Sentiment Analysis for Asian Languages

Event-Level Textual Emotion Sensing Based on Common Action
Distributions between Event Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . 427

Cheng-Yu Lu, William W.Y. Hsu, and Jan-Ming Ho

Towards a Chinese Common and Common Sense Knowledge Base for
Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 437

Erik Cambria, Amir Hussain, Tariq Durrani, and Jiajun Zhang

Emotion Tracking on Blogs - A Case Study for Bengali . . . . . . . . . . . . . . . 447
Dipankar Das, Sagnik Roy, and Sivaji Bandyopadhyay

Section 12: Aspects on Cognitive Computing and
Intelligent Interaction

Pseudo-code Programming of Designer Activities in Development of
Software Intensive Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457

Petr Sosnin

Intelligent Aspects of AIDA Programming . . . . . . . . . . . . . . . . . . . . . . . . . . 467
Yutaka Watanobe, Lin Gu, and Nikolay Mirenkov

Improving Healthcare Using Cognitive Computing Based Software: An
Application in Emergency Situation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 477

Roberto Revetria, Alessandro Catania, Lucia Cassettari,
Guido Guizzi, Elpidio Romano, Teresa Murino,
Giovanni Improta, and Hamido Fujita

Detecting Changing Emotions in Natural Speech . . . . . . . . . . . . . . . . . . . . . 491
Wojtek Kowalczyk and C. Natalie van der Wal

An Ambient Agent Model for Support of Informal Caregivers during
Stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501

Azizi Ab Aziz, Jan Treur, and C. Natalie van der Wal

Interruption Theory for Improving Work Efficiency by Reasoning
Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 514

Kohei Sugawara and Hamido Fujita

Action Selection Using Theory of Mind: A Case Study in the Domain
of Fighter Pilot Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 521

Mark Hoogendoorn and Robbert-Jan Merk



XVI Table of Contents

Intelligent Decision-Making Approach Based on Fuzzy-Causal
Knowledge and Reasoning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 534

Alejandro Peña-Ayala and Riichiro Mizoguchi

Section 13: Spatio-temporal Data Mining, Structured
Learning and Their Applications

Camera Motion Estimation and Moving Object Detection Based on
Local Feature Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 544

Andrey Vavilin, Le-My Ha, and Kang-Hyun Jo

Optimization of Criminal HotSpots Based on Underlying Crime
Controlling Factors Using Geospatial Discriminative Pattern . . . . . . . . . . 553

Dawei Wang, Wei Ding, Tomasz Stepinski, Josue Salazar,
Henry Lo, and Melissa Morabito

Spatio-temporal Reasoning with Qualitative and Quantitative
Information about Constraints and Approximations . . . . . . . . . . . . . . . . . . 563

Anthony Y. Chang

Section 14: Decision Making and Knowledge Based
Systems

A Human-Like Agent Model for Attribution of Actions Using
Ownership States and Inverse Mirroring . . . . . . . . . . . . . . . . . . . . . . . . . . . . 574

Jan Treur and Muhammad Umair

Fault Resolution Support Based on Activated Knowledge and
Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 586

Kazuto Sasai, Gen Kitagata, and Tetsuo Kinoshita

Creating User’s Knowledge Space from Various Information Usages to
Support Human Recollection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 596

Harumi Murakami, Kenta Mitsuhashi, and Keita Senba

Section 15: Pattern Recognition

A Robust Approach to Digit Recognition in Noisy Environments . . . . . . . 606
O. Matei, P.C. Pop, and H. Vălean
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Abstract. We propose a complete framework for automatic detailed facial 
feature localization. Feature points and contours of the eyes, the nose, the 
mouth and the chin are of interest. Face detection is performed followed by the 
region detection that locates a rough bounding box of each facial component, 
and detailed features are then extracted within each bounding box. Since the 
feature points lie on the shape contours, we start from shape contour extraction, 
and then detect the feature points from the extracted contours. Experimental 
results show the robustness and accuracy of our methods. The main application 
of our work is automatic diagnosis based on facial features. 

Keywords: facial feature localization, eyelid, nose boundary, lip contour, 
generalized Hough transform. 

1 Introduction 

Automatic localization of facial features is important technique in many applications. 
Particularly, computer aided diagnosis is becoming an attracting application in recent 
years. Dalal et al. [1], Loos et al. [2], and Boehringer et al. [3] performed syndrome 
classification based on the feature points extracted from facial images, but the feature 
points were manually identified in their works. We aim at developing an automatic 
method to locate facial features for the purpose of computer based diagnosis, but the 
approach is applicable to other fields with similar requirement. 

Various methods for facial feature detection/localization have been proposed in 
literatures. Some only focus on feature points localization [4-8]. However, more 
details of facial features lie in their shape information. While it may not be too tedious 
to label a few feature points manually, it is almost impractical to delineate shapes of 
facial features by hand. Therefore, an automatic procedure for facial feature contour 
extraction is in demand.  

Lip contour extraction has been a branch with extensive studies in the past decade. 
Since lip is rich in color, most previous works utilized the color information to 
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separate the lip from the background. Wang et al. [9] used three quadratic curves to 
characterize the lip contour. The lip region was first separated from the background in 
[10]. Eveno et al. [11] used several cubic curves to model the lip contour. Yokogawa 
et al. [12] matched a template of four quadratic curves to the lip contour, and the lip 
was first separated from the background by thresholding the hue component.    

Fewer studies exist for the shape extraction of other facial components. Vezhnevets 
et al. [13] proposed an eye contour extraction method. The points on the upper eyelid 
were detected by Hough transform. A cubic curve was used to fit the upper eyelid points 
and a quadratic curve was used to fit the lower eyelid. Zheng et al. [14] used Gabor 
filter to detect the eye corners and the top and bottom points of the iris, which were then 
used as control points for a spline curve to fit each eyelid. Previous work on chin 
contour localization can be grouped into parametric model based methods [15-18] and 
active contour based methods [19-21]. Ding et al. [15] performed detailed facial feature 
localization. This is the most complete framework in that it locates the shape of the 
eyes, nose, mouth, eyebrows and the lower chin. However, the main contribution of [15] 
is the facial component detection, thus the boundary localization of each facial 
component is not the focus of their work. Most of their localization methods are 
oversimplified and are not robust enough for varying subjects and image conditions.   

We propose a complete framework for automatic detailed facial feature 
localization. Features of the eyes, the nose, the mouth, and the chin are of interest. 
Both feature contours and feature points are located. Feature contours are located 
first, and most feature points can be found as distinct points on the contours. We 
believe that locating a feature point in an image is a harder task than locating a set of 
points on a feature contour, because a group of points on a contour contain much 
richer information than a single point to distinguish themselves from the rest of the 
image. That is why feature point detection often involves extensive training on a large 
sample. Our methods do not require any training, and the feature point localization is 
reduced to finding extreme-value points on a contour.  

The primary application of our work is computer based diagnosis, so we assume 
the input is a frontal color face image with neutral expression, no occlusion or 
rotation. Usually these assumptions are easy to satisfy in clinical applications.  

This paper is organized as follows; section 2 describes face detection and region 
detection. Section 3 explains eye feature extraction in detail. Lip contour extraction is 
elaborated in section 4. Section 5 detects nose and chin boundary. Section 6 shows 
our experimental results. And the whole paper is concluded in section 7. 

2 Face Detection and Region Detection 

The details of face detection algorithms are beyond the scope of this research. Here 
we apply the widely used Viola-Jones face detector [22]. The face image is rescaled 
to a standard size, e.g., the size of the template face image. The purpose of region 
detection is to locate a properly sized bounding box of each facial component. The 
parametric template method proposed by Tanaka et al. [22] is applied here. The 
detected face and regions are shown in Fig. 1 (b). Note that the chin bounding box is 
not detected in this step. It will be determined based on the mouth bounding box.   
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(a)                    (b) 

Fig. 1. (a) the input color image; (b) detected face and facial components 

3 Eye Feature Extraction 

The eye image is first smoothed by a Gaussian filter and normalized in intensity. The 
reflection in iris is then removed using the method in [7]. Template matching method 
is then used to locate the iris in the binary image. The top and bottom boundaries are 
extracted from the detected iris binary image. The top boundary will serve as part of 
the upper eyelid contour. The entire procedure is shown in Fig. 2.  

 

  
                         (a)            (b)            (c)            (d) 

Fig. 2. (a) the original eye image; (b) the binary image; (c) the binary image after hole filling; 
(d) boundaries and key points extracted from the iris region, shown on the normalized eye 
image after reflection removal 

        

                           (a)            (b)             (c)            (d) 

Fig. 3. (a) local minimum points overlaid on the eye image; (b) search range of the upper eyelid 
points (the lower left and lower right rectangle regions); (c) detected upper eyelid points by 
Hough transform; (d) the entire set of upper eyelid points after eye corner detection 

As stated in [13], edge map does not give a robust estimation of the eyelids, and 
luminance valley points along the horizontal lines were detected as the candidate 
upper eyelid points. Our method is mostly inspired by [13]. To detect the upper 
eyelid, a local minimum map is constructed where each local minimum point is the 
luminance valley point in either horizontal or vertical direction (Fig. 3 (a)). Since the 
middle part of the eyelid contour is already detected, we only look for the upper 
eyelid points to the two sides of the iris. We apply Hough transform [24] to detect the 
two straight lines from the local minimum map. The search space can be restricted to 
the two sides of the iris (Fig. 3 (b)). The points on the detected lines are the candidate 
eyelid points (Fig. 3 (c)).  

Some false positive points that exceed the bound of the eye may be included in the 
detected lines. Template matching is applied to locate the eye corners from the 
candidate eyelid points. Only the eyelid points that are in between the two eye corners 
are retained. The retained points on the two sides of the upper eyelid together with the 
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points on the middle eyelid curve constitute the upper eyelid points (Fig. 3 (d)). A 
Bezier curve is fitted to all these points to obtain the upper eyelid contour (Fig. 3 (d)).  

The local minimum map does not capture the lower eyelid very well (Fig. 3 (a)). 
We approximate the lower eyelid by a piecewise linear curve which consists of four 
line segments divided by the following five points: two eye corners (A, E), lower left 
bound of the iris (B), lower right bound of the iris (D), the lowest point in the middle 
of the iris (C) (Fig. 4 (a)). We start from the line segment AB. By moving B along the 
vertical direction within a small range we can form several candidate lines. On each 
line the average gradient magnitude is calculated and the line with the maximum 
gradient magnitude is selected. The same method is used for the other line segments 
(Fig. 4 (b)).  

A Bezier curve is fitted to all the points on the above line segments to obtain the 
lower eyelid contour (Fig. 4 (c)). Fig. 4 (d) shows the complete eyelid contour, eye 
corners and the highest/lowest points on the eyelids.  

 

    

                        (a)            (b)            (c)             (d) 

Fig. 4. (a) piecewise linear curve of the lower eyelid; (b) detected lower eyelid points; (c) final 
lower eyelid contour; (d) the entire eyelid boundary and the feature points 

4 Lip Contour Extraction 

Various color spaces (HSV, Lab, Luv, RGB) have been explored like in [9,11,12]. By 
examining many color based methods for mouth segmentation, we find that the color 
transform proposed by [25] is most robust to low mouth/ skin contrast. It transforms 
an RGB color image (Fig. 5 (a)) to a contrast enhanced grayscale image (Fig. 5 (b)). 
A binary image can then be easily generated using Otsu’s histogram (Fig. 5 (c)). 
Connected components algorithm is performed to remove small background noise and 
holes in the mouth region. Then the boundary of the mouth is extracted to get an 
initial contour (Fig. 5 (d)).  

 

 (a)      (b)      (c) 

 (d)   (e)     (f) 

Fig. 5. (a) the original mouth image; (b) contrast enhanced grayscale image; (c) the binary 
image; (d) the mouth contour extracted from; (e) pl, pr: mouth corner points; p1~p4: four points 
used to determine the parameters of the parabolas; y*: parabolas for different segments of the 
lip; (f) the final mouth contour and the feature points 
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Four parabolic curves (yl, ylr, yrl, yr) are used to approximate the upper lip and one 
(yb) to approximate the lower lip (Fig. 5 (e)). Moreover, bending and expansion are 
applied to the point ),( yx on the CURVE as follows. 

)),,((' yyxBTx =  

δ2),( yxyxB −=  (1)

00 )exp(/)(),( xsyxxyxT +⋅−=  

where 'x is the new x coordinate of point ),( yx . ),( yxB is the bending function 

proposed in [26] and ),( yxT  is the expansion function, 0x  is the x coordinate of the 

zero-derivative point of the parabola and s,δ are coefficients.  

The parameters to be optimized are the coordinates of these six control points and the 
coefficients for expansion and bending of each curve. The optimization is performed by 
maximizing an energy function which combines region and gradient information. 
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is the normalized gradient magnitude at point p


, h(k,I) is the kth 

histogram bin value of image I, 
ipΩ and 

opΩ are the regions inside and outside the 

mouth in a small neighborhood of point p


, and C includes the entire lip contour. 

α is the coefficient to balance the two terms.  
The rough positions of the control points can be estimated from the initial mouth 

contour. The leftmost and rightmost points are identified as mouth corners. The 
coordinates of 1p


~ 4p


 can be found according to the extrema of y coordinate (Fig. 5 

(d)). The optimized parameters of the parabola curves give the coordinates of the 
feature points as well (Fig. 5 (f)).  

5 Nose and Chin Boundary  

This section studies nose and chin boundary detection respectively.  
 

(a)              (b) 

Fig. 6. (a) illustration of the nostril detection; (b) detected nostrils and the search range of the 
nose boundaries (rectangle regions on the left and right sides) 
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5.1 Nose Boundary Detection 

We first locate the rough positions of the nostrils. The average intensities of the rows 
and the columns of the image are calculated, generating a horizontal profile and a 
vertical profile of the intensity (Fig. 6 (a)). The x coordinates of the nostrils can be 
found at the local minima on the horizontal profile, and the y coordinate can be found 
at the local minimum on the vertical profile. 

 

 (a)     (b)     (c) 

 (d)      (e)        (f) 

Fig. 7. (a) nose image after histogram equalization; (b) edge map of (a); (c) local minimum map 
of (a); (d) combined map after small components removal; (e) template nose boundaries and the 
reference points; (f) detected nose boundaries and feature points shown on the original nose 
image 

Since the nose boundary is usually weak, histogram equalization is first applied on 
the grayscale nose image to enhance the contrast (Fig. 7 (a)). An edge map of this 
enhanced nose image can usually capture most of the nose boundaries. However, it is 
not always possible to get perfect edges around the nose boundaries (Fig. 7 (b)). 
Alternatively, local minimum map (Fig. 7 (c)) can be applied here as well which is 
very close to the edge map around the boundary points, but similar problems may 
occur as with the edge map. Therefore, we fuse the edge map and local minimum map 
into a combined map (Fig. 7 (d)).  

Generalized Hough transform for arbitrary shapes is then used to detect the 
boundary contours from the combined map. In our implementation, the template for 
each nose boundary is a generic shape of the nose boundary, and the reference point is 
chosen as the leftmost (rightmost) point for the left (right) boundary (Fig. 7 (e)). With 
the results of the nostril locations, the range of the parameters is restricted to the part 
of the image shown in Fig. 6 (b). Rotation and scaling parameters can also be 
included, but the computational cost will be significantly increased. We find that a 
fixed template shape can serve our purpose well. A Bezier curve is then used to fit the 
detected local minimum points on each boundary, and the two feature points can then 
be found on the boundaries (Fig. 7 (f)).  

5.2 Chin Boundary Detection 

A bounding box immediately below the mouth bounding box is located like in [15].  
A combined map is calculated within this bounding box which is the OR of the  
local minimum map and the local maximum map (Fig. 8 (a)). The reason to use both 
local minimum and local maximum maps is that the chin points can be intensity 
valley points or peak points. Small noise regions are removed from the combined map 
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(Fig. 8 (b)), but there are still some discontinued short line segments in the combined 
map which are part of the chin (Fig. 8 (b)). Thus, a tensor voting [27] step is added 
which is a powerful method to identify salient structures in a noisy dataset. The result 
of tensor voting is shown in Fig. 8 (c), where salient curves are enhanced and the 
noise is greatly reduced. The chin curve is then detected using generalized Hough 
transform as described in subsection 5.1.  

 

   

                    (a)               (b)               (c)              (d) 

Fig. 8. (a) combined local minimum map and local maximum map; (b) combined map after 
small noise removal; (c) enhanced binary image after tensor voting with the detected chin 
points overlaid; (d) final chin curve overlaid on the original chin image 

The chin curve can be extended to cover a larger portion of the face, and we set the 
top of the mouth as the upper bound of the chin curve. A larger bounding box 
containing the face image from the top of the mouth and below is constructed, and 
generalized Hough transform is performed in a similar way to detect the points on the 
extended chin. The results are shown in Fig. 9.  

 

     

 

Fig. 9. Results on FERET (top) and BioID (bottom) 

6 Results and Validation 

The proposed framework is tested on FERET database [28,29] and BioID database 
[30]. From each database, the images that obviously violate our assumptions are 
removed. Then 200 images are randomly selected from FERET database and 100 
images from BioID database. Mouth features are not applicable to BioID database 
since our mouth feature localization technique requires color images. 

Fig. 9 shows several results on the detected face images, from which we can see 
the extracted feature points and boundary contours are faithful to the image data. In 
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order to quantitatively evaluate the performance of our method, the feature points are 
manually labeled on each image by three different operators. The ground truth 
position is taken as the average of the manually labeled positions from the three 
operators. For each feature point, the accuracy of our detection result is calculated as  

wtg dppa /||||1
 −−=

 (3)

where 
gp
 is the ground truth position of this feature point, 

tp


is the position obtained 

by our method, ||⋅|| is the Euclidean distance, and wd is the width of the corresponding 

facial component. The value of a is truncated to [0,1]. The average accuracy of all 
feature points is 0.942 for FERET database, and 0.931 for BioID database.   

7 Conclusion  

This paper proposes a framework for automatic facial feature localization. Feature 
points and contours of the eyes, the nose, the mouth and the chin are accurately 
located. The primary application of this work is the computer aided diagnosis, so only 
frontal images are considered with some other assumptions. Visual inspection and the 
quantitative validation of the experimental results demonstrate the accuracy of the 
feature point localization.   
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Abstract. With vertical search engines, it is possible to search the web pages on 
a specific domain such as products, restaurants or academic papers and present 
the users only the interested information. Gathering and integrating such objects 
from multiple web pages into a single system provides a useful facility for 
users. Placing the extracted objects from multiple data sources into a single 
hierarchical structure is a challenging classification problem, especially if there 
are limited object attributes. In this work, we propose a confidence-based 
incremental Naïve Bayesian approach for categorization, focusing on the 
product domain. Incremental approach is based on extending the training set 
and retraining the classifier as new objects are assigned to a category with high 
confidence. The ordering of product data is taken into account as well. The 
proposed approach is applied on a vertical search engine that collects product 
data from several online stores. 

Keywords: Product Categorization, Information Integration, Vertical Search, 
Web Crawling, Naïve Bayes Classification. 

1 Introduction 

Vertical search engines are web search engines that gather information on a specific 
domain of interest from several web pages. With such a focused search on a specific 
domain, it is possible to tune the processes of crawling, indexing and searching in 
order to collect more structured information. Extraction of structured data using 
vertical search engines is also called object-level vertical search [1][2]. Products from 
online stores, restaurants from yellow pages, or publications with their title and 
authors are well-known examples for such objects.  

Such a searching facility helps users to find what they are looking for without 
browsing several web sites. However, while providing this utility to the users, 
classification of objects into a single hierarchical structure becomes a major problem. 
Keeping the objects in a hierarchy is necessary for organization and maintenance 
purposes. Conforming to a category structure facilitates the search and insertion 
operations. Moreover, people usually expect a tree-like categorization while looking for 
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a product in an online store or while looking for a restaurant in yellow pages. For the 
sake of usability and user satisfaction, the results of the search engine should similarly 
be presented in a hierarchy. The classification problem becomes more challenging when 
the object data extracted from web pages are very limited. Most importantly, it is not 
always possible to have the category information from all sites [3].  

In this paper we present an approach where product data collected by a vertical 
search engine from multiple online stores are categorized into a single product 
catalog. For this problem, we developed three methods based on Naïve Bayes 
classifiers and compared the results on a large dataset. We tested these methods on a 
vertical search engine named Karniyarik1 where more than 380 online stores are used 
for data extraction, and around 3 million products are acquired of more than 7500 
brands. 

We aimed to implement a classifier that does not require any human intervention. 
In our approach, the category structure of a comprehensive online store, called master 
store, is used as the target product catalog. Products from other stores, called source 
stores, are aimed to be categorized with respect to this catalog. The first method that 
we developed is a simple Naïve Bayes classifier that uses the product name and price 
as classification features. The second method is an improvement over the first one by 
incrementally expanding the training set using the classified products with high 
confidence. In this method, we use “confidence” as a measure of the reliability of the 
category selected by the Naïve Bayes. The third method aims to exploit the product 
ordering. Considering that the products to be categorized are given in a list, it is more 
likely to observe the same category for the consecutive products in the list. This 
neighborhood concept is explained later in detail. Our contribution is mainly in the 
second and third methods, where Naïve Bayes is applied in multiple passes on the 
product data to be classified. 

We would like to note that if the categories of objects were always available, the 
problem could be considered as a schema/ontology integration problem with different 
approaches for solution [4][5]. However, being limited to only the product name and 
price, we implemented a classifier to determine the categories of products based on 
these attributes. 

The rest of the paper is organized as follows: We first present the related work in 
Section 2. In Sections 3 and 4, we present the crawling technique and proposed 
classification algorithms respectively. Section 5 gives the results of our experiments. 
Finally the concluding remarks and future work are presented in Section 6. 

2 Related Work 

A similar work for crawling and extracting product data from online stores is 
presented in [1]. Although the classification is considered at the page level, i.e. 
classifying a page as product or not-product, the idea of aggregating product data into  
 

                                                           
1  http://www.karniyarik.com (last accessed, 17/08/2011). 
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a single system is similar. A vertical search engine developed for searching online 
course materials is introduced in [6]. In this work, homepages of universities are 
crawled using focused crawlers. Focused crawlers discover the interested pages and 
filter out the irrelevant ones.  

The concept of Named Object (NO) is introduced in [7] as part of a web page that 
can be named in a user-understandable way. Product data with a name, price and 
image is given as an example domain dependent NO. The paper discusses the 
difficulties of NO extraction and proposes a method based on HTML processing (e.g. 
table, div, etc.) and using web design patterns. 

Naïve Bayes is a widely used classification method for text categorization based on 
word occurrences in documents [8][9]. In this method, Bayes’ rule is used for 
estimating the probability of a document d to be classified in category c, where d is 
composed of k words, w1, w2, …wk. The probability values are calculated for all 
categories and the one with the highest probability is assigned as the category of the 
document. There are several attempts to improve the accuracy of the Bayesian 
Classifiers. The work in [10] is based on normalizing the document length and giving 
weights to the terms in the documents. The confidence issue of the Naïve Bayes 
classifier is addressed in [11]. In order to increase the confidence, an iterative Naïve 
Bayes is applied, which updates the contingency tables by iteratively cycling through 
all the training examples. 

The idea of combining classified and unclassified documents has been studied in 
[12]. The method is based on a co-training algorithm, where the documents are 
partitioned in two views (based on different features) and separate classifiers are 
trained for these views. A subset of unlabeled documents is classified iteratively using 
these classifiers, and resulting self-labeled examples are added to training set for the 
next iterations. 

[13] and [14] apply incremental learning for the scenarios that include introduction 
of new training data, for example coming from a data stream. The main focus is on, 
how these newly observed data instances are integrated with the old learned Bayesian 
network and how the network structure can be changed. 

Another improvement choice is to include human supervision during the training 
of the classifiers. In the initial phases of the classification, the results can be presented 
to the user to be able to make corrections, thus correcting the model and improving 
the results [15]. 

The specific case of classifying products to a product catalog has been studied in 
[16]. An improvement on Naïve Bayes for integrating documents from a source 
catalog to a master catalog is discussed. The idea is that, if two documents belong to 
the same category in the source then, because they must be similar, they may belong 
to the same category in the master catalog with a higher probability. The authors 
design a method to tune a coefficient value that represents the weight of this 
parameter in the classification calculations. Some assumptions in this approach are 
the availability of catalog information for all documents, homogeneity and a 
significant overlap between the source and master catalogs. 
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3 Crawling the Products 

There are several algorithms for crawling, which differ mostly in the visiting strategy 
of new web pages.  Focused crawlers are written for a specific purpose on a specific 
domain, therefore prioritizing the content to be extracted. In [17], further 
improvements on how to improve their performance and quality are discussed. In this 
work, we implemented a simpler and well-known algorithm for crawling, namely the 
Breadth-First (BF) algorithm [3]. Given the homepage of an online store, links are 
visited recursively in a breadth-first manner. The product information in a crawled 
page is identified by running XML queries written in XQuery2 language on the 
HTML content. These queries are written specific to each store in a template-
dependent manner, which tries to match product descriptions in HTML. 

In addition to its simplicity, the BF approach is especially advantageous in our 
proposed solution. The reason is that we aim to feature the crawling order while 
making the classification. It is a common pattern for online stores that products of the 
same type are presented together. Therefore, with BF crawling, it is expected to 
retrieve objects in the same category in chunks. How this valuable intuition is used is 
explained in the following section. 

4 Product Classification 

In this work, there are two key features used for classification, namely product names 
and their prices. A product name can be considered as a bag (or possibly a set) of 
terms [8]. Before the classification process, preprocessing is applied on these names: 
terms in the product names are extracted; word stemming is applied; stop words and 
punctuations are removed. Therefore, every product is represented with a list of terms 
extracted from their names. As mentioned earlier, product data of the master store is 
used as the training set. Thus the categories are populated with the terms and prices of 
the products in the master store.  As a result of this process, each category “c” 
includes a price list of the products belonging to that category, and a list of term-
frequency pairs “<t, f>” for all distinct terms extracted from the product names in 
category c. In this mapping, f represents the number of products in c that contain the 
term t in their names. The mean and standard deviation of the prices are found prior to 
the classification process. These statistics about the terms and prices are used in order 
to calculate the probability of an unclassified product to belong to a category. 

4.1 Method I: Classification with Naïve Bayes 

The first method uses the price “pi” and terms “termsi” extracted from the name of the 
product “di” as features in the Naïve Bayes classification. Therefore, the category of 
the product di will be the category c with highest posterior probability, which is 
calculated with the well-known formula given in equation (1). 

                                                           
2  http://www.w3.org/xml/query 
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arg max ( ) ( | ) ( | )c C i ic P c P p c P terms c∈= ⋅ ⋅  (1)

The prior probability of a product to be in category c, represented as P(c), is the ratio 
of the number of preclassified products in c to the total number of preclassified 
products in the training set. This means, the most crowded category has the highest 
chance, independent of the product price or name. Price is handled as a continuous 
feature with normal distribution. While finding the probability of product di being in 
category c, its price pi is given to a Gaussian equation [18]. While finding the 
probability using product name feature, each term t in the product name is searched in 
the term-frequency mappings of c, and corresponding f values are used for calculating 
the probability P(termsi|c), as given in equation (2).  

1 2
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( | ) ( , ,... | )
k
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i k

j d
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= =
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where (nd ∈ c) represents the number of products in category c. In order to avoid the 
zero-count problem in the formula, a variation of the no-match approach is used [9].  

After normalization, these probability values are finally used to calculate the 
posterior probabilities of all categories for a product. The category with the highest 
probability is assigned to that product. 

4.2 Method II: Incremental Extension of Training Set 

In this method, the probability calculations used in Method I are used again, but this 
time with the additional criteria for confidence. Traditionally, Naïve Bayes assigns the 
category with the highest posterior probability to the products in one pass. However 
the confidence of this decision depends on the posterior probabilities of other 
categories. For example, if the posterior probability value found by Bayes for the best 
category c1 is 51% and the probability for the second category c2 is 49%, it would be 
questionable to assign the product to the first category. It would be more confident if 

1 2( | ) ( | )P c d P c d  rather than just 1 2( | ) ( | )P c d P c d> . Confidence values are 

found by taking the ratio of the best category probability to the second best category 
probability, i.e. 1 2( | ) / ( | )P c d P c d . The intuition behind Method II is to proceed 

incrementally and accept only a group of most confident classifications at each step. 
These classifications may provide useful information for the following iterations. 
Therefore, the products classified at each step are added to the training set. At the end 
of each step, term frequencies and price statistics are updated for all categories. As a 
result, unclassified product data from an unknown store is integrated into the training 
set, gaining more information about new prices and partially learning the vocabulary 
of the source store. In our experiments, 20% of the most confident categorizations are 
taken at each step and added into the training set. 
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4.3 Method III: Including Product Ordering 

Method III adds onto the Method II by taking the neighborhood information, i.e. the 
product order, into account. As a result of the crawling technique we used, similar 
type of products in a source store are extracted in groups as explained before. 

We say “product d1 is in the n-neighborhood of product d2” if the number of 
products between d1 and d2 is less than n in the ordered list. While deciding the right 
category for a product, categories of other products in the neighborhood can be 
utilized in our incremental approach. Table 1 is an example scenario for using the 
classifications in the neighborhood. In this scenario, assume that we are looking for 
the category of di and assume some of the products in its 3-neighborhood are assigned 
to a category in the previous iterations. By looking at this table, one can expect di to 
be assigned to the category “Laptop” (with probability 4/6). There is also a very 
minor chance for the category “LCD TV” (with probability 1/6). This is actually how 
we use this guidance together with probabilities found with Naïve Bayes. In other 
words, posterior probabilities produced by Naïve Bayes are compared with the 
probabilities generated by looking at the neighborhood. 

Table 1. Example categories in 3-neighborhood 

Product Assigned Category Comment 
di-3 Laptop Products in  

   3-neigborhood  
   of di 

di-2 LCD TV 
di-1 Laptop 
di ? Product to classify 
di+1 Laptop Products in  

   3-neigborhood  
   of di 

di+2 ? 
di+3 Laptop 

 
There are 3 phases in Method III. The first phase is the assignment of a group of 

categories with the highest confidence. As in Method II, this first group is the top 
20% of the products in the source store. The second phase extends Naïve Bayes with 
the neighborhood information. That means, in the following iterations, in addition to 
the confidence that is based on posterior probabilities, the agreement of the 
neighborhood is also required. The best categories proposed by Naïve Bayes and  
the most probable category found by checking the neighborhood must overlap. For 
the example case in Table 1, if Naïve Bayes finds “Laptop” as the category with the 
highest probability, only then di will be assigned to a category. As a result, the 
training set is extended with product classifications with much stronger confidence. 
The second phase ends when no more products can be assigned to a category, i.e. 
Naïve Bayes and neighborhood statistics contradict each other. Then the final phase 
starts. In the final phase, if the category with the highest probability in the 
neighborhood is among the top-3 categories suggested by Naïve Bayes, it is accepted. 
Otherwise, the best suggestion of Naïve Bayes is taken. For example, if “Laptop” is 
among the best three categories found by Naïve Bayes, di is assigned to it. Otherwise, 
whatever is suggested as the best category by Naïve Bayes is taken. 
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5 Experimental Results 

The heterogeneity of catalogs and products introduces some difficulties in analysis. A 
store may have a single category for all kinds of “Computers”, while another one may 
have deeper levels like “Laptops”, “Desktop PCs” and “Netbooks”. Similarly several 
categories may be suitable for a product. For example a “Memory Card” may be 
classified under “Computer Peripherals” or “Camera Storage”. We applied our 
analysis on 6 source stores selected among the online stores currently in use. Due to 
the problems addressed above, instead of manually setting the expected categories for 
each individual product, we selected an appropriate subset of categories in the source 
catalogs, and identified the expected categories for them in the master catalog. Three 
methods which were explained in the previous section are applied on these datasets. 
To measure the accuracy, we use the precision, recall, success rate (ratio of correctly 
classified products over all products) and F-score. The formula for F-score is given  
in (3).  

2
precision recall

FScore
precision recall

⋅= ⋅
+

 (3)

First we present two tables for a detailed analysis on the category level for the first 
two source stores. For the first source store, we selected 713 products from 24 
categories and identified their expected categories in the master catalog. Then we 
applied our classification methods on these products, and compared the results with 
our expectations. Table 2 shows the results for the first source store. 

Table 2. Results for the first source store 

 Method I Method II Method III 
precision recall precision Recall precision recall 

Kitchen Sets 0.970 0.804 0.953 1.0 0.953 1.0 
Ovens 0.940 0.979 1.0 0.979 1.0 0.937 
Laptops 0.988 1.0 0.988 1.0 0.988 1.0 
Desktop PCs 1.0 0.980 1.0 0.980 1.0 1.0 
Netbooks 1.0 0.956 1.0 0.956 1.0 1.0 
LCD TVs 0.986 0.935 0.985 0.857 0.987 0.987 
Average 0.983 0.977 0.986 0.981 0.991 0.982 

F-Score 0.979 0.983 0.986 

Success Rate 0.969 0.973 0.985 

 
In this table we give the precision/recall values for some of the categories. The row 

labeled with “Average” shows the average precision/recall values for the 24 
categories covering all products selected from this source store. Success rates and F-
scores which are calculated by using average precision/recall values are in the last two 
rows of the table. The increase in the success rate and better precision/recall values 
indicate a slight improvement from Method I through Method III. 
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There is a slight deterioration in the coverage of Method II for LCD TVs. When we 
analyzed the output, we realized that some of the LCD TVs are categorized as LED 
TVs, which is incorrect. The reason is the similarity of product names in these 
categories. Using the second method, LED TVs may have higher confidence in  
the initial iterations, thus may be categorized before the LCD TVs. Considering the 
common terms of LCD and LED TVs, this may change the balance in favor of the 
LED TVs in the following iterations. However, this problem is no longer observed 
using Method III, where the categories of the products in the neighborhood are taken 
into account. 

As the second case study, 225 sample products from 4 categories are selected from 
the second source store and their expected categories are determined. The results are 
shown in Table 3. The improvement observed for this store is more obvious. 

Table 3. Results for the second source store 

 Method I Method II Method III 
precision recall precision recall precision recall 

Laptops 0.923 0.843 0.924 0.852 0.964 0.939 
Desktop PCs 0.821 0.754 0.859 0.901 0.921 0.967 
Netbooks 0.758 0.785 0.733 0.785 0.923 0.857 
LCD TVs 1.0 0.619 1.0 1.0 1.0 1.0 
Average 0.875 0.750 0.879 0.884 0.952 0.940 

F-Score 0.807 0.881 0.945 

Success Rate 0.791 0.871 0.942 

 
In addition to the detailed accuracy analysis for two stores given above, F-scores 

and success rates for all 6 source stores are presented in Fig. 1 and Fig. 2 respectively. 
The test data sizes for these 6 source stores range from a few hundred to one 
thousand. 

 

 

Fig. 1. F-measures of our methods on 6 source stores 

It has been observed that the product names in the source stores have a strong 
effect on the results. Some stores do not give much information about the product in 
their product names. For example Store-4, the store with the worst accuracy values,  
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provides just the brand and a code word for the product name. If the master store does 
not know about this code word, it is almost impossible to find the correct category. 
Low accuracy values are the result of this problem. Such product descriptions are not 
much explanatory even for the human users. This can be fixed only through more 
comprehensible product names. 

 

Fig. 2. Success rates of our methods on 6 source stores 

6 Conclusion 

In this work we introduce a solution to aggregate objects into a single hierarchy 
extracted from multiple data sources. The solution is based on an improved Naïve 
Bayes classifier where there are few attributes to decide on the category of the object, 
and where there is no category information of the objects to apply schema matching 
techniques. Our implementation is tested on a product search engine currently in the 
market. It collects the product data extracted from multiple online stores in a master 
product catalog. In Method I, simple Naïve Bayes classifiers are used in order to 
select the category of a product. In order to increase the accuracy, in Method II, Naïve 
Bayes is run in multiple passes, and at each pass, a subset of the products are assigned 
to the identified categories. This subset is found by using the confidence of the 
category selection. This method is further extended in Method III by including  
the order of the products in the product file extracted from the source store. The 
assumption is that the neighboring products have a higher chance to belong to the 
same category. We tested out implementation on the products extracted from 6 source 
stores. Remarkable improvements on F-scores and success rates are observed. This 
approach can further be improved in several directions. One major problem, as 
addressed in the previous section, is the differences of the terms used in product 
names. If the terms in the product name are completely different than the ones in the 
master store, it is mostly the price which determines the category for that product. A 
possible solution is to use Web Search Engines in such a way that the unknown 
product name is given to a Web Search Engine together with the label of the possible 
categories. The category with the highest hit count could be accepted as the correct 
category. 
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Abstract. Rank-based algorithms provide a promising approach for
outlier detection, but currently used rank-based measures of outlier de-
tection suffer from two deficiencies: first they assign a large value to
an object near a cluster whose density is high even through the object
may not be an outlier and second the distance between the object and
its nearest cluster plays a mild role though its rank with respect to its
neighbor. To correct for these deficiencies we introduce the concept of
modified-rank and propose new algorithms for outlier detection based
on this concept. Our method performs better than several density-based
methods, on some synthetic data sets as well as on some real data sets.

Keywords: Outlier detection, ranking, neighborhood sets, clustering.

1 Introduction

Outlier detection is an important task for data mining applications. Several effec-
tive algorithms have been successfully applied in many real-world applications.
Density-based algorithms such as “local outlier factor” (LOF) and connectivity-
based outlier factor (COF) were proposed by [1] and [8] respectively. Jin et al. [7]
proposed another modification, called INFLO, which is based on a symmetric
neighborhood relationship. Outliers detection based on clustering has been pro-
posed in the literature, see Chandola et al. [3], where an object is declared as an
outlier if it does not belong to any cluster. This in turn, requires a new clustering
philosophy in which all objects of a given data set are not required to be in at
least one cluster. Tao and Pi [9] have proposed a density-based clustering and
outlier detection (DBCOD) algorithm, which belongs to this category. In this
paper we use clustering to eliminate the objects that are not suspected outliers
and evaluate outlierness of the remaining objects only.

Another rank based detection algorithm (RBDA) was recently proposed by
Huang et al.[5]. It was observed that RBDA demonstrates superior performance
than LOF, COF, and INFLO. However, RBDA is found to assign a large out-
lierness value to an object in the vicinity of a large cluster, although the object
may not be an outlier. In this paper we present few approaches to rectify this
deficiency of RBDA — first is a simple modification to RBDA whereas in the
second and third approaches the size of the cluster is explicitly addressed; in all
cases clustering acts as a preprocessing step.

The paper is organized as follows. In Section 2, after introducing key notations
and definitions, we briefly describe RBDA and DBCOD. In Section 3, first we

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 20–29, 2012.
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illustrate the above described weakness of RBDA followed by suggested measures
of outlier detection. These new measures are compared with RBDA and DBCOD
using one synthetic and three real data sets. Brief descriptions of data sets and a
summary of our findings are presented in Section 4, followed by the conclusions
and future work.

2 Notation and Definitions

The following notations and concepts are used throughout the paper.

2.1 Notation

– D denotes the given dataset of all observations.
– d(p, q) denotes the distance between two points p, q ∈ D. This distance

measure could be any appropriate distance but for concreteness we use the
Euclidean distance.

– dk(p) = the distance between p and its kth nearest neighbor, where k > 0 is
a positive integer.

– Nk(p) = {q ∈ D − {p} : d(p, q) ≤ dk(p)} denotes the set of k nearest
neighbors of p.

– rq(p) denotes the rank of p among neighbors of q ∈ Nk(p); i.e., rq(p) is the
rank of d(q, p) in {d(p, o) : O ∈ D − {q}}.

– RN k(p) = {q : q ∈ D and p ∈ Nk(q)} denotes the set of reverse k nearest
neighbors of p.

2.2 Definitions

The following definitions are used in the proposed clustering algorithm; all def-
initions are relative with respect to a positive integer �. In other words, for
example, D-reachable defined below should be viewed as D-reachable given �.

– D-reachable – An object p is directly reachable (D-reachable) from q, if
p ∈ N�(q).

– Reachable – An object p is reachable from q, if there is a chain of objects
p ≡ p1, . . . , pn ≡ q, such that pi is D-reachable from pi+1 for all values of i.

– Connected – If p is reachable from q, and q is reachable from p, then p and
q are connected.

– Neighborhood Clustering(NC-clustering) – We use the breadth-first search
on a graph whose node-set is D and where an edge exists between p, q ∈ D
if p ∈ Nk(q) and q ∈ Nk(p). A connected component C of the graph is a
cluster if the following three conditions are satisfied:
1. For any two objects p and q in C, p �= q, p and q are connected.
2. For p ∈ C, p is D-reachable from at least two other objects in C.
3. |C| ≥ m∗, where m∗ is the minimum number of objects in a cluster, it

is pre-defined by users (domain experts).
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If any connected component C does not satisfy these conditions, it is broken
up into isolated points and all such objects are declared potential outliers. Con-
dition 3 above is used to avoid treating a small number of outliers as a clus-
ter. We denote the clustering method as NC-clustering; more formally as NC-
clustering(�,m∗). For instance, NC-clustering(6,5) means that a cluster contains
connected objects for � = 6 and a cluster must contain at least 5 objects.

The values of � and m∗ are mainly decided based on domain knowledge. If �
is small NC-clustering method will find small and tightly connected clusters and
large value of � will find large and loose clusters. If the clusters are small and
tight, we expect to find more objects that don’t belong to any cluster whereas
in the latter case, only a few objects will be declared as outliers. In real world
applications (such as credit card fraud detection) most of the transactions are
normal and only 0.01% or less of the transactions are fraudulent. In this case, a
small value of � is more suitable than a large �. The value of m∗ has a similar
effect: if m∗ is too small, then the cluster size may also be too small, and a small
collection of outliers may be considered as a cluster, which is not what we want.
In our experiments, m∗ is set to a fixed value of 6.

RBDA is a rank-based outlier detection approach that identifies outliers based
on mutual closeness of a data point and its neighbors. For p, q ∈ D, if q ∈ Nk(p)
and p ∈ Nk(q), then p and q are “close” to each other. To capture this concept
we define a measure of “outlierness” of p, as follows:

Ok(p) =

∑
q∈Nk(p)

rq(p)

|Nk(p)| .

If Ok(p) is ‘large’ then p is considered an outlier.

Density-Based Clustering and Outlier Detection Algorithm (DBCOD).
For p ∈ D, Tao and Pi [9] define the local density, the neighborhood-based den-
sity factor, and neighborhood-based local density factor of p, respectively, as:

LDk(p) =

∑
q∈Nk(p)

1
d(p,q)

|Nk(p)|
, NDFk(p) =

|RNk(p)|
|Nk(p)|

, and NLDFk(p) = LDk(p)×NDFk(p).

The threshold of NLDF, denoted as τNLDF, is defined as:

τNLDF =

{
mink(NLDFk(p)) if for all objects p ∈ D,NDFk(p) = 1
maxk(NLDFk(p)) otherwise

Using the above definitions, Tao and Pi’s [9] find the clusters based on the
definitions in section 2.2, except their definition of D-reachability is as follows:
p and q are in each other’s k-neighborhood and NLDFk(q) < τNLDF. Points
outside the clusters are declared as outliers.

3 Weighted RBDA and Other Improvements

In general RBDA performs better than density-based algorithms such as LOF,
COFand INFLO (see [6]). These density basedmeasures do not assign appropriate
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Fig. 1. Synthetic dataset-0 with one outlier, but LOF, COF and INFLO identify B as
the most significant outlier

measures of outlierness to one or two objects that are clearly far away froma cluster
whereas RBDA is mostly successful. A simple example illustrates this observation.
Consider the synthetic dataset in Figure 1. This dataset contains two clusters of
different densities and an ‘outliers’ A. For k = 5, 6, 7 or 8, the density-based algo-
rithms such as LOF, COF and INFLO do not identify A as the most significant
outlier. Instead, B is their top choice, which is wrong. Why B gets a higher out-
lier value? The reason is that some of B’s k-neighbors are from a high density
cluster while the others are from a low density cluster and due to mix density of
neighborhoods density-based algorithms fail to identify object A as an outlier.
RBDA identifies the object A as the most significant outlier.

However, behavior of RBDA is also inconsistent with expectation when an
object is near a dense cluster, which we identify as the ‘cluster density effect’.
Consider the data in Figure 2 where two points are of special interest; A in the
neighborhood of a cluster with low density (25 objects) and B in the neighbor-
hood of a cluster with high density (491 objects).

By visual inspection, it can be argued that the object ‘A’ is an outlier whereas
object ‘B’ is a possible but not definite outlier. For k=20, O20(A)=25 because
rank of ‘A’ is 25 from all of its neighbors. On the other hand, the ranks of ‘’B’
with respect to its neighbors are: 2, 8,. . . , 132, 205, 227; so that O20(B) is 93.1.
RBDA concludes that ‘B’ is more likely outlier than ‘A’. It is clearly an artifact
due to large and dense cluster in the neighborhood of ‘B’, i.e., a point closer to
a dense cluster is likely to be misidentified as an outlier, even though it may not
be. Such behavior of RBDA, due to cluster density, is observed for some values
of k.

By visual inspection, we generally conclude that a point is an outlier if it is
‘far away’ from the cluster. This implies that the distance of the object (from
the cluster) plays an important role; but accounted for in RBDA only through
ranks. Perhaps this deficiency in RBDA can be fixed by incorporating distance
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Fig. 2. An example to illustrate ‘Cluster Density Effect’ on RBDA; RBDA assigns
larger outlierness measure to B

in RBDA. The distance can be measured in many ways; either collectively for
objects in Nk(p) or by accounting for the distance of each q ∈ Nk(p) separately.
These different ways of accounting for distance lead to potentially many pos-
sible measures of outlierness. We have explored some of them but in the next
subsection we present only one that performed better than others.

3.1 Weighted RBDA (RADA)

Rank-based approach ignores useful information contained in the distance of
the object from other neighboring objects. To overcome this weakness of RBDA
due to “cluster density effect”, we propose to adjust the value of RBDA by the
average distance of p from its k−neighbors. Step by step description of this rank
and distance based detection algorithm is given below:

1. Choose three positive integers k, �,m∗.
2. Find the clusters in D by NC(�,m∗) method.
3. Declare an object o a potential-outlier if it is does not belong to any cluster.

4. Calculate a measure of outlierness: Wk(p) = Ok(p)×
∑

q∈Nk(p) d(q,p)

|Nk(p)| .

5. If p is a potential-outlier and Wk(p) is large, declare p is an outlier.

For the dataset in Figure 2 we observe that W20(A) = 484.82 and W20(B) =
396.19 implying that A is more likely outlier than B, illustrating that RADA is
capable of fixing the discrepancy observed in RBDA.

3.2 Outlier Detection Using Modified-Ranks (ODMR)

In this section we propose an alternative procedure to overcome the cluster
density effect. We have observed that the size of neighboring cluster plays an
important role when calculating the object’s outlierness via RBDA. To modify
this effect, all clusters of all sizes are assigned equal weights (including isolated
points viewed as a cluster of size 1) and all |C| observations of the cluster are
assigned equal weights = 1/|C|.1 The rank rq(p) of an observation p is equal to
the number of points within a circle of radius d(q, p) centered at q. In RBDA

1 We have experimented with another weight assignment to points within a cluster,
equal to 1/

√|C|, but the results are not as good as when weights are 1/|C|.
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Fig. 3. Assignment of weights in different clusters and modified-rank (modified-rank
of A, with respect to B, is 1 + 1 + 5× 1

9
+ 1

7
.)

we sum rq(p) for all values of q ∈ Nk(p). In the proposed version, we calculate
“modified-rank” of p, which is defined as the sum of weights associated with all
observations within the circle of radius d(q, p) centered at q; that is

modified-rank of p from q = mrq(p) =
∑

s∈{d(q,s)≤d(q,p)}
weight(s),

and sum the “modified-ranks” in q ∈ Nk(p).
Figure 3 illustrates how modified-rank is calculated. Step by step description

of the proposed method is as follows:

1. Choose three positive integers k, �,m∗.
2. Find clusters in D by NC(�,m∗). All objects not belonging to any cluster

are declared as potential-outliers.
3. If C is a cluster and p ∈ C, then the weight of p is b(p) = 1

|C| .
4. For p ∈ D and q ∈ Nk(p), Q denotes the set of points within a circle of radius

d(q, p), i.e., Q = {s ∈ D | d(q, s) ≤ d(q, p)}. Then the modified-rank of p with
respect to q, denoted as mrq(p), is computed as mrq(p) =

∑
s∈Q b(s).

5. For a potential outlier p, its ODMR-outlierness, denoted as ODMRk(p), is
defined as: ODMRk(p) =

∑
q∈Nk(p)

mrq(p)

6. If p is a potential outlier and ODMRk(p) is large, we declare p is an outlier.

3.3 Outlier Detection Using Modified-Ranks with Distance
(ODMRD)

Influenced by the distance consideration of section 3.1, in this section we present
yet another algorithm that combines ODMA and distance. ODMRDk(p) is ob-
tained by implementing all steps as before except Step 5 of the previous algorithm
is modified as follows:

(5*) For a potential outlier p, its ODMRD-outlierness, denoted as ODMRDk(p),
is defined as: ODMRDk(p) =

∑
q∈Nk(p)

mrq(p)× d(q, p)
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4 Experiments

4.1 Datasets

We use one synthetic and three real datasets to compare the performance of
RBDA with RADA, ODMR, ODMRD and Tao and Pi’s DBCOD.

Real Datasets. Real datasets consist of iris, ionosphere, and Wisconsin breast
cancer datasets obtained from UCI repository. The real datasets were used in
two different ways, following the criterion used in [4],[8], and [2]:

1. By making a rare set out of one the class. (1) In the Iris dataset, which is a
three-class problem and contains 150 observations equally divided in three
classes, 45 observations were removed randomly from the iris-setosa class.
(2) In the ionosphere dataset, which is a two-class problem, out of 126 ‘bad’
instances, 116 were randomly removed, leaving 10 ‘outliers’. (3) Finally, in
the Wisconsin dataset, which is also a two-class problem and consists of
236 observations of benign and 236 observations of malignant cancer, after
removing duplicates and observations with missing features, 226 malignant
observations were removed, leaving 10 ‘outliers’.

2. By planting new observations in the existing datasets. These planted obser-
vations are such that one or more features are assigned the extreme values.
(1) In the Iris dataset three observations were planted, (2) in the ionosphere
dataset three outliers were planted and (3) in the Wisconsin dataset two
outliers were planted.

Synthetic Datasets. The synthetic datasets are two dimensional so that it is
easy to see and interpret the results. Synthetic dataset consists of 515 instances
including six planted outliers; has one large normally-distributed cluster and two
small uniform clusters. This datasets is intended to test the algorithms’ ability
to overcome the problem of “cluster density effect”. This dataset and clusters
obtained by an application of NC(6, 6), are depicted in Figure 5.

4.2 Performance Measures

Three metrics, mt, recall, and RankPower [5], are selected to measure the perfor-
mance of proposed algorithms; briefly defined below. We list m most suspicious
objects in the dataset D, by a given outlier detection algorithm, which contains
exactly dt true outliers. Let the algorithm produces mt (true) outliers out of
m. Suppose that the algorithm assigns the rank Ri to the ith outlier among m,
where Ri = 1 represents most suspicious outlier and a larger value of Ri means
that the algorithm considers that the ith outlier is less suspicions. Based on these
values the performance measures we consider are:

Recall =
|mt|
|dt| , RankPower =

n(n+ 1)

2
∑n

i=1 Ri
.

RankPower summarizes the overall performance of an algorithm but an object
by object assignment of ranks is naturally more illuminating.
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Fig. 4. Synthetic dataset Fig. 5. Synthetic dataset with clusters
found by NC(6, 6); black object repre-
sents the outliers

4.3 Results

In this section we present a sample of results, extensive tables for all datasets for
various values of m and k are available in the Appendix of the technical report
[6]. In the first experiment, with planted outliers in the synthetic data set, we
observed that RBDA, ODMR, ODMRD, and RADA were able to detect all six
outliers. Algorithm DBCOD detected only three of them, namely, {A,B,D}.

In Table 1 we compare RBDA, ODMR, ODMRD, RADA, and DBCOD for
ionosphere dataset with rare class. It is observed that with respect to metrics mt

and Re algorithms RBDA, ODMR, ODMRD, and RADA perform equally well
whereas DBCOD does not perform well for k ≤ 30. RankPower is more discrim-
inatory metric. Using this metric, behavior of algorithms can be summarized
as:

ODMRD ≥ RADA ≥ RBDA ≥ ODMR ≥ DBCOD (1)

where by ≥ we indicate a better performance.
In Table 2 we compare the algorithms for the Wisconsin with rare class. For

this dataset no algorithm dominates, however, in general, our algorithms do
better than DBCOD.

To determine if any algorithm does better than others in most of the cases, in
Table 3 we summarize the performance ranks of the algorithms. These perfor-
mance ranks were obtained as follows. For a fixed k,and mt equal to maximum
number of outliers in the data set we calculate the RankPower of each algorithm
and assign it a value as in equation 1, 1 if it has the best performance, and 5
when the algorithm has the worst performance. Values of k were chosen between
5% to 10% of the size of datasets. The entries in the body of table 3 are averages
over all values of k. It can be seen that RADA has the best overall performance.
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Table 1. Performance measures of RBDA, ODMR , ODMRD, RADA , and DBCOD
for ionosphere dataset

m RBDA ODMR ODMRD RADA DBCOD

mt Re RP mt Re RP mt Re RP mt Re RP mt Re RP

5 5 0.5 1 5 0.5 1 5 0.5 1 5 0.5 1 0 0 0
15 8 0.8 0.783 8 0.8 0.783 8 0.8 0.818 8 0.8 0.818 0 0 0
30 9 0.9 0.703 9 0.9 0.682 9 0.9 0.726 9 0.9 0.726 0 0 0
60 9 0.9 0.703 9 0.9 0.682 9 0.9 0.726 9 0.9 0.726 9 0.9 0.091
85 10 1 0.369 10 1 0.364 10 1 0.390 10 1 0.387 10 1 0.098

Table 2. Comparison of RBDA, ODMR, ODMRD, RADA and DBCOD for k= 7 for
the Wisconsin dataset with rare class. Maximum values are marked as red.

m RBDA ODMR ODMRD RADA DBCOD

mt Re RP mt Re RP mt Re RP mt Re RP mt Re RP

15 9 0.9 0.714 7 0.7 0.8 8 0.8 0.8 8 0.8 0.8 9 0.9 0.662
25 10 1 0.64 10 1 0.611 10 1 0.618 10 1 0.64 9 0.9 0.662
40 10 1 0.64 10 1 0.611 10 1 0.618 10 1 0.64 10 1 0.545

Table 3. Summary of RBDA, ODMR, ODMRD, RADA and DBCOD for all experi-
ments

Dataset RBDA ODMR ODMRD RADA DBCOD

Synthetic 3.00 1.00 1.00 1.00 5.00
Iris with rare class 2.67 2.00 2.00 2.33 5.00

Ionosphere with rare class 3.80 3.20 1.20 1.80 5.00
Wisconsin with rare class 3.33 3.00 3.67 1.67 2.67

Iris with outliers 1.00 1.00 1.00 1.00 1.00
Ionosphere with outliers 3.00 3.00 1.50 1.00 5.00
Wisconsin with outliers 1.00 1.00 1.00 1.00 5.00

Summary 2.54 2.03 1.62 1.40 4.10

Numbers in the table represent the average performance rank of the algorithms; a small
value implies better performance.

5 Conclusion

We observe that rank based approach is highly influenced by the density of neigh-
boring cluster. Furthermore, by definition, ranks use the relative distances and
ignore the ‘true’ distances between the observations. An outlier detection algo-
rithm benefits from ‘true’ distance as well. Thus we introduce distance in RBDA
and observe that the overall performance of RADA is much better than the orig-
inal RBDA. That the ‘true’ distance plays an important role is further confirmed
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by the performance of the alternative algorithms ODMR and ODMRD; it is ob-
served that in general ODMRD performs better than ODMR. We plan to further
investigate the proposed algorithms for robustness and consistency.
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Abstract. Recently, many people are using communication tools on the
Web, but some send harmful information to others. Most operators man-
ually deal with harmful information, which is expensive. In this paper, we
implement two-word co-occurrence filtering by applying the Bayesian fil-
tering method as a spam filter. We propose grouping co-occurrence filter-
ing based on Bayesian filtering and experimentally verify our approach.
Grouping co-occurence filtering detect harmful or safe documents at low
cost. Our result suggests that grouping co-occurrence filtering is more
stable and has a higher accuracy than co-occurrence filtering baesd on
Bayesian filtering.

Keywords: Co-occurrence, Bayesian Filtering, Gray Robinson.

1 Introduction

Such communication tools as social network services, bulletin board systems, and
blogs continue to increase on the Web. But this information can contain such
harmful adult content. The Japanese Ministry of Internal Affairs and Communi-
cations (MIC) requested that cellular phone companies address this problem [1].
Most web sites identify harmful content after receiving it manually. A sufficient
strategy for dealing with harmful documents doesn’t exist. Manual processing
does not satisfy demand because it is too expensive to divide information into
harmful or safe categories. Therefore, many studies automatically detect harmful
documents.

Three conventional filtering methods are currently being used. One is called
the Whitelist Method, which lists safe websites. A website can be accessed only
when it is included on the list. Another is called the Black List Method, which
lists websites that can’t be accessed. Finally, the last method stores words called
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stop words and denies access to websites that include any stop words. But stop
words are subjectively defined.

The Blacklist and Whitelist Methods may restrict the entire site. Since all
websites must be checked manually, it is difficult to deal with words whose
meanings gradually change on the Web. The Stop Word Method is also expensive
because we have to select criteria for the stop words. Moreover, the selection
criteria will not cover all the documents, which might include slang or secret
words. These filtering methods are not practical.

In this paper, several methods are used to extract the feature values of each
document and to automatically detect harmful documents. We suppose a method
to group co-occurrences by applying existing filtering and consider the availabil-
ity of the filter based on comparative experiments. We focus on Paul Graham
[2][3] and Gray Robinson [4][5] filtering to implement a Bayesian filter that re-
sembles a spam filter.

2 Related Works

The implementations of filtering methods are based on Bayesian filtering, which
uses a word’s frequency or its co-occurrence. Bayesian filtering effectively filters
spam. Its applications include Gray Robinson and Paul Graham. This paper
implements filtering methods using these two methods.

2.1 Paul Graham Filtering

Paul Graham Filtering retrieves a documents feature values using the feature
values of 15 words. If the document feature value exceeds a set threshold, the
document is detected as harmful:

p(wi) =

bi
Nbad

a × gi

Ngood
+ bi

Nbad

(1)

Formula (1) shows a word’s spam probability. wi is a word. gi is the number of
its occurrences in safe documents. bi is the number of its occurrences in harmful
documents. Ngood is the sum of all occurrences in safe documents contained in
a training dataset. Nbad is the sum of all occurrences in harmful documents. By
applying (1) to Formula (2), we obtain the following expression. a is a bias value
that reduces the false detection rate of safe documents.

p(D) =

∏n
i=1 p(wi)∏n

i=1 p(wi) +
∏n

i=1(1− p(wi))
(2)

p(D) is a feature value of document D, and we get the value using the spam
probabilities of words. When the feature value exceeds a set threshold, document
D is identified as harmful.
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2.2 Gray Robinson Filtering

Gray Robinson Filtering, which is an improved form of Paul Graham filtering,
can express the spam probability of words that only appear in harmful docu-
ments. There is no threshold for detection, so neither safe nor harmful documents
are detected:

f(wi) =
s · x + n · p(wi)

n + s
(3)

f(wi) expresses the only appearance of a word in a harmful document, and we
get the value of accordance with statistical learning. x is the prior probability
of a word that has never appeared. s shows the strength given to x. n is the
number of occurrences of word wi. Based on the subsequent formulas, we reach
an indicator to detect harmful documents:

H(D) = 1− {
n∏

i=1

(1− f(wi))} 1
n (4)

S(D) = 1− {
n∏

i=1

f(wi)} 1
n (5)

I1 =
S − H

S + H
(6)

I2 =
I1 + 1

2
(7)

H(D) is the hamminess value of document D, and S(D) is its spamminess value.
I1 and I2 are indicators. We get I1 with S(D) and H(D). Formula (7) shows
the indicator that limits the scope’s value. By applying I1 to (7), we limited the
document feature value to a scope of 0 to 1. If I2 is closer to 0.5, the document
is detected as neither harmful nor safe.

2.3 Co-occurrence Filtering

In Bayesian filtering, documents are detected using the spam probability of
words. In co-occurrence filtering, co-occurrences are used instead of words. Word
wi of subsections 3.1 and 3.2 is changed to co-occurrence ci:

p(ci) =

bi
Nbad

a × gi

Ngood
+ bi

Nbad

(8)

3 Databases

Datasets are gathered for creating databases, which store frequency informa-
tion to retrieve feature values. This section describes the processes of gathering
datasets and creating databases.
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3.1 Gathering Datasets

To detect harmful documents, a computer needs to be trained on datasets of
harmful and safe examples. We gathered a dataset from 2ch (Japan’s largest
bulletin board site) using a web crawler and created a 66.3-MB filtering database,
and one average document size is 3.5 KB. The gathered dataset was divided into
safe and harmful documents. Fig. 1 shows how we gathered datasets and divided
them into harmful and safe. Some documents were detected as harmful using the
Stop Word Method, and the others were checked manually.

Fig. 1. Gathering datasets

Fig. 2. Processing of creating database
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3.2 Creating Databases

We created two kinds of databases for Bayesian and co-occurrence filtering. In the
former, the database was created by word frequency. In the latter, it was created
by a pair or more of words. Figure 2 shows the flow of creating a database. First,
the morphemes of the datasets are analyzed. This paper used MeCab[16], which
is a Japanese morphological analyzer. Step 1 creates a database that has two
fields which are a word and an id. This database is called the word index. Step
2 separately counts the frequency of each word in harmful or safe documents. In
Step 3, a word frequency database is created. A word Id, which is the field of the
word frequency database, is associated with the word index. Step 4 retrieves all
co-occurrences composed of morpheme pairs. Step 5 creates a database that has
words associated with the word Id. Step 6 separately counts the co-occurrence
frequency and determines whether a document is harmful or safe. Step 7 creates
a co-occurrence frequency database that has a field that is co-occurrence Id of
the co-occurrence index.

4 Grouping Co-occurrence Filtering

We imagine a new Grouping Co-occurrence filtering method that retrieves the
feature values of the co-occurrence group, which means a set of co-occurrences
that contain one word. Fig. 3 provides three co-occurences groups, T ime group,
is group and money group, at the example sentence of ”Time is money”. The sen-
tence has three co-occurrence groups. First, a T ime group has two co-occurrences
that contain T ime {T ime, is} and {T ime, money}. Another group contains two
co-occurrences {is, T ime} and {is, money}. Finally, a co-occurrence contains
money as {money, T ime} and {money, is}:

Fig. 3. Co-occurrence group

Grouping co-occurrence filtering retrives the co-occurrence group feature value
by using average of each co-occurence spam probability. Formula (9) averages
p(coi) over the n is the number of groups, taking example three. The filter-
ing need to get the average of occurance count of each co-occurrence, Formula
(10) averages the co-occurrences. Formula (11) provides the co-occurence group
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feature value. We get the value by applying pA and nA. pA is given in Formula
(9), and nA is given in Formula (10). By applying (11) to Formulas (4) and (5)
at the Gray Robinson’s method, we get the feature values of documents.

pA =

∑n
i=1 p(coi)

n
(9)

nA =

∑n
i=1(gi + bi)

n
(10)

fA =
s · x + pA · nA

s + n
(11)

The co-occurrence filtering based on Gray Robinson’s method must set parame-
ters to exclude noise of co-occurrence, and these parameters are set by a person.
Noise of a co-occurence is a ambiguous co-occurence that a filter cannot find out
whether its harmful or safe. The filter does not consider noise, but the filtering
function is not lost. Conversely, the filtering performance is improved because
the filter regard many documents as ambiguous documents if all noise are con-
sidered for filtering. So, it is expensive to set parameters until we find the best
parameters for training datasets.

Grouping co-occurrence filtering method does not need setting the parameter,
instead it can detect harmful documents by smoothing noise of co-occurrences
without setting parameters. We can reduce the work to create filtering because
the filter removes the process of setting parameters. So, by using the Grouping
Co-occurrence filtering, we can detect harmful or safe documents at low cost.

Meanwhile, accuracy of each filtering must be verified because it is unclear
whether grouping co-occurrence filtering works as filtering. We describe each
accuracy in the next section of Experiments.

5 Experiments

This paper conducted a verification experiment to clarify differences from group-
ing co-occurrence filtering and co-occurrence filtering. Co-occurrence filtering
outperforms Bayesian filtering [10]. This section describes the differences of fil-
tering from the experimental results obtained from a graph that shows the de-
tection results.

We conducted the experiments with 8,000 documents. Fig. 4 is the result
of co-occurrece filtering with the parameters set to remove noise co-occurences
within a scope of 0.10 to 0.90. Fig. 5 shows the result of co-occurrence filter-
ing set in parameters to remove noise within a scope of 0.07 to 0.953. A both
filtering rates of the scope of 0.9 to 1.0 is the highest for harmful documents.
Converserly, for safe documents, both rates of scope of 0.0 to 0.1 is the highest.
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positive negative

safe documents 5864 2136

harmful documents 532 7468

Fig. 4. Co-occurrence filtering with Gray Robinson

positive negative

safe documents 6548 1452

harmful documnets 468 7532

Fig. 5. Co-occurrence filtering with Gray Robinson
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Fig. 5 is a result of altering Fig. 4’s parameter to improve accuracy. Fig. 4
and Fig. 5 find that we must search for the best parameters for the filtering
because accuracy changed according to parameters. Fig. 6 shows the detection
result of the grouping co-occurrence filtering. Safe documents have a mountain
distribution. The different results in the method show how to dispose of noise.
In the Gray Robinson method, the scope of a feature value is disposed of as a
noise word, but grouping co-occurrence filtering disposes of noise by smoothing
co-occurence feature values. Table 1 shows the recall, precision, and f-score of the
grouping co-occurrence and co-occurrence filtering for detecting safe documents.
Grouping co-occurrence filtering was applied, so the f-score was higher than the
others. Table 2 shows also three rates for detecting harmful documents. Co-
occurrence 2’s F-score is as same as grouping co-occurrence’s F-score, but co-
occurence 2 has a larger difference between recall and precision than grouping
co-occurence. So, grouping co-occurence is stable as filtering because of balanced
result.

positive negative

safe documents 6870 1130

harmful documents 778 7222

Fig. 6. Grouping co-occurrence filtering with Gray Robinson

Table 1. Co-occurrence and grouping co-occurrence filterings of recall, precision and
F-score for safe documents

recall precision f-score

Co-occurrence 1 77.3% 91.7% 0.815

Co-occurrence 2 81.9% 93.3% 0.872

Grouping co-occurrence 85.9% 89.8% 0.878
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Table 2. Co-occurrence and grouping co-occurrence filterings of recall, precision and
F-score for harmful documents

recall precision f-score

Co-occurrence 1 93.3% 77.7% 0.848

Co-occurrence 2 93.3% 83.3% 0.883

Grouping co-occurrence 90.3% 86.4% 0.883

6 Conclusion

We gathered datasets to implement the two Filtering, and implemented the
Grouping filtering and Co-occurrence filtering. Since two filtering differ to deal
with noisy co-occurrence, we verify each feature and accuracy as a filtering
method. Our experimental results found that grouping co-occurrence filtering
has higher accuracy than Gray Robinson filtering. Grouping filtering does not
dispose of all noise; it smoothes noise. Grouping filtering can get several feature
values and expresses more ambiguity and detecte harmful or safe documents
without setting parameters. Grouping filtering method provides a fine setting
and is a practical classifier. In future work, we will verify co-occurrence filter-
ing by using more data sets. When the training data are insufficient, we must
improve the accuracy.
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Abstract. Data split into batches is very common in real-world applications. In 
speech recognition and handwriting identification, the batches are different 
people. In areas like oil spill detection and train wheel failure prediction, the 
batches are the particular circumstances when the readings were recorded.  The 
recent research has proved that it is important to respect the batch structure 
when learning models for batched data.  We believe that such a batch structure 
is also an opportunity that can be exploited in the learning process. In this 
paper, we investigated the novel method for dealing with the batched data. We 
applied the developed batch learning techniques to detect oil spills using radar 
images collected from satellite stations. This paper reports some progress on the 
proposed batch learning method and the preliminary results obtained from oil 
spills detection. 

Keywords: Batch Data, Batch Learning, Transfer Learning, Content-based 
Learning, Model Fusion, Oil Spill Detection.  

1 Introduction 

In real-world applications, many data are split into batches, and each batch may have 
its feature space and distribution. For instance, in speech recognition and handwriting 
identification, the batches are different people.  In the area of oil spill detection [1] 
the batches are the radar images collected from different satellite stations. In the area 
like train wheel failure predictions [2], the batches are the particular circumstance 
from different trains. We believe that it is necessary and important to respect batched 
structure and its characteristics when learning and evaluating algorithms for batched 
data in real-world applications. Unfortunately, most existing machine learning or data 
mining techniques/algorithms assume that the data used in training and in the testing 
has the same feature space and the same distribution. Such an assumption in many 
real-world applications hardly holds.  Recently, many efforts have been put to 
transfer learning [7]. Basically, transfer learning resolves the issue that training date 
and future deployment environment (or so-called testing data) may have different 
distributions or feature space. Transfer learning does not deal with issues in batched 
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data directly. In this work, we attempt to address this issue and investigate an 
effective method for batch learning by respecting batched data structure and its 
characteristics represented by features instead of attributes. We are motivated by 
Kubat et al.’s work on oil spills detection using radar imaged collected from satellite 
stations. We proposed a model fusion-based method for batch learning and applied it 
to oil spills detection. In this short paper, we report the on-going progress along with 
preliminary results and mainly discus the future directions on batch learning.   

The rest of this paper is organized as follows. Section 2 presents a problem 
formulation on batch learning by reviewing related work such as transfer learning; 
Section 3 introduces the proposed method; Section 4 outlines the experiments 
conducted in oil spill detection along with some preliminary results; Section 5 
discusses the limitation and provides the future direction; the final section concludes 
the paper.     

2 Batch Learning and Related Work 

Over the past decades, many researchers have paid attention to transfer learning [7] 
which is closely related to batch learning. Transfer learning also has different names 
in machine learning community, including learning to learning, meta-learning, 
multitask learning [8], and context-sensitive learning [9], robust learning etc. All of 
these work tried to address the learning problems from one domain to another 
domain. In other words, these techniques learn a model in a source domain and apply 
it to a target domain which may have different feature space or distinct distribution. 
The ultimate goal is to maximize generalization ability of the learn models. In term of 
the definition given in [7], transfer learning is defined as follows. Given two different 
domains: source domain (Ds) and target domain (DT) with learning task Ts and TT , 
respectively , transfer learning aims at  improving the ability of learning algorithms 
in DT using the knowledge in DT  and Ts where Ds ≠ DT and Ts ≠ TT.  In terms of the 
definition, there are three different settings which lead to three main transfer learning 
techniques: inductive transfer learning, transductive transfer learning, and 
unsupervised transfer learning. Inductive transfer learning deals with the learning 
issues where the learning tasks are different no matter what domains are the same or 
not; transductive transfer learning focuses on the problems where domains are 
different but the target tasks are the same; and unsupervised transfer learning are 
similar with inductive learning, but the learning tasks in target domain is related to 
ones in the source domain.  

However, batch learning is different from transfer learning. Batch learning is 
defined as follows. Given that a domain is decomposed into multiple sub-domains 
expressed with   batched data, batched learning is to find the best learning algorithm 
for domain problem. If we note the batched data as D1, D2, Di… Dn (n is the batch 
number) and each batch data has its own feature space(note as Fi)  and probability 
distribution (fdi), batch learning aims to find the best learning algorithm (noted as 
f(·) ),  f(·) = F(F1, F2, Fi… Fn), where Fi ≠ Fj or fdi  ≠ fdj.  In batch learning, the 
learning task is always the same. For example, in oil spills detection, the learning task 
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is always to classify the images into positives or negatives.  To respect the batched 
data structure in developing learning algorithms or techniques, most research work 
published focused on feature transformation or weighted features in learning process 
and to build a global classifier to resolve the batched problem. For example, Vural et 
al. [6] developed a batch classifier with different algorithms: probabilistic analysis 
and mathematical programming, and applied the developed batch classifier to medical 
domain: to classify the medical images such as CT scan and MRI image. Similarly, 
some other research also focused on developing a global model for batch learning [4, 
5]. In this work we propose a model fusion-based method by respecting the nature of 
batched data and developing model for each individual batch. In the following 
section, we detail the model fusion-based method for batch learning.      

3 Model Fusion-Based Framework  

We assume that the features extracted from each batch may be different or 
distribution may be different even through the attribute space in each batch may be 
identical. We also assume that the batched data covers sufficient samples for the 
problem space given a domain. Building on techniques from ensemble classifier or 
model fusion, we developed a model fusion-based method for batch learning. The 

idea is to build a model (noted as im ) or classifier for each batch by using the 

extracted features and then build a batch identifier (noted as bm ) for batch 
identification using all dataset. The developed method is described in Table 1 using 
the notation defined above. The method consists of three main steps: feature 
extraction( )(DiF x ), batch model building (BuildModel()), and batch identifier building 

(BuildBatchIdentifier()).    

Table 1. The Model fusion-based method for batch learning 

Input: A batched dataset }......,,{ 321 ni DDDDDDS =   

Output : models and batch identifier ( im  and bm ) 
Process: { 
  For  each Di in  DS   { 

     =iF )(DiF x                               /* extracting features for each batch  */ 

           For  adopted  algorithm j {  
               mij = BuildModel( Fi,  algorithm j )    /* building model for each batch */ 

       } 
    mi= ModelSelection(mi1, mi2,… mij); 
  } 

  For specified classifier algorithm i {  
    LabelAllbatcheddata(DS)          /* label batched data as a N-class classification task */  

        bm  = BuildBatchIdentifier(algorithm i, DS )    /* building batch identifier*/ 
     }  
     OutputModels(mi, bm ) 
} 
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First step is to extract the features which represent the batch characteristics for 
each batch data. We developed the automated approach that could help further 
improve the data representation in a batch by creating new powerful features that 
combine the initial ones. For each batch the created new features may be different, 
which make it possible to respect the batched data structure in batch learning. 

The second step is to independently build model for each batch using the extracted 
features. To do so, many learning algorithms are available including Instance-Based 
learning (IBk), TFIDF classifier, Naïve Bayes, Support Vector Machine (SVM), 
Decision Trees, and Neural Networks. In this work, we tend to prefer simple 
algorithms such as Decision Trees and Naïve Bayes over more complex ones because 
they are quick and produce models that we can easily explain for each batch. For the 
built models we evaluate their performance with traditional matrix such as accuracy 
and select the best one for each batch.  

Third step is to build a high-performance classifier as batch identifier. This is N-
class classifier. We first label all data in the batched dataset. In other words, we label 
the data in batch Di  as the class ‘i’ , and we will have N-class dataset finally. Using 
this dataset, we can build a N-class classifier as the batch identifier. We just need to 
repeat the model building process in the second step and find one best classifier for 
given batched data.   

After developing the model for 
each batch and building a batch 
identifier, we can build a model 
fusion-based classification system for 
real-world applications. The Figure 1 
shows such a classification system 
for batched applications. Given an 
observation ( X


), it will be identified 

first as which batch it belongs to. 
Then corresponding batch model will 
be selected to classify the given 
observation and final result will be 
generated from the batched 
classification systems.   

4 Experiments and Results  

In this section, we demonstrate how 
the developed batch learning 
technique works by applying it to oil 
spills detection. We start from the 

brief description of the oil spills detection application, then present the experiment 
conducted along with some preliminary results.  

 

M1 M2 Mi

Mn

Batch 
Identifier 

Output from Batched classification 
Systems 

X

Fig. 1. The structure of Batched Classification 
Systems Data Mining-Based Fault Identification 
Framework 
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4.1 The Application Domain 

Oil spill is an important environment problem. It is interesting the majority of oil 
spills is caused by ships which depose of oil residues in their tanks during navigation 
[1]. Radar images collected from satellites stations provide a vital resource to detect 
oil spills. Such a radar image contains 8,000X8,000 pixels with each pixel 
representing a square of 30X30m. Oil slicks will appear dark in the image and its size 
and shape change in time depending on weather and sea conditions. In terms of the 
nature of image data, such image data is batched. Those images can be used to detect 
oil spill. Kubat et al. [1] applied machine learning techniques to detect oil spills, 
pushing oil spills detection toward advanced step from manual detection. In the early 
satellite image service such as the Tromso Satellite Station (TSS) service in Norway, 
the oil spills are distinguished by well-trained human expert who can distinct the 
images between non-spills and spills. Kubat et al. built one global model (classifier) 
for nine batched data.  Even though the developed classifier could help to detect oil 
spills with much better accuracy than human does, Kubat et al still pointed out the 
new methods for batch learning are demanded. In this work, we applied our proposed 
batch learning technique to build a model fusion-based classification system for oil 
spill detection. 

4.2 Experiments and Results 

We have obtained the dataset for oil spill detection. This dataset consists of 9 batches. 
The Table 2 shows the composition of each batch: the number of positive and 
negative instances for each batch. Each batch data contains 54 attributes covering 
three groups: target measurements, relative measurements, and non-imagery 
information.  

Table 2. The numbers of positive and negative instances in the batched image data 

Batched 
Images 

1 2 3 4 5 6 7 8 9 All 

Positives 8 4 2 6 2 4 3 5 7 41 

Negatives 3 180 101 129 60 70 76 80 197 896 

Total 11 184 103 135 62 74 79 85 204 937 

 
We first extracted the correlated features from each batch for building models for 

individual batch. In this work, we employed decision tree (J48) and Naïve Bayes as 
the learning algorithms for developing model for each batch.  

In order to evaluate the effectiveness of the model fusion-based approach for batch 
learning, we conducted two different experiments: developing model fusion-based 
classification systems and building one global model for all batches. To compare the 
performance of two different systems, we performed evaluation using cross valuation 
method. Because of small size of the data, we only used 5 folds cross validation. 
Table 2 shows the results. We calculated the accuracy for each batch and a total for all 
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batches. From the Table2, it is obvious that model fusion-based approach outperforms 
one global model approach for both selected learning algorithms. 

Table 3. The accuracy of learning algorithms, J48 and Naïve Bayes 

Batches 
J48 (Decision Tree) Naïve Bayes 

Model Fusion One Model 
Model 
Fusion 

One Model 

1 0.91 0.27 0.91 0.27 
2 0.995 0.17 0.96 0.08 
3 1.0 0.09 1.0 0.78 
4 0.99 0.14 0.92 0.04 

5 1.0 0.95 1.0 0.71 

6 0.98 0.89 0.74 0.93 
7 0.98 0.95 0.93 0.61 

8 0.99 0.98 0.93 0.87 
9 0.99 0.90 0.96 0.95 

Total 0.99 0.77 0.94 0.62 

5 Discussions and Future Work 

The results from oil spills detection demonstrated the effectiveness of the proposed 
model fusion-based method for batch learning. By respecting the batched data 
structure in the real-world application, batch learning is a useful technique for batched 
data. Even though we emphases the importance of batch learning though oil spills 
detection application, the issues facing us still is a generic one in machine learning. 
This paper just reported some progress. Many tasks are on-going and will 
continuously be our future work as well. These issues are as follows. 

(1) When the number of batches becomes large the proposed method will be more 
difficult to deal with the batched issue. In the proposed method, the performance 
of batch learning systems depends largely on the performance of a batch 
identifier. The larger the number of batches, the bigger the number of classes for 
N-class classifier.  This will increase the difficulty to build a high-performance 
classifier. In oil spill detection, we developed a 9-class classifier to identify an 
observation into one of nine batches. The results shown in Table 2 rely on the 
98% accuracy of 9-class batch identifier in this application. However, it is not 
easy to build such a high-performance classifier with the increasing of the 
number of batches. To address this issue, we can combine the transfer learning 
technique and model fusion-based method. We can reduce the batch numbers by 
combining or grouping the number of batches into a new batch with the help of 
transfer learning technique. In other words, after examining the feature space and 
their distribution of the batches, we can transform the feature space or 
distribution to get a unified feature space or identical distribution for some 
batches, such that the number of batches will be reduced. 
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(2) In this work, we developed the model for each batch using the same learning 
algorithm either J48 or Naïve Bayes.  In fact, we can evaluate different learning 
algorithms for each individual batch to find out the best matching model. This 
will be the next experiments to look at the model diversity issue. To this end, we 
need to use more sophisticated model evaluation method such as ROC curve and 
cost-based curve and integrate the batched feature into evaluation as well.  

(3) When we investigated batch leaning techniques for batched data, we assume that 
the number of batches (the number of sub-problems) is known from real-world 
applications. For example, the oil spills detection contains nine batches. This 
assumption may hardly hold because new batch may appear anytime.  In such a 
case, the proposed method has difficult to deal with new batch. We have to 
rebuild model for new batch and rebuild batch identifier as well. To address this 
issue, robust learning technique is demanded. Therefore, we are looking into the 
method for integrating robust leaning with batch learning.         

6 Conclusions 

In this paper, we emphasized that it is necessary to deal with batched data by 
respecting the batched data structure. Building the techniques of classifier ensemble 
and machine learning, we developed a model fusion-based method for batch learning. 
We also applied the proposed method to a real-world application: to detect oil spills 
using the batched radar images data. The preliminary results demonstrated the 
feasibility and usefulness of the proposed method for batch learning. As we 
mentioned, we only reported some progress for our on-going research on batch 
learning. We also discussed several critical issues in dealing with batch learning and 
these issues will be our future work. 
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Abstract. The cosine and Tanimoto similarity measures are often and success-
fully applied in classification, clustering and ranking in chemistry, biology,  
information retrieval, and text mining. A basic operation in such tasks is identi-
fication of neighbors. This operation becomes critical for large high dimension-
al data. The usage of the triangle inequality property was recently offered to  
alleviate this problem in the case of applying a distance metric. The triangle in-
equality holds for the Tanimoto dissimilarity, which functionally determines the 
Tanimoto similarity, provided the underlying data have a form of vectors with 
binary non-negative values of attributes. Unfortunately, the triangle inequality 
holds neither for the cosine similarity measure nor for its corresponding dissi-
milarity measure. However, in this paper, we propose how to use the triangle 
inequality property and/or bounds on lengths of neighbor vectors to efficiently 
determine non-negative binary vectors that are similar with regard to the cosine 
similarity measure. 

Keywords: nearest neighbors, ε-neighborhoods, the cosine similarity, the Ta-
nimoto similarity, data clustering, text clustering. 

1 Introduction 

The cosine and Tanimoto similarity measures are often and successfully applied in 
classification, clustering and ranking in chemistry, biology, information retrieval, and 
text mining. A basic operation in such tasks is identification of neighbors. This opera-
tion becomes critical for large high dimensional data. The usage of the triangle in-
equality property was recently offered to alleviate this problem in the case of applying 
a distance metric [2-6, 8-9]. The triangle inequality holds for the Tanimoto dissimilar-
ity, which functionally determines the Tanimoto similarity, provided the underlying 
data have a form of vectors with binary non-negative values of attributes [7]. Unfor-
tunately, the triangle inequality holds neither for the cosine similarity measure nor for 
its corresponding dissimilarity measure. However, in this paper, we propose how to 
use the triangle inequality property and/or bounds on lengths of neighbor vectors to 
efficiently determine binary non-negative vectors that are similar with regard to the 
cosine similarity measure. More specifically, in this paper, we will consider vectors 
such that a domain of each of their attributes (or dimensions) is binary and may take 
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either value 0 or a positive real value. When the domains of their all dimensions in-
clude only 0 and 1, 0 might denote absence of an attribute, while1 its presence. If a 
positive value different from 1 is allowed for an attribute, it might reflect the impor-
tance (weight) of the occurrence of the attribute. The larger positive attribute value, 
the more important attribute. In the paper, we will call such vectors binary non-
negative vectors. 

Our paper has the following layout. Section 2 provides basic notions and properties 
used in the paper. In Section 3, we recall the method as offered in [3-4], which applies 
the triangle inequality property to efficiently calculate neighborhoods using a distance 
metric also in the case of large high dimensional datasets. In Section 4, we investigate 
the relationship between the cosine similarity measure and Tanimoto (dis)similarity. 
In Section 5, we formulate and prove the bounds on the lengths of cosine similar bi-
nary non-negative vectors. In Section 6, we investigate the combined usage of the 
Tanimoto dissimilarity, the triangle inequality and the found bounds on the length of 
vectors for determining cosine similarity neighborhoods of binary non-negative vec-
tors. Section 7 concludes our work.  

2 Basic Notions and Properties 

In the chapter, we will consider vectors of the same dimensionality, say n. A vector u 
will be sometimes denoted as [u1, …, un], where ui is the value of the i-th dimension 
of u, i = 1..n.  

In the sequel, dissimilarity between two vectors p and q will be denoted by 
dis(p, q). A vector q is considered as less dissimilar from vector p than vector r if 
dis(q, p) < dis(r, p). In order to compare vectors, one may use a variety of dissimilari-
ty measures among which an important class are distance metrics. 

A distance metric (or shortly, distance) in a set of vectors D is defined as a dissimi-
larity measure dis : D × D → [0,+∞) that satisfies the following three conditions for 
all vectors p, q, and r in D: 

1) dis(p, q) = 0 iff p = q; 
2) dis(p, q) = dis(q, p); 
3) dis(p, r) ≤ dis(p, q) + dis(q, r). 

The third condition is known as the triangle inequality property. Often, an alternative 
form of this property is used; namely, dis(p, q) ≥ dis(p, r) − dis(q, r). 

In order to compare vectors, one may alternatively use similarity measures. In the 
following, the similarity between two vectors p and q will be denoted by sim(p, q). A 
vector q is considered as more similar to vector p than vector r if sim(q, p) > sim(r, p). 
Please note that, for example, −sim(q, p) or 1 − sim(q, p) could be interpreted as a 
measure of dissimilarity between q and p. 

Among most popular similarity measures is cosine similarity and Tanimoto simi-
larity. The cosine similarity between vectors u and v is denoted by cosSim(u, v) and is 
defined as the cosine of the angle between them; that is, 



50 M. Kryszkiewicz 

 

cosSim(u,v) = 
|||| vu

vu ⋅
, where: 

• u ⋅ v is a standard vector dot product of vectors u and v and equals  = ni iivu
..1

; 

• | u | is the length of vector u and equals uu ⋅ . 

Property 1. Let u and v be non-zero vectors. Then, cosSim(u, v) ∈ [−1, 1].  

The Tanimoto similarity between vectors u and v is denoted by T(u, v) and is defined 
as follows, 

 T(u, v) = 
vuvvuu

vu

⋅−⋅+⋅
⋅

. 

In the case of binary vectors with attribute domains restricted to {0, 1}, the Tanimoto 
similarity between two vectors determines the ratio of the number of attributes (“1s”) 
shared by both vectors to the number of attributes (“1s”) occurring in either vector. 

Property 2 [10]. Let u and v be non-zero vectors. Then, T(u, v) ∈ 



− 1,

3

1
. 

Both the cosine similarity and the Tanimoto similarity do not preserve the triangle 
inequality property. Also, 1 − cosSim(u, v) does not preserve this property. However, 
it was proved in [7] that the measure 1 − T(u, v), known as the Tanimoto dissimilarity, 
preserves the triangle inequality property for binary non-negative vectors.  

Below, we provide definitions of neighborhoods in a vector set D with regard to a 
dissimilarity measure dis and, respectively, with regard to a similarity measure sim.  

ε-neighborhood of a vector p in D w.r.t dissimilarity measure dis is denoted by 
ε-NBdis

D(p) and is defined as the set of all vectors in dataset D \ {p} that are dissimilar 
from p by no more than ε ; that is, 

ε-NBdis
D(p) = {q  ∈ D \ {p} | dis(p, q) ≤ ε}. 

ε-similarity neighborhood of a vector p in D w.r.t similarity measure sim is denoted 
by ε-SNBsim

D(p) and is defined as the set of all vectors in dataset D \ {p} that are simi-
lar to p by no less than ε; that is,  

ε-SNBsim
D(p) = {q  ∈ D \ {p} | sim(p, q)  ≥ ε}. 

Instead of looking for an ε-neighborhood (an ε-similarity neighborhood), one may be 
interested in determining k-nearest neighbors (k-similarity nearest neighbors). Let D’ 
be a set containing k vectors from D \ {p} and ε = max{dis(p, q)| q ∈ D’}. Then, 
k-nearest neighbors are guaranteed to be found within ε distance from vector p; that 
is, are contained in ε-NBdis

D(p). In practice, the value of ε within which k-nearest 
neighbors of p are guaranteed to be found is re-estimated (is possibly narrowed) when  
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calculating the distance between p and next vectors from D \ {p} [5-6]. In an analog-
ous way, k-similarity nearest neighbors could be determined. In the following, we will 
focus on determining ε-(similarity) neighborhoods.  

3 Triangle Inequality as a Means for Efficient Determining  
of Neighborhoods Based on Distance Metrics 

In this section, we recall the method of determining ε-neighborhoods based on dis-
tance metrics efficiently, as proposed in [3-4]. 

Lemma 1 [3-4]. Let dis be a distance metric and D be a set of vectors. For any vec-
tors u, v∈D and any vector r: 

dis(u, r) − dis(v, r) > ε   dis(u, v) > ε   v ∉ ε-NBdis
D(u)  ∧ u ∉ ε-NBdis

D(v). 

Now, let us consider vector q such that dis(q, r) > dis(u, r). If dis(u, r) − dis(v, r) > ε, 
then also dis(q, r) − dis(v, r) > ε, and thus, v ∉ ε-NBdis

D(q) and q ∉ ε-NBdis
D(v) without 

calculating the real distance between q and v. This observation provides the intuition 
behind Theorem 1. 

Theorem 1 [3-4]. Let r be any vector and D be a set of vectors ordered in a non-
decreasing way with regard to their distances to r. Let u ∈ D, f  be a vector following 
vector u in D such that dis(f, r) − dis(u, r) > ε, and p be a vector preceding vector u in 
D such that dis(u, r) − dis(p, r) > ε. Then: 

a) f and all vectors following f in D do not belong to ε-NBdis
D(u);  

b) p and all vectors preceding p in D do not belong to ε-NBdis
D(u).  

As follows from Theorem 1, it makes sense to order all vectors in a given dataset D 
with regard to a reference vector as this enables simple elimination of a potentially 
large subset of vectors that certainly do not belong to an ε-neighborhood of an ana-
lyzed vector. The experiments reported in [3-4] showed that the determination of 
ε-neighborhoods by means of Theorem 1 was always faster than the determination 
using the R-Tree index, and in almost all cases speeded up the clustering process by at 
least an order of magnitude, also for high dimensional large vector sets consisting of 
hundreds of dimensions and tens of thousands of vectors. Analogous results were 
reported when determining k-neighborhoods [5-6]. 

4 The Cosine Similarity versus the Tanimoto Distance 

In this section, we investigate the relation between the cosine similarity and the Ta-
nimoto similarity and dissimilarity measures. 

Lemma 2 [1]. Let u and v be non-zero vectors. Then: 

T(u, v) = 
),(

),(

vucosSimA

vucosSim

−
, where 

||

||

||

||

u

v

v

u
A += . 
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Proof. T(u, v) = 
vuvvuu

vu

⋅−⋅+⋅
⋅

 = 
||||),( ||||

||||),(
22 vuvucosSimvu

vuvucosSim

−+
 = 

),( 
||||

||||

),(
22

vucosSim
vu

vu

vucosSim

−+
 = 

),( 
||

||

||

||
),(

vucosSim
u

v

v

u
vucosSim

−+
= 

),(

),(

vucosSimA

vucosSim

−
.       

Proposition 1. Let u and v be non-zero vectors. Then: 

cosSim(u, v) = 
),(1

),(

vuT

AvuT

+
, where 

||

||

||

||

u

v

v

u
A += . 

Proof. Follows from Lemma 2.                                                      

Lemma 3. Let a and b be real numbers such that ab > 0. Then 2≥+
a

b

b

a
. 

Proof. Follows from 0)( 2 ≥− ba .                                                 

Theorem 2. Let u and v be non-zero vectors, 
||

||

||

||

u

v

v

u
A += , ε ∈ [−1,1] and 

ε’ = 
ε

ε
−A

. Then ε’  ≤ ε for ε ∈ (0,1], ε’ ≥ ε for ε ∈ [−1,0), ε’  =  ε  for ε = 0 and 

cosSim(u, v) ≥ ε ⇔ T(u, v) ≥ ε’ ⇔ 1 − T(u, v) ≤ 1 − ε’. 

Proof. By Lemma 3, 2≥A . Hence, ε’  ≤ ε for ε ∈ (0,1], ε’ ≥ ε for ε ∈ [−1,0) and 

ε’  =  ε  for ε = 0. By Proposition 1, cosSim(u, v) ≥ ε ⇔ 
),(1

),(

vuT

AvuT

+
 ≥ ε and by 

Property 2, 1 + T(u, v) > 0.  Hence, cosSim(u, v) ≥ ε ⇔ T(u, v) ≥ 
ε

ε
−A

= ε’.         

The corollary beneath follows immediately from Theorem 2. 

Corollary 1. Let D ∪ {u} be a set of non-zero vectors, ε ∈ [−1,1] and ε’(v, w) = 

ε

ε

−+
||

||

||

||

v

w

w

v
 for any vectors v, w in D ∪ {u}. Then:  

            ε-SNBcosSim
D(u) = { }),('),( }{\ vuvuTuDv ε≥∈  = 

         
{ }),('1),(1 }{\ vuvuTuDv ε−≤−∈ . 

Corollary 2. Let D ∪ {u} be a set of binary non-negative vectors and ε ∈ [−1,1]. 
Then, ε-SNBcosSim

D(u) can be determined by means of the Tanimoto dissimilarity and 
supported by the usage of the triangle inequality as specified in Lemma 1. 
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5 Bounds on Lengths of Binary Non-negative Cosine Similar 
Vectors 

In this section, we consider the possibility of reducing the search space of candidate 
neighbor vectors by taking into account the lengths of vectors in a given dataset D.  

Theorem 3. Let u and v be binary non-negative non-zero vectors such that cos-
Sim(u, v) ≥ ε and ε ∈ (0, 1]. Then: 

a) | v | ∈ 





ε
ε ||

|,|
u

u ; 

b) | v |2 ∈ 











2

2
22 ||
,||

ε
ε u

u . 

Proof. Ad a) Since u and v are binary non-negative vectors, then for any dimension i: 
ui vi equals either ui ui or ui 0. Hence, ui vi ≤ ui ui . Analogously, ui vi ≤ vi vi . 

Now, 
||||

|| 2

vu

u
= 

||||
..1

vu

uuni ii = ≥ 
||||

..1

vu

vuni ii = = 
|||| vu

vu ⋅
= cosSim(u, v) ≥ ε. 

Hence, 
||||

|| 2

vu

u
 ≥ ε. Thus, | v | ≤ 

ε
|| u
. 

In addition, 
||||

|| 2

vu

v
= 

||||
..1

vu

vvni ii = ≥ 
||||

..1

vu

vuni ii = = 
|||| vu

vu ⋅
= cosSim(u, v) ≥ ε.  

Hence, 
||||

|| 2

vu

v
 ≥ ε. Thus, | v | ≥ || uε . 

Ad b) Follows immediately from Theorem 3a.                                       

Let u be a vector for which we wish to find its ε-cosine similarity neighborhood, 
where ε ∈ (0, 1]. Theorem 3 tells us that among vectors shorter than u only those not 
shorter than ε| u | may belong to the ε-cosine similarity neighborhood of u, while 

among vectors longer than u only those not longer than 
ε

|| u
 may belong to this 

neighborhood. 

Corollary 3. Let D ∪ {u} be a set of binary non-negative non-zero vectors, ε ∈ (0,1]. 
Then:  

ε-SNBcosSim
D(u) = 









≥∧



∈∈ ε

ε
ε ),(

||
|,||| }{\ vucosSim

u
uvuDv . 
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6 The Tanimoto Distance and Lengths of Vectors as a Means  
to Restrict a Set of Candidates for Members of Cosine 
Similarity Neighborhoods of Binary Non-negative Vectors 

In this section, we investigate the usage of both the Tanimoto dissimilarity, the trian-
gle inequality and the found bounds on the length of vectors for determining cosine 
similarity neighborhoods of binary non-negative vectors.  

Lemma 4. Let a,c,d > 0, c ≤ d, b ∈ [c, d]. Let 






 ++=

a

d

d

a

a

c

c

a
A ,max Then: 

a) 
a

b

b

a +  ≤ A; 

b) If ε ∈ [0,1], then 
ε

ε

 
1

−+
−

a

b

b

a
 ≤ 

ε
ε

1
−

−
A

. 

Proof. Ad a) Let f(b): [c, d]  → R+ be a function such that f(b) = 
a

b

b

a + . Then, f’(b) = 

ab

a 1
2

+−
. 

Case a ∈ [c, d]. f’(b) = 0 iff b = a; f’(b) < 0 iff b ∈ [c, a); f’(b) > 0 iff b ∈ (a, d]. 
Hence, f(b) has minimal value for b = a; f(b) is decreasing in [c, a) and f(b) is  

increasing in (a, d]. Thus, the greatest value of f(b) = 






 ++

a

d

d

a

a

c

c

a
,max . 

Case a < c. Then, f’(b) > 0 iff b ∈ [c, d]. Thus, f(b) is increasing in [c, d]. So, the 

greatest value of f(b) = f(d) = 
a

d

d

a + . 

Case a > d. Then, f’(b) < 0 iff b ∈ [c, d]. Thus, f(b) is decreasing in [c, d]. So, the 

greatest value of f(b) = f(c) = 
a

c

c

a + . 

So, we have proved that in all three cases 
a

b

b

a +  ≤ 






 ++

a

d

d

a

a

c

c

a
,max  = A. 

Ad b) Follows immediately from Lemma 4a and Lemma 3.                          

Lemma 5. Let u and v be non-zero vectors, ε ∈ (0,1] and | v | ∈ 





ε
ε ||

|,|
u

u . Then 

ε

ε

−+
−

||
||

||
||

1

u

v

v

u
≤ 21 ε− . 
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Proof. Let a =| u |, b =| v |, c = ε| u |, d = 
ε

|| u
 and | v | ∈ 





ε
ε ||

|,|
u

u . Then, 

b ∈ [c, d]. Let 






 ++=

a

d

d

a

a

c

c

a
A ,max . Since, 

a

c

c

a +  = ε
ε

+1
 and 

a

d

d

a +  = 

ε
ε

+1
, then A = ε

ε
+1

. Hence, and by Lemma 4b, 
ε

ε

−+
−

||
||

||
||

1

u

v

v

u
 = 

ε

ε

 
1

−+
−

a

b

b

a
 ≤ 

ε
ε

 
1

−
−

A
 = 21 ε− .                                              

Theorem 4. Let D ∪ {u} be a set of binary non-negative non-zero vectors, ε ∈ (0,1] 

and ε’(v, w) = 
ε

ε

−+
||
||

||
||

v

w

w

v
 for any vectors v, w in D ∪ {u}. Then:  

ε-SNBcosSim
D(u) = 









−≤−∧



∈∈ ),('1),(1

||
|,|||  }{\ vuvuT

u
uvuDv ε

ε
ε ⊆ 









−≤−∧



∈∈ 21),(1

||
|,|||  }{\ ε

ε
ε vuT

u
uvuDv  ⊆ (1−ε2)-NB1-T

D(u). 

Proof. ε-SNBcosSim
D(u) = (by Corollary 3 and Theorem 2)  









−≤−∧



∈∈ ),('1),(1

||
|,|||  }{\ vuvuT

u
uvuDv ε

ε
ε ⊆ (by Lemma 5) 









−≤−∧



∈∈ 21),(1

||
|,|||  }{\ ε

ε
ε vuT

u
uvuDv  ⊆  

{ }21),(1  }{\ ε−≤−∈ vuTuDv  = (1−ε2)-NB1-T
D(u).                             

Corollary 4. Let D ∪ {u} be a set of binary non-negative non-zero vectors and 
ε ∈ (0,1]. Then, ε-SNBcosSim

D(u) can be determined by means of the Tanimoto distance 
and supported by the usage of the triangle inequality as specified in Lemma 1 and 
Theorem 1. 

Theorem 4 suggests a number of ways in which ε-SNBcosSim
D(u), where ε ∈ (0, 1], can 

be determined. First of all, ε-SNBcosSim
D(u) is a subset of ε’-NB1−T

D(u), ε’ = 21 ε− , 
which can be determined by means of the triangle inequality (e.g. as proposed in [3-4] 
and recalled in Section 3), provided dataset D contains only binary non-negative non-
zero vectors. In addition, only those vectors v in ε’-NB1−T

D(u) the length of which 
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belongs to the interval 





ε
ε ||

|,|
u

u  and that fulfill the condition 

),('1),(1 vuvuT ε−≤− , where ε’(u, v) = 
ε

ε

−+
||

||

||

||

u

v

v

u
, have a chance to belong to 

ε-SNBcosSim
D(u). In the sequel, the former condition is denoted by LC, the latter by TC 

and their conjunction by LTC. In Table 1, we present the results of evaluating the 
selectiveness of these conditions which we carried out on the dataset with 11 binary 
attributes and 2047 different vectors.  

Table 1. Average numbers of evaluated vectors for a vector u, where LC(u) – the percentage of 

vectors in the dataset fulfilling the condition | v | ∈ 





ε

ε ||
|,|

u
u , r = [10101010101] – used 

reference vector, TC(u) - the percentage of vectors v that were not eliminated by applying the 

triangle inequality condition (1−T(u, r) − (1−T(u, v)) 
ε

ε

−+
−≤

||

||

||

||
1

u

v

v

u
), LTC(u) – the 

percentage of vectors fulfilling both TL(u) and TC(u) 

ε 

||

|)(-|

D

uSNB D
cosSimε

 
LC(u) TC(u) LTC(u) 

0.9855 0,05% 16,44% 16,35% 4,85% 
0.9200 0,25% 27,24% 53,21% 12,87% 

 
As follows from these results, average selectiveness of LC is similar to that of TC 

for very high value of ε (0.9855) and greater than TC for lower value of ε (0.9200). In 
both cases, it is most beneficial to apply both conditions (LTC).  

7 Conclusions 

In the paper, we have proposed a new solution to determining neighborhoods defined 
in terms of the cosine similarity measure for binary non-negative vectors. We have 
proposed and proved that this problem can be transformed to the problem of deter-
mining neighborhoods defined in terms of the Tanimoto dissimilarity. This equiva-
lence allows us to apply solutions based on using the triangle inequality that were 
proposed recently in the literature. In addition, we showed that in the case of binary 
non-negative vectors, one may restrict the cosine similarity neighbor search area by 
applying our proposed bounds on the lengths of candidate vectors. 
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Automatic Chord Recognition

Based on Probabilistic Integration of Acoustic
Features, Bass Sounds, and Chord Transition

Katsutoshi Itoyama, Tetsuya Ogata, and Hiroshi G. Okuno

Kyoto University

Abstract. We have developed a method that identifies musical chords in
polyphonic musical signals. As musical chords mainly represent the har-
mony of music and are related to other musical elements such as melody
and rhythm, we should be able to recognize chords more effectively if
this interrelationship is taken into consideration. We use bass pitches
as clues for improving chord recognition. The proposed chord recogni-
tion system is constructed based on Viterbi-algorithm-based maximum
a posteriori estimation that uses a posterior probability based on chord
features, chord transition patterns, and bass pitch distributions. Exper-
imental results with 150 Beatles songs that has keys and no modulation
showed that the recognition rate was 73.7% on average.

1 Introduction

Automatic analysis of musical audio signals has recently become more impor-
tant. Digital audio players with large memories and music distribution services
have become commom place, and music information retrieval (MIR) and rec-
ommendation systems are required for the various needs of listeners. For more
efficient and effective MIR, content-based information such as musical structure
as well as the mood and genre of musical pieces is required in addition to text-
based information. Manual annotation requires immense effort, and maintaining
a consistent level of quality is not easy. Thus, techniques for extracting musi-
cal elements are essential for obtaining content-based information from musical
signals.

The ultimate goal of our study is to develop an automatic music analysis
system that can recognize various musical elements by considering their rela-
tionship to each other. When composing music, composers closely examine the
relationships between musical elements such as melody, harmony, rhythm, music
structure, timbre, tempo, and so on, so when analyzing music, it makes sense
to examine the relationship of musical elements to improve recognition perfor-
mance.

In this paper, we describe an automatic chord recognition method that uses
the relationship between chord and bass pitch for use in the music analysis
system mentioned above. To achieve the simultaneous recognition of multiple
mucial elements, the use of Bayesian inference which estimates causes on the

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 58–67, 2012.
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basis of the likelihood of evidence is promising. The chord sequence is regarded
as one element of the harmony and bass pitches are regarded as one element
of the melody. The chord sequence consists of a chord symbol sequence and
a chord boundary sequence. The chord sequence often represents the mood of
music, it can be used to calculate mood similarity between musical pieces which is
important in MIR and music recommendation systems. The bass pitch represents
a melody in the bass register and thus leads the chord progression.

An approach that has recently been used by many researchers for automated
description of chord sequence is the use of hidden Markov models (HMMs). Sev-
eral methods have been suggested to explore the analogy between speech recog-
nition and chord recognition and to consider the temporal connection of chords
[1,2,3]. Sheh et al. [1] proposed a method that uses an extension of the pitch class
profile (PCP) [4] as a feature vector. They used an HMM that had one state per
chord with a large set of classes (147 chord types). However, they were not able
to obtain good recognition results. Bello et al. [2] also proposed the use of the
chroma features and an HMM, and were able to improve recognition accuracy by
incorporating musical knowledge into the model. Lee et al. [3] built key-specific
models for automatic chord transcription. They used a 6-dimensional feature
vector called tonal centroid, which is based on Tonnetz [5]. Higher accuracies
were obtained by confining recognized chord types to a smaller set.

Yoshioka et al. have pointed out that chord symbols affect chord boundary
recognition and vice versa [6]. They developed a method that concurrently rec-
ognizes chord symbols and boundaries by using a hypothesis-search method to
recognize chord sequence and key. Sumi et al. [7] reported an improved version
of this method that uses Gaussian mixture models (GMMs) to calculate the
likelihood of acoustic feature vectors. Mauch et al. [8] reported a method using
bass pitch classes but the probability of the bass pitch is given a priori.

While most previous studies have considered only the features of chords, we
focus on the interrelationship among musical elements and integrate bass pitch
information into chord recognition in a probabilistic training-based framework.
The framework enables us to deal with multiple musical elements uniformly and
facilitates the integration of information obtained from the statistical analysis
of real music.

2 Chord Recognition Using Bass Pitch Estimation

We propose a chord recognition method based on the relationship between chord
(from harmony) and bass pitch (from melody) and integrate them on the basis
of the Bayesian framework.

2.1 Chords and Bass Pitch

We focus on chords and bass pitch specifically because they are closely related to
chord sequence. Bass sounds are the most predominant tones in the low frequency
region and have the following important properties:
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– They compose the bass register of musical chords.
– They lead the chord sequence.

Therefore, we consider bass pitch estimation a promising clue for chord recogni-
tion.

2.2 Issues

In the previous method [7], an acoustic feature vector is calculated for a pair
consisting of a chord symbol and its segment, and the likelihood of each pair
is then evaluated. This previous method lacks a generalization capability of
acoustic feature deviation caused by instrumentation, articulation, and arpeg-
gio, thus preventing the use of optimum path-finding methods (such as a Viterbi
algorithm) because of the temporal dependency of the acoustic features. Ad-
ditionally, in the previous method, two 2-gram models represented the transi-
tion of chords for each major and minor scale. In western musical theory, a
cadence (common unit of chord transition) is written as at least three chords,
e.g., tonic→dominant→tonic. This suggests the need for a language model which
represent more than two chord sequences.

2.3 Approaches

To address the above issues, we use bass pitch probability distribution and define
a probabilistic observation model and a Bayesian chord transition model.

To improve the generalization capability and temporal dependency of the
acoustic features, we utilize chord sequences as a Markov process of chord sym-
bols for each temporal unit (eighth-note segment) with Gaussian mixture models
(GMMs) for the distribution of the features. We use GMMs because they have
a more efficient generalizatoin capability than the single Gaussian model. These
models can be trained using actual musical pieces, which we assume will help
improve the generalization capability.

We use a hierarchical Pitman-Yor language model (HPYLM) [9] for the tran-
sition of chord symbols. HPYLM is a Bayesian extention of the N-gram model
with Kneser-Ney smoothing.

3 Chord Recognition System

In this section, we describe our chord recognition system. Inputs are polyphonic
musical audio signals such as commercial CD recordings and outputs are esti-
mated chord symbol sequences and a key. Our system calculates the posterior
probability of the chord sequence using acoustic features, bass pitch probability
distribution, and chord transition. The formalization of the chord recognition,
definition of the posterior probability, and calculation method of the probability
are described in the following subsections.
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3.1 Formalization

In the proposed system, we define eighth-note segments as the smallest time
unit of chord sequence estimation. These segments are estimated in advance by
the beat tracking method [10]; let [e1, . . . , eK ] be the estimated segments. For
each segment, acoustic features X = [x1, . . . ,xK ] are calculated and bass pitch
probability distributions B = [b1, . . . , bK ] are estimated.

In the proposed system, a sequence of chord symbols, c = [c1, . . . , cK ], for
each eighth-note segment is to be recognized, and a key s for is also estimated
collatelally. Each chord in the sequence is defined as a probabilistic variable:

ck ∈ R× {Major, Minor, Diminished, Sus4} , (1)

where R is the set of twelve root tones:

R = {C, C#, D, D#, E, F, F#, G, G#, A, A#, B} . (2)

i.e., we use 48 classes. We use four types of triad chords: major (root, major
third, perfect fifth), minor (root, minor third, perfect fifth), diminished (root,
minor third, diminished fifth), and suspended4 (root, perfect fourth, perfect fifth)
because these four chords are commonly used in popular music. Other chords
such as augmented triad, sevenths, and so on are included in the above four
chords on the basis of their component notes. For music information retrieval,
we believe the broader classes should be sufficient to capture the characteristics
and/or moods of musical pieces. The key s is defined as a probabilistic variable:

s ∈ R× {Major, Minor} (3)

and is estimated for the entire input musical piece. We also assume that musical
pieces have the following properties:

1. Tempo stays constant.
2. Beat is a common measure (four-four time).
3. Key does not modulate.

Let p(c, s|X ,B) be the posterior probability of the chord sequence and the key.
We define the chord recognition as a maximum a posteriori (MAP) estimation
problem, i.e., argmaxc,s p(c, s|X ,B) is the chord sequence and key to be esti-
mated.

3.2 Posterior Probability

The simultaneous probability of the chord sequence, key, acousitc features, and
bass pitch probability distributions is defined as

p(c, s,X ,B) = p(s) p(c1)

K∏

k=1

p(Xk|ck) p(Bk|ck)

K∏

k=2

p(ck|c1, . . . , ck−1, s). (4)

A graphical representation of this probabilistic model is shown in Fig. 1. This
model has the following properties:
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Fig. 1. Graphical model of chord sequence, key, acoustic features, and bass pitch prob-
abilitiy distributions

1. Each chord ck depends on previous chords c1, . . . , ck−1 and on the key s.
2. Acoustic features X and bass pitch probability distributions B are condi-

tionally independent over each corresponding chord.

Using Bayes’ theorem, the posterior probability of the chord sequence c and the
key s satisfies the following equation:

p(c, s|X ,B) =
p(c, s,X ,B)

p(X ,B)
. (5)

Since the denominator p(X ,B) is unrelated to the MAP estimation, we only
have to deal with the numerator p(c, s,X ,B). The prior probability of the key
p(s) is assumed as a uniform distribution. We obtain the following equation for
chord recognition:

argmax
c,s

p(c, s|X ,B)

≡ argmax
c,s

p(c1)

K∏

k=1

p(Xk|ck) p(Bk|ck)

K∏

k=2

p(ck|c1, . . . , ck−1, s).
(6)

The chord sequence and the key wthat maximizes the posterior probability are
estimated by using a Viterbi algorithm.

Acoustic Features. We use 12-dimensional chroma vectors [11] as acoustic
features that approximately represent the intensities of the 12-semitone pitch
classes. Chord symbols are identified by the variety of tones, so this representa-
tion is essential for chord recognition. Chroma vectors are calculated from the
spectrogram of 55–1000 Hz. Note that chords of the same type that have dif-
ferent root notes, such as C Major and D Major, can be normalized by cyclic
shift, as shown in Fig. 2. Thus we train only four (the number of chord types)
chroma vector models and expand them to 48 (the number of chord symbols) by
using cyclically shifted chroma vectors. This normalization increases the amount
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Fig. 2. Cyclic shift of chroma vector. By normalizing the indices of vectors by the root,
then shifting and rotating the elements, the vectors for each code kind are obtained.

of training data for each chroma vector model, thus increasing the robustness of
the chord recognition.

A Gaussian mixture model (GMM) is used for the probabilistic model of the
chroma vectors. We assume that the chroma vectors are statistically independent
for each time. The GMM parameters are obtained by using an expectation-
maximization (EM) algorithm based on maximum likelihood estimation. Let
M be the number of Gaussian mixtures and {αc,1, . . . , αc,M}, {μc,1, . . . ,μc,M},
and {Σc,1, . . . , Σc,M} be the mixing coefficients, mean vectors, and covariance
matrices, respectively. The likelihood of each chord symbol ck is calculated for
each chroma vector xk as

p(xk|ck) =

M∑

m=1

αck,m

(2π)6 |Σck,m|− 1
2

exp

(
− (yk − μck,m)T Σ−1

ck,m (yk − μck,m)

2

)
,

(7)
where yk is a 12-dimensional vector obtained by the cyclic shift of xk.

Bass Pitch Probability Distribution. The bass sounds lead the chord se-
quence, so they should be simultaneously analyzed as an element that is impor-
tant for recognizing the chord sequence.

Bass pitch probability distributions B are estimated as existence degrees of
instrument sounds performing bass parts for each pitch by using PreFEst [12].
We assume the bass sounds are performed in the frequency range of f0 to f1.
Let M0 and M1 be the frequency index of f0 and f1, respectively. A bass pitch
probability distribution bk is defined as a vector on a (M1−M0+1)-dimensional
simplex:
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k = 1, . . . ,K :

⎡

⎢⎣
bk = (bk,M0 , . . . , bk,M1) ;

M1∑

m=M0

bk,m = 1;

m = M0, . . . ,M1 : 0 ≤ bk,m ≤ 1

⎤

⎥⎦. (8)

Let βc = (βc,M0 , . . . , βc,M1) be an averaged bass pitch probability distribution
for chord c in the training data. If the bass sound which is usually one of the
components of the chord is performed clearly, the chord can easily be estimated
from the sound. A clearly performed bass sound results in the sparse bass pitch
probability. The likelihood of the chord should be large if the common bass sound
is performed.

We define the likelihood function to satisfy the above property as

p(bk|ck) = (M1 −M0 + 1)! 〈bk,βck〉 , (9)

where 〈·, ·〉 represents the inner product of the vectors. The mode of this proba-
bilistic distribution is

(bk,M0 , . . . , bk,m, . . . , bk,M1) = (0, . . . , 1, . . . , 0)

s.t. m = arg max
m∈{M0,...,M1}

{βck,M0 , . . . , βck,M1} , (10)

i.e., the likelihood is maximized if the most common pitch of the bass sound m
in chord ck is obviously performed.

Chord Transition. As music theory has indicated, patterns of chord progres-
sion (such as I – IV – V) are limited for genres and artists, and artists and
transition probability is usually biased. Abstract patterns are translated into
concrete chord symbols by using the key. Ambiguity of chord symbols can be
resolved by using a model of the chord progression. We model chord progres-
sion patterns with a hierarchical Pitman-Yor language model (HPYLM) [9] thus
eliminating any ambiguity.

The Hierarchical Pitman-Yor language model is a hierarchical generative
model of the N-gram language model, i.e., it approximates the probability
p(ck|c1, . . . , ck−1, s) by the (N−1)-thorderMarkovmodelp(ck|ck−n+1, . . . , ck−1, s)
and estimates N-gram probability distribution by using a Chinese restaurant pro-
cess (CRP) and the Markov-chain Monte Carlo (MCMC) algorithm. The proba-
bility of ck preceded by the context h = ck−n+1, . . . , ck−1 is described as

p(ck|h) = c(ck|h)− d · thck

θ + c(h)
+

θ + d · th·
θ + c(h)

p(ck|h′) , (11)

where c(ck|h) means the count of ck preceded by h, c(h) =
∑

ck
c(ck|h) means

the sum of them, and h′ = ck−n+2, . . . , ck−1 means a context of lower order.
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Table 1. Recognition rates [%] for each combination of musical elements

(1) acoustic features, (2) bass pitch, (3) (1) and (2), (4) (1) and chord transition, (5) (2) and chord

transition, (6) our proposed method, (7) previous method [7]

Method (1) (2) (3) (4) (5) (6) (7)

Recognition rate 59.8 41.0 66.6 61.9 52.7 73.7 73.4

Table 2. Recognition rates [%] for each number of GMM components

Number of components 1 2 4 8 16

Recognition rate 61.0 67.9 73.7 72.6 66.9

4 Experimental Evaluation

We conducted experiments to evaluate the proposed system. 150 songs without
modulation were excerpted from 12 Beatles albums for test data. These songs
were divided into five random groups for 5-fold cross validation. We set the
number of Gaussian mixtures to M = 4 and the frequency range of bass sounds
[f0, f1] to [29, 261] Hz. The 120 songs of the other four groups were used for
training chroma vectors, bass sounds, and chord transition models. For correct
chord labels, we used ground-truth annotations of the Beatles albums [13]. We
evaluated the system by recognition rate defined as

Recognition Rate =
Total Duration of Correct Chord

Duration of Song
× 100 %. (12)

We also measured the recognized chord symbols by average and maximum of
continuous correct segments with an error tolerance of 50 msec.

To evaluate the effectiveness of our method, we compared the frame-rate ac-
curacies of five methods of computing posterior probability:

1. Using only acoustic features
2. Using only bass pitch probability distribution
3. Using acoustic features and bass pitch probability distribution
4. Using acoustic features and chord transition (3-gram)
5. Using bass pitch probability distribution and chord transition
6. Proposed method (using all three elements)
7. Previous method [7]

The results are shown in Table 1.
To evaluate the effectiveness of using GMMs, we compared the number of

GMM components over 1, 2, 4, 8, and 16. Note that 1 GMM component cor-
responds to the use of single Gaussian distribution model. The results of this
evaluation are shown in Table 2.
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With our system, the average recognition rate for 150 songs was 73.7% (as
shown in Table 1.) Compared with using only acoustic features, the methods
using bass pitch and chord transition improved the rate by 6.8 and 2.1 points,
respectively, and the proposed method improved the rate by 13.9 points. Our
system’s accuracy was higher than that of the baseline method because the
probabilistic integration enabled us to utilize information about bass sounds as
a clue in chord recognition. These results demonstrate both the importance of
considering the interrelationship between chord sequence and bass sounds and
the effectiveness of the probabilistic integration of these elements.

As shown in Table 2, in all cases involving 2, 4, 8, and 16 Gaussian com-
ponents, the recognition rates were improved more than the case of a single
Gaussian component. We therefore set the number Gaussian components to 4
in subsequent experiments.

We compared the average duration of continuous correct segments with the
previous method and our proposed method with 2-gram and 3-gram models. Al-
though the duration was 1.66 sec in the previous method, the durations were 2.88
and 2.97 secs in our method with the 2-gram and 3-gram models, respectively.

5 Conclusion

We presented a chord recognition system that utilizes the interrelationships be-
tween various musical elements. Specifically, we focused on acoustic features,
bass pitch probability distribution and chord transition and integrated them
in a probabilistic framework. The experimental results showed that our sys-
tem can achieve a chord recognition rate of 73.7% for 150 Beatles songs. The
results also showed an increase in accuracy when the three reliabilities are inte-
grated compared with the baseline method or when using only acoustic features.
This demonstrates that to recognize musical elements, which consist not only
of musical chords but also of other elements, it is important to consider the in-
terrelationship among musical elements and to integrate them probabilistically.
Future works includes additional experimental evaluations using more data sets
of various artists to eliminate the bias which is caused by using only the Beatles
albums. To obtain more information about how to recognize chord sequences
more effectively, we will design a method of integrating other musical elements
such as rhythm.
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Abstract. In recent years, the use of advanced technologies such as
wireless communication and sensors in intelligent transportation systems
has made a significant increase in traffic data available. With this data,
traffic prediction has the ability to improve traffic conditions and to re-
duce travel delays by facilitating better utilization of available capacity.
This paper presents a real-time transportation prediction system named
VTraffic for Vermont Agencies of Transportation by integrating traffic
flow theory, advanced sensors, data gathering, data fusion, and data min-
ing and visualization technologies to estimate and visualize the current
and future traffic. In our VTraffic system, acoustic sensors were installed
to monitor and to collect real-time data. Reliable predictions can be ob-
tained from historical data and be verified and refined by the current
and near future real-time data.

Keywords: sensors, intelligent transportation system, traffic prediction,
real-time, data fusion, data mining, visualization.

1 Introduction

Traffic congestion is a situation of transportation systems that occurs as the sat-
uration of road network capacity, due to increased traffic volume or interruptions,
and is characterized by slower speeds, increased vehicular queuing, and longer
trip times. Congestion is one external cost of transport and the reduction of its
impact is often one of the primary objectives for transport policy makers. Traf-
fic congestion, continuously one of the major problems in various transportation
systems, has many negative effects on travelers, businesses, agencies and cities.
One significant aspect is the value of the wasted fuel and additional time. The
top 15 urban areas include about 58 percent of the delay estimated for 2010,
and the top 20 areas account for over 65 percent of the annual delay. Based on
wasted time and fuel, traffic congestion costs about $115 billion in the 439 urban
areas in 2010 [1].

The negative impacts of traffic congestion may be alleviated by providing
timely and reliable prediction information to system dispatchers and motorists

� This work is supported by Vermont Agencies of Transportation under grant No.
000025425.

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 68–77, 2012.
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[2]. However, traffic situations vary significantly depending on the weather sit-
uation, the season of the year, the day of the week, and even the time of day.
In addition, the capacity, which is often mistakenly considered to be constant,
may vary because of weather, work zones, or traffic incidents and so on [3].
Furthermore, those conditions are not independent of each other, most of them
are interrelated explicitly or implicitly. Therefore, there are a great number of
differing and changing circumstances which cause or aggravate congestion. It is
a great challenge to estimate under which conditions a “congestion” may occur
suddenly.

Fig. 1. The Structure of VTraffic System

The structure of our VTraffic system is given in Fig. 1. In our VTraffic system,
acoustic sensors were installed on highways, I89 and I91, within the territory of
Vermont to monitor and to collect real-time data. Firstly, we design a data fusion
strategy to improve the quality of raw data gathered from different sensors and
other available historical data to ensure the information can be used for traffic
estimation. Secondly, we use data fusion and data mining within the data which
comes from heterogeneous data sources to get useful knowledge and store in a
Google fusion table in the cloud [4]. Thirdly, a prediction model is built from the
knowledge set for real-time traffic predicting, and the real-time data is employed
for verifying previous predictions and refining the model. Finally, a web portal
is implemented using Google maps for visualization [5].
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2 Infrastructure

Typically, interstate highways are the busiest and most important main roads.
There are two interstate highways I89 and I91 across the state of Vermont. There-
fore, we choose I89 and I91 to deploy our VTraffic system. Dozens of acoustic
sensors have already been installed on the two highways�. In the near future, we
are planning to add several more sensors into the system.

2.1 Sensor Function

Our system adopts the Vaisala nu-metrics portable traffic analyzer NC-200
shown in Fig. 2 to collect real-time traffic data. The sensor can be installed
quickly and easily, which is designed to detect accurate vehicle count, speed,
and classification by utilizing vehicle magnetic imaging (VMI) technology. After
data has been collected from a sensor, the data can be easily exported to highway
data management (HDM) software shown in Fig. 3, where it can be presented
in the form of reports, charts and graphs [6].

Fig. 2. NC-200 Fig. 3. HDM Software

As we all know, the impact of weather on traffic is very serious. Weather
includes visibility, precipitation, wind, and temperature, which affects driver
capabilities, vehicle performance, pavement friction, and roadway infrastructure
to impact the state of the transportation system [7].

The clarus system was established in 2004 to provide weather information to
transportation managers and users to alleviate the effects of adverse weather
[8,9]. This system belongs to Federal Highway Administration Research & In-
novative Technology Administration, and it is provided as a public service.
Our VTraffic system gets historical and real-time weather data from the clarus
system.

� There are 56 sensors deployed on I89 and I91, 28 for each. The location details can
be found at http://cs.uvm.edu/~hli/www/traffic/html/sensorlocations.htm
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2.2 Data Collection Strategy

The traffic and weather historical data recorded by transportation managers and
sensors are obtained at the very beginning. Considering the data transmission
efficiency and computational performance, NC-200 sensors continuously gather
real-time traffic data, but only report data once every five minutes. In general,
the weather does not occur great changes in a relatively short period of time.
Therefore, the real-time weather data are fetched once every five minutes from
the clarus system.

3 Data Fusion

Many transportation agencies have developed techniques for collecting the real-
time data and storing it historically, while few have been making full use of it.
In order to make full use of all available data, we have designed a strategy to
integrate data from heterogeneous sources.

3.1 Data Preprocessing

The important attributes of traffic data collected by NC-200 sensors and those
of weather data obtained from the clarus system are listed in Table 1. We also
have some historical traffic data filled by transportation managers, however, this
data only provides general traffic information about some particular sites, we
can only use them for verification during preprocessing.

Table 1. Data Formats

Data Source Data Format
NC-200 Location Date Time VehicleCount Volume Speed Report time Occup ...
Clarus Location Date&Time Temperature Humidity WindSpeed WindDirect Visibility ...

Integration Location Date Time Confidence Parents TrafficAttrs WeatherAttrs Children ...

The historical data is preprocessed with the following steps: 1) Remove use-
less attributes; 2) Guess missing values; 3) Correct wrong data which can be
corrected; 4) Remove wrong data which cannot be corrected; 5) Remove redun-
dant data.

3.2 Data Fusion

The traffic data and the weather data are different in source, sensor type, lo-
cation, time, and data format. Therefore, we have to fuse them first, and the
format of the integration data is shown in Table 1.
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Data fusion strategy consists of the following steps:

1. As mentioned in Section 2.2, the data reported by NC-200 sensors con-
tain the real-time traffic of the last five minutes. We first split the data
into twenty pieces, each interval of fifteen seconds, and the data format
remains the same.

2. From Table 1 we can easily observe weather data has the attribute “Date
& Time” while there are two attributes “Date” and “Time” in traffic
data. We split “Date & Time” into “Date” and “Time”.

3. By adding the weather data to each traffic data piece, we fuse those
two data sets into one. Since the location and time between the weather
data and the traffic data may not be exactly the same, we just choose
the weather data with the closest time and location.

4. The integration data generated in Step 3, also called the knowledge set,
is stored in a Google fusion table in the cloud [4].

4 Prediction Model

As we discussed in Section 2.2, our sensors collect real-time traffic data only once
every five minutes. Therefore, we do not know the real-time traffic between any
two consecutive data collection until the next data has arrived. However, five
minutes on the highway is a relatively long time, we have to model the real-time
traffic. The continuous real-time traffic can be modeled according to the real-
time data collected by the sensors and all other available knowledge generated
by the data fusion process in Section 3. The model will be used for real-time
traffic prediction and travel-time guidance.

4.1 Modeling

In our VTraffic system, there are two interstate highways, I89 and I91, and
obviously, each of them has two directions south and north, which means there
are four highways: I89N, I89S, I91N, and I91S. Therefore, we have to model the
real-time traffic of the four highways. To simplify, we assume that the real-time
traffic of the four highways are independent of each other.

The prediction model for a highway is a 4-tuple (Σ, Υ , Ξ, Δ), where

1. Σ is a finite set of sensors, each sensor owning a state represents the real-
time traffic of its location. As Fig. 4 shows, the sensors are sequentially
arranged from 1 to n.

2. Υ is a finite set of roads, each road owning a state represents the real-
time traffic of that road. The ith road is the sub-section between the ith
sensor and the (i+ 1)th sensor, therefore |Υ | = |Σ| − 1.

3. Ξ is a set of knowledge items from the historical data and the real-time
data (mentioned in Section 3). Ξ keeps constantly updating because that
the real-time data turns into the historical data over time.

4. Δ : Σ × Ξ × Υ → (Σ′ × Ξ ′ × Υ ′) is the predictor.
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Fig. 4. The Topology of a Highway

Furthermore, we use four separate models to model the four highways respec-
tively, then the four models together form the prediction model of our VTraffic
system.

4.2 Real-Time Predicting

We collect the real-time traffic data once every five minutes, and predict the real-
time traffic once every “fifteen seconds”, where the prediction interval “fifteen
seconds” is a system parameter.

Predicting. The main idea of our prediction model is: the real-time traffic at
a particular site associates with time, weather, location, and the previous traffic
situation, the traffic situation some distance before and so on. Based on this idea,
we use the k-nearest neighbor (k-NN) algorithm [10] to get k knowledge items
from Ξ. The prediction algorithm is shown in Algorithm 1, it use k-NN twice:
Step 2 uses k-NN to find a set of k-nearest knowledge items N0 at the prediction
site S based on the current weather and time, while Step 4 finds N1 at other
sites based on the current weather, time, and previous traffic condition at this
site S. Steps 3 and 5 predict the traffic based on N0 and N1 respectively. Here,
the confidence of the predictions �0 and �1 comes from the confidence of items
in N0 and N1 respectively. Step 6 integrates the predictions �0 and �1 to obtain

Algorithm 1. Predicting

Require:
Set K = 10; Θ = 0.6; S = Site; � = NULL;

Ξ ′ = {h̄|h̄.location = S&h̄ ⊆ Ξ}; Ξ ′ = Ξ − Ξ ′;
Ensure:
1: if S ∈ Σ&Θ ≤ 1&Θ ≥ 0 then
2: N0 ← knn(K,Ξ ′,Weather(S), T ime(S));
3: �0 ← predicting(N0);
4: N1 ← knn(K,Ξ ′,Weather(S), T ime(S), T raffic(S));
5: �1 ← predicting(N1);
6: � ← Sum(�0 ×Θ,�1 × (1−Θ))
7: AddRelationship(N0

⋃
N1,�)

8: Ξ ← Ξ ∪ {�};
9: end if
10: return �;
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the final prediction �. Obviously, the items in N0 and N1 are the parents of �,
on the other hand, � is a new child of the items in N0 and N1. Therefore, Step 7
add their relationships in their “parents” and “children” attributes. Finally, Step
8 adds the prediction � into the knowledge set Ξ, and this algorithm returns
the prediction � at Step 10.

The traffic of the ith road is the arithmetic mean of sensor conditions at its
both ends shown in Formula (1).

Υ [i] = avg(Σ[i], Σ[i+ 1]) (1)

Verification. Our prediction model updates the traffic of the entire transporta-
tion system immediately when sensors collect and report the real-time traffic
data. Meanwhile, the real-time data also verifies the previous predictions: if a
prediction passed the verification, the knowledge items which generated the pre-
diction will get a bonus; otherwise they will get a penalty. The bonus or penalty
will affect the confidence of the corresponding knowledge items.

4.3 Travel-Time Estimation

When a travel-time request occurs, our model uses the real-time traffic state for
estimation shown in Formula (2). Firstly, the model identifies the starting and
ending sites from the request. Secondly, the two sites are mapped into several
adjacent roads on a highway. Thirdly, the travel-time of each road is calculated
according to the real-time traffic of that road. Finally, the overall travel-time is
the sum of all travel-time on every road.

travel time(A,B) =
∑

r∈Roads

r.distance

r.state.speed
(2)

5 Visualization

Our VTraffic system displays the traffic of the entire transportation system as
geographical objects on a map, then changes the color, size, and displays of
meaningful markers and curves based on the real-time traffic prediction, to allow
users to quickly grasp the traffic of the entire system or some particular location.

5.1 Algorithms

As we mentioned in our prediction model in Section 4.1, a highway is divided
into n− 1 adjacent roads by n sensors. We can get the real-time traffic from the
model, and then display on a map in a user-friendly form of visualization. There
are two important algorithms for the visualization of our system: Initialization
(shown in Algorithm 2) and updating (Algorithm 3).

The initialization algorithm is invoked when a user launches or refreshes the
visualization web portal. Its main function is to create and initialize the essential
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objects, and then display them on the map. For each sensor in Σ, the algorithm
creates a marker to represent the sensor. In Step 2, according to the prediction of
the model, it chooses a color C to represent the traffic state at that site. In Steps
3 and 4, a new Marker is created, in order to make important information more
eye-catching, V isible = True only when the traffic at that site is congested.
From Step 5 to 9, a Road is created and assigned a color C according to the
traffic prediction of the model to represent its traffic state.

Algorithm 2. Initialization

Require:
Set A = Σ; ξ = CongestionThreshold; Markers = {∅}; Roads = {∅};

Ensure:
1: for (I ← 0; I < A.size(); I ← I + 1) do
2: C ←Model.predict(A[I ]) ≥ ξ ? COLORFree : COLORCongested ;
3: V isible←Model.predict(A[I ]) ≥ ξ ? False : True;
4: Markers←Markers ∪ newMarker(A[I ], C, V isible);
5: if I > 0 then
6: S ←Model.predict(A[I ]) +Model.predict(A[I − 1]);
7: C ← S/2 ≥ ξ ? COLORFree : COLORCongested

8: Roads← Roads ∪ newRoad(A[I − 1], A[I ], C);
9: end if
10: end for

Algorithm 3. Updating

Require:
Set ξ = CongestionThreshold; M = Markers; R = Roads;

Ensure:
1: for (I ← 0; I < M.size(); I ← I + 1) do
2: C ←Model.predict(M [I ]) ≥ ξ ? COLORFree : COLORCongested ;
3: if C 
= M [I ].getColor() then
4: M [I ].setColor(C);
5: M [I ].setV isible(!M [I ].getV isible());
6: end if
7: if I > 0 then
8: S ←Model.predict(M [I ]) +Model.predict(M [I − 1]);
9: C ← S/2 ≥ ξ ? COLORFree : COLORCongested ;
10: R[I − 1].setColor(C);
11: end if
12: end for

The updating algorithm is automatically invoked to update the traffic at reg-
ular intervals. Therefore, it is very important and effective to optimize this al-
gorithm. This algorithm is very similar to Algorithm 2, and there are only two
differences: a) this algorithm does not create any new object, and it just reuses
the Marks and Roads created by Algorithm 2. b) this algorithm only updates
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those markers and roads which need to be updated. With a), it does not consume
any additional memory, with b) it tries to do as little as possible. By a) and b),
the updating algorithm has been well optimized.

We have also designed a Zoom Change function and a Click Event monitor.
The Zoom Change deals with some details when the zoom size of the map
is changing, and the Click Event monitors the click events and shows more
detailed information about a particular site where the marker is clicked.

5.2 Visualization

Fig. 5 is a run-time screenshot. The real-time traffic prediction is displayed over
the highway as color-coded lines. The colors indicate the traffic on the road (green:
free, red: congested), and the small pink circles (come from Step 3 of Algorithm 2
in Section 5.1) indicates the traffic at a particular sensor site is congested.

Fig. 5. Visualization�

By simply clicking on a pink circle, users can get an infowindow to show more
information in detail. Users can zoom in to have a more specific vision with more
detail or zoom out to get a broader perspective with less detail. The list on the
right shows the travel information from A to B (also marked in the left map),
which is estimated by our model in Section 4.3.

� A demo can be found at http://cs.uvm.edu/~hli/www/traffic. Please read the
help file first at http://cs.uvm.edu/~hli/www/traffic/html/help.htm
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6 Conclusions

Our VTraffic system is a dynamic real-time traffic prediction system that pro-
vides traffic predictions and travel guidance. In order to make full use of all
available data, we built a data fusion strategy to integrate data from hetero-
geneous data sources. To maximize the quality of the prediction, a dynamic
prediction model was implemented. The predictions will be automatically veri-
fied by real-time data, and the model will be refined dynamically. A web portal
was also built for visualization, using it users can easily observer the traffic and
get useful guidance.
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Abstract. We apply techniques that originate in the analysis of market basket
data sets to the study of frequent trajectories in graphs. Trajectories are defined
as simple paths through a directed graph, and we put forth some definitions and
observations about the calculation of supports of paths in this context. A simple
algorithm for calculating path supports is introduced and analyzed, but we ex-
plore an algorithm which takes advantage of traditional frequent item set mining
techniques, as well as constraints placed on supports by the graph structure, for
optimizing the calculation of relevant supports. To this end, the notion of the path
tree is introduced, as well as an algorithm for producing such path trees.

1 Introduction

Determining frequent item sets in market basket data sets is an unsupervised data min-
ing activity that has received a great deal of attention beginning with the seminal pa-
per [2] and continuing with several fundamental references [6,9,5] A monograph dedi-
cated to this task is [1].

Finding frequent item sets is a necessary step in computing association rules. An
association rule stipulates that with a certain probability customers who buy an item set
K will buy an item set H . Such rules provide actionable information for marketeers
who will place items from K ∪H in physical proximity in order to stimulate sales.

The purpose of this paper is to develop a study of frequent trajectories in graphs
inspired by the ideas used in the analysis of market basket data sets. The study of tra-
jectory data has been explored intensively in the literature [3,8,4] motivated by the
large amount of spatio-temporal data allowed by location acquisition technologies. Our
model is simpler than the model used in the previous references, in that, it does not
include explicitly the temporal aspect. In exchange, our approach extends ideas that
originate in market-basket analysis and allows us to build simple and efficient algo-
rithms that will allow, at a later stage, the integration of the temporal aspect.

We present some preliminary results and formulate a number of open problems that
we intend to approach in our future research. In the second section we set forth defi-
nitions and preliminary information relevant to our work. Theorems and observations
about the implications of the graph for calculating path supports are discussed in the
third section. Section 4 proposes a simple algorithm for calculating path supports. Sec-
tion 5 introduces the notion of path trees, which provide insight into possible trajecto-
ries in a graph, and may be used in future work to reduce the amount of computation

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 78–87, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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required for path support. The paper concludes with a discussion of further avenues of
research.

2 Trajectories in Directed Graphs

Unless stated otherwise, vectors in R
l are row vectors, except for vectors of the form

ei which are column vectors; the components of ei are 0 with the exception of the ith

component that equals 1, for 1 ≤ i ≤ l.
Let G = (V,E) be a finite directed graph without loops having the set of vertices

V and the set of edges E ⊆ V × V . We assume that |V | = n and |E| = m. If ek =
(vi, vj) ∈ E, we refer to vi as the source of ek and to vj as the target of ek. This defined
the mappings source : E −→ V and target : E −→ V given by source(ek) = vi and
target(ek) = vj for 1 ≤ k ≤ |E|.

The set of outgoing edges of a vertex vi is out(vi) = {e ∈ E | source(e) = vi},
while the set of incoming edges of vi is inc(vi) = {e ∈ E | target(e) = vi}. The out-
degree of a vertex vi is the number d+(vi) = |out(vi)|; in-degree of vi is the number
d−(vi) = |inc(vi)|.

If D is a set of vertices in G = (V,E), denote by GD the subgraph of G determined
by the set D, GD = (D, (D ×D) ∩ E. The previous notations are extended for D by
defining the set of outgoing edges of D as

out(D) = {e ∈ E | source(e) ∈ D, target(e) �∈ D},
while the set of incoming edges of D is

inc(D) = {e ∈ E | target(e) ∈ D, source �∈ D}.
A trajectory in the graph G is a sequence of edges (e1, . . . , ep) such that target(ei) =
source(ei+1) for 1 ≤ i ≤ p− 1 and no vertex occurs twice in the sequence

(source(e1), . . . , source(ep), target(ep)).

The directed graph G is represented by its incidence matrix CG ∈ {−1, 0, 1}n×m de-
fined as

(CG)pk =

⎧
⎪⎨

⎪⎩

−1 if source(ek) = vp,

1 if target(ek) = vp,

0 otherwise.

If the graph is clear from context, the subscript G will be omitted.
Note that each column corresponds to an edge ek and contains exactly two non-zero

numbers that correspond to the source and the target of ek. Each row corresponds to a
node of the graph and contains a −1 for each edge that exits the node and an 1 for each
edge that enters the node.

A trajectory is represented by a sequence t = (t1, . . . , tm) ∈ {0, 1}m, where m =
|E|, given by

tk =

{
1 if ek occurs in the trajectory,

0 otherwise.

for 1 ≤ k ≤ m.



80 H.Z. Lo, D.A. Simovici, and W. Ding

Example 1. Consider the directed graph given in Figure 1 which has seven vertices and
14 edges. The incidence matrix C ∈ R

7×14 is:

�

� �
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Fig. 1. Directed Graph

C =

⎛

⎜
⎝

0 −1 1 −1 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 −1 1 −1 0

−1 1 −1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 −1 1 0 0 1 0
0 0 0 0 −1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 1 0 0 −1 1 −1 0 −1
0 0 0 0 0 0 −1 −1 1 0 0 0 0 1

⎞

⎟
⎠ .

Theorem 1. Let G = (V,E) be a directed finite graph with |V | = n and |E| = m. If
t ∈ {0, 1}m represents a trajectory in the graph G that departs from the vertex vi and
ends in vertex vj then

Ct′ = −ei + ej .

A trajectory table for a directed graph G = (V,E) is a table whose attributes are the
edges of a directed graph and whose rows are trajectories. For instance, the following
matrix T is a table of trajectories in the graph G:

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14
t1 1 1 0 0 0 0 1 0 1 0 0 0 0 0
t2 0 0 0 1 1 1 0 1 1 0 0 0 1 0
t3 0 0 0 1 0 0 0 1 1 1 1 0 0 0
t4 0 0 0 1 0 0 0 0 1 0 0 0 1 0
t5 0 0 0 0 0 0 1 0 0 1 0 0 0 0
t6 0 0 0 0 0 0 1 0 0 0 0 1 1 0

By Theorem 1, the matrix CT ′ gives the extremities of the paths specified above

CT ′ =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

−1 0 −1 −1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 1 0 1 1
0 0 0 0 0 0
1 −1 0 0 0 0
0 0 0 1 −1 −1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

The first, third and fourth columns refer to paths that start in v1 and end in v6, v4 and
v7, respectively.
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3 Support for Edge Sets

If D is a set of vertices in G and no trajectory begins or ends in D, then

∑

e∈inc(D)

supp(e) =
∑

e∈out(D)

supp(e).

Let Et be the set of edges that occur on a trajectory t in a directed graph G = (V,E). A
set of edges K of a directed graph G = (V,E) occurs on a trajectory t = (e1, . . . , ep)
if K ⊆ Et.

The T -support of K is

suppT (K) = |{t in T | K ⊆ Et}|.

It is immediate that the support function suppT : P(E) −→ N is anti-monotonic, that
is, E1 ⊆ E2 implies suppT (E2) ≤ suppT (E1) for E1, E2 ⊆ E.

Unlike, the similar problem involving market basket, there exists certain interest-
ing connections between the supports of edge sets motivated by the underlying graph
structure.

Theorem 2. Let G = (V,E) be a directed tree having the root v0 and the set of leaves
{u1, . . . , u�}. The support of any path that joins v0 to a leaf up equals min{supp(e) |
e occurs on the path joining v0 to up}.

Note that any directed graph has a cover that consists of directed trees because the edges
of the graph yield such a cover.

4 A Simple Algorithm for Support Computation

Path supports are recorded by the object supports that consists of a hash map h such
that h(℘) = supp(℘) for any path ℘, and a method update which sets the support of
the paths.

Let Ξ be a set of pairs of the form (℘, s), where ℘ is a path and s ∈ N. The call
supports.update(Ξ) sets the supports of the paths that occur in the first com-
ponents of the pairs of Ξ to the values specified by the second components of these
pairs, respectively. When this method is called as supports.update(℘, s) we as-
sume that Ξ = {(℘, s)}. The function recursive-traversal takes as arguments
a set of paths T , a vertex v, a path ℘ that ends in v, a minimal level of support θ and
performs the computation shown in Algorithm 1.

The function recursive-traversal is used in the function traverse which
starts with a set of paths T , a vertex v and a minimal support θ and computes the
supports of the θ-frequent paths that emerge from v. The pseudocode of this function is
shown in Algorithm 2.
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Data: T, v, ℘, θ
Result: The supports mapping
initialize supports;
foreach edge e ∈ out(v) do

℘ = (℘, e) ;
s = supp(℘) ;
supports.update(℘, s);
if s > θ then

Ξ = recursive-traversal(T, target(e), ℘, θ);
supports.update(Ξ);

end
℘ = ℘ − {e};

end
return supports;

Algorithm 1. The recursive function recursive-traversal computes the sup-
ports of all θ-frequent paths that extend a given path ℘

Data: Initial vertex v and minimal support threshold θ
Result: The supports mapping
initialize supports;
T ′ = ∅;
C = incidence matrix;
foreach path p ∈ T do

if (Ct)v == −1 then
T ′ = T ′ ∪ {p} ;

end
end
Ξ = recursive-traversal(T ′, v, ∅, θ);
supports.update(Ξ);
return supports;

Algorithm 2. The function traverse computes the supports of all θ-frequent paths
from an initial vertex v

For 1000 trajectories and a minimal support of 0.3 the algorithm applied to trajecto-
ries that originate in v1 generates the following results:

Path Support
(v1, v2) 502
(v1, v3), (v3, v4), (v4, v7), (v7, v6) 354
(v1, v3), (v3, v4), (v4, v7) 498
(v1, v3), (v3, v4) 498
(v1, v3) 498

The algorithms in this paper were implemented in Python 2.7 and run on a computer
with an Intel i7×980 @ 3.33 GHz processor running Ubuntu 11.10. An experiment was
run on the traverse algorithm on the graph in Figure 1, with trajectories generated as ran-
domly terminated walks starting at vertex v1. Results are shown for 100, 1,000, 10,000,
100,000, and 1,000,000 trajectories. The support threshold for these experiments is 0.2.
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Table 1. Average running time of traverse vs. number of trajectories for minimum support
0.2

Size of 100 1,000 10,000 100,000 1,000,000
data set
Time (ms) 9.645 95.331 972.251 9697.326 106538.961

The dependency of the average time is shown in Figure 2.
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Fig. 2. Dependency of the Average Running Time on the Size of the Set of Trajectories

Table 2. Average running time (ms)/number of maximal frequent paths of traverse vs. θ for
|T | trajectories

Data Minimal Support θ
size 0.01 0.05 0.1 0.2 0.4
1000 102/6 102/6 98/4 95/3 87/2
10000 1026/6 1035/6 990/4 960/2 875/2
100000 10747/6 10853/6 10318/4 9981/3 8975/2

Theorem 3. Let G = (V,E) be a directed tree having the root v0 and the set of leaves
{u1, . . . , u�}. The support of any path that joins v0 to a leaf up equals min{supp(e) |
e occurs on the path joining v0 to up}.

5 The Path Tree of a Graph

Market basket data studies seek arbitrary frequent item sets. In contrast, we are inter-
ested here in supports of sequences of edges that form paths in the traffic graph. Thus,
we need to develop an adequate counterpart to Rymon trees that are used in formulating
the standard Apriori algorithm [7].
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Let Pvi to be the set of all simple paths which originate from vertex vi. We can
visualize Pvi graphically using a tree rooted at vi. The children of each vertex vi in this
tree are vertices which are direct successors of vi in the graph and are not ancestors of
vi in the tree.

The path tree for paths that start from v1 in the directed graph given in Figure 1 is
shown in Figure 3.
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Fig. 3. Path tree for the graph in Figure 1

Note that in the path tree we could have multiple occurrences on an edge. For exam-
ple, in the tree shown in Figure 3, the edge e7 occurs twice, on the paths e2e1e9e7 and
e4e13e9e7.

Theorem 4. Let γvi(ej) = {℘ ∈ Pvi | ej is the last edge in ℘}. That is, γvi(ej) is
the set of all paths which begin at vertex vi and end with edge ej . Then, for trajectories
beginning at vi, supp(ej) =

∑
℘∈γvi

(ej)
supp(℘).

Note that when | γvi(ej) |= 1, then supp(ej) = supp(℘) for ℘ ∈ γvi(ej). We can use
this fact to extrapolate supports for paths which end in unique edges without actually
calculating support for such a path.

The following algorithm decreases the number of computations requiring passes
through all trajectories, as is required during the computation of support. It does so
by using the case in the previous theorem when | γvi(ej) |= 1.

Note that using this method requires pre-computation of edge supports, which can
be done in one pass.
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Using the theorem requires the construction of a path tree rooted at some vertex
vi. However, the path tree can become intractably large. We can limit our attention to
the relevant parts of the path tree by halting tree growth before edges which are not
θ-frequent are added.

The following algorithm computes the set of maximal paths Mxi .

Data: T, v, θ
Result: Mv

initialize supports;
T ′ = ∅;
C = incidence matrix;
foreach path p ∈ T do

if (Ct)v == −1 then
T ′ = T ′ ∪ {p} ;

end
end
s =

∑
t∈T ′ t;

ξ = {(ei, si) | si ∈ s};
supports.update(ξ);
Mv = ∅;
foreach edge e ∈ out(v) do

if supp(e) > θ then
Mv = Mv ∪ path-traverse(supports, e, θ);

end
end
return Mv;

Algorithm 3. The function max-path computes the set of all maximal θ-frequent
paths Mv that originate from vertex v

Data: supports, ℘, θ
Result: set of paths M
M = ∅;
foreach edge e ∈ out(target(lastedge(℘)) do

if supports(e) > θ and target(e) �∈ ℘ then
M = M ∪ path-traverse(supports, (℘, e), θ);

end
end
if M = ∅ then

return {℘};
else

return M ;
end

Algorithm 4. The recursive function path-traverse traverses all θ-frequent
paths starting with ℘, and returns a set of paths M which can not be extended with
θ-frequent, non-repeated edges.
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For 10,000 trajectories and a minimal support of 0.1 the max-path function returns
the following table containing the maximal paths that start from v1:

Maximal Path
(v1, v2), (v2, v4), (v4, v7), (v7, v6), (v6, v5)
(v1, v2), (v2, v6), (v6, v5)
(v1, v3), (v3, v4), (v4, v7), (v7, v6), (v6, v2)
(v1, v3), (v3, v4), (v4, v7), (v7, v6), (v6, v5)

The dependency of the average running time versus the size of the data set for a minimal
support level of 0.2 is shown in Table 3.

Table 3. Average running time of max-path vs. number of trajectories for minimum support
0.2

Size of 100 1,000 10,000 100,000 1,000,000
data set
Time (ms) 0.173378 1.099992 9.958768 100.506067 996.609592

The dependency of the average running time and the number of maximal paths on
the size of the data set and the minimal support is presented in Table 4.

Table 4. Average running time (ms)/number of maximal paths of max-path vs. θ for |T | tra-
jectories

Data Minimal Support θ
size 0.01 0.05 0.1 0.2 0.4
1000 1.14/6 1.14/6 1.11/4.1 1.11/3 1.06/2
10000 10.10/6 10.03/6 10.03/4 10.25/3 10.57/2
100000 102.38/6 104.12/6 107.64/4 102.07/3 102.01/2
1000000 1002.63/6 1002.18/6 1002.06/4 1002.22/3 1002.33/2

6 Conclusion and Further Work

There are many issues left to investigate. Support may be defined for a variety of types
of sets of edges and connections between supports for various sets of edges out to be
analyzed and used to simplify algorithms for computing supports.

Association rule need to be explored in this context. Connections between the con-
fidence of rules of the form ℘ → e1, . . . , ℘ → eh, where e1, . . . , eh are edges that
continue the path ℘ can be used to simplify the computation of confidence of such
rules.

A measure of “attractiveness” can be introduced for path that join two vertices v1
and v2. The tradeoff between the length of the path and the support of the path (which
shows the number of drivers that take the path) can be used for defining such a measure.
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Abstract. In this paper, we explore a distributed cyber-physical solution using 
connected vehicle technology (CVtech) to substantially mitigate transportation 
systems' safety and efficiency problems. Future vehicles, by communicating with 
other vehicles (V-V), roadside infrastructures (V-R), and personal communica-
tion devices (V-P), will adapt to the external regional environment and conse-
quently avoid collisions and congestion. We proposes to seamlessly integrate 
networked and embedded sensing, computational intelligence, and real-time 
communication (cyber) into transportation infrastructure including vehicles and 
roadsides (physical) to facilitate self-organization and system coordination. Spe-
cifically, this research addresses two specific themes: Foundations by advancing 
basic theories in component fields and abstracting the particular knowledge into 
core principles that integrate cyber and physical processes; and Methods and 
Tools by designing alternative architectures, modeling a unified online system of 
cyber and physical elements. The integration of research and education will pre-
pare the future workforce to operate and advance CPS. 

Keywords: Cyber-physical system, vehicle communications, data mining. 

1 Introduction 

On Tuesday, January 17, 2012 at about 4:00 PM, a 23-year-old man from Springfield, 
MA was speeding in the breakdown lane on Interstate 91 southbound near Exit 17 
when his car slammed into the rear of a disabled tractor trailer, according to state 
police. The man was in a 1995 Nissan Altima with no passenger and he was pro-
nounced dead at the scene. As a result of the accident, the breakdown lane and the far 
right lane were closed for cleaning up and accident investigation, which caused a 
major traffic tie-up for about five hours. This tragedy was just one out of 6 million car 
accidents reported annually in the United States [1], which adds to a total cost of $232 
billion with accidents and congestion combined [2]. 

More than 57% of these car accidents can be directly or indirectly attributed to 
drivers’ inattention, lack of cooperation, and poor decisions[3]. This is so because our  
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Fig. 1. Traffic Data Mining and Predictions 

current transportation systems rely almost exclusively on drivers to monitor their 
surroundings, decide actions next, execute control maneuvers, and make route choice. 
Many accidents are resulted from a momentary lapse of attention or a slight misjudg-
ment. To address these human limitations, connected vehicle technology [4] has been 
proposed and its promising future has been demonstrated by proof-of-concept and 
pilot studies[8]. However, we have yet to fully exploit its capability by integrating 
cyber (sensing, computing, and communications) and physical (vehicles and roadside)  
components. Without this, we cannot proactively warn drivers of an imminent colli-
sion and facilitate self-organization among drivers to avoid joining and worsening 
congestion.  

In this paper, we describe a coordinated and distributed transportation cyber-
physical system of tomorrow with transformed safety and efficiency. The overall 
objective of this proposed research is to advance the Science of Cyber-Physical Sys-
tems (CPS), the first of NSF CPS Research Target Areas, by providing a unified pers-
pective to capture interacting dynamics of a connected vehicle paradigm, see Figure 
1. Our proposed system will enable an ever-vigilant CPS Co-Driver which is able to 
assist its human driver by proactive safety hazard warning and self-organization for 
optimal routes. Compared with existing knowledge base, the work in the paper is 
unique and transformative because we not only integrate knowledge of component 
fields into each other to advance the state of the art of individual field but also merge 
these fields into a Science of Cyber-Physical Systems in transportation.  

Connected Virtual Environment

InfoDriven-equipped vehicle

Non-equipped vehicle

Communication link

Roadside 
equipment

Vehicular ad-hoc 
network (VANET)
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2 Enable Real-Time and Reliable Vehicle Communication 

Highway safety applications impose strict requirements of timeliness and reliability 
on vehicle communication. Although dedicated short-range communication (DSRC) 
protocol has been developed in IEEE 802.11p, it does not consider the influence of 
traffic dynamics on data rate and channel access. In addition, the protocol is designed 
for one-hop applications, while a reliable multi-hop scheme is required to minimize 
communication delay within traffic. The objective of this aim is two-fold: (a) to quan-
tify the optimal data rate and channel access probability by integrating traffic dynam-
ics into DSRC protocol, and (b) to determine the optimal selection of relay vehicles 
for reliable multi-hop communications. At the end of this aim, we expect to have an 
optimized DSRC scheme to ensure real-time and reliable vehicle communication. Our 
approach (a) is to incorporate vehicle dynamic positions and status into VANET de-
sign. Consider a traffic stream in local equilibrium where all vehicles move with the 
same speed ݒ and inter-vehicle spacing ݔ. Assume that a vehicle (with ID 0) sudden-
ly brakes with deceleration rate ܾ at time ݐ ൌ 0. The driver of the following vehicle 
(with ID 1) sees the braking light and applies brake after some perception-reaction 
time of ߬௣௥ seconds. Without inter-vehicle communications, the collision between the 
first two vehicles will inevitably cause a chain of collisions among subsequent ve-
hicles. However if vehicles are able to communicate, a trailing vehicle ݅, ݅ ൐ 1 is able 
to start slowing down only after ߬௣௥ ൅ ߬௖ሺ݅ሻ seconds after the braking of vehicle 0 
where ߬௖ሺ݅ሻ is the incurred delay of communications to inform vehicle ݅. Hence as it 
can react well before observing the brake lights of its immediate leader, the probabili-
ty of a collision is reduced. 

Further, system integration with traditional layered approaches often loses the tim-
ing efficiency provided by DSRC at lower layer. The team proposes a joint design of 
MAC, mobility prediction, resource reservation, and congestion control protocols for 
strict real-time applications. The real-time performance can be guaranteed if control 
signaling messages are exchanged in a cross-layer manner. A real-time control engine 
will be developed to achieve real-time communications with four components: mobil-
ity prediction, resource reservation, network traffic congestion control, and real-time 
MAC protocol. The proposed MAC protocol is a time-bounded protocol. The prere-
quisite of V-V communication for traffic safety applications is timely medium-access. 
We propose to design a time-bounded medium-access control protocol with traffic 
control and resource reservation in a cross-layer manner as shown in Fig. 2. Mobility 
predictions can be done based on the history of vehicle locations and vehicle speeds. 
The limited bandwidth resources will be preserved through time slot assignments to 
achieve guaranteed time-bounded message delivery among vehicles. The prerequisite 
of DSRC for traffic safety applications is timely medium-access. An effective design 
is time-bounded medium-access control protocol with traffic control and resource 
reservation in a cross-layer manner. To do so, traffic dynamics is predicted using 
historical vehicle positions and speeds; the limited bandwidth resources is pre-
reserved through time slot assignments to achieve guaranteed time-bounded message 
delivery among vehicles; high-level congestion traffic control can be implemented 
through traffic classification and priority-based delivery. 
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Fig. 2. High-Level Model of Real-Time Communication Control Engine 

3 Mine Traffic Data for Dynamic Vehicle Routing 

Connected vehicles are able to generate detailed and very accurate traffic data in real 
time. These data, if properly utilized, can greatly improve transportation efficiency. 
Unfortunately, the efficiency impact of the connected vehicle technology hasn’t been 
given the deserved attention. Existing travel time prediction and dynamic vehicle 
routing models are not ready to fully embrace the opportunities made possible 
through connected vehicles. 

As shown in Figure 1, roadside equipment (RSE) units deployed at strategic loca-
tions exchange information with OBEs installed on passing by vehicles. Both RSEs 
and neighboring OBEs are interconnected and share traffic information. Vehicles 
outside the range of any RSE may still be connected to the rest of the vehicle and 
infrastructure network via neighboring vehicles. This vehicle and infrastructure net-
work can generate very accurate traffic information (i.e., vehicle trajectories) in great 
detail, based on which some fundamental traffic problems related to efficiency can be 
well addressed from a brand new perspective, including: (a) How to accurately infer 
current and predict future traffic conditions at locations with and without RSE cover-
age; and (b) How to best utilize the inferred and predicted traffic information for im-
proving traffic operations. Proposed solutions to these questions based on the CVTech 
are detailed below. Traffic condition at a location can be represented as a variable 
vector x = {xt, xt-1, xt-2, …, x0,} where time t represents now and t-1 a moment ago. In 
addition xt itself is a vector, e.g. xt = {lt, qt, kt, vt} where l, q, k, v denote traffic loca-
tion, flow, density, and speed, respectively. The objective here is to predict into the 
future, e.g. finding xt+1, xt+2, … based on what is known.  

Traffic data are collected across time and space. The data analysis must take account 
of spatial and temporal autocorrelation, which are the characteristics at neighborhood 
locations that are often positively or negatively correlated. Thus reliable traffic predic-
tion should depend on previous traffic information and vehicles in close vicinity. A 
traditional model of traffic prediction only on temporal information could yield unstable 
parameter estimates. Such a method is defined as a function f to calculate an estimate of 
x at time t+1, using the (d-1)k time steps back from time t. Thus we have xt+1=f(xt,xt-k, 
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…,xt-(d-1)k) where d is the number of inputs and k is the time delay. In this paper, we 
proposes a new method to use temporal, spatial, traffic flow, density, and speed infor-
mation simultaneously using tensor feature regression. Tensors of higher orders have 
been proved to be effective data structures to model complex science and engineering 
problem. We extract five-order (traffic location, flow, density, speed, time) tensor fea-
tures to represent traffic information. The five-order tensor is a multi-dimension matrix 
to store traffic information uploaded from OBEs to RSEs. It includes time series data in 
the same location as temporal information, and it includes the surrounding traffic infor-
mation at the same time as spatial information. In the new tensor regression approach, 
the predicted traffic information at time t+1 is calculated as xt+1=f(N(xt),N(xt-k), …,N(xt-

(d-1)k)) where N(x) is the surrounding vicinity locations of location x, and t varies be-
tween d time-steps. A tensor regression method can then be built. In a matrix formula-
tion for such a regression model, we have Y=xW+e, where Y is the predicated traffic 
data, W is the parameter vector to be estimated during the learning stage, e consists of 
residuals. In the learning stage, all the historical data are available and can be built in d 
time-steps back. W is estimated to fit the model by the Ordinary Least Squares method, 
W=(xTx)-1xTY. A predicated value is given by Y’=xW, and the residual is e=Y-Y’. Every 
time a vehicle with OBE passes by a RSE, it receives updated traffic information from 
and sends its origin, destination, and vehicle trajectory data to the RSE. From the trajec-
tory data, a lot of useful information can be obtained, including speed, accelera-
tion/deceleration rate, and travel times of upstream segments in the past few minutes. 
Such information can be correlated with the traffic data obtained from up-
stream/downstream RSEs and traditional loop detectors. A mathematical relationship 
can then be established using the tensor regression method. The RSE mines the trajecto-
ry and loop detector data and continuously provides estimates and predictions of the 
traffic states of areas not covered by RSEs. 

Fig. 3. Traffic Estimation and Prediction for Areas not Covered by RSEs 



Cyber-Physical Integration to Connect Vehicles for Transformed Transportation Safety 93 

 

4 Coordination by Traffic Flow Optimization 

Building on the above studies, scenario-based analysis can be conducted to search for 
an optimized future state if drivers are willing to perform system-wide coordination. 
More specifically, a few schemes can be identified to allocate traffic to less congested 
routes and revoke the simulation to update system state. Once an optimal scheme is 
found, re-routing information and associated benefits are disseminated to drivers for 
them to make educated choice. Many congestion problems can be effectively ad-
dressed by allowing self-organizing and system-wide coordination. System-wide 
coordination requires optimized traffic assignment among alternative routes and such 
a problem can be formulated as follows. In order achieve personal goal (e.g., shortest 
travel time), one needs to minimize objective function ݉݅݊ݕሺݔሻ ൌ ∑ ׬ ௡௫೙଴௡ݐ ሺݍሻ݀ݍ, 
where n denotes a specific route, q denotes flow, tn(q) denotes travel time given n and 
q, and xn assignment of flow on route n. Once optimized traffic assignment is found, 
incoming drivers are prompted with recommended route choices and associated bene-
fits. To simplify the problem, the optimization is performed at RSEs and concerns 
only their local networks. 

5 Conclusions 

In this paper, compared with existing knowledge base, the proposed research is 
unique and transformative because we not only integrate knowledge of component 
fields into each other to advance the state of the art of individual field but also merge 
these fields into a Science of Cyber-Physical Systems in transportation. We studied 
traffic-responsive real-time and reliable vehicle communication scheme, field theory 
model built on connected vehicles, networked vehicle routing algorithms. The out-
comes of this research are to revolutionize vehicle automation and highway safety. 
The proposed methods and tools for interdisciplinary problem solving are extensible 
and transformative. Less highway accidents and reduced congestion resulted from this 
research amount to billions of dollars savings, let alone improved quality of life and 
boosted national economy.  
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Abstract. Managing the growing population of deteriorated transporta-
tion infrastructure systems (i.e. highway bridges) and being able to ac-
curately inspect them in a timely and cost effective manner is a major
societal challenge within the United States today. A multi-modal remote
sensing system (MRSS) that will be used as the next generation of rapid,
distant, interrogation technology for bridge inspection is proposed. In the
proposed MRSS technology, advantages of nondestructive testing (local
inspection) and structural health monitoring (global, continuousmonitor-
ing) are combined by using continuous wave imaging radar (CWIR), digi-
tal image correlation (DIC), and fiber optic sensors (FOS). MRSS
represents the next-generation of portable bridge inspection technology
for efficient inspection, evaluation and rating of bridges.

Keywords: multi-modal remote sensing, continuous wave imaging
radar, digital image correlation, fiber optic sensors.

1 Condition Assessment of Aging Civil Infrastructure

Our transportation infrastructure has long been the largest investment and the
backbone for supporting economic and technological developments in the Nation.
After experiencing the most intensive construction activities in the past fifty
years, many of our critical transportation infrastructure systems, such as highway
bridges, have been deteriorated with their remaining capacity at a dangerous and
uncertain level. Today, managing the growing population of deteriorated highway
bridges and being able to inspect them in a timely fashion is a major societal
challenge, especially in a financially difficult time. Traditional nondestructive
testing/inspection/evaluation (NDT/I/E) methods for important structures like
highway bridges cannot provide timely evaluation to prevent deteriorated bridges
from sudden collapse. Automated, low-cost, efficient bridge inspection techniques
for interrogating critical bridge components are needed.
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Critical transportation infrastructures like highway bridges can fail not only
due to superstructure (girder, pier) failures, but also due to substructure (foun-
dation) failures. Failures of highway bridges can be attributed to various causes
including natural hazards (e.g., earthquake, storm, hurricane, flooding), service
loads (e.g., dead load, traffic, snow, wind), man-made accidents (e.g., fire), and
terrorism (e.g., explosion), in conjunction with material deterioration such as
concrete cracking and spalling and steel corrosion. It is realized that bridges can
be damaged or fail due to various causes, and each cause can affect more than
one bridge element to different extents. Research also has shown that material
deterioration changes the deterioration rate of different highway bridges. In a
recent study based on the survey conducted by the National Bridge Inventory
(NBI), the source of structural deficiency in highway bridges are more due to
bridge superstructure and substructure than due to bridge deck [1]. It is found
that, in order to effective and efficient management of bridges, superstructure
and substructure deserve significant maintenance effort.

2 Nondestructive Evaluation/Testing for Highway
Bridges

Existing highway bridge inspection techniques used by State Department of
Transportation (DOT) and County DOT include visual inspection, mechanical
sounding, rebound hammer, cover meter, electrical potential measurements, and
ultrasonics (impact-echo and pulse velocity) [2]. Among them, visual inspection
and mechanical sounding are most frequently used. When applied to the con-
dition assessment of highway bridge girders and piers, accessibility of inspected
locations is the major challenge. With current technology, visual inspection and
mechanical sounding are time consuming, labor intensive, and cost inefficient for
the sake of requiring specialized lifts to carry inspectors to reach the locations
to be inspected. Safety issue, interference with existing traffic, and subjective
evaluation (visual inspection) are additional disadvantages in such inspection.
Other NDE/T techniques including ground penetrating radar (GPR), radiogra-
phy (neutron, X-ray, gamma ray), infrared (IR) thermography, laser vibrometry,
magnetic particle, acoustic emission, dye penetrant, and eddy current are only
applied for experimental purpose and on a case-by-case basis. Table 1 compares
existing NDE/T techniques for their applicability for highway bridge girders and
piers. Another approach is structural health monitoring (SHM). Discrete (e.g.,
strain gauges, accelerometers) and continuous (e.g., fiber optic) sensors have
been applied in the past. Wireless strain gauge systems have also been proposed
[2]. Fiber optic sensors (intrinsic/extrinsic; Fabry-Perot, Bragg grating, optical
time domain reflectometry) can provide accurate measurements on many physi-
cal and chemical quantities (serving as intrinsic or extrinsic sensor). In general,
wireless sensors are applicable for transportation infrastructure applications, al-
though current technology requires extensive deployment of sensors to achieve
sufficient levels of detectability for local defects. Meanwhile, power supply and
long-term maintenance are key issues for wireless sensors.
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Table 1. Comparison of existing NDE/T techniques for highway bridge girders/piers

Technique Applicable mater. Material prop.

Visual inspection Concrete, steel Optical

Mechanical sounding Concrete, steel Mechanical

Rebound hammer Concrete Mechanical

Cover meter Concrete Electrical

Half-cell potential sensor Concrete, steel Electrical

Ultrasound Concrete, steel Mechanical

Ground penetrating radar Concrete Electromagnetic

Radioactive Concrete, steel Nuclear

Thermography Concrete, steel Thermal

Laser vibrometry Concrete, steel Optical

Magnetic particles Steel Magnetic

Acoustic emission Concrete, steel Magnetic

Dye penetrant Concrete, steel Geometric

Eddy current Steel Electrical

In view of the needs and the importance of critical transportation infrastruc-
ture like highway bridges, the objective of this project is to develop a multi-modal
remote sensing system (MRSS) as the next generation of rapid, distant, nonde-
structive inspection technology for bridge inspection. The proposed MRSS com-
bines advantages of NDT (localized inspection) and SHM (global, continuous
monitoring) and represents a next-generation handheld inspection technology
for efficient inspection, evaluation and rating of bridges. Overview of MRSS is
described in the following section.

3 Technical Approach of MRSS

MRSS consists of i) an integrated sensor component with continuous wave (CW)
imaging radar, high-resolution optical camera, global positioning system (GPS),
and a laser ranger for in-situ inspection, and ii) a fiber optics sensor (FOS)
component for continuous monitoring. The FOS component provides continuous
data at low cost for long-term monitoring, while the integrated sensor compo-
nent provides discrete data for short-term inspection. In the design of MRSS,
the FOS component triggers short-term inspection using the integrated sensor
when irregular loading events are observed, based on the continuously-collected
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structural response. In this scheme, the FOS component complements the in-
tegrated sensor component. In the following, principles of these components in
MRSS are provided.

Fig. 1. Inspection and monitoring scheme of MRSS

3.1 Continuous Wave Imaging Radar

In the design of a continuous wave imaging radar (CWIR) sensor, with the
reflection measurements at different frequencies, relative elevations, inspection
angles, and signal polarizations, subsurface imaging of inspected structures are
performed using synthetic aperture radar (SAR) algorithms. Radar image res-
olutions are improved with the visual images provided by the high-resolution
digital image correlation sensor. Depending on the information the radar needs
to learn from the returned signal, waveform types, frequency, and bandwidth
can be designed to achieve the goal. In the hardware design of CWIR, (a) high
frequency (Ku-band, 12 18 GHz) and (b) wide bandwidth waveform are chosen
for their sensitivity to surface backscattering changes in radar signals. Phased
array antenna is applied in CWIR to the radar scanning function, aided by a
mechanically controlled system to improve the focusing capability of CWIR. In
the design of CWIR, a laser ranger is included and collocated with the radar
system to provide exact range gating control at each scanning point regardless
of the alignment between the radar and the structure. The laser ranger helps the
receiver ranging gating and rejecting unwanted returned signals from unknown
sources.

In addition to the use of raw returned signal for damage detection, further
processing of radar signals using synthetic aperture radar (SAR) imaging and
backprojection algorithms are applied. SAR imaging and backprojection algo-
rithms have been demonstrated as a promising technique in the subsurface sens-
ing of construction materials [3]. It is found that post-processing technique can
be used to reveal the presence and location of near-surface defects in a multi-
layer dielectric structure like GFRP (glass fiber reinforced polymer)-concrete [4].
Primary steps in SAR imaging are described in the following.
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Define the time-independent SAR point response S(x, y sin θi) collected by
CWIR sensor as

S(x, y sin θi) = sinc

(
πy sin θi

ρr

)
sinc

(
πx

ρxr

)
(1)

It is equivalent to express S(x, y sin θi) in S(r̄s,j) in which r̄s,j is the distance of
the point scatterer in the slant plane. ρr and ρxr are the range and cross-range
resolutions of the radar, respectively. θi is the incident angle with respect to the
vertical axis (z axis).

S(r̄s,j) = sinc

(
πRs,j

ρ

)
(2)

where Rs,j = |r̄s,j |. ρ =
√

ρ2r + ρ2xr. The time-dependent S(r̄s,j) can be written
by

S(r̄s,j , t) =
1

R2
s,j

ωc + πB∫

ωc − πB

dω · exp [iωt] (3)

The range compression on S(r̄s,j , t) is conducted by shifting the time t to t̂ =

t− 2Rs,j

c
. c is the speed of light and ω the radian frequency variable. ωc is the

carrier frequency (in radian). B is the frequency bandwidth. This leads to

S(r̄s,j , t− 2Rs,j

c
) = S(r̄s,j , t̂) =

1

R2
s,j

ωc + πB∫

ωc − πB

dω · exp
[
iω

(
t− 2Rs,j

c

)]
(4)

which gives

S(r̄s,j , t̂) =
B

R2
s,j

exp
[
iωct̂

] · sinc (Bt̂
)

(5)

where the term

(
t− 2Rs,j

c

)
shifts the origin of traveling time to the time re-

ceiving the reflected signals. By shifting the origin of time to the center of the
scatterer, the range distance Rs,j has been compressed in the way that the center
of the reconstructed image coincides with the center of the scatterer.

Express the radar location vector r̄s by its position on the synthetic aperture,
ξ. It is clear that

ξ = |r̄s|φi = Rsφi (6)

The total range-compressed focused signal collected at ξ on the aperture,D(ξ, t̂),
is the integration of the range-compressed focused signal received from all scat-
terers in the domain Ωs. In cylindrical coordinate systems,

D(ξ, t̂) =

Rs∫

0

dr̄j

2π∫

0

dφj ·G(r̄j , φj)S(r̄s,j , t̂) (7)
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where G(r̄j , φj) is a scattering amplitude density function at (r̄j , φj). Or it can
be written to be

D(ξ, t̂) =

xmax∫
xmin

dx

ymax∫
ymin

dy ·G(x, y)S(
√

((xs − xj)2 + (ys − yj)2), t̂) (8)

in Cartesian coordinate systems. D(ξ, t̂) is the range-compressed focused signal

for the radar located at ξ on the aperture, whose time being shifted by
2Rs,j

c
.

The backprojection processing can be conducted by defining the backprojected
signal BBP (ξ, t) as

BBP (ξ, t) = CBP · ∂D(ξ, t̂)

∂t
(9)

where CBP is the backprojection coefficient hereby defined in order to yield an
ideal bandpass transfer function and

CBP =
1

i

(
4π

c

)2

(10)

when an ideal point scatterer with unit cross section at r̄j is considered and
the frequency integration is performed by ω. When the frequency integration is
carried out by f ,

CBP =
1

2πi

(
4π

c

)2

(11)

∂D(ξ, t̂)

∂t
is defined continuously, while D(ξ, t) is usually discrete. To prevent

a potential discontinuity in
∂D(ξ, t̂)

∂t
from occurring, a matched filter M(t̂) is

applied on the derivative.

∂D(ξ, t̂)

∂t
=

∂

∂t

t̂∫

0

dt′ ·D(ξ, t̂)M(t̂− t′) =

t̂∫

0

dt′ ·D(ξ, t̂)
∂M(t̂− t′)

∂t
(12)

This convolution operation is also advantageous for computational efficiency

since
∂M(t̂− t′)

∂t
can be calculated in advance. In the frequency domain, con-

volution is performed by multiplying a phase factor. Finally, the backprojection
image is given by

I(r̄, φ) = y

Rsθint∫

0

dξ · BBP (ξ, t̂) (13)

which is the integration of BBP (ξ, t̂) over the entire aperture length Rsθint.
I(r̄, φ) is a two-dimensional, spatial image (range vs. cross-range) of the struc-
ture.
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3.2 Digital Image Correlation Sensor

Digital image correlation (DIC) is a non-contacting full-field optical measure-
ment technique that has the ability to measure the static and dynamic motion
of virtually any surface, with a very high spatial resolution [5-10]. A single cam-
era perpendicular to the surface of a flat test object can be used to obtain
in-plane displacements and strains. A calibrated stereo pair of cameras can mea-
sure out-of-plane displacements, surface strains, and the shape of a complex
object. Sample preparation consists of applying (or projecting) a regular or ran-
dom high-contrast pattern to the surface. Thousands of unique correlation areas
known as facets (typically 15 pixels square) are defined across the entire imag-
ing area. The center of each facet is a measurement point that can be thought
of as an extensometer and strain rosette. These facet centers are tracked, in
each successive pair of images, with accuracy up to 0.001 pixel. Then, using the
principles of photogrammetry, the three-dimensional (3D) coordinates of each
facet are determined for each picture set. The results are the 3D shape of the
component, the displacements, and the in-plane strains. Therefore, deterioration
which manifests itself through surface bulging and deformation, crack growth,
or wear can be detected unobtrusively. The three key principles of image corre-
lation photogrammetry are: 1) pattern matching to identify targets in the field
of view, 2) sub-pixel resolution, and 3) triangulation.

3.3 Fiber Optic Sensors

Optical fiber sensors provide powerful means for ubiquitous monitoring of civil
structures. They possess myriads of attributes commensurate in applications to
civil structures that include: flexibility and geometric compatibility for embed-
ment or adhesion to structural elements; serve the dual purpose as the sensor and
pathway for the signal; distributed and ubiquitous sensing or serial multiplexing
of several sensors along one line; extremely small and lightweight; immune to
electrical and electromagnetic interference resulting in high signal to noise ratio;
resist corrosion and fatigue; and are incapable of initiating fire or explosions since
the signal is optical [11]. Flexibility in transduction of optical fibers by various
means including intensity, wavelength, interference and frequency demodulation
of optical signals has allowed for sensing of a variety of structural perturbations
both at static as well as dynamic sampling frequencies.

From a civil engineer’s point of view a very effective way to utilize an optical
fiber is to integrate a single sensor throughout the structure for detection of all
anomalies and cracks. Distributed sensing using Brillouin Scattering based sys-
tems have been in existence since the nineties. However, their applications have
been limited to specialty areas in petroleum industry. The sensing principle for
Brillouin Scattering sensors is based on the frequency shift of the returned optical
signal following transmission throughout the entire length of the optical fiber.
These systems are capable of monitoring strains and thermal gradients along
kilometers of optical cables. A number of methods are available for interrogation
of the Brillouin frequency shift. Commercial systems are either BOTDR (Bril-
louin Optical Time Domain Reflectometry) or BOTDA (Brillouin Optical Time
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Domain Analysis) based. BOTDR based systems use a single pulsed laser source,
whereas BOTDA systems employ a continuous-power laser source in addition to
the pulsed laser in order to enhance the spatial resolution of the measurements.
The accuracy of distributed measurement capability of the BOTDR/BOTDA
based systems is dependent on their spatial resolutions.

4 Summary

A new condition assessment paradigm combining various sensing technologies
is proposed. In the proposed multi-modal remote sensing system (MRSS), an
imaging radar, a high-resolution optical camera, a laser ranger, and a fiber optic
sensing system are used to relate local measurement with global measurement.
This development represents a new approach for long-term bridge maintenance
and a platform to combine the technical benefits of conventional NDT and SHM
technologies for Remote Sensing and Spatial Information applications.
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sentation are the responsibility of the authors only and do not represent the
official policy or position of the USDOT/RITA, or any State or other entity.

Acknowledgements. The authors want to thank the U.S. Department of Trans-
portation (USDOT) Research and Innovative Technology Administration (RITA)
Commercial Remote Sensing and Spatial Information (CRS&SI) program for the
financial support via Grant RITARS-11-H-UML. Assistance provided by grad-
uate students Shafique Ahmed, Christopher Noris, Dewei Meng, and Che-Fu
Su on project activities is greatly appreciated. This research effort is also par-
tially supported by the UMass Transportation Information Consortium which is
sponsored by UMass President’s Science and Technology Initiative 2010.

References

1. National Bridge Inventory: Status of the Nation’s Highways, Bridges, and Transit
– Conditions and Performance, Report to Congress. Federal Highway Administra-
tion, Washington, DC, January 22 (2007)

2. Federal Highway Administration: Highway Bridge Inspection – State-of-the-
Practice Survey. FHWA-RD-01-033, NDE Validation Center, McLean, VI (2001)

3. Yu, T.-Y.: Distant damage assessment method for multi-layer composite systems
using electromagnetic waves. J. Eng. Mech. ASCE 137(8), 547–560 (2011)

4. Yu, T.-Y.: Damage Detection of GFRP-concrete Systems Using Electromagnetic
Waves. Lambert Academic Publishing, Koln (2009)

5. Schmidt, T., Tyson, J., Galanulis, K.: Full-field dynamic displacement and strain
measurement using advanced 3D image correlation photogrammetry – Part I. Exp.
Tech. 27(3), 47–50 (2003)

6. Mikhail, E., Bethel, J., McGlone, J.: Introduction to Modern Photogrammetry.
John Wiley and Sons (2001)



MRSS 103

7. Peters, W.H., Ranson, W.F., Sutton, M.A., Chu, T.C., Anderson, J.: Application
of digital image correlation methods to rigid body mechanics. Opt. Eng. 22(6),
738–742 (1983)

8. Chu, T.C., Ranson, W.F., Sutton, M.A.: Applications of digital-image-correlation
techniques to experimental mechanics. Exp. Mech. 25(3), 232–244 (1985)

9. Kahn-Jetter, Z.L., Chu, T.C.: Three-dimensional displacement measurements using
digital image correlation and photogrammic analysis. Exp. Mech. 30(1), 10–16
(1990)

10. Luo, P.F., Chao, Y.J., Sutton, M.A., Peters, W.H.: Accurate measurement of three-
dimensional deformations in deformable and rigid bodies using computer vision.
Exp. Mech. 33(2), 123–132 (1993)

11. Ansari, F.: Practical implementation of optical fiber sensors in civil structural
health monitoring. J. Intelli. Mater. Sys. Struct. 18(8), 879–889 (2007)



Operational Support in Fish Farming
through Case-Based Reasoning

Axel Tidemann1, Finn Olav Bjørnson1, and Agnar Aamodt2

1 CREATE, SINTEF Fisheries and Aquaculture AS, Trondheim, Norway
axel.tidemann@gmail.com, finnolav.bjornson@sintef.no

2 Department of Computer and Information Science,
Norwegian University of Science and Technology, Trondheim, Norway

agnar@idi.ntnu.no

Abstract. Farmed fish is the third biggest export in Norway (around
NOK 30 billion/e3.82 billion/US$ 5.44 billion in 2010), and large fish
farms have biomass worth around NOK 150 million/e19.38 million/US$
26.72 million. Several processes are automated (e.g. the feeding system),
and sensory logging systems are becoming ubiquitous. Still, the key to
successful management of a site is the operational knowledge possessed
by the fish farmers. In most cases, this information is not stored formally.
To capture, store and reuse this knowledge in a more systematic way
is called for. We present a system that employs case-based reasoning
(CBR) for such knowledge management, combined with sensor data and
numerical models. The CBR system will ultimately be the core part of a
decision support for regional managers surveying fish farming sites. Data
is acquired from multiple fish farms, spanning several years. We present
recent results in testing how well the CBR system finds similar cases. An
important part of this test is the evaluation of three different methods
for case retrieval (kNN, linear programming for setting feature weights,
Echo State Network).

Keywords: Case-based Reasoning, Decision Support System, Intelli-
gent Fish Farming.

1 Introduction

An average fish farm in Norway contains values of around NOK 50 million/e6.37
million/US$ 8.52 million [8]. Experiences and know-how is an important part of
successful management of a site. We present an approach to re-using operational
knowledge through case-based reasoning (CBR) [1]. The application of the CBR
system described in this paper is fish farm management at a regional level. A
regional manager typically surveys 10-20 sites. In addition to getting feedback on
the current state of each site, operations that require planning must be scheduled.
Such operations include grading (a process where fish are sorted based on size
and put in different cages), delousing, deployment, and delivery to processing
plants.

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 104–113, 2012.
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The paper is organized as follows: the background section cites relevant work,
then details about the CBR system are presented. Results are demonstrated,
before the paper closes with a discussion and pointers to future work.

2 Background

Case-Based Reasoning (CBR) is a reasoning method that solves a new problem
by getting a reminding to a similar problem solved before, with a range of more
specific methods for accomplishing that task [3]. CBR has a vocabulary to de-
scribe a case as consisting of a problem statement, a solution, and an outcome.
CBR has a case base of previously solved cases, and the reasoning process can
be described by the following four steps [1]:

First, in the RETRIEVE step, a new problem is described as a query case. The
most similar case is found by using the system’s similarity assessment method.
The best case is selected and the REUSE step takes this case and either reuses
it directly or adapts it to a solution that fits the query case. The REVISE step
takes the solution and evaluates it, for example by applying it to the problem or
having it assessed by a domain expert. The final step is RETAIN, which learns
from the revised problem solving experience by updating the case base. The
latter is the learning step, in which a new case may be added to the case base
or other changes may be made.

CBR systems are called “lazy learners” which means that they delay the in-
ductive step until a new problem instance arrives. Similarity assessment is a core
problem in all CBR systems, and the methods range from simple, global similar-
ity metrics, to complex algorithms for local similarity that also take situational
context into account. An example of a simple global similarity function is shown
in Equation (1).

CaseSim(C, Q) =
n∑

i=1

s(ci, qi)wi (1)

s is the similarity function for comparing individual features, and wi is the
relative weight for feature i. C is a retrieved case, Q is the query case, each
represented as a set of features. ci is feature i from the retrieved case, qi feature
i from the query case, and n is the total number of features in a case.

Metaxiotis et al. [14] surveyed expert systems and their role in production
planning and scheduling. They conclude that expert systems are generally per-
ceived to be very useful in production planning and scheduling. The benefits
reported from the use of expert systems include more accurate decisions, time
gains, improved quality and more efficient use of resources. They also believe
that the usefulness of expert systems can be improved if they are integrated
with operations research techniques like simulation. Liao [12] reviewed expert
systems and their applications from 1995-2004. He concludes that expert sys-
tems methodologies are tending to develop towards expertise orientation and
that expert system application development is a problem-oriented domain. He
further suggests that different social science areas, such as psychology, cognitive
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science, and human behaviour could implement expert systems as another kind
of methodology.

There are several practical applications of decision support systems (DSS)
that make use of CBR in the literature. Liu et al. [13] describe a system for
knowledge support of problem solving in a production process, based on knowl-
edge discovery and case-based reasoning. Raphael et al. [15] describe a system
for computing the cost of construction projects, using a case-based reasoning
strategy. Shimin et al. [17] seek to combine case-based reasoning and rule-based
reasoning for a system for emergency decision making. Arshadi et al. [5] use data
mining for case-based reasoning in a biological domain. They conclude that CBR
systems perform remarkably well on complex and poorly formalized domains.

There are a few examples of DSS used in an aquaculture setting in the lit-
erature. Schulstad [16] describe work done on a DSS for hatchery production
management for Atlantic salmon in Norway. Bolte et al. [10] developed decision
support tools for aquaculture to assess economic and ecologic impacts of alter-
native decisions on aquaculture production. Their main approach was a system
based on simulation models and enterprise budgeting. Li et al. [11] describes a
web-based expert system for diagnosing fish disease in aquaculture facilities in
China. One of their main experiences is that a good expert system requires tight
cooperation and collaboration among users, human experts, knowledge engineers
and system developers.

Combining CBR with low-level sensor data has also been used in the offshore
oil industry. Oil well drilling is a complex and costly process, and unplanned
downtime is to be avoided. By combining sensor data with historical cases, the
drilling process can be monitored to avoid problems in the future, i.e. the system
predicts possible states that can occur [2,18].

3 CBR for Decision Support in Fish Farming

The work described here is part of an ongoing research project called SimFrame
(more details in section 5). Part of the SimFrame project is to build a database
that contains sensor data from fish farms, collecting data of various aspects
of the daily operation (e.g. sea temperature, feeding, mortality, to name a few
variables). Currently, the database contains operational data from 7 different fish
farms, spanning several years (the oldest from 2003), and multiple production
cycles (a production cycle from deployment to slaughter lasts about 18 months).
The data is imported from the commercial system AquaFarmer by Mercatus
Software. The database forms the basis for the CBR system; the case base is
derived from the SimFrame database.

3.1 Case Domain: Grading Operations

The current focus for the CBR system is grading operations. In a cage with
varied fish size, the big fish tend to grow proportionally more than the small
fish, hampering growth for the small fish. Sorting the fish into different cages
based on weight leads to more optimal growth.
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Fig. 1. Relative mortality (percent) pre- and post grading, average for all grading
operations stored in the SimFrame database (74 grading operations)

In addition to facilitate growth, grading operations induce fish mortality. The
grading operation involves multiple stages, several of which can be harmful for
the fish. The fish need to be moved from the cages using well boats. The fish
are pumped into well boats and sorted before being deployed in different cages.
Calculating the relative mortality for all the grading operations present in the
SimFrame database reveals an increase in fish mortality within the first weeks
after a grading operation (Figure 1). The goal of the CBR system is to contribute
to reduced mortality during these operations. The idea is that features of a
grading operation can affect fish mortality in a way that is difficult to predict
using mathematical models, but can be found by using experience based artificial
intelligence. The CBR system is a continuation of a pilot project [19].

3.2 The Case Base

The current case base is generated from the SimFrame database. The cases focus
mainly on environmental measurements and fish statistics, Table 1 lists all the
features in the problem description part of a case. Operational data are limited to
the date of the operation and the number of cages the fish were sorted to. To limit
the number of features we have compressed data series such as temperature and
mortality into aggregated measurement variables. These variables are averaged
over 30 days before and after the grading operation. The trend is also calculated
by linear regression. The continuous variables are scaled to the range [0 − 1] to
facilitate the retrieval mechanism. When comparing similarities, the distance δ
between cases C and Q in feature i is calculated the following way:

δ(ci, qi) =

⎧
⎨

⎩

|ci − qi| when continuous
0 when discrete and ci = qi

1 when discrete and ci �= qi
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Table 1. The 16 case features

Discrete features Continuous features
Site ID Sorting date (day of year)
Cage ID Number of units sorted to
Hatchery company ID Starvation days
Species origin ID Fish in sea date (day of year)

Days in sea
Number of fish
Average fish weight
Temperature, trend
Temperature, average
Pre-sorting mortality, trend
Pre-sorting mortality, average
Site capacity

The similarity is calculated based on the distance. Since the distance is normal-
ized to the range [0 − 1], the similarity between two cases in a given feature
is:

s(ci, qi) = 1 − δ(ci, qi)

The main focus for the CBR application is to lower fish mortality during grad-
ing operations. Therefore, the solution part of a case contains the difference in
mortality before and after a grading operation. Before a grading operation is
performed, the fish is starved. After starvation the fish need less oxygen, and
empty bowels lead to less soiling of the well boat during the grading operation.
The length of the starvation period depends on degree days : the starving pe-
riod is calculated as the product of sea temperature (degrees Celsius) and time
(days) and should be minimum 50 degree days. The starvation period therefore
differs between grading operations. More precisely, the difference in mortality is
defined as follows: let mpre be the mortality prior to the starvation period (30
days in the case base), mstarv the mortality during the starvation period, mpost

the mortality after the sorting operation (30 days in the case base), then θm is
the following:

θm = mpost − (mpre + mstarv)

θm forms the basis for dividing the cases into different classes, for verifying target
classification rate when testing the system. θm also makes it possible to calculate
a true similarity R between cases C and Q:

R(C, Q) = 1 − |θm(C) − θm(Q)| (2)

R can be used to calculate the predicted similarity error between the retrieved
case, and the case that was most similar based on θm. The predicted similarity
error will then show how close the predicted matching case was to the actual best
matching case. This reveals additional information about the retrieval mecha-
nism: a low similarity prediction error will signify that the retrieval mechanism
found a close match.
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3.3 Case Retrieval

A crucial part of a CBR system is the ability to retrieve similar cases. The re-
trieval mechanism relies on feature weights and similarity metrics to achieve this
goal. In this paper, three different ways of implementing the retrieval mecha-
nism are examined. As mentioned in the previous section, the solution variable
θm makes it possible to divide the cases into classes. Applying k-means clustering
(k = 3) yields a class division shown in Figure 2.

Fig. 2. k-means clustering (k = 3) on the scaled outcome variable θm. The cross, circle
and plus points indicate separate cases.

k-Nearest Neighbour. The baseline index retrieval method is k-Nearest Neigh-
bour (kNN). As mentioned in the previous section, a case is described by several
features, both discrete and continuous. The distances from the query case Q to
the cases in the case base are calculated, and the most similar cases (i.e. with
the smallest distance) are selected. In the baseline method the weights wi are
equal in Equation (1).

Neural Networks. Another approach is to use neural networks to retrieve sim-
ilar cases, by employing Echo State Networks (ESNs). ESNs are characterized
by a fast training algorithm and large memory capacity [9]. ESNs are originally
developed for time series prediction, by harnessing a large hidden layer to learn
dynamics over time. By letting the hidden layer stabilize before collecting the
hidden states, the ESN can be used as classifiers as well [4]. This recent devel-
opment within neural network research allows applications that require static
classifiers take advantage of the fast training algorithm inherent in the ESN ar-
chitecture, avoiding the computationally expensive backpropagation algorithm
that is common for classic neural network approaches.

In order to format the input signals to the neural network, discrete values are
enumerated and divided into corresponding input signals. The target vector for
the ESN are neurons that code for each case; if there are N cases in the case
base, there will be N output neurons.

The rationale behind using neural networks for the retrieval mechanism is
to exploit the idea that similar cases have similarly valued features. Instead of
having to define the similarity function, the neural network can find the closest
match in the feature vector space.

Linear Programming for Optimal Feature Weight Setting. In the base-
line method described above, all case weights are equal. An obvious improvement
is to employ feature weights. Finding the optimal feature weights can be done
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using linear programming (LP) [20]. Briefly explained, an LP problem consists of
minimizing an objective function cx subject to the constraints Ax = b. Finding
the optimal weights can then be formulated as an LP problem by introducing
margin variables Lcq and Gcq, making it possible to formulate the following
constraint:

n∑

i=1

s(ci, qi)wi + Lcq − Gcq = R(C, Q) (3)

Lcq represents the part when the predicted similarity is less than the real simi-
larity, and Gcq represents the part where the predicted similarity is greater than
the real similarity. The objective function will then be:

minimize
n∑

q=1

n∑

c=q+1

(Lcq + Gcq) (4)

The LP problem can now be solved using the simplex algorithm [7], which runs in
polynomial time in practice (although exponential time in worst case scenarios)
[6]. The optimal solution to the problem finds the feature weights. For more
details of this approach, see [20].

4 Results

In order to evaluate the different retrieval mechanisms, leave one out cross val-
idation (LOOCV) is employed. The LOOCV approach is as follows: one case
from the case base is extracted, and then queried on the remaining case base.
The most similar case is verified to see if the retrieved case is the same class
as defined by k-means clustering. This process is repeated for each case in the
database; after this process the system’s classification ability is calculated. The
case base is relatively small, only 74 cases. This small number favors LOOCV a
train/test partitioning approach of the dataset. However, the case base is con-
tinually growing, so in the future the system will employ train/test evaluations
as well.

For the ESN method, LOOCV requires the retraining of the network for each
query. When querying the case base, the query case must be extracted from the
case base, and the ESN trained on the remaining cases. This is due to the nature
of the ESN approach: the output layer of the network is trained to predict the
case index in the case base, and suppress all other outputs. If the query case is
part of the trained dataset, it is trained to output a 0 in all other case indices.
In order for the ESN approach to find the closest match in the input feature
space, the query case cannot be part of the training data. However, this is not a
problem due to the exceptionally fast training algorithm of the ESN architecture:
the output layer is trained by simply finding the pseudoinverse matrix, with the
additional cost of stabilizing the hidden layer (which in practice amounts to 10-
15 steps for each input vector for the current experiment). Another advantage of
using this approach is the simplicity, which comes at the cost of spending some
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computational time (i.e. retraining the ESN, which still is a lot more efficient
than traditional backpropagation networks). The ESN has 50 nodes in the hidden
layer, and a spectral radius α = 0.55.

In addition to finding the classification rate of the CBR system, the similarity
prediction error is calculated. This yields the error (in percent) between the
similarity of the case that is predicted to be most similar, and the case that is
the most similar (as defined by equation (2)). The results of running the three
different retrieval mechanisms can be seen in Table 2.

Table 2. Results from evaluating the case base using LOOCV

Target classification Similarity prediction error
kNN 75.6% 10.5%
ESN 75.1% 8.9%
LP 82.4% 1.7%

5 Discussion and Future Work

The classification rates using LOOCV of the CBR retrieval mechanisms (see
Table 2) reveal that the LP approach is the best (82.4%), with the kNN and ESN
doing slightly worse (both ∼75%). The similarity prediction error is a supplement
to the classification rate of the retrieval mechanisms. The similarity prediction
error is very low for the LP method, only 1.7%. This signifies that there is a very
small difference between the actual most similar case, and the retrieved case (as
defined by equation (2)). However, the discrepancy between very low similarity
prediction error and less than perfect target classification also indicates that
there are a lot of similar cases. This indication is supported by closer examining
the right-hand side constraints in the formulation of the LP method. Recall that
the LP approach consist of solving Ax = b, where the b vector represents the
real similarity between cases Q and C. The average value of b was found to
be 0.896 (scale [0 − 1], 1 is most similar), i.e. on average most cases were very
similar to each other. Further examining the feature weights reveals that 7 out
of 16 were set to 0. These were Site ID, Cage ID, Hatchery company ID, Species
origin ID, Days in sea, Number of fish and Average fish weight (see Table 1 for
a list of all the features). These features did not contribute to finding the most
similar case during case retrieval. This indicates that maybe the selected features
for a case should be redesigned. On the other hand, using such an automated
approach makes it possible to add features and let the system weed out the ones
that are not needed. In such a parameter rich domain, it is often difficult to
know beforehand which features are the most important.

Closer examination of the classes found by k-means clustering reveals that
81.1% of the cases belong to one class, while the remaining classes contain 12.1%
and 6.8% of the cases, respectively (these numbers vary slightly when performing
k-means clustering). By doing a hypothesis test using the multinomial distribu-
tion (since the samples are in different categories, using the distribution listed
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above), it becomes clear that the results are not statistically significant. Nev-
ertheless, the results clearly shows the positive effect of the LP approach to
automated assignment of feature weights.

A way to further enhance the retrieval mechanism could be to use a differ-
ent R(C, Q), that would spread out the cases more. However, it should also be
considered that the size of the case base is fairly small, and that most sorting
operations are successful. Three other possible directions can be taken: 1) Design
prototype cases that represents a synthesis of successful cases, and remove the
other cases from the database. 2) Focus only on outliers, i.e. extreme cases that
are very different from the others. 3) A combination of the two.

An inherent issue with the current implementation is that the cases are data-
driven - the classification of cases could preferably be chosen by domain experts.
We are currently looking into this issue, as it would be of great interest to see if
the resulting classes are different than those from the clustering algorithm. As
an aid to this situation, we have developed a registration application to gather
more detailed data related to grading operations, that are not present in the
automated sensor logging systems. This will further enrich the case base, and
hopefully better separate cases from each other.
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Abstract. Change Point Discovery (CPD) and Constrained Motif Dis-
covery (CMD) are two essential problems in data mining with appli-
cations in many fields including robotics, economics, neuroscience and
other fields. In this paper, we show that these two problems are related
and report the development of a MATLAB Toolbox (CPMD) that en-
capsulates several useful algorithms including new variants to solve these
two related problems. The Toolbox is then used to study the effect of
distance function choice in CPD.

1 Introduction

Change point discovery (CPD) is an important knowledge discovery problem.
The goal of CPD to find the locations at which the underlying generating dynam-
ics of a signal (timeseries) changes. This does not – in many cases – correspond
to an easily discernable change in the signal itself.

A related problem is motif discovery which can be informally defined as ef-
ficiently finding unknown recurring patterns in long time series with no prior
knowledge about their locations. The research in this problem have led to many
techniques including the PROJECTIONS algorithm [3], PERUSE [22], Gemoda
[7] among many others (e.g. Lin et al.[9],Minnen et al. [10], and Tang et al.
[24]). With the exception of Gemoda which is quadratic in time and space com-
plexities, these algorithms aim to achieve sub-quadratic time complexity by first
looking for candidate motif stems using some heuristic method and then doing
an exhaustive motif detection instead of motif discovery which is linear in time.

Constrained Motif Discovery [14] relates the aforementioned two problems.
In CMD, the goal is to find unknown recurrent patterns but utilizing a set of
constraints on motif locations. One way to introduce these constraints when no
prior knowledge is available is to use a CPD algorithm and then search for the
motifs around the discovered change points. In this sense a CMD algorithm can
be used in conjunction with ta CPD algorithm to solve the general motif discov-
ery problem. CMD has applications in activity detection [12], gesture recognition
[20], Human-Robot Interaction [13], among other fields.

Other than the aforementioned relation between CPD and CMD, the two
problems have a deeper connection. The essence of both of them is a form of
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heuristic dissimilarity assessment between different subsequences of the time
series. For this reason, implementations of these algorithms can benefit from
each other as evident from the proposed toolbox. In this paper, we focus on
the development of a MATLAB/Octave toolbox for solving these problems. The
toolbox is freely available from the authors’ website [25].

(a) Input with highlighted output (b) Using CPMD to recover the motifs

Fig. 1. Example signal from the evaluation experiment and the execution time of dif-
ferent tested routines

The proposed toolbox can be used – among other things – to recover recurrent
patterns in real-world situations. For example, consider a robot navigating its
environment while performing one of three predefined tasks as shown in Fig. 1-a.
Using the proposed toolbox, it is possible to segment these time series and find
the three patterns with all their occurrences in linear time and with a a couple
of code lines (Fig. 1-b). The recovered motifs can then be used to train another
robot (learning by imitation) or to detect unexpected behaviors (fault detection)
or show the emergence of complex behaviors. Section 6 reports briefly some real
world applications that utilized the proposed toolbox.

The rest of this paper is organized as follows: Section 2 presents the software
architecture and design decisions taken in this toolbox. Section 3 introduces the
Change Point Discovery Problem and describes the routines implemented to
solve it in the toolbox. Section 4 does the same for the Constrained Motif Dis-
covery Problem. Section 5 introduces some of the essential supporting routines
that simplify the use of the toolbox. Section 6 provides some example use cases
of the toolbox to evaluate the effect of the distance function in CPD as well as
some real world applications of the toolbox. The paper is then concluded.

2 CPMD Design

CPD and CMD are related problems as shown earlier in this paper and this
is why we implemented both of them in a common toolbox. Fig. 2 shows an
overview of the most important components of the proposed toolbox called
Change Point and constrained Motif Discovery (CPMD). CPD and CMD com-
ponents implement basic algorithms for solving CPD and CMD problems as well
as routines for quantitative evaluation of solution’s quality given ground-truth
data. Supporting routines are used to extend the application of these algorithms
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Fig. 2. The CPMD toolbox

to multidimensional time-series as well as providing test and visualization as well
as synthetic data generation routines.

An important design decision in this toolbox was that related algorithms
were implemented using a single general routine. For example, a single routine
can be used to run 48 different related algorithm variants for solving CPD.
The rationale for this decision, is that this common implementation reveals the
relation between all of these algorithms even on the expense of slight performance
degradation. It is important to notice that we did not just combine together any
algorithms for solving the same problem but related ones that follow similar logic
and algorithmic structure. This means that any two of these algorithm variants
share enough steps to qualify as variants of a generalized algorithm.

Another design decision was to use an elaborate optional parameter set for
each one of the key routines implemented. The routines provide default values
for these parameters that are selected based on either theoretical or experimental
evaluation to balance execution time and accuracy (with more focus on accu-
racy). Nevertheless, making these parameters available to the end user of the
routines, allows advanced users to adapt the algorithms to the needs of their
datasets without needing to modify the code.

Another important feature of the proposed toolbox is the availability of ob-
jective evaluation routines for comparing different solutions to CPD and CMD
[18]. Given that no one of the implemented algorithm variants is totally supe-
rior to others in all cases, it is important to compare several algorithms before
deciding to use one of them in a specific application. As the authors showed in
[18], comparing CPD results is not a trivial task and the same is true for CMD.
For this reason, the toolbox provide comparison routines for both problems.

3 CPD Routines

One of the first CPD algorithms to be proposed was CUMSUM [23] which was
only able to discovery a change in the mean of a random process given the value
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of the mean before the change and under the assumption of normal distribution
of samples before and after the change. The research in this area have resulted
in many more advanced techniques including adaptive CUMSUM [1], wavelet
analysis [8], inflection point search [5], autoregressive modeling [4], Discrete Co-
sine Transform, and Singular Spectrum Analysis (SSA) [21][6], [14]. One of the
most promising approaches to CPD is Singular Spectrum Analysis [21]. Algo-
rithms based on this technique require no ad-hoc tuning for every time series,
and assume a very general generation process.

CPD algorithms usually proceed in two steps: firstly, a score is assigned to
every time step signifying the possibility of change at this point (it is not always
a probability because it is not always normalized). We call this step scoring.
Secondly, the scores are analyzed to localize change points. We call this step
localization. In many cases these two steps are separate and one can change one
of them without affecting the other generating a new algorithm variation. In
continuous inspection applications, the focus is usually put onto the localization
step because accurate and fast localization is of utmost important [2]. In some
other applications (e.g. physiological signal analysis), the scoring step is the
important one and may be the localization step can be removed all-together
[16]. Given this, it is important to be able to evaluate the performance of both
the scoring and localization steps separately and for this reason.

The essence of all CPD scoring algorithms is to find for every point x (i) the
difference between a representation of the dynamics of the few points before it
(i.e. x (i − p) : x (i)) and the few points after it (i.e. x (i + g) : x (i + f)) where
p, g and f are all integers and; p and f are greater than zero. This difference
is the estimate for c (i). The toolbox implements a general cpd() function that
can be used with user-defined dissimilarity functions to implement most forms
of CPD algorithms. The toolbox though implements a specific set of Singular
Spectrum Analysis (SSA) algorithms that can be used directly by the user.

In SSA based algorithms, the dynamics of the points before and after the
current point are represented using the Hankel matrix generated using the cor-
responding subsequences. Singular Value Decomposition (SVD) is then used to
find the singular values and vectors of the Hankel Matrix and analysis of these
singular vectors is the basis for assigning CP scores to different time-steps.

There are four routines that implement the scoring step: sst(), sst3(), rsst()
and the most general cpd(). The routine named sst() implements the algorithm
proposed by Ide and Inoue in [6] with default parameter settings based on the
analysis in their paper. The routine rsst() implements the similar Robust Sin-
gular Spectrum Transform proposed by Mohammad and Nishida in [15]. The
routine sst3() implements the algorithm proposed by Moskvina and Zhigljavsky
[21] .

The final – and most important – CPD scoring routine in the toolbox is called
cpd(). This routine has 36 optional parameters that can be used to control nearly
every aspect of the algorithm. Special values of these algorithms generate iden-
tical scores as sst(), sst3(), and rsst(). In that sense, this routine is all what the
user needs to find the change scores given the inputs. The routine has also one
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non-optional parameter (other than the input time-series) specifying the number
of rows in the Hankel matrices to be used. The smaller this number is, the more
detailed is the result and the the coarser the change scores. The most important
of the optional parameters is the distance function to be used. Any distance
function can be used (which means that the routine can be used to simulate
algorithms that are not SSA based). There are four predefined functions imple-
mented in the toolbox: distAvgEigDist() implements the distance function used
in SST generalized to one or more Eigen vectors, distWeightedEigDist() im-
plements RSST’s distance function, distAvgV HDist() implements Moskvina’s
distance function and distAngBetweenSubspaces() that simply finds the angles
between the two subspaces representing the future and the past. In section 6,
we will analyze the effect of this choice on the accuracy of the discovered change
points. cpd() also allows the user to use a common subspace representing the
complete signal during score calcualtion. None of the algorithms presented in
literature used this feature but the evaluations we reported in [18] show that it
can provide superior results if combined with normalization for most distance
functions.

Fig. 3. The possible localization positions using the findLocsTh() function

The localization step is less studied in the literature of SSA-based CPD. In
most cases a change is announced if the score was over some predetermined
threshold [6][15]. Moskvina et al. [21] provide a technique for automatically
evaluating that works only with their algorithm (implemented in sst3()). The
toolbox provides several algorithms that can be used for this step. The algo-
rithms provided in the toolbox are divided into two groups findLocsTh ∗ ()
and findLocsAuto ∗ (). The first group require the specification of a threshold
and are illustrated in Fig. 3 while the second group calculates an appropriate
threshold automatically.

There are two variations of threshold-based localization: The function
findLocsTh() localizes the change at any point between the start and end-
ing points at which the change score exceeds the threshold value controlled by
a linear parameter (the Figure shows the three states when this parameter is
zero, o.5 and 1). It can also localize the change using the points at which the
score attained its maximum value after exceeding the threshold and before going
under it again (as illustrated in Fig. 3). Again, this can be controlled by a linear
parameter.

Another threshold-based localization mechanism implemented in the toolbox
using the function findLocsThin(), starts by thinning the change score signal
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and then keeps the local maxima as localized change points. This method leads
usually to more false positives but reduces the false negative rate in our experi-
ments.

Depending on the application, one or the other of these two localization mech-
anisms may provide better results.

4 CMD Routines

Unconstrained motif discovery is a known problem in data-mining and several
algorithms have tried to solve it [3],[22],[7] [9], [10] [24]. With the exception of
Gemoda [7] which is quadratic in time and space complexities, these algorithms
aim to achieve sub-quadratic time complexity by first looking for candidate motif
stems using some heuristic method and then doing exhaustive motif detection
instead of motif discovery which is linear in time. CMD algorithms find recurrent
patterns in single-dimension time-series subject to user defined constraints on
the possible locations of motifs.

The toolbox implements CMD using three routines called mcfull(), mcinc()
and dgr(). The routines mcfull() and mcinc() implement the algorithms pro-
posed in [14].

The most general CMD function in the toolbox is dgr(). The name stands
for Distance-Graph Relaxation. DGR is a modified and generalized algorithm
based on the one proposed in [13] for discovering gestures in a Human-Robot
Interaction context. The algorithm works in two stages: in the first stage a set of
short stem motifs by joining short subsequences of small distance around change
points. This leads to a set of motif candidate. Each candidate is extended as much
as possible without increasing the variance of the distances between individual
points of its occurrences to the level of statistical significance (controlled by a
significance level optional parameter) using a t-test for the comparisons. After
extension, the motifs are passed to the finalization stage. During this stage,
overlapping motifs are analyzed to either separate them or combine them. Similar
stems are combined and an optional full time-series scan is done to discover all
occurrences of the motifs in the time series.

The routine receives the input time series (which may be multidimensional),
and the constraint in the same format as the output of any CPD or localization
function of the toolbox. The only obligatory parameter is an expected motif
length range. This range is used internally to select various optional parameters
but is not limiting the outputs of the routine. All discovered motifs will be at
least the same length as the minimum length if supplied but the routine also
finds motifs of any length larger than that (even longer than the supplied upper
limit). This is one of the major advantages of this routine over available motif
discovery algorithms as most of them require the specification of a specific motif
length [11]. The routine has 51 optional parameters that can be used to control
every aspect of it. As with cpd() a default value for each of these parameters
is already available that were selected mostly after experimental comparison of
different options.
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5 Supporting Routines

CPD and CMD algorithms implemented in the toolbox were designed to handle
single dimensional data streams. The toolbox provides a routine for projecting
multidimensional time series using PCA (called tspca()) that is used automati-
cally by dgr() to deal with multiple dimensions. The toolbox also provides several
visualization and performance profiling routines.

The toolbox provides several approaches to CPD and CMD that could be
extended through the optional parameters of cpd() and dgr(). Different variations
will have different accuracy and performance in different applications. For this
reason, it is essential to have a set of evaluation routines that allows the user of
the toolbox to select the best variant for her application.

Comparison between change detection algorithms is usually done using one
of three approaches: The first approach is using the traditional confusion ma-
trix based statistics including the F score, Mathews Correlation Coefficient (im-
plemented in the toolbox using the routine cpquality()). The second approach
is using information theoretic divergences between the true change point loca-
tions and estimated locations (implemented in the toolbox using the routines
kldiv() and jsdiv()). A novel approach was proposed in [18] that utilizes aspects
from all of these approaches and provide more subjectively-acceptable as well as
rigourously supported measure of CPD quality. This is called Equal Sampling
Ratio (ESR) and is implemented via esr() and its aggregated version aesr().

CMD evaluation is also not straight forward because of possible delays and
overlaps between different motifs. The toolbox helps in that by providing two
evaluation routines: mdqM() finds confusion matrix based statistics aggregated
over all of the motifs while mdq() finds these statistics for each motif separately.
The toolbox provides also a function mdq2cpq() that can be used to convert the
problem from motif discovery evaluation into a CPD quality evaluation.

6 Use Case and Real-World Applications

Other than the aforementioned routines, the toolbox provides a set of simple test
routines that can be modified easily to compare different variations of CPD and
CMD algorithms (testcpd() and testcmd() in order). There are also generation
routines that can be used to generate synthetic data with controllable shape,
motifs, change locations, noise parameters, etc for fast evaluation and comparison
with other approaches. In this section, we use these test routines to study the
effect of the distance measure on the accuracy of cpd().

Here we report a preliminary evaluation of the effect of distance function
choice on the accuracy of CPD results using only routines from the toolbox. The
dataset we use consists of 100 time series of length 3000 each that are gener-
ated using one of seven different generating processes with random parameters
(corresponding to periodic sins and cosines, linear and sawtooth signals, and an
all-zeros signal) as well as a random auto-regressive model generator that can
generate stable AR models with any number of parameters ranging from 1 to
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20 (using the toolbox function produceSingle()). At every timestep and with
a probability of 1% the generating process may change. This results on a rich
array of time series. From each one of these 100 series, we generate 8 time se-
ries by adding a random noise component that has a zero mean and a standard
deviation that varies from zero to half the range of the signal. This results of
800 time series with 2400000 points containing around 24000 change points. The
code for this test can be found in the script testDist in the toolbox.

(a) Example output (b) Execution Time

Fig. 4. Example signal from the evaluation experiment and the execution time of dif-
ferent tested routines

Fig. 4-a shows an example signal and the change points discovered by sst(),
rsst(), and the four variations of the default implementation of cpd() using
the four built-in distance functions. Fig. 4-b shows the execution time of the
five tested algorithms. The distance function leading to fastest execution is
distAvgV HDist() while the slowest one is distAngBetweenSubspaces(). The
differences shown in the figure are not statistically significant though.

(a) ESR vs. Acceptable Delay (b) AESR

Fig. 5. The ESR and AESR scores of all tested routines on the complete dataset

Fig. 5 presents the ESR scores and the acceptable-delay independent AESR
scores of the five tested algorithms. From this figure, it is clear that using any
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of the four distance functions other than distAvgV HDist() outperformed sst().
A t-test shows that these differences are statistically significant.

This toolbox have been already used by our research group in several real-
world applications: For example, in [16], rsst() was used to measure the natural-
ness of human-human and human-robot interactions by analyzing psychophysi-
ological signals including Blood Volume Pulse, Skin Conductance, and Respira-
tion Rate of one partner to infer the naturalness of the other’s behavior. RSST
based statistics were shown to provide superior classification accuracy to tradi-
tional metrics achieving 95.2% accuracy in distinguishing natural and unnatural
behaviors.

In [13], both rsst() and dgr(), were used to discovery free-hand gestures in
a guided navigation task, allowing the robot to learn free hand gestures and
automatically building controllers for achieving accurate navigation after few
trials. The approach also allowed the robot to extend learned behavior when
interacting with new partners. In [19], the authors used the toolbox to build
a self-initiated imitation engine that was able in a series of synthetic and real
world experiments to learn various kinds of navigation behaviors based on their
saliency (measured by cpd()) and recurrence (measured through dgr()).

In [17], cpd() was used as the basis for a new change-causality discovery tech-
nique that was able to recover the causal structure of events in a human-robot
guided navigation settings.

7 Conclusion

This paper, presented the Change Point and Constrained Motif Discovery tool-
box (CPMD), which implements some of the leading algorithms in the two fields
as well as new variations that were not previously published. The toolbox pro-
vides also a set of evaluation routines, test routines, and signal generation rou-
tines, that can be used to evaluate the relative merits of different approaches.
The implementation of the toolbox is modular and extendible through extensive
use of optional parameters that give the final user full control of all aspects of
the algorithms implemented. The paper also reported the results of extensive
analysis of the effect of the distance function in CPD and the effect of stem
extension method in CMD. Example real-world applications are also reported.
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Abstract. We propose a framework for recognizing actions or gestures
by modelling variations of the corresponding shape postures with respect
to each action class thereby removing the need for normalization for the
speed of motion. The three main aspects are the shape descriptor suitable
for describing its posture, the formation of a suitable posture space, and
a regression mechanism to model the posture variations with respect to
each action class. Histogram of gradients(HOG) is used as the shape
descriptor with the variations being mapped to a reduced Eigenspace
by PCA. The mapping of each action class from the HOG space to the
reduced Eigen space is done using GRNN. Classification is performed
by comparing the points on the Eigen space to those determined by
each of the action model using Mahalanobis distance. The framework
is evaluated on Weizmann action dataset and Cambridge Hand Gesture
dataset providing significant and positive results.

Keywords: Histogram of gradients(HOG), Generalized Regression
Neural Nets(GRNN), Human Action Modelling, Principal Component
Analysis(PCA), K-Means Clustering.

1 Introduction

Human gesture recognition has been a widely researched area over the last few
years due to potential applications in the field of security and surveillance. Early
research on gesture recognition used the concept of space time shapes, which are
concatenated silhouettes over a set of frames, to extract certain features corre-
sponding to the variation within the spatio-temporal space. Gorelick et al. [7]
modelled the variation within the space time shape using Poisson’s equation and
extracted space time structures which provides discriminatory features. Wang et
al. recognized human activities using the derived form of the Radon transform
known as the R-Transform [17,16]. A combination of a 3D distance transform
along with the R-Transform is used to represent a space time shape at multiple
levels and used as corresponding action features [11].
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Action sequences can also be represented as a collection of spatio-temporal
words with each word corresponding to a certain set of space-time interest points
which are detected by set of 2D spatial gaussian filter and 1D gabor tempo-
ral filters [12]. Here, Niebles et.al computes the probability distributions of the
spatio-temporal words corresponding to each class of human action using a prob-
abilistic Latent Semantic Analysis model. Another algorithm which is similar is
given by Batra et.al where a dictionary of mid-level features called space time
shapelets is created which characterize the local motion patterns within a space
time shape thereby representing an action sequence as a histogram of these space
time shapelets over the trained dictionary [2]. However, these methods are sus-
ceptible to illumination variation or require good foreground segmentation of the
silhouettes. Another approach is to model the non-linear dynamics of the human
action by tracking the trajectories of certain points in the body and capture fea-
tures from those trajectories. Ali et al. used the concepts from Chaos Theory
to reconstruct the phase space from each of the trajectories and compute the
dynamic and metric invariants which are then used as action feature vectors [1].
This method will be affected by partial occlusions as some trajectories maybe
missing which may affect the metrics extracted. Scovannar et al. used a 3D-SIFT
to represent spatio-temporal words in a bag of words model representation of
action videos [13]. Sun et al extended the above methodology which combined
local descriptors based on SIFT features and hositic moment-based features [15].
The local features comprised of the 2D SIFT and 3D SIFT features computed
from suitable interest points and the holistic features are the Zernike moments
computed from motion energy images and motion history images. The approach
taken here assumes that the scene is static as it relies on the frame differencing
to get suitable interest points.

A different approach for characterizing human action sequences is to consider
these sequences as multi-dimensional arrays called tensors. Kim et al. presented
a new framework called Tensor Cannonical Correlation Analysis where descrip-
tive similarity features between two video volumes are used in nearest neighbour
classification scheme for recognition [8]. Lui et.al however, studied the under-
lying geometry of the tensor space occupied by human action sequences and
performed factorization on this space to obtain product manifolds [10]. Classifi-
cation is done by projecting a video or a tensor onto this space and classifying
it using a geodesic distance measure. In this type of methodology, unlike in the
space time approach, it shows much improved performance on datasets with
large variations in illumination and scale. However, the classification is done per
video sequence and not one a set of frames constituting a part of a video se-
quence. A 3D gradient-based shape descriptor representing the local variations
was introduced by Klaser et al. [9] and is based on the 2D HOG descriptor used
for human body detection [5,6]. Here, each space time shape is divided into cubes
where in each cube, the histogram is computed from the spatial and temporal
gradients. Chin et al performed an analysis on modelling the variation of the
human silhouettes with respect to time [4]. They studied the use of different di-
mensionality reduction techniques such as PCA and LLE and the use of neural
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networks to model the mapping. The proposed technique in this paper uses the
histogram of spatial gradients in a region of interest, finds an underlying function
which captures the temporal variance of these 2D shape descriptors with respect
to each action and classifies a set of contiguous frames irrespective of the speed
of the action or the time instant of the body posture.

2 Proposed Methodology

In this paper, we focus on three main aspects of the action recognition framework.
The first is that of feature extraction where a shape descriptor is computed for
the region of interest in each frame. The second is that of a computation of an
appropriate reduced space which spans the shape change variations across time.
The third aspect is that of suitable modelling of the mapping from the shape
descriptor space to the reduced space. A suitable block diagram illustrating the
framework is shown Figure 1.

Fig. 1. Gesture Recognition Framework

Histogram of gradients is used as the shape descriptor as it provides a more
local representation of the shape and it is partially invariant to illumination.
To obtain a reduced dimensional space where the inter-frame variation among
the HOG descriptors are large, we use the Principal Component Analysis. The
inter-frame variation between the HOG descriptors is due to the change in shape
of a body or hand with respect to a particular action being performed. So, we
propose a modelling of these posture or shape variations with respect to each
action, the underlying idea being the posture variations differ with action class.
A modelling of actions in this manner removes the need for normalization with
respect to time and that a slow or fast moving action of the same class will
not cause any difference. Only the postures of each frame are correspondingly
mapped onto a reduced space containing variations in time, thereby making
the framework time-invariant. In other words, while classifying a slow action,
the posture variations will occupy a small part of the manifold when compared
to a fast moving action where the posture variations occupy a large section of
the action manifold. Moreover, due to varying speed of the action in different
individuals, some of the postures in the action sequence may not be present
during the training phase. So, when these particular postures occur in a test
sequence of an action, the action model can estimate where that posture lies
on the reduced space. This approach gives a more accurate estimation of the



Time Invariant Gesture Recognition 127

(a) Silhouette (b) Gradient (c) HOG Descriptor

Fig. 2. HOG descriptor extracted from a binary human silhouette from the Weizmann
Database [7]

(a) Hand (b) Gradient (c) HOG Descriptor

Fig. 3. HOG descriptor extracted from a gray scale hand image from Cambridge Hand
Gesture Database [8]

corresponding location of that particular shape on the action manifold than the
approach which uses nearest neighbours to determine the corresponding reduced
posture point. In this paper, we use a separate model for each action class and
the modelling is done using generalized regression neural networks which is a
multiple-input multiple-output network.

2.1 Shape Representation Using HOG

The histogram of gradients is computed by first taking the gradient of the image
in the x and y directions and calculating the gradient magnitude and orientation
at each pixel. The image is then divided into overlapping K blocks and the ori-
entation range is divided into n bins. From each block, the gradient magnitudes
of those pixels corresponding to the same range of orientation (belonging to the
same bin) are added up to form a histogram. The histograms from the vari-
ous blocks are normalized and concatenated to form the HOG shape descriptor.
An illustration of the HOG descriptor extracted from masked human silhouette
image are shown in Figure 2. It can been seen that since the binary silhouette
produces a gradient where all of its points correspond to the silhouette, the HOG
descriptor produces a discriminative shape representation. Moreover, due to the
block operation during the computation of the HOG, this descriptor provides
a more local representation of the particular posture or shape. An illustration
of the HOG descriptor(first 50 elements) applied on a gray scale hand image is
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shown in Figure 3. Unlike the binary image, there is some noise in the gradient
image which gets reflected onto the HOG descriptor. Since the HOG descrip-
tors are illumination invariant, we can assume that under varying illumination
conditions, the feature descriptors do not vary much.

2.2 Computation of Reduced Posture Space Using PCA

The next step in the framework is determine an appropriate space which rep-
resents the inter-frame variation of the HOG descriptors. An illustration of the
reduced posture or shape space using PCA is shown for the Weizmann dataset
and the Cambridge Hand dataset using three Eigenvectors in Figure 4. Each
action class of the reduced posture points shown in Figure 4 are color-coded to
illustrate how close the action manifolds are and the separability existing be-
tween them. We can see that there are lot of overlaps between different action
manifolds in the reduced space and our aim is to use a functional mapping for
each manifold to distinguish between them. We first collect the HOG descriptors
from all the possible postures of the body irrespective of the action class and
form a space denoting what is known as an action space denoted by SD. We can
express the action space mathematically as

SD = {hk,m: 1 ≤ k ≤ K(m) and 1 ≤ m ≤ M} (1)

where K(m) is the number of frames taken over all the training video sequences
from the action m out of M action classes and hk,m being the corresponding
HOG descriptor of dimension D × 1. The reduced action or posture space is
obtained by extracting the principal components of the matrix HHTwhereH =
[h1,1 h1,1 h1,1 ...hK(M),M ] using PCA. This is done by finding the Eigenvectors
or Eigenpostures v1v2...vd corresponding to the largest variances between the
HOG descriptors. In this reduced space, the inter-frame variation between the
extracted HOG descriptors due to the changes of shape of the body (due to the
motion or the action) are maximized by selecting the appropriate number of
Eigenpostures and at the same, reducing the effect of noise due to illumination

(a) Weizmann Dataset (b) Cambridge Hand Dataset

Fig. 4. Reduced Posture Space for the HOG descriptors extracted from video sequences
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by removing those Eigenpostures having low Eigenvalues. In other words, the
Eigenvectors with the highest Eigenvalues corresponds to the direction along
which the variance between the HOG descriptors due to the posture or shape
change is maximum and all the other Eigenvectors with lower Eigenvalues can
be considered as directions which corresponds to the noise in the HOG shape
descriptor.

2.3 Modelling of Mapping from HOG Space to Posture Space Using
GRNN

The mapping from the HOG descriptor space (D× 1) to the reduced posture or
shape space (d × 1) can be represented as SD �→ Sd where Sd = {pk,m:m =
1 toM} and p is a vector representing a point in the reduced posture space.
In this framework, we aim to model the mapping from the HOG to the pos-
ture space for each action m separately using the Generalized Regression Neural
Network [14,3]. This network is a one-pass learning algorithm which provides
fast convergence to the optimal regression surface. It is memory intensive as it
requires the storage of the training input and output vectors where each node
in the first layer is associated with one training point. The network models the

equation of the form ŷ =
∑N

i=1 yi radbasis(x−xi)∑N
i=1 radbasis(x−xi)

where (yi,xi) are the train-

ing input/output pairs, ŷ is the estimated point for the test input x. In our
algorithm, since a lot of training points are present, a lot of nodes have to be
implemented for each class which is not memory efficient. To get suitable train-
ing points that marks the transitions in the posture space for a particular action
class m, k-means clustering is done to get L(m) clusters. So, the mapping of the
HOG descriptor space to its reduced space for a particular action class m can
be modelled by a general regression equation given as

p̂ =

L(m)∑

i=1

p̄i,m exp(
D2

i,m

2σ2
)

L(m)∑

i=1

exp(
D2

i,m

2σ2
)

; Di,m = (h − h̄i,m)T (h − h̄i,m) (2)

where (p̄i,m, h̄i,m) are the ith cluster centres in the HOG descriptor space and
the posture space. Selection of the standard deviation σ for each action class
is taken as the median Euclidean distance between the corresponding action’s
cluster centres. The action class is determined by first projecting the consecutive
set of R frames onto to the Eigenpostures. These projections of the frames given
by pr : 1 ≤ r ≤ R is compared with the estimated projections p̂(m)r of the
corresponding frames estimated by each of the GRNN action model using the
Mahalanobis distance. The action model which gives the closest estimates of
the projections is selected as the action class.
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(a) Weizmann Dataset [7] (b) Cambridge Hand Dataset [8]

Fig. 5. Datasets for Testing

3 Experiments and Results

The algorithm presented in this paper has been evaluated on two datasets,the
Weizmann Human Action [7] and the Cambridge Hand Gestures [8]. The his-
togram of gradients feature descriptor has been extracted by dividing the detec-
tion region into 7×7 overlapping cells. From each cell, a histogram of gradient is
computed with 9 orientation bins which are normalized by taking the L2−norm,
and the normalized histograms are concatenated to form the feature vector of
size 441× 1.

3.1 Weizmann Action Dataset

This action dataset consists of 10 actions classes, each of them contain 9 − 10
samples performed by different people. The background in these video sequences
are static with uniform lighting at low resolution and so, silhouettes of the person
can be extracted by a simple background segmentation. HOG features, computed
for these silhouettes represent the shape or the postures of the silhouette at one
particular instant. During the training phase, all the frames of every training
sequence of each class are taken together to get the HOG feature set for each
action class. The test sequence is split up into overlapping windows (partial
sequences) of size N with an overlap of N − 1. The HOG features of each frame
of the window is compared with the estimated features from each action class
model corresponding to this particular frame using Mahalanobis distance, and
the appropriate distance from each class is computed by taking the L2− norm
of the distances for each frame. The action model which gives the minimum
final distance measure to the testing partial sequence is determined to be its
action class. Table 1 gives the results for the framework with GRNN having 10
clusters with a window size of 20 frames. The testing is done by using leave-10
out procedure where 10 sequences, each one corresponding to a particular action
class are considered as the testing set while the remaining sequences are taken
as the training set. The variation of the overall accuracy for different window
sizes of 10, 12, 15, 18, 20, 23, 25, 28, 30 of the test partial sequences are shown in
Figure 6.
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Table 1. Confusion Matrix for Weizmann Actions: a1 - bend; a2 - jplace ; a3 - jack ;
a4 - jforward ; a5 - run ; a6 - side ; a7 - wave1 ; a8 - skip ; a9 - wave2 ; a10 - walk

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

a1 99

a2 100

a3 100

a4 99

a5 98 1

a6 9 90

a7 2 97

a8 2 97

a9 3 96

a10 4 95

Fig. 6. Average Accuracy computed for the action classes for window size
10, 12, 15, 18, 20, 23, 25, 28, 30

3.2 Cambridge Hand Gesture Dataset

The dataset contains 3 main actions classes showing different postures of the
hand, flat, spread out and V-shape. Each of the main classes has three other sub-
classes which differs in the direction of movement. In total, we have 9 different
action classes which differs in the posture of the hand as well as its direction
of motion. The main challenge is to differentiate between different motion and
shape at different illumination conditions. The dataset is shown in Figure 5(b).
There are 5 sets, each containing different illuminations of all the action classes
with class having 20 sequences. From each of the video sequences, we applied skin
segmentation to get a rough region of interest, and extracted the HOG based
shape descriptor from the gray scale detection region. Unlike the descriptors
extracted from silhouettes in the Weizmann dataset, these descriptors contain
noise variations due to different illumination conditions. The testing strategy
we used is the same as that of the Weizmann with leave-9 out video sequences
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Table 2. Confusion Matrix and Overall Accuracy for Cambridge Hand Gesture Dataset

(a) Confusion Matrix

a1 a2 a3 a4 a5 a6 a7 a8 a9

a1 94.0 1 5

a2 91.0 6 3

a3 2 1 95.0 2

a4 91.0 1 8

a5 5 85.0 10

a6 1 99.0

a7 83.0 3 14

a8 86.0 14

a9 1 13 9 77.0

(b) Overall Accuracies for each Set

Set 1 Set 2 Set 3 Set 4 Set 5

Acc 96.11 73.33 70.00 86.67 87.72

where each test sequence corresponds to an action class. The confusion matrix
for the action classes obtained from the framework with 4 clusters is given in
Table 2(a). We can see that if all the illumination conditions are trained into
the system, the overall accuracy obtained with the framework is high. Using
the same testing strategy, we tested the system for overall accuracy for each
set and this is given in Table 2(b). For set1, the overall accuracy is high as the
non-uniform lighting does not affect the feature vectors and noise is diminished
by the partial illumination variant property of the HOG descriptor. For sets 4
and 5, it shows moderate accuracies while sets 2 and 3 give an average overall
accuracy.

4 Conclusions and Future Work

In this paper, we presented a frame work for recognizing actions from partial
video sequences which is invariant to the speed of the action being performed. We
illustrated this approach using the Histogram of Gradients shape descriptor and
computed the mapping from the HOG space to the reduced dimensional posture
space using Principal Component Analysis. The mapping from the HOG space
to the reduced posture space for each action class is learned separately using
Generalized Regression neural network. Classification is done by projecting the
HOG descriptors of the partial sequence onto the posture space and comparing
the reduced dimensional representation with that of the estimated posture from
the GRNN action models using Mahalanobis distance. The results shows the
accuracy of the framework as illustrated on the Weizmann database. However,
when using the gray scale images to compute the HOG, severe illumination con-
ditions can affect the framework as illustrated by the Hand Gesture database
results. In future, our plan is to extract a shape descriptor which represents
a shape from a set of corner points where relationships between them are de-
termined in the spatial and temporal scale. Other regression and classification
schemes will also be investigated in this framework.
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Abstract. This paper presents a straightforward and mathematically
rigorous software tool for Time Petri Nets (TPN). More precisely, we first
build up a formal process ontology of TPNs by extending SCOPE (Sit-
uation Calculus Ontology for PEtri nets) with temporal constraints. We
then demonstrate that, with this temporal SCOPE, sequential, iterative,
or nondeterministic composite sequences of transition firings in TPNs
can be further axiomatized through macro-expanding the basic action of
transition firing. Finally, it is shown that theorem-proving, i.e., comput-
ing the consequences of such an ontology, can be carried out efficiently
through logic programming in Prolog. Potential future applications of
our approach are also discussed.

Keywords: Situation Calculus, GOLOG, Time Petri Nets.

1 Introduction

Petri nets have been used broadly as a generic modeling tool to describing scale-
up, complicated systems. Time Petri Pets (TPN) are an important extension to
the classical Petri nets. Transitions in a TPN are associated with time intervals.
Design, analysis, and simulation of Petri nets-based systems often depend on the
support of automated software tools. Because of the complexity of TPNs, one
central requirement of such tools is that they should be able to correctly capture
the behaviors of marking transitions, i.e., the change on the number of tokens
at places upon actions of transitions firing.

This paper provides a software tool for TPN, methodologically through logic
programming, theoretically through process ontology building and then theo-
rem proving. That is, we first build up a formal process ontology of TPNs by
extending SCOPE (standing for Situation Calculus Ontology for PEtri nets,
proposed earlier in [9]) with temporal constraints on transition firings. We then
demonstrate that, with this temporal SCOPE, sequential, iterative, or nonde-
terministic composite sequences of transition firings in TPNs can be further
axiomatized through macro-expanding the basic action of transition firing. Fi-
nally, it is shown that theorem-proving, i.e., computing the consequences of such
an ontology, can be carried out efficiently through logic programming in Prolog.

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 134–143, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Go beyond the SCOPE 135

In a sense, our work can be understood as simply using TPNs to exercise the
paradigm introduced in the book Knowledge in Action: Logical Foundations for
Specifying and Implementing Dynamical Systems [8]. In [8], a dynamical system
is axiomatized as a logical theory of basic actions, in the language of Situation
Calculus. The generated theory is then macro-expanded on the basic actions into
a GOLOG program, which is a theory composed of complex actions. A GOLOG
program can be further extended in different ways to match varying system
modeling requirements. For example, temporal GOLOG incorporates a time line;
ConGOLOG handle concurrency explicitly; whereas RGOLOG allows exogenous
actions, and interrupts. Finally, these GOLOG programs are implemented in
Prolog.

The implemented tool for TPNs is notable for its conciseness. Its core portion
is domain-independent and only contains four Prolog clauses. Among them, one
is used to specify the precondition requirement for a transition to fire. That is, a
transition is enabled to fire iff all places that enter it contain at least one token.
The other three are used to specify how the systems evolve over the actions of
transition firing. That is, the number of tokens at a place will never change upon
an occurrence of a transition firing, unless this transition node enters, or leaves,
the place.

Rigorously proving the correctness of the implementation is somewhat in-
tricate and is not covered in this current paper. Basically, a correctness proof
should be carried out in two steps. The first step involves showing that the
intended interpretation of an instance of Temporal SCOPE, captured by the
graph-theoretic definitions of an instance of a TPN, is actually a model of the
set of axioms for the Temporal SCOPE Dtscope. Next, we need to justify that
whenever the implemented Prolog program succeeds on a sentence, the sentence
is logically entailed by Dtscope; whereas whenever it fails, the negation of the
sentence is entailed by Dtscope.

The remainder of this paper is organized as follows. Preliminaries on Situ-
ation Calculus, GOLOG, and TPNs are covered in Section 2. Section 3 is the
major section. Temporal SCOPE and an example of its GOLOG program are
introduced in 3.1 and 3.2, respectively. A Prolog implementation of the program
is presented in Section 3.3. Finally the work is summarized in Section 4.

2 Preliminaries

In this section, we first give a brief overview of Situation Calculus and GOLOG.
We then briefly introduce TPN.

2.1 Situation Calculus and GOLOG

Situation Calculus is a logical language for representing actions and changes in a
dynamical domain; it is first proposed by McCarthy and Hayes in 1969 [7]. The
language L of Situation Calculus as stated by [8] is a second-order many-sorted
language with equality.
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Three disjoint sorts: action, situation, object (for everything else in the spec-
ified domain) are included in L. For example, rain denotes the act of raining,
and putdown(x, y) denotes the act of object x putdown y on the ground. A sit-
uation characterizes a sequence of actions in the domain. The constant situa-
tion S0 is to denote the empty sequence of actions, whereas do(a, s) denotes
the successor situation after performing action a in situation s. The situation
do(clean, do(spray, s)) denotes the situation resulting from first spraying water
on the car and then cleaning the car body. Note that the situation term dis-
tinguishes itself from do(spray, do(clean, s)). It is easy to see that a situation
corresponds to a finite sequence of actions.

The binary predicate � specifies the order between situations. For example,
s � s′ stands for that the situation s′ can be reached by performing one or
several actions from s. s � s′ is an abbreviation of s � s′ ∨ s = s′. In addition, a
predicate Poss(a, s) is applied to specify the legality of performing action a in
situation s, For example, Poss(rain, s) ≡ heavyCloudy(s) says that it is possible
to rain only iff the sky is with heavy cloud.

A Situation Calculus theory in general might contain situation independent re-
lations, like matchLocation(Albany), and situation independent functions, like
size(Plot2).However, in many of the more interesting cases, the values of relations
and functions change between situations. Accordingly, a relational/functional flu-
ent, in L is defined as a predicate/function, whose last argument is always a situa-
tion (e.g., captain(John, do(catchFever, S0)) is a relational fluent, whereas
weight(John, do(recover, s)) is a functional fluent).

GOLOG is a logic programming language for description and execution of
complex actions using domain-specific Situation Calculus primitive actions. It
provides imperative programming constructs, including

– a, a primitive action;
– α;β, action α is followed by action β;
– p?, test action on the condition p;
– if p then α else β, conditionals;
– α|β, nondeterministic choice of action α or action β;
– (π x)α(x), nondeterministic choice of arguments;
– α�, nondeterministic iteration.
– Procedures.

The semantics of GOLOG programs is defined on the abbreviationDo(δ, s1, do(
→
a

, s1)), which denotes that execution of GOLOG program δ in the situation s1
leads to do(

→
a , s1)), an abbreviation to the situation

do(αn, do(αn−1, . . . , do(α1, S0) . . .)).

The structure of δ is defined inductively through macro-expansions on the above
constructs.

2.2 Time Petri Nets

Definition 1. A Petri net (PN) is a pair (N,M0) where N is a triple (P, T, F )
such that P is a finite set of node elements called places, T is a finite set of node
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elements called transitions, F ⊆ (P × T ) ∪ (T × P ) consists of ordered pairs,
and M0 is the initial marking, a mapping in the form M : P → N , indicating
the initial assignment of a non-negative integer k to each place p in P . (In this
case, we say that the place p is marked with k tokens.)

A marking M for N in PN is defined as a vector (M(p1), . . . ,M(pm)), where
p1, . . . , pm is an enumeration of P and M(pi) tokens are assigned to node pi,
for all i such that 1 ≤ i ≤ m.

The elements in P ∪ T are called nodes of PN. Given a node u ∈ PN , the set
•u = {v|(v, u) ∈ F} is the pre-set of u, where each v is the input of u, and the
set u• = {v|(u, v) ∈ F} is the post-set of u, where each v is the output of u. In
any marking M , a place p is marked if M(p) > 0. A transition t is enabled in M
if every place in •t is marked in M . An enabled transition in M can occur (fire)
and there may exist several enabled transitions in M . One of them will actually
fire, leading to the successor marking M ′.

Definition 2. A marking transition from M to M ′ due to the firing of t (written

as M
t

=⇒ M ′) is defined by

M ′(p) =

⎧
⎨

⎩

M(p)− 1 if p ∈ •t and p �∈ t•

M(p) + 1 else if p �∈ •t and p ∈ t•

M(p) otherwise

for every place p.

Graphically, a Petri Net PN can be represented by a bipartite graph, where each
place is represented by a circle, each transition is represented by a rectangle, the
flow relation of the Petri net F is represented by arcs from places to transitions
or from transitions to places, and k black dots will be placed into the circle for
place p if it is marked with k tokens at M .

Time Petri Nets extend basic Petri nets by attaching each transition node t
a time interval [imin, imax], denoting the earliest firing time imin and the latest
firing time of t. Note that in our implementation, we also allow transition firings
having durations.

3 Go beyond the SCOPE

The theory Dscope for Situation Calculus Ontology of PEtri nets (SCOPE) is
first proposed in [9]. Section 3.1 proposes Dtscope, which extends Dscope to ac-
commodate time. Section 3.2 is a specification of an example GOLOG program
built from Dtscope. Section 3.3 is a Prolog implementation of the program.

3.1 Temporal SCOPE

Still, the only action in Dtscope is fire and the only fluent is Tkns. A temporal
version of the primitive action precondition axiom is defined for fire, whereas
the temporal successor state axiom is defined for the fluent Tkns. The relation
pre and post is used to specify the topology of a given net. Finally, the set of
foundational axioms is extended to temporal domain as well.
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– Primitive Action:
• fire(t, τ). The transition t fires at time τ .

– Fluent:
• Tkns(p, s). In situation s, the number of tokens at place p.

– Situation-Independent Relations:
• pre(m,n). Node m enters node n.
• post(m,n). Node n enters node m.

– Foundational Axioms Df :
• do(a1, s1) = do(a2, s2) ⊃ a1 = a2 ∧ s1 = s2.
• (∀P ).P (S0) ∧ (∀a, s)(P (s) ⊃ P (do(a, s))

) ⊃ (∀s)P (s).
• ¬s � S0.
• s � do(a, s′) ≡ s � s′.
• start(do(a, s)) = time(a).

– Primitive Action Precondition Axiom:
• (∀s, p, t) (Poss(fire(t, τ), s) ≡ pre(p, t) ⊃ Tkns(p, s) ≥ 1). The tran-
sition t is enabled to fire at situation s iff each place that enters the
transition node t contains at least one token.

– Successor State Axiom:
• (∀s, p, a, n) (Tkns(p, do(a, s)) = n ≡ γf (p, n, a, s)∨

(Tkns(p, s) = n ∧ ¬∃n′ γf (p, n′, a, s))),

where γf (p, n, a, s)
def
= γfe(p, n, a, s) ∨ γfl(p, n, a, s), referring to the two

sets of firing actions that cause the number of tokens at place p on
situation do(a, s) to be equal to n:

∗ γfe(p, n, a, s)
def
= (∃t)(pre(t, p)∧¬post(t, p)∧n = Tkns(p, s)+1∧a=

fire(t, τ)) (at situation s, the number of tokens at place p is (n− 1),
and transition t, which enters p, fires at s);

∗ γfl(p, n, a, s)
def
= (∃t)(pre(p, t)∧¬post(p, t)∧n = Tkns(p, s)−1∧a =

fire(t, τ)) (at situation s, the number of tokens at place p is (n+1),
and transition t, which leaves p, fires at s);

Note that the above Successor State Axiom summarizes all conditions where
the number of tokens at place p is n at situation do(a, s): n could be achieved
by action a from situation s, or at situation s the number of tokens at p is
already n and the action a that occurs in s will not change it to some other
values.

3.2 A SCOPE-Based GOLOG Program

In this section, we use GOLOG to depict a coffee delivery scenario (an example
adopted from Example 7.4.1 of [8]). We first describe the domain as a TPN, and
then transform the net into a GOLOG Program.

In this scenario, the kitchen, and the offices of employees (Bill, Joe, Mary and
Sue) are at various locations. There is a coffee maker in the kitchen. A robot
begins its day by scheduling coffee deliveries to everyone during their preferred
time. The robot can carry one cup of coffee at a given time and traveling between
locations takes time too. A TPN description is shown in figure 1. A GOLOG
description is presented as follows.
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Fig. 1. A Petri Net Example

– Nodes

• Place nodes: cm, Coffee Maker; wc(X), X wants coffee; hc(X), X has
coffee; rdy, robot is ready; rhc, robot has coffee.

• Transition nodes: mc, make coffee; gc(X), robot gives coffee to X; rt(X),
robot return from the office of X to the kitchen.

– Topology of the Net pre(cm,mc), pre(rdy,mc), pre(mc, rhc), . . .
pre(rt(b), rdy), pre(rt(j), rdy), pre(rt(m), rdy), pre(rt(s), rdy).1

– Initial Situation:

• Unique names axioms stating that following terms are pairwise unequal:
b, j, s, m, ktn(Coffee Maker in the kitchen), ofc(b), ofc(j), ofc(s), ofc(m).

• Initial Markings:
Tkns(cm, s0) = 4, T kns(rdy, s0) = 1, T kns(wc(b), s0) = 1,
T kns(wc(j), s0) = 1, T kns(wc(m), s0) = 1, T kns(wc(s), s0) = 1,
T kns(rhc, s0) = 0, T kns(hc(b), s0) = 0, T kns(hc(j), s0) = 0,
T kns(hc(m), s0) = 0, T kns(hc(s), s0) = 0.

• The time for initial situation S0 is 0: start(S0, 0).

– Coffee Delivery Preferences
wtsCf(p, t1, t2) ≡
(p = b ∧ t1 = 100 ∧ t2 = 110)∨ (p = j ∧ t1 = 90 ∧ t2 = 100)∨
(p = s ∧ t1 = 140 ∧ t2 = 160)∨(p = m ∧ t1 = 130∧ t2 = 170)

1 The specification simply matches Figure 1.
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– Robot Travel Time
tvlT (ktn, ofc(b)) = 8, tvlT (ktn, ofc(s)) = 15,
tvlT (ktn, ofc(j)) = tvlT (ktn, ofc(m)) = 10,
tvlT (loc, loc) = 0, tvlT (loc1, loc2) = tvlT (loc2, loc1).

– Transition Firing Times
time(fire(t, τ)) = τ.

– GOLOG Procedures The procedure for delivering coffee is defined as a
recursive procedure, which calls the other procedure at each recursion level.
proc dlvrCf(τ)

[(∀p, n)(Tkns(wc(p), n) ⊃ n = 0)]? |
dlvrOneCf(τ); dlvrCf(now)

endProc
The procedure for delivering one coffee at the time τ for some person. it is
assumed that initially the robot is ready to make coffee.
proc dlvrOneCf(τ)

{(π p, n1, τ, τ0, tT, imin, imax, wait)
[(Tkns(hc(p), n0) ∧ n0 = 0 ∧ (Tkns(wc(0), n1)∧ ≥ 1 ∧ wait ≥ 0∧
wtsCf(p, imin, imax) ∧ tvlT (ktn, ofc(p), tT )∧
(imin ≤ τ + tT + wait) ∧ (τ + tT + wait ≤ imax)∧
τ = τ + tT + wait ∧ τ0 = τ + wait)]?;

fire(mc, τ0); fire(gc(p), τ);

[(π τ1, τ2, tT )
(tvlT (ofc(p), ktn, tT ) ∧ now(τ1) ∧ τ2 = τ1 + tT )?; fire(rt(p), τ2)

]}.
endProc

3.3 Implementation through Theorem-Proving

Temporal GOLOG interpreter is offered by [8]. Slightly tuned version, together
with the full version of the Prolog code for this section will be uploaded to
internet. One of the major implementation technique is the Lloyd-Topor trans-
formations and their details can also be found in [8].

The Precondition Axiom in SCOPE is logically equivalent to

Poss(fire(t, τ), s) ≡ ¬(∃p) ¬(pre(p, t) ⊃ (∃n) Tkns(p, n, s) ∧ n ≥ 1
)
,

Thus: Poss(fire(t), s) ≡ ¬aux p(t, s), where the new predicate aux p is defined
by aux p(t, s) ≡ (∃p) ¬(pre(p, t) ⊃ (∃n)NumTkns(p, n, s)∧ n ≥ 1

)
,

The if-half of these two definitions are: ¬(aux p(t, s)) ⊃ poss(fire(t), s), and

(∃p) ¬(pre(p, t) ⊃ (∃n) Tkns(p, n, s) ∧ n ≥ 1
) ⊃ aux p(t, s).

By introducing aux q(p, s) ≡ (∃n). T kns(p, n, s) ∧ n ≥ 1
The second sentence becomes (∃p) ¬(pre(p, t) ⊃ aux q(p, s)

) ⊃ aux p(t, s).
Hence, the Lloyd-Topor transformations applied to the Precondition Ax-
iom yield the following Prolog clauses: ¬(aux p(t, s)) ⊃ poss(fire(t), s),
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(∃p)(¬(aux q(p, s))∧ pre(p, t)
) ⊃ aux p(t, s), and (∃n) (numTkns(p, n, s)∧n ≥

1
) ⊃ aux q(p, s). Replace ¬ by Prolog not, and replace ∧ and ∨ with Prolog

disjunction and conjunction operators “; ” and “,”, respectively, we obtain:

% Precondition for the action "fire"

poss(fire(T, Tau),S):- not (pre(P,T), not (tkns(P,N,S), N >=1)).

The sufficient condition of the Successor State Axiom in SCOPE is

γ+
F (p, t, n, a, s) ∨ (Tkns(p, n, s) ∧ ¬ γ−

F (p, t, a, s)) ⊃ Tkns(p, n, do(a, s)),

where γ+
F (p, t, n, a, s) corresponds to the Prolog part achieveN, and¬γ−

F (p, t, a, s))
corresponds to the Prolog part falsifyN. Using similar Lloyd-Topor transforma-
tion techniques, the Successor State Axiom for the fluent tkns is stated in Prolog
as follows, where “is” is a special predefined operator to force mathematical op-
erations:

% Fluent "tkns" in Successor State

tkns(P,N,do(A,S)):-

achieveN(P,N,A,S); tkns(P,N,S), not falsifyN(P,A).

achieveN(P,N,A,S):-

(A= fire(T, Tau), pre(T,P), not pre(P,T), tkns(P,N0,S), N is N0+1);

(A= fire(T, Tau), pre(P,T), not pre(T,P), tkns(P,N0,S), N is N0-1).

falsifyN(P,A) :-

A = fire(T, Tau),((pre(T,P), not pre(P,T)) ; (pre(P,T), not pre(T,P))).

The two GOLOG procedures are as follows.

proc(dlvrCf(Tau),

(?(all(p, all(num,tkns(wc(p),num) => num =:= 0 ))) #

dlvrOneCf(Tau) : pi(t, ?(now(t)): dlvrCf(t))

)

).

proc(dlvrOneCf(Tau),

pi(p,

% p does not have coffee and p wants coffee, then give coffee to p.

pi(num0, pi(num1, pi(tau, pi(tau0, pi(tT, pi(imin, pi(imax, pi(wait,

?(tkns(hc(p),num0) & num0 =:= 0 & tkns(wc(p),num1) & num1 >=1 &

wtsCf(p,imin,imax) & wait $>= 0 & tvlT(ktn,ofc(p),tTime) &

imin $<= Tau+tTime+wait & Tau+tTime+wait $<= imax &

tau $= Tau+tTime+wait & tau0 $=Tau+wait):

fire(mc, tau0): fire(gc(p), tau)

)))))))):

% return from p’s office back to the coffee maker.

pi(tau1, pi(tau2, pi(tT,

?(tvlT(ofc(p), ktn, tT) & now(tau1) & tau2$=tau1+tT):

fire(rt(p), tau2)

)))

)

).
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Two different schedules (with minimized time constraints) are obtained by
running the program and the resulting net marking can also be tested.

[fire(mc, 80), fire(gc(j), 90), fire(rt(j), 100), fire(mc, 100),

fire(gc(b), 108), fire(rt(b), 116), fire(mc, 120), fire(gc(m), 130),

fire(rt(m), 140), fire(mc, 140), fire(gc(s), 155), fire(rt(s), 170)]

More?

[fire(mc, 80), fire(gc(j), 90), fire(rt(j), 100), fire(mc, 100),

fire(gc(b), 108), fire(rt(b), 116), fire(mc, 125), fire(gc(s), 140),

fire(rt(s), 155), fire(mc, 155), fire(gc(m), 165), fire(rt(m), 175)]

More?

P = rdy N = 1, P = hc(s) N = 1, P = rhc N =0, P = wc(s) N = 0,

P = cm N =0, P = hc(m) N = 1, P = wc(m) N = 0, P = hc(b) N = 1,

P = wc(b) N = 0, P = hc(j) N = 1, P = wc(j) N = 0,

4 Summary

In this paper, we approach TPN representation and reasoning through mathe-
matical logics. As a result, a software tool for TPNs is implemented. The iso-
morphic correspondence between the situation s in situation calculus (which is
a sequence of actions starting from the initial state S0), and the marking M in
Petri nets (which results from a sequence of transition firings starting from the
initial marking M0), is our basic insight, which enabled us to design a tool that
adopts in a natural way the simplicity and the expressive power of TPNs.

Formal methods, mostly model checking, have been applied to study the dy-
namical behaviors of Petri nets for more than a decade (for example, see [3,1]).
The execution semantics of these methods are captured by Linear Temporal
Logic (LTL), which is a special dialect of modal logic, with modalities refer-
ring to time. When compared, the current approach as an alternative formalism
distinguishes itself in three different ways. First, Situation Calculus is mostly
first-order logic based and thus is balanced with expressive power and compu-
tational complexity, additionally, note that various practical automated solvers
for first-order logic described problems are available these days. Second, both
actions and markings as situations are treated as objects, so that they could be
quantified over directly. Third, a large portion of the tool is domain-independent
thus its reusability is high. Previous efforts directly integrating Petri nets and
Prolog programming include [2] and [5]. More recently, in [4], high level Petri
nets are transformed into Prolog for model checking. These approaches, how-
ever, take Prolog simply as an implementation environment and are unable to
provide axiomatical justification on their ways of transformation from Petri nets
to Prolog, or logics in general.

This work opens up several new avenues for TPN-system representation and
reasoning.Meanwhile, we are in particular working towards using a TPNGOLOG
program to analyze the tracing processes in supply chain event management [6]
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to facilitate informed customer choices, an ongoing project supported by NSF2.
Finally, we remark that a similar effort is taken to axiomatize the execution se-
mantics of UML Activity Diagrams ([10], [11]).
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Abstract. The nodes in Ad Hoc networks compete channels when 
communicating, with the features of no center and self-organization. In 
traditional channel assignment strategy of MAC layer, each node does not 
consider the demands to channel resource of other nodes, which hinders 
improving the network performance. An algorithm of channel assignment based 
on complete and perfect information dynamic game theory is proposed, 
supposing all the nodes are rational and greedy. Each node selects channels 
dynamically by backward induction due to strategies of other nodes, thus lead 
to Nash equilibrium finally. Experiments show that the network throughput is 
improved and the packet loss rate is reduced by this method effectively.   

Keywords: Ad Hoc Network, channel assignment, dynamic game with perfect 
and complete information, backward induction, Nash equilibrium. 

1 Introduction 

Ad Hoc network[1] consists of a set of mobile nodes which may connect to the 
network at any time and communicate wirelessly, depending on no fixed 
telecommunication infrastructure. The Ad Hoc is a decentralized self-organizing 
network with dynamic network topology. It is widely applied to Wireless Local Area 
Network, family network, search and rescue operations, business education, sensor 
network, and so on[2]. However, its flexibility and zero dependence on infrastructure 
may also introduce some problems, such as wireless bandwidth limit, poor safety 
performance, weak network scalability, multi-hop routing, etc. In this paper, we look 
at the problem of channel assignment of MAC layer protocol. 
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MAC protocol is designed to solve the problem of how to assign wireless channel 
among competing users, i.e. how wireless nodes access wireless channel to transmit 
data. At present, the IEEE 802.11 MAC protocol is adopted as the WLAN 
standard[3], which chooses CSMA/CA technology to reduce the probability of 
collision. Research shows that it transmits packets in a single channel with no ability 
of channel assignment[4]. It can not make full use of channels when several channels 
are available. The common multi-channel protocols are classified into two categories: 
packet-oriented protocols and connection-oriented protocols. The former have the 
virtues of low cost and easy to realize, such as the DCA protocol. The latter are more 
reliable in transmission, while the typical protocols are MMAC, HRMA and 
McMAC. 

The DCA (Dynamic Channel Assignment)[5] protocol uses a fixed control channel 
to transmit control packets. The rest channels are divided into several independent 
data channels to transmit data packets. This protocol is easy to control, but it’s 
difficult to achieve high utilization rate of channels. 

HRMA (Hop-Reservation Multiple Access) is a multi-channel protocol[6] with 
multi-slot interaction. Slots are produced by synchronization technology and assigned 
to RTS packet, CTS packet, DATA packet and ACK packet respectively, which avoid 
collisions between RTS packet and CTS packet. Collisions between DATA packet 
and ACK packet can also be avoided because they are sending on the basis of 
RTS/CTS handshake. Even though the protocol resolves the collisions of control 
packets, it needs more extremely strict synchronization steps. 

The MMAC(Multi-channel MAC)[7-8] protocol takes a connection-oriented 
channel assignment strategy. The idea comes from a protocol called 802.11 PSM. The 
channels are divided into several data channels and a control channel, which is shared 
by all the nodes in the network. In MMAC protocol, the condition that many pairs of 
nodes selecting a same data channel is possible because each transmission may not 
occupy the whole stage of data transmission. Under this condition, we need to 
determine the ownership of the channel by arranging the time sequence or 
competition. MMAC also requires synchronization. 

The channel assignment strategy of McMAC(Multi channel MAC) protocol[9] is 
also connection-oriented. Each node selects a seed to produce a pseudo-random 
jumping sequence. When the node is idle, it selects channels based on the jumping 
sequence to realize channel transformation. Each node encapsulates the seed into the 
packets to be sent, so neighbor nodes will know the channel sequence that the node 
selects.  

None of the protocols above takes the channel assignment strategy of its neighbor 
nodes into consideration, which may cause collisions easily. The channel assignment 
is carried out by nodes themselves in Ad Hoc network. Each node needs to consider 
the behavioral strategy of its neighbors to meet their own needs to the greatest extent. 
Meanwhile, the behavior of nodes will affect their neighbors too. The combination of 
behavioral strategies of all nodes decides the final payoff of each node. So the channel 
assignment among nodes belongs to multi-person decision-making problem, which 
fits to be solved by game theory. Based on dynamic game theory with complete and 
perfect information, a protocol of channel assignment named DGPCI-DCA is 
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proposed. The nodes under communication form a district, while the state and 
possibility of channel selection scheme of neighbors in the district should be 
considered when a node selects channel to communicate. Because the time of 
communication of neighbors can not be predicted, we assume that the channel 
occupancy around nodes reflects the possibility of the nodes to start communication. 
Then, the payoff of each channel nodes select can be calculated by backward 
induction, namely the probability to avoid conflicts. Each node chooses the channel of 
the greatest payoff to transmit data and then the nodes of the district achieve the Nash 
equilibrium[10], while we can now get the best network performance. The simulation 
results point out that the DGPCI-DCA shows good characteristics in terms of 
throughput and packet loss, outperforming the IEEE 802.11 and DCA which belong 
to packet-oriented protocol too. 

The remainder of this paper is organized as follows. Section 2 states the 
introduction of game theory. In section 3 we propose the DGPCI-DCA protocol. 
Section 4 shows an instance based on the protocol. Section 5 presents the experiments 
and results. Section 6 briefly concludes this paper and presents our future work. 

2 Game Theory 

Game theory mainly focuses on the study of multi-person decision-making methods 
based on the following hypothesis: All the players are rational and greedy. None of 
them would choose strictly worst strategy and each of them is assumed to know that 
other players are rational. 

2.1 Nash Equilibrium 

In game theory, Nash equilibrium is a solution of a game involving two or more 
players, in which each player is assumed to know the equilibrium strategies of the 
other players. If each player has chosen a strategy and no player can benefit by 
changing his or her strategy while the other players keep theirs unchanged, then the 
current set of strategy choices and the corresponding payoffs constitute Nash 
equilibrium. 

Definition: a game with n players is shown below. 

},,,;,,,{ 2121 nn uuuSSSG =  (1)

iS  is the strategy set for player i and iu is the utility function for player i. iS  is 

composed of is , which is a decision-making behavior of player i. To player i, given a 

strategy profile },,,{ **
2

*
1 nsss  , if 

*
is is the optimal response strategy to 

},,,,,{ **
1

*
1

*
1 nii ssss  +− , or 

*
is  is not worse than 

},,,,,{ **
1

*
1

*
1 nii ssss  +− , which selected by the other n-1 players, the strategy 
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profile },,,{ **
2

*
1 nsss   is called a Nash equilibrium of the game. That is, given 

the utility function iu  to player i, it is true of the formula below to all the is  belong 

to iS : 

),,,,,(),,,,,,( **
1

*
1

*
1

**
1

**
1

*
1 niiiniiii ssssusssssu  +−+− ≥  (2)

In other words, 
*

is  is the solution of the optimization problem in formula (3) below: 

),,,,,,(max **
1

**
1

*
111 niiiiSs sssssu  +−∈  (3)

The protocol is related to the concept of Nash equilibrium closely. To arrive at an 
agreement in a game among players, the strategy profile of an effective protocol must 
be Nash equilibrium. Otherwise, at least one player violates the protocol. 

2.2 Dynamic Game with Perfect and Complete Information 

Dynamic game with perfect and complete information assumes that each player is 
well aware of the whole game process before each stage of the game. The stages of 
player are shown below: 

Stage 1: Player 1 chooses action 1a  from strategy set 1A ; 

Stage 2: Player 2 chooses action 2a  from strategy set 2A , after the action of 1a  

was observed; 
Stage 3: The utility of player 1 and player 2 is ),( 211 aau  and ),( 212 aau  

respectively. 

Dynamic game with perfect and complete information has three basic characteristics. 
Firstly, actions take place in sequence. Secondly, all previous actions could be 
observed before taking next step. Thirdly, under every possible action combination, 
the players’ gain is common knowledge. Therefore, this kind of game problem can be 
solved by backward induction method. In the second stage of the game, because 

player 1 has selected action 1a , the decision-making problem player 2 is facing can 

be expressed by formula (4) : 

),(max 21222
aauAa ∈  (4)

Given each 1a  in 1A , there is only one solution to the optimization problem of 

player 2, expressed with )( 12 aR , which is the action taken by player 2 in response to 

player 1 and called the optimal response. Because player 1 is as the same with player 
2 which both of them are able to solve the problem of player 2, and player 1 can 

expect the response of player 2 to action 1a  that player 1 has made, the problem 

player 1 meet in the stage 1 is to solve the optimization problem below:  
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))(,(max 121111
aRauAa ∈  (5)

Assume that the optimization problem of player 1 also has the unique solution 
*

1a , 

))(,( *
12

*
1 aRa is called backward induction solution of this game. Backward induction 

solution does not contain the threat of distrust. That is, player 1 predicts that the 

player 2 will make the optimal response )( 12 aR  to any action 1a  of player 1. The 

forecast excludes the threat of distrust of player 2. That is, player 2 will not make the 
response does not meet its own interests in the second stage. 

3 The DGPCI-DCA Protocol 

3.1 Protocol Overview  

This paper puts forwards a channel assignment protocol of MAC layer, called 
DGPCI-DCA, based on dynamic game with perfect and complete information in Ad 
Hoc Network. According to the self-organizing and decentralized features of Ad Hoc 
network, the channels are assigned based on the available channel conditions among 
sending and receiving nodes and their neighbor nodes. Nodes in the network are 
rational and greedy. The response strategy of other nodes can be obtained by 
backward induction. This will ultimately lead to the Nash equilibrium of complete 
information dynamic game, thus to reduce network packet loss rate, improves 
network throughput and reduces MAC delay.  

In DGPCI-DCA, all channels are divided into a control channel and some data 
channels. Each node has to maintain a private table called channel-node information 
table, which contains the occupation information of channels. There are four types of 
packets used in transmission between nodes, namely RTS, CTS, DATA, and ACK. 
The sending node initiates a connection request by sending RTS through control 
channel. The receiving node replies a confirmation message by sending CTS, RTS 
and CTS packets containing information of available channels of the node itself. All 
nodes can monitor the RTS and CTS packets, and update their channel-node 
information table accordingly. The receiving node starts the backward induction 
according to its channel-node information table in order to select the optimal channel. 
When asked, it will reply a CTS packet to the sender with the selected channel 
number and start communication.  

3.2 Algorithm Description  

In game },,{ NiCN i ∈=Γ , N represents the set of network nodes, iC  represents the 

set of optional channel to node i, while the element, 
ijc , represents the channel of 

node i with the channel number j. Each node in network knows available channels of 
other nodes. When node i selected data channel 

ijc  , it can be predicted that other 

nodes will make the most beneficial channel selection of )( ijcR . Then, the utility 

function of node i is shown below:  
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iijijnijiijiijiji CccRcRcRcRcuu ∈…= +− )),(),...,(),(,),(,( 111  
(6)

The optimal channel of node i is the channel 
ijc  that can lead to the maximum value 

of iu .If node i wants to select the channel 
ijc  and the neighbors now have not 

selected the channel 
ijc , it is not likely to conflict and the performance of network is 

better. Therefore, the utility function of node i selecting channel 
ijc  is designed as 

follows: 
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In formula (7), i is the number of node which will start communication now, and j is 
the number of channel, while m is the node which node i is about to communicate 

with. n is the total number of all the data channels and kn  is the number of available 

channels of node k. If node k will start communication, 
kn

1
 is the probability that it 

selects channel 
ijc . )(kp  is defined in formula (8), and it represents the busy degree 

of network near the node k, which we take it as the probability of node k to join the 
network. If all the channels of node k are available, the value of )(kp  is 0, while the 

value is 1, if all the channels of node k are not available. 

3.3 Algorithm Procedures  

There are four working states of DGPCI-DCA: monitoring control channel, sending 
packet, receiving packet and monitoring data channel. Nodes monitor the control 
channel when idle, and update the channel-node information table according to the 
RTS and CTS packets received. When a node receives a RTS packet, it selects the 
optimal channel by backward induction based on its channel-node information table. 
Then, it should inform other nodes the selected channel by sending CTS packet. 
Nodes may monitor data channel only after the consultation is completed, while 
monitor control channel in other idle time. Details of the procedures of algorithm are 
shown in Figure 1. 

3.4 Data Structure of the Algorithm 

Each node maintains a two-dimensional array called dca_table, the first index is node 
number and the second index is channel number. The value of the array element 
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dca_table[i][j] is the time that node i occupies channel j. Each node obtains its 
neighbors’ information and updates the array by monitoring the control channel. By 
querying the array, each node gets its neighbors’ status, and then calculates the 
optimal channel, according to DGPCI-DCA. 

Monitoring 
control 
channel

Sending 
packet

Receiving 
packet

Monitoring 
data 

channel

channel idle 

& has data 

to send
send RTS 

packet/send 

ACK packet

receive RTS packet/receive 

DATA packet/receive CTS 

packet

receive 

ACK 

packet

receive 

its RTS 

request

send CTS 

packet/send 

DATA packet

receive ACK 

packet/receive 

DATA packet

Channel idle & no data to 

send/RTS receiver is not itself

 

Fig. 1. The transition diagram of working statuses of DGPCI-DCA 

4 Instance Analyses 

Supposed the network topology structure is as shown in Figure 2, which has four data 

channels 41 ~ cc  and a control channel cc. In the figure, each black dot represents a 

network node and the line between two nodes represents a connection on the channel, 
where node A and node B are establish a connection while node C and node D are 
temporarily idle. The status of nodes and channels are as follows: 

(1) Nodes status: 
Node A and B are negotiating on the control channel cc; 

The status information sent by node A includes the available channel 3c  and 4c ; 

The status information sent by node B includes the available channel 3c  and 4c ; 

The status information sent by node C includes the available channel 3c  and 4c ; 

The status information sent by node D includes the available channel 3c ; 

Node A can receive the status information from node C; 
Node B can receive the status information from node C and D, as well as the request 
information from node A. 
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(2) Channel status: 

1c : monitored to be occupied by node A、B、C and D. 

2c : monitored to be occupied by node A、B、C and D. 

3c : monitored to be idle by node A、B、C and D. 

4c : monitored to be idle by node A、B and C. 

c2

c1

c1

c2

c4

A

B

cc

C

D c3

 

Fig. 2. The network topology structure of instance 

For node B, after receiving node A's connection request, it monitors that channel 

1c  is occupied. According to formula (7), it figures out that the benefit is 0 when 

selecting channel 1c ; 0 when selecting channel 2c ; 0.1875 when selecting 3c  and 

0.75 when selecting 4c . And then, the node B will select the channel 4c  to 

communicate with A, as 4),()( 22242 ≠> icucu i . 

For node C and D, channel 3c  is available for communication. When using the 

DCA, node B will select channel 3c  to communicate with node A, according to the 

default order, which will occupy all channels near node C and node D, so the node C 
and D will have to wait for an idle channel to communicate, which will increase the 
MAC delay and reduce network throughput. 

5 Protocol Simulations 

Based on NS2 simulation platform, we compare the DGPCI-DCA to the IEEE 802.11 
and DCA from three aspects: throughput, packet loss rate and MAC delay. 
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5.1 Simulation Scenarios 

In the simulation model, the nodes of the network form a regular grid topology. On 
the condition that the packet send rate is rising from 0 to 1000Kb/s, we compare the 
throughput, packet loss rate and MAC delay of different protocols. The detailed 
parameters of the experiments are shown in Table 1. 

Table 1. Simulation parameters 

Parameter Value 
Number of channels 3 
Area of the region 500m*500m 

Radius of signal transmission 250m 
Length of DIF 50us 
Length of SIFS 10us 

Time of signal propagation 5us 

Bandwidth  2Mbps 
Packet size 1kB 

Length of simulation time 50s 

Transport layer protocol UDP 

Traffic generator CBR 

5.2 Results and Analyses of the Simulations 

The first set of experiments compare the throughput of different protocols, including 
DCA, DGPCI-DCA and IEEE 802.11, by varying the packet send rate. The number of 
nodes is 9, 16 and 25 as shown in Fig.3a, b and c, respectively. The throughput of the 
three protocols increases following the increment of the packet send rate. The IEEE 
802.11 approaches to its upper bound threshold first since the IEEE 802.11 only 
employs one channel and can’t provide enough bandwidth. On the contrary, the 
throughput of DCA and DGPCI-DCA increases with the increment of packet send 
rate continuously, because the two protocols use more than one channel for data 
transmissions. When the nodes density increases, the DGPCI-DCA performs 
significantly better than DCA all along. This is because that the DGPCI-DCA figures 
out an idle channel of least probability of collision based on the game theory, which 
resulting in a greater saturation throughput. When the number of nodes changes from 
9 to 16, the network load increases and the channel resource is fully utilized, so the 
throughput of DCA and DGPCI-DCA increases correspondingly. However, as the 
number of nodes reaches to 25, all nodes in the network compete for a single control 
channel. The collisions will increase, leading to a increasing of times of 
retransmission and a higher packet loss rate, reducing the number of received packets. 
As a result, the saturation throughput of DGPCI-DCA and DCA descends, but the 
former is still better than the latter. 
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          a. 9 nodes                     b. 16 nodes                     c. 25 nodes 

Fig. 3. Throughput against send rate derived by DCA, DGPCI-DCA and IEEE 802.11 under 
different number of nodes 

The second set of experiments compares the packet loss rate of the three protocols by 
varying the packet send rate. The number of nodes is 9, 16 and 25 as shown in Fig.4a, b 
and c, respectively. From the result, we can see that the multi-channel protocols perform 
better than single-channel protocol in the packet loss rate as a whole. However, when 
the packet send rate is low, the multi-channel protocols need some extra cost to choose 
channels, for example, sending extra control information. Thus, the packet loss rate of 
multi-channel protocols is higher than single-channel protocol in light network load. 
With the increasing of packet send rate, the collisions of IEEE 802.11 increase and the 
packet loss rate increases rapidly, exceeding the DCA and DGPCI-DCA. The packet 
loss rate of these two protocols is also growing, but the DGPCI-DCA performs better 
than the DCA following the increment of network load. This is because the former 
reduces the collisions by gaming among nodes to a large extent. When the number of 
nodes is 9, the network is in a low traffic load and the packet loss rate of DGPCI-DCA 
is equivalent to 20%~60% that of DCA. When the number of nodes reaches to 16,  
the packet loss rate of DGPCI-DCA is equivalent to 50%~76% that of DCA. When the 
number reaches to 25, the packet loss rate of DGPCI-DCA is still lower than DCA. The  
 

   
          a. 9 nodes                     b. 16 nodes                     c. 25 nodes 

Fig. 4. Packet loss rate against send rate derived by DCA, DGPCI-DCA and IEEE 802.11 
under different number of nodes 
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result shows that DGPCI-DCA is beneficial for successful packet transmission, 
especially in the environment of light network density. 

Fig.5 shows the MAC delay among DCA, DGPCI-DCA and IEEE 802.11. The 
network density varies from 9, 16 to 25, as shown in Fig. 5a, b and c, respectively. 
MAC delay includes the queuing delay, back delay, channel negotiation delay and 
transmission delay. When using IEEE 802.11, all the nodes communicate in one 
channel. The back delay will increase since there are more collisions, which leads to a 
poor performance of IEEE 802.11, whatever the number of nodes is. As for multi-
channel protocols, the result of channel assignment affects the queuing delay and back 
delay directly. On one hand, the DGPCI-DCA needs to collect more information from 
neighbors than DCA. The computational complexity is higher too. Thus, the channel 
negotiation delay of DGPCI-DCA is larger than DCA. On the other hand, by taking 
the DGPCI-DCA, the possibility of choosing a better channel is larger, which reduces 
the collisions effectively. The queuing delay and back delay of DGPCI-DCA are less 
than those of DCA. Therefore, in terms of MAC delay, there is no much difference 
between DGPCI-DCA and DCA, while multi-channel protocols are much better than 
single-channel protocol. 

 

                    

             a. 9 nodes                     b. 16 nodes                     c. 25 nodes 

Fig. 5. MAC delay against send rate derived by DCA, DGPCI-DCA and IEEE 802.11 under 
different number of nodes 

The analysis above shows that the throughput and packet loss rate of DGPCI-DCA 
are better than DCA and IEEE 802.11. The MAC delay of DGPCI-DCA is similar to 
DCA and better than IEEE 802.11. 

6 Conclusions  

In this paper, we propose a new packet-oriented channel assignment protocol, called 
DGPCI-DCA. Nodes play a game with their neighbors to choose a optimal channel to 
transmit data by means of backward induction, when they need to start 
communication. Collisions are reduced and the channel utilization rate are improved 
in this way. Simulation shows that the performance of DGPCI-DCA is better than 
DCA in network throughput and packet loss rate, and similar in MAC delay. Our 
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future work will focus on applying the algorithm to network layer of Ad Hoc. For 
example, in terms of routing, there exist problems of routing strategies, routing 
control and congestion control, etc, which are competitions for resource among multi-
person and can be solved by the game theory too. Therefore, the algorithm based on 
dynamic game can also be introduced to network layer to solve problems of routing. 
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Abstract. The first step that a question answering system must per-
form is to transform an input question into an intermediate represen-
tation. All published works so far use rule-based approaches to realize
this transformation in question answering systems. Nevertheless, in ex-
isting rule-based approaches, manually creating the rules is error-prone
and expensive in time and effort. In this paper, we focus on introduc-
ing a rule-based approach that offers an intuitive way to create compact
rules for extracting intermediate representation of input questions. Ex-
perimental results are promising where our system achieves reasonable
performance and demonstrate that it is straightforward to adapt to new
domains and languages.

1 Introduction

The goal of question answering systems is to give answers to the user’s questions
instead of ranked lists of related documents as used by most current search
engines [3]. Natural language question analysis component is the first component
in any question answering systems. This component creates an intermediate
representation of the input question, which is expressed in natural language, to
be utilized in the rest of the system.

For the task of translating a natural language question into an explicit in-
termediate representation of the complexity in question answering systems, all
published works so far use rule-based approach to the best of our knowledge.
Some question answering systems such as Aqualog [5] and VnQAS [7] manually
defined a list of sequence rule structures to analyze questions. However, in these
rule-based approaches, manually creating the rules is error-prone and expensive
in time and effort.

In this paper, we present an approach to return an intermediate representation
of question via FrameScript scripting language [6]. Natural language questions
will be transformed into intermediate representation elements which include the
construction type of question, question class, keywords in question and semantic
constraints between them. Framescript allows users to intuitively write rules to
directly extract the output tuple.
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In section 2, we provide some related works and describe our overall system
architecture in section 3. We present our approach for question analysis in section
4 and describe our experiments in section 5. Discussion and conclusion will be
presented in section 6.

2 Related Works

2.1 Question Analysis in Question Answering Systems

Early NLIDB systems used pattern-matching technique to process user’s ques-
tion and generate corresponding answer [1]. A common technique for parsing
input questions in NLIDB approaches is syntax analysis where a natural lan-
guage question is directly mapped to a database query (such as SQL) through
grammar rules.

The PRECISE system [10] maps the natural language question to a unique
semantic interpretation by analyzing some lexicons and semantic constraints. In
[12], the authors described a template-based system to translate English question
into SQL query by matching the syntactic parse of the question to a set of fixed
semantic templates. Some other systems based on semantic grammar rules such
as Planes [14], Eufid [13]. Semantic grammar-based approaches were considered
as an engineering methodology, which allows semantic knowledge to be easily
included in the system.

Recently, some question answering systems that used semantic annotations
generated high results in natural language question analysis. Aqualog [5] and
the first Ontology-based question answering system for Vietnamese [7] perform
semantic and syntactic analysis of the input question based on semantic anno-
tations in the use of JAPE grammar rules in GATE framework [2]. Nguyen et
al. [9] proposed a language independent approach utilizing JAPE grammars to
systematically construct a knowledge base for processing natural language ques-
tions. The difference between these approach and our approach is that we use
FrameScript scripting language [6] to analyze input questions.

2.2 FrameScript Scripting Language

FrameScript [6] is a language for creating a multi-modal user interfaces. It evolves
from Sammut’s Probot [11] to enable rule-based programming, frame represen-
tations and simple function evaluation.

Each script in FrameScript [6] includes a list of rules which will be matched
against user inputs to give the corresponding responses. A scripting rule in the
FrameScript language consists of a pattern and responses with the form:
pattern ==> responses.

A pattern expression allows the use of non-terminals to reuse other pattern
expressions. Response expressions contain two different types namely sequences
and alternatives. A sequence of responses has the form surrounded by brackets:
[response 1 | response 2 | ... | another response] and it is also possible to specify
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additional conditions to decide which responses will be selected. Furthermore,
once the pattern is matched, its components are numbered in order starting from
1. These component are segments of the input that can be referred to in a re-
sponse using ‘∧’. When ‘∧’ is followed by an integer, the corresponding numbered
pattern component is used in the output response. In addition, responses utilize
the ‘#’ to perform actions. Many examples using #goto(a_script, <<trigger>>)
to transform from the current script to another one are described in our com-
panion paper [8].

3 Our Question Answering System Architecture

The architecture of our question answering system is shown in Figure 1. It in-
cludes two components: a Natural language question analysis engine and an
Answer retrieval. The question analysis component takes the user question as
an input and returns an intermediate query-tuple representing the question in a
compact form. The role of this intermediate representation is to provide struc-
tured information of the input question for later processing such as retrieving
answers. Similar to VnQAS [7], the answer retrieval component includes two
main modules: Ontology Mapping and Answer Extraction. It takes an inter-
mediate representation produced by the question analysis component and an
Ontology as its input to generate semantic answers.

Fig. 1. Architecture of our question answering system
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Unlike existing approaches for English [5] and Vietnamese [7] where the inter-
mediate representation couldn’t be extracted directly in rules, we will describe an
approach to directly extract the representation of user’s question using Frame-
Script scripting language [6].

4 Using FrameScript Language for Question Analysis

The natural language analysis component presented in Figure 1 consists of three
modules: preprocessing, syntactic analysis and semantic analysis.

To set the context for the discussion of question analysis, we will first de-
scribe the intermediate representation used in our approach, and then focus on
proposing our approach to obtain this intermediate representation for a given
question.

4.1 Intermediate Representation of an Input Question

Similar to VnQAS [7], the intermediate representation used in our approach aims
to cover a wider variety of question types. It consists of a question-structure and
one or more query-tuple in the following format:

( question-structure, question-class, Term1, Relation, Term2, Term3 )

where Term1 represents a concept (object class), Term2 and Term3, if exist,
represent entities (objects), Relation (property) is a semantic constraint between
terms in the question. This representation is meant to capture the semantics of
the question.

Simple questions corresponding to basic constructions only have one query-
tuple and its question-structure is the query-tuple’s question-structure. More
complex questions such as composite questions are constructed by several sub-
questions, each sub-question is described by a separate question-structure, and
the question-structure capture this composition attribute. This representation is
chosen so that it can represent a richer set of question types. Therefore, some
terms or relation in the query-tuple can be missed. Composite questions such
as:

“list all students in the Faculty of Information Technology whose hometown is
Hanoi?”

has question structure of type And with two query-tuples where ? represents a
missed element: ( UnknRel , List , students , ? , Faculty of Information Tech-
nology, ? ) and ( Normal , List , students, hometown, Hanoi, ? ).

4.2 Preprocessing Module

The preprocessing module identifies part-of-speech tags in a user’s question. Af-
ter that, we use part-of-speech tags to create basic scripts for detecting words.
The basic scripts Noun, Verb, Determiner, Adjective, Adverb, Conjunction and



160 D.Q. Nguyen, D.Q. Nguyen, and S.B. Pham

Preposition are used to identify corresponding nouns, verbs, determiners, adjec-
tives, adverbs, conjunctions and prepositions. In fact, these scripts will be used
in creating rules in the syntactic and semantic analysis modules at later stages.

Noun ::
{ NN | NNS | NNP | NNPS | NP | NPS | CD } ;;

Verb ::
{ FVG | VBN | VBZ | VBG | VBD | VBP | VB } ;;

Determiner ::
{ DT | PRP } ;;

Adjective ::
{ JJ | JJR | JJS } ;;

Adverb ::
{ RB | RBR | RBS } ;;

Conjunction ::
{ CC } ;;

Preposition ::
{ PREP | TO | IN } ;;

4.3 Syntactic Analysis Module

This module is responsible for determining noun phrases, question phrases and
relation phrases between noun phrases or noun phrases and question phrases.

Concepts and entities are normally expressed in noun phrases. Therefore, it
is important that we can reliably identify noun phrases in order to generate
the query-tuple. Hence we build the script called NounPhrase (such as a sample
script below) to specify patterns of noun phrases by utilizing scripts generated
from the preprocessing module.

Composite ::
{ <Noun> | <Conjunction> | <Adjective>
| <Adverb> <Adjective> } ;;

NounPhrase ::
{ <Noun> | <Determiner> <Noun>
| <Composite> <Noun>
| <Determiner> <Composite> <Noun> } ;;

For example, given the following question: “which projects are about ontologies
and the semantic web?”, Three noun phrases ‘projects‘”, “ontologies” and “the
semantic web” will be identified.

In addition, we identify the question words, such as HowWhycause | method,
YesNo true or false, Whatsomething , Whentime | date, Wherelocation, Manynumber,
Whoperson, to provide question classes. Accordingly, question phrases are detected
by using noun phrases and question words to give information about question cate-
gories. Following VnQAS [7], we define the following question categories:HowWhy,
YesNo, What, When, Where, Who, Many, ManyClass, List and Entity. This can
be achieved by using the scripts such as the following:
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Entity ::
{ <Wh_determiner> <Noun> } ;;

ManyClass ::
{ <Wh_adverb> <Many> <Noun> } ;;

For example, in the question: “How many persons work on AKT project?”, the
phrase “How many persons” is identified by using the ManyClass script shown
above.

The next step is to identify the relation phrases or semantic constraints be-
tween noun phrases or noun phrases and question phrases. We create a Relation
script shown in the following sample script which is used to match relation
phrases:

Noun_Adj ::
{ NN | NNS | NNP | NNPS | NP | NPS
| CD | PRP | JJ | JJR | JJS } ;;

Relation ::
{ <Verb> | <Verb> <Noun_Adj> <Preposition>
| <Verb> <Adverb> <Noun_Adj> <Preposition>};;

For instance, with the following question: “who are the researchers in semantic
web research area?”, the phrase “are the researchers in” is the relation phrase
detected by using the Relation script linking the question phrase “who” and the
noun phrase “semantic web research area”.

Based on the scripts described above, we can determine noun phrases, relation
phrases and question phrases of a user’s question. In the next section, we describe
in details the rules used to directly produce the intermediate representation of
a question.

4.4 Semantic Analysis Module

The semantic analysis module identifies the question-structure and produces the
query-tuples as the intermediate representation ( question-structure,
question-class, Term1, Relation, Term2, Term3 ) of the input question by using
the scripts generated by the previous modules. We define the following question
structures: Normal, UnknTerm, UnknRel, Definition, Compare, ThreeTerm, And,
Or, Clause, Combine, Affirm, Affirm_3Term and Affirm_MoreTuples [7].

Existing scripts of NounPhrase and Relation are potential candidates for
terms and relations respectively, while question phrases are used to detect ques-
tion classes. We directly specify the rule’s response expression to return the
output consisting of a question structure and query-tupples.

For example, the following two rules:

<ManyClass> <Relation> <NounPhrase> ==>
[ Normal, (Normal, ManyClass, ∧1, ∧2, ∧3, ?) ]

<Entity> <Relation> <NounPhrase> <AND> <NounPhrase> ==>
[ And, (Normal, Entity, ∧1, ∧2, ∧3, ?), (Normal, Entity, ∧1, ∧2, ∧5, ?) ]



162 D.Q. Nguyen, D.Q. Nguyen, and S.B. Pham

are used to process the following two input questions resspectively where ? rep-
resents a missed element in the tuples:

“How many subjects are there in the semester?”
[ ManyClass How many subjects ] [ Relation are there in ] [ NounPhrase the

semester ]
and
“Which projects are about ontologies and the semantic web?”
[ Entity Which projects ] [ Relation are about ] [ NounPhrase ontologies ] [

AND and ] [ NounPhrase the semantic web ]
If an input question matches a rule’s pattern, the rule’s response expression

specifies and extracts the corresponding elements in the intermediate represen-
tation1. For instance, the intermediate representation of the first question has:

question-structure of Normal
and query-tuple ( Normal, ManyClass, subjects, there, semester, ? ).

The the above second question has an intermediate representation consisting of:
question-structure of And

and two query-tuples, that is, ( Normal, Entity, projects, are, ontologies, ? ) and
( Normal, Entity, projects, are, semantic web, ? ).
A nice feature in FrameScript is that it allows one to specify additional con-

ditions in the response expression, instead of pattern expression, to select the
appropriate response. A clear advantage is to group ambiguous cases together
as well as conditions to resolve them in a single rule. For example, consider the
following rule with conditional response expressions:

<What> <Relation> <NounPhrase> ==>
[ ∧(∧2 == is or ∧2 == are) –>

Definition, (Definition, What, ?, ?, ∧3, ?)
| UnknTerm, (UnknTerm, What, ?, ∧2, ∧3, ?) ]

Using this rule, the intermediate representation of the question:
“what is the role of the academic regulation?”

has question-structure of UnknTerm and query-tuple ( UnknTerm, What, ?, role,
academic regulation, ? ). However, also using this rule, the question:

“what is the standard program?”
has an intermediate representation containing the question-structure of Defini-
tion and tuple ( Definition, What, ?, ?, standard program, ? ).

Actually, creating the rules manually via three modules represented above is a
language independent process as it is straightforward to adapt to a new domain
and a new language.

5 Experiments

We take 170 English question examples of AquaLog’s corpus2 to build a set of 52
rules, which consumed about 12 hours of actual time to create all rules. Table 1
1 Stopwords are removed.
2 http://technologies.kmi.open.ac.uk/aqualog/examples.html
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shows the number of rules for each question-structure type. A point worth noting
is that in 3 rules for question-structure of UnknTerm, there are 2 rules having
conditional response expressions to resolve ambiguity between UnknTerm and
Definition. These rules can be considered as composite rules and they can reveal
ambiguity between different types of question structures. Table 2 presents a list
of pairs of ambiguous question structure types together with the number of rules
to resolve the ambiguity.

Table 1. Number of rules corresponding with each question-structure type

Question-structure type Number of rules

Definition 1
UnknTerm 3
UnknRel 4
Normal 8
Affirm 6
ThreeTerm 10
And 13
Or 1
Clause 6

Table 2. Number of rules with conditional responses

Question-structure type Question-structure type Number of rules

UnknTerm Definition 2
ThreeTerm Normal 1
ThreeTerm UnknTerm 1
Combine Normal 1

As the intermediate representation of our system is different to AquaLog and
there is no common test set available, it is difficult to directly compare our
approach with Aqualog on the English domain.

To demonstrate that our approach could be applied to a new open domain,
we use the above 52 rules to test the data of 500 questions3 from TREC 10.
Table 3 shows the number of correctly analyzed questions corresponding with
each question-structure type.

Table 4 gives the sources of errors for 259 incorrect cases. It clearly shows that
most errors come from unexpected structures. This could be rectified by adding
more rules, especially when we construct a larger variety of question structure
types from a bigger training data such as 5500 questions [4].

This experiment is indicative of the ability in using our system to quickly
build rules for a new domain. We believe that our approach could be applied to

3 http://cogcomp.cs.illinois.edu/Data/QA/QC/TREC_10.label
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Table 3. Number of questions corresponding with each question-structure type

Question-structure type Number of questions

Definition 130
UnknTerm 66
UnknRel 4
Normal 20
ThreeTerm 15
And 6

Table 4. Error results

Reason Number of questions

Have special characters (such as / – “ ” ’s) and abbreviations 64
Not have compatible patterns 185
Semantic error in elements of the intermediate representation 10

a new language because creating the rules manually for question analysis is a
language independent process.

6 Conclusion

In this paper, we introduced a rule-based approach for converting a natural
language question into an intermediate representation in a question answering
system. Our system utilizes FrameScript to help users to create intuitive and
compact rules for extracting elements of the intermediate representation. We
constructed rules including patterns and associated responses, in which pattern
is used to match user’ questions and its corresponding response as output is sent
to return the intermediate representation of question. Experimental results of our
system on a wide range of questions are promising with reasonable performance.
We believe our approach can be applied to question answering in open domain
against text corpora that requires an analysis to turn an input question to an
explicit representation of some sort. Our method could be combined nicely with
the processing of annotating corpus and it is straightforward to apply for a new
domain and a new language.

In the future, we will extend our system to assist the rule creation process
on a wide range of questions in open domain and to improve the generalization
capability of existing rules.
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Abstract. In this paper, periodic event scheduling problems (PESP)
are encoded as satisfiability problems (SAT) and solved by a state-of-
the-art SAT solver. Two encodings, based on direct and order encoded
domains, are presented. An experimental evaluation suggests that the
SAT-based approach using order encoding outperforms constraint-based
PESP solvers, which until now were considered to be the best solvers for
PESP. This opens the possibility to model significantly larger real-world
problems.

1 Introduction

Many real-world applications like computing a time table for a given railway net-
work or setting up a traffic light system for a particular city are based on periodic
events and constraints imposed on these events. Events and their constraints can
be modelled by so-called periodic event networks. The periodic event schedul-
ing problem (PESP) consists of such a network and is the question, whether
all the events can be scheduled such that a set of constraints – specified by the
network – is satisfied. The problem is NP-complete [9] and the currently best
solutions are obtained by constraint-based solvers notably pespsolve [8,10] or
by LP solvers, which solve linearized PESP instances by introducing modulo
parameters [6]. However, these solvers are still quite limited in the size of the
problem which they can tackle. For example, pespsolve is able to schedule the
inter city express trains, but cannot schedule all passenger trains in Germany.

In recent years, the performance of SAT solvers has been significantly in-
creased and SAT solvers are now applied in real-world settings such as hardware
and software verification, planning, termination analysis, or bioinformatics [1].
Hence, it was a natural question to investigate the performance of state-of-the-art
SAT solvers on periodic event scheduling problems.

To this end, PESP instances have to be encoded as SAT instances. After
some preliminaries presented in Section 2, two encodings are discussed in Sec-
tion 3: a naive, direct encoding and a more advanced, order encoding. For both
encodings, soundness and completeness can be shown. In Section 4, several real-
world benchmark problems are presented to the state-of-the-art PESP solver
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pespsolve and to the state-of-the-art SAT solver riss [5] using both encodings.
The results indicate, that the SAT approach based on order encoding is by far
superior to the PESP solver. The paper is concluded in Section 5 by a short
discussion and an outline of future work.

2 Notations and Preliminaries

2.1 Satisfiability Problem

A satisfiability problem (SAT) consists of a propositional formula F and is the
question whether there exists an interpretation (or assignment) J from the set
of propositional formulas to the set {�,⊥} of truth values such that J assigns
� to F . In such a case, J is called model for F (J |= F ) and F is said to be
satisfiable. SAT is NP-complete [2].

It is well-known, that each propositional formula can be transformed into
a semantically equivalent formula in conjunctive normal form (CNF), where a
formula is in CNF if it is a conjunction of clauses, a clause is a disjunction of
literals, and a literal is either an atom or the negation of an atom. Most modern
SAT solvers accept SAT instances in CNF. For more details about SAT see [1].

2.2 Periodic Event Scheduling Problem

Let a, b ∈ Z and t ∈ N. [a, b] := {x ∈ Z | a ≤ x ≤ b} denotes the interval from a
to b and [a, b]t :=

⋃
z∈Z

[a+ z · t, b+ z · t] ⊆ Z the interval from a to b modulo t.
Let (V , E) be a directed graph, t ∈ N, and a a mapping, which assigns to each

edge (i, j) ∈ E a set of intervals modulo t. N = (V , E , a, t) is called periodic event
network (PEN) with t being its period, V its set of (periodic) events, and a(i, j)
its set of constraints for each edge (i, j) ∈ E . Let N be a PEN. The function Π ,
called schedule, assigns to each event in N an integer called the event’s potential.
In the sequel, let N be a PEN and Π a schedule for N .

Let [l, u]t be a constraint in a(i, j) for some edge (i, j) in N . This constraint
specifies a time consuming process in that the time between event i and j must
be in [l, u]t. Formally, [l, u]t holds under Π iff Π(j)−Π(i) ∈ [l, u]t. A schedule
Π is valid for N (Π |= N ) iff all constraints occurring in N hold under Π .

Two schedules Π and Φ for N are said to be equivalent (Π ≡ Φ) iff for all
events i ∈ V we find, that Π(i) mod t = Φ(i) mod t. ≡ is an equivalence relation.
Furthermore, if Π is a valid schedule for N and Π ≡ Φ, then Φ is also a valid
schedule for N . This implies, that for each valid schedule Φ for N there exists
an equivalent schedule Π for N , such that Π is valid and for all events i ∈ V we
find Π(i) ∈ [0, t− 1]. For the rest of this work we only consider schedules in this
interval.

The periodic event scheduling problem (PESP) consists of a PEN and is the
question whether there exists a valid schedule. Figure 1 shows a simple PEN,
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pq

sr

[1, 3]60

[5, 10]60

[1, 2]60

Let ({p, q, r, s}, E , a, 60) be a PEN with

E = {(p, q), (p, s), (r, s)},
a(p, q) = {[1, 3]60},
a(p, s) = {[5, 10]60},
a(r, s) = {[1, 2]60}.

Fig. 1. A periodic event network with 4 events and 3 constraints

Π(i)

Π(j)

4 7

3

6

0

3

5

9

5 7 9

Fig. 2. Feasible (dark grey) and infeasible (light grey) regions for the constraint
[3, 5]10 ∈ a(i, j). The light grey square shows a particular infeasible rectangle.

which can be interpreted as two trains, who meet at a station every 60 minutes,
where the time between arrival (p) and departure (q) of the first train must be
between 1 and 3 minutes, the time between arrival (r) and departure (s) of the
second train must be between 1 and 2 minutes, and there must be between 5
and 10 minutes time between the arrival of the first train and the departure of
the second train. The schedule Φ = {p �→ 144, q �→ 147, r �→ 148, s �→ 150} for
the PEN in Fig. 1 is valid because

Π(q)−Π(p) = 147− 144 = 3 ∈ [1, 3]60,
Π(s)−Π(p) = 150− 144 = 6 ∈ [5, 10]60,
Π(s)−Π(r) = 150− 148 = 2 ∈ [1, 2]60.

It is equivalent to the schedule Π = {p �→ 24, q �→ 27, r �→ 28, s �→ 30}.
As another example consider a constraint [3, 5]10 ∈ a(i, j), where (i, j) is an

edge in a PEN N and let Π be a schedule for N . If Π(i) = 6 and Π(j) = 1,
then the constraint holds under Π as 1− 6 = −5 ∈ [3, 5]10. If Π(i) = Π(j) = 5,
then this constraint does not hold under Π as 5 − 5 = 0 /∈ [3, 5]10. In Fig. 2 all
pairs of values for the events i and j within the interval [0, 9] are shown.

For more details about the definition of the PESP see [10,4].
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3 Encoding PESP as SAT

This section describes how a PESP can be encoded as a SAT problem. Similarly
as converting constraint satisfaction problems into SAT, the finite domains of
the events can be translated in very different ways. Due to the lack of space, we
present in this work only the order encoding [11] in details. At the end of this
section we will also present a short draft for the direct encoding.

Because domains in PESP are subsets of Z, especially they are sets of intervals,
it is natural to apply the order relation ≤ on Z. As proposed in Section 2.2, we
will only search for schedules, which map to [0, t − 1]. For the proofs of the
lemmas presented in this section we refer to [4].

Let N = (V , E , a, t) be a PEN and qn,i is a propositional variable with i ∈
[−1, t− 1], n ∈ V , and Π be a schedule. Then the variable qn,i is interpreted as
Π(n) ≤ i and ¬qn,i as ¬(Π(n) ≤ i) which is equivalent to Π(n) ≥ i + 1. The
function enc maps the set of events V to a propositional formula in CNF, such
that this ordering holds:

enc : n �→ (¬qn,−1 ∧ qn,t−1)
∧

i∈[0,t−1]

(¬qn,i−1 ∨ qn,i)

Hence we encode that Π(n) ≤ i implies Π(n) ≤ i + 1 for −1 ≤ i < t. Recall
that we only consider schedules in the interval [0, t− 1], such that Π(n) ≥ 0 and
Π(n) ≤ t− 1 always holds. To encode the potential of all events of N , we define

ΩN :=
∧

n∈V
enc(n). (1)

To encode a constraint c = [l, u]t ∈ a(i, j) we take a deeper look at all feasible
pairs (Π(i), Π(j)), that hold under c. We call the union of all these pairs the
feasible region and the union of every other pair the infeasible region. Let Pc :=
{(Π(i), Π(j)) | Π(j)−Π(i) /∈ c} be the set of pairs, which define the infeasible
region of a constraint c ∈ a(i, j). Furthermore, let Sc := [0, t− 1]× [0, t− 1] \ Pc

be the set of feasible pairs of c, which define the feasible region. Figure 2 shows
the feasible and infeasible regions for the constraint [3, 5]10.

Example 1. Let N = (V , E , a, t) be a PEN with i, j ∈ V and c = [3, 5]10 ∈ a(i, j).
The rectangle r = ([4, 7] × [3, 6]) is part of the infeasible region Pc, hence we
know for a valid schedule Π that (Π(i), Π(j)) /∈ r. In other words, for each
pair (p, q) ∈ r there exists no valid schedule Π with Π(i) = p and Π(j) = q.
The rectangle r is visualized in Fig. 2. We can derive the following propositional
formula:

¬((Π(i) ≤ 7) ∧ (Π(i) ≥ 4) ∧ (Π(j) ≤ 6) ∧ (Π(j) ≥ 3))

⇔ ¬((Π(i) ≤ 7) ∧ (¬(Π(i) ≤ 3)) ∧ (Π(j) ≤ 6) ∧ (¬(Π(j) ≤ 2)))

⇔ ¬(qi,7 ∧ ¬qi,3 ∧ qj,6 ∧ ¬qj,2)
= [¬qi,7, qi,3,¬qj,6, qj,2] =: F

Since F is a clause, we can directly add this to the formula ΩN .
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Formally, if c ∈ a(i, j) is a constraint, then we can encode a rectangle [i1, i2] ×
[j1, j2] that is a subset of the infeasible region Pc with a single clause:

enc rec([i1, i2]× [j1, j2]) = [¬qi,i2 , qi,i1−1,¬qj,j2 , qj,j1−1]

To define a rectangle for the feasible region we would need more than a single
clause, hence, we decided to encode a constraint by defining the infeasible region
with rectangles to keep the number of clauses low. Empirical results indicate,
that a lower number of clauses typically results in a lower run time behavior of
a SAT solver [3].

To describe the whole infeasible region, we need some helper functions. These
helper functions will be combined into a function, which calculates as few rectan-
gles as possible to cover the whole infeasible region of a constraint. Our approach
at first minimizes the number of clauses and then maximizes the space, which
is covered by the corresponding rectangles. Note that other coverings are also
possible, e.g. minimum number of clauses with a minimum number of space cov-
ering. Since this is a heuristically chosen approach, we leave further empirical
investigations open for future work.

Figure 2 shows the two feasible regions. Each of them has a lower and an upper
bound. In order to describe the infeasible region in between, we need the next
lower bound l = 3, which represents the upper bound of the infeasible region
and the previous upper bound u = −5, which represents the lower bound of the
infeasible region with respect to this example. It can be directly concluded, that
u < l.

With �·� being the round down function, �·� being the round up function and
the two integers u, l ∈ Z with u < l, we can define

δ : Z× Z → Z, δ(l, u) = l − u− 1

δy : Z× Z → Z, δy(l, u) =

⌊
δ(l, u)

2

⌋

δx : Z× Z → Z, δx(l, u) =

⌈
δ(l, u)

2

⌉

− 1.

With these definitions, we are able to determine a rectangle between u and l, such
that it has maximum area having minimum perimeter. Basically each rectangle
has a width of δx(l, u) and a height of δy(l, u).

In order to cover each infeasible pair in the area between u and l, we need
approximately t rectangles. The function ζ : P(Z) → P(P(Z)× P(Z)),

ζ([l, u]t) = {H ×G ∈ P(Z)2 | |H | = δx(l, u), |G| = δy(l, u), (H ×G) ∩ Sc = ∅},

with H,G ∈ P(Z) being intervals, maps to the set of all infeasible rectangles of
constraint c = [l, u]t. The sufficiency, that all infeasible pairs of a constraint are
excluded, is given by the following lemma.
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Lemma 1. Let c = [l, u]t be a constraint. Then the following holds

(i) Pc ⊆
⋃

A∈ζ(c)

A , (ii) Sc ∩
⋃

A∈ζ(c)

A = ∅.

Firstly, Lemma 1 shows, that encoding the function ζ(c) excludes all infeasible
pairs in the modulo interval and, secondly, that there is no intersection between
the feasible and the excluded region.

With ΨN being the encoding of all edges e ∈ E , such that

ΨN :=
∧

e∈E

∧

c∈a(e)

∧

A∈ζ(c)

enc rec(A), (2)

we can encode a PESP instance with

enc pesp(N ) = (ΩN ∧ ΨN ) (3)

After a model J has been found for this formula, extracting the value of the
event n with the domain [0, t− 1] from J is done by the function ξn(J), where
ξn(J) = k such that J �|= qn,k−1 ∧ J |= qn,k and k ∈ [0, t− 1]. ξn is well defined
due to the following lemma.

Lemma 2. Let N = (V , E , a, t) be a PEN, n ∈ V be an event and J an inter-
pretation. Then

J |= enc(n) ⇔ ∃!k ∈ [0, t− 1] : ∀i ∈ [−1, k − 1] : J �|= qn,i and

∀j ∈ [k, t− 1] : J |= qn,j

Now we can extract the schedule Π on a per-element basis from a model J for
ΩN by

∀n ∈ V : Π(n) = ξn(J). (4)

Lemma 3. Let r ⊆ Pc be a rectangle in the infeasible region of the constraint c ∈
a(i, j). Then J |= enc rec(r) ⇔ (ξi(J), ξj(J)) /∈ r with J being an interpretation.

Lemma 3 states that a model for an encoded constraint rectangle r is only
satisfied by interpretations that do not assign values to the participating events
withing this rectangle.

Theorem 1 (Soundness and Completeness).
Let N = (V , E , a, t) be a PEN and F := enc pesp(N ) be the order encoded
propositional formula of N . Then ∃J : J |= F ⇔ ∃Π : Π |= N with J being an
interpretation and Π being a schedule of N .
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Proof.

∃J : J |= F

⇔ ∃J : J |= (ΩN ∧ ΨN ) (3)

⇔ ∃J : J |= ΩN ∧ J |= ΨN

⇔ ∃J : J |=
∧

n∈V
enc(n) ∧ J |= ΨN (1)

⇔ ∃J : ∀n ∈ V : Π(n) := ξn(J) ∧ J |= ΨN (4),Lemma 2

⇔ ∃J : ∀n ∈ V : Π(n) := ξn(J) (2)

∧ J |=
∧

e∈E

∧

c∈a(e)

∧

A∈ζ(c)

enc rec(A)

⇔ ∃J : ∀n ∈ V : Π(n) := ξn(J)

∧ ∀e ∈ E ∀c ∈ a(e) ∀A ∈ ζ(c) : J |= enc rec(A)

⇔ ∃J : ∀n ∈ V : Π(n) := ξn(J) ∧ ∀e ∈ E : e holds under Π Lemmas 3&1

⇔ ∃J : ∀n ∈ V : Π(n) := ξn(J) ∧Π |= N
⇔ ∃Π : Π |= N (4),Lemma 2

��

Direct Encoding. Similarly to the presented encoding, the direct encoding ap-
proach can be used for an event n ∈ V , with the propositional variable qn,i
representing the value of the event n being exactly i (i.e. Π(n) = i). This way,
the value extraction of the event from an interpretation is straightforward. En-
coding a node is then done by the function

enc : n �→ (qn,0 ∨ · · · ∨ qn,t−1)
∧

i∈[0,t−2],j∈[i+1,t−1]

(¬qn,i ∨ ¬qn,j)

which leads to a quadratic number of clauses with respect to the domain size.
The order encoding approach tries to exclude all pairs (Π(i), Π(j)) for events

i, j, that are part of the infeasible region Pc. Likewise, the direct encoding will
follow this method, such that for each pair (Π(i), Π(j)) ∈ Pc a clause can be
encoded with ¬(Π(i) ∧ Π(j)) ≡ [¬qi,Π(i),¬qj,Π(j)]. Consequently, the direct
encoding needs a quadratic number of clauses. An interpretation J that models
this encoding is guaranteed to not assign the two events i and j conflicting
values. As for the order encoding, encoding all constraints is done by connecting
the encoding for all events and all constraints conjunctively. It is shown in [4]
that using the direct encoding is also sound and complete.

4 Results

Until this point, it has been shown that it is possible to reduce PESP to SAT. In
this section, we show that the SAT based approach can outperform the currently
used native domain solver by up to four orders of magnitude.
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Table 1. PESP instances and corresponding encodings

PESP N = (V, E , a, t) direct encoding F order encoding G

instance |V| ∑
e∈E |a(e)| |vars(F )| |F | |vars(G)| |G|

k 18 730 2 160 544 628 2 142 26 536

swg2 60 1 145 7 200 2 037 732 7 140 83 740

fernsym 128 3 117 15 360 6 657 955 15 232 353 276

swg4 170 7 107 20 400 6 193 570 20 230 399 191

swg3 180 2 998 21 600 4 874 144 21 420 214 011

mb11mg 200 8 298 23 280 8 864 714 23 086 646 870

b 219 5 571 22 320 5 448 546 22 134 287 641

swg1 221 7 443 26 520 7 601 906 26 299 462 217

mb13mg 231 9 805 27 000 10 473 825 26 775 777 894

save 277 1 535 21 000 6 776 095 20 825 229 542

seg2 611 9 863 73 320 25 101 341 72 709 1 115 210

we 846 14 690 78 480 28 107 997 78 659 2 049 188

seg1 1 483 10 351 177 960 34 323 942 176 477 1 348 045

The PESP instances, which are used for the comparison, model public rail-
way transport networks of up to 400 trains, which are instances like the whole
inter city network of Germany (fernsym), as well as subnetworks like south west
(swg i, i ∈ {1, . . . , 4}, mb11mg , mb13mg) and south east (seg1, seg2, we) Ger-
many, respectively. The periods are set to two hours. The number of constraints
ranges from 1 000 to 15 000. Table 1 shows the sizes of each PESP instance, as
well as the resulting formula size after reducing the problem to SAT by using
the direct and order encoding, respectively.

The native domain solver for solving PESP instances is described and analyzed
in [10] and [8]. The authors claim that this solver is the best known algorithm to
solve PESP instances. The solver is equipped with a decision tree method with
respect to the events’ potentials. Additionally, constraint propagation techniques
are employed by propagating the current valid assignments of the events across
the network. Once the propagation detects a potential with an empty domain,
a conflict is found. In this case, the tree search will backtrack. This solver will
be referred to as pespsolve.

The comparison has been performed on an Intel Xeon processor with 3GHz
and 8GB of main memory. The runtime timeout has been set to 24 hours. As
SAT solver, we have chosen riss, presented in [5], for several reasons: Firstly,
it implements state-of-the-art SAT technology in a modular way. Secondly, the
solver provides a huge set of parameters, that can be tuned, and thirdly, it uses
a state-of-the-art SAT preprocessor [7]. Table 2 shows that the SAT approach
outperforms the native domain solver by far, although in this work the param-
eters of the solver have not been adjusted to the specific application domain.
The results clearly show, that the SAT-based approaches perform much better
than pespsolve for both encodings. Furthermore, it can be seen, that the or-
der encoding is a better choice among the two encodings, because the number
of clauses is significantly smaller for bigger instances, in fact there are around
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Table 2. PESP instances and corresponding solving times in seconds

instance pespsolve direct + riss ordered + riss

k 47 112 timeout 26

swg2 512 37 2

fernsym 2 035 294 7

swg4 912 752 8

swg3 66 50 2

mb11mg timeout timeout 110

b timeout 37 112 145

swg1 timeout 18 7

mb13mg timeout timeout 986

save timeout 38 411 10

seg2 timeout timeout 11

we timeout timeout timeout

seg1 timeout 16 10

period times as many clauses. The runtime per PESP instance for the SAT ap-
proach is the sum of the reduction time and the solving time. Comparing the
run times of pespsolve and the SAT approach always results in a significant
speedup. The value of the speedup increases up to at least 12 342 (instance
swg1). In fact, this value is even higher, since pespsolve was not able to solve
this network within the given timeout. Concerning the number of instances, that
can be solved within the timeout, the SAT based approach also shows a higher
performance than pespsolve. By using the order encoding approach, all except
one of the tested networks can be solved.

5 Conclusion

In this work it is shown that the periodic event scheduling problem can be
reduced to satisfiability testing efficiently. Solving the SAT instance with a state-
of-the-art SAT solver requires a very short time frame compared to a state-
of-the-art PESP solver. The reduction to SAT allows to tackle a whole set of
larger instances, which cold not be solved before. Two encodings have been
analyzed for the reduction, namely the direct encoding and the order encoding.
The appropriate encoding seems to be the later one, because the speedup that
has been measured is four orders of magnitude compared to the PESP solver.

To improve the power of the reduction even further, preprocessing could be
applied to the periodic event network. Passing more information into the SAT
instance could be done by propagating information to neighboring events and
thus cutting off parts of the search space. In addition, redundant constraints
could be removed from the network before it is encoded. Both approaches might
help the SAT solver to solve instances faster.

Based on the presented method scaling the PESP instances becomes more
interesting. From the used application railway networks the largest possible
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instance is to combine all subnetworks of Germany to a single network. Solving
this instance in reasonable time is a huge open goal in transport engineering.

Another interesting part, the optimization of timetables, which has been al-
ready discussed a lot in [10] could be supported by a fast feasibility checking
as presented in this work. The optimization objective restricts the bounds on
several nodes. By using an adapted branch and bound algorithm and the pre-
sented reduction to SAT, also optimizing networks might become more powerful
than using a specialized PESP optimization tool. Such a method could be im-
proved further by using incremental SAT solving. The comparison with respect
to optimization is future work.

The final conclusion that can be drawn from the presented work is the follow-
ing: the currently best PESP solver is now SAT based.
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Abstract. State-space search redundancy, that is, multiple explorations of the 
same state, is an inherent problem in many heuristic search algorithms. It is 
prevalent in constructive multi-start algorithms. Record-keeping mechanisms, 
however, can minimize redundancy and enable exploiting time/space tradeoffs. 
This paper investigates the utility of record-keeping procedures in the context of 
Iterative Hill Climbing applied to the Traveling Salesperson Problem using 
several restart mechanisms including Greedy Randomized Adaptive Search, and 
Greedy Enumeration. Record-keeping methods such as unbounded memory, 
dedicated memory, and cache memory, as well as a novel “book-keeping” 
method utilizing a Bloom filter are investigated. Experiments performed using 
TSPLIB benchmarks and random TSP instances with 100 cities show that under 
the above mentioned restart and record-keeping mechanisms the IHC produces 
competitive results. In addition, the research shows that record-keeping, in 
specific Bloom filters, can considerably improve both the time performance of 
IHC and the quality of solutions produced.  

Keywords: combinatorial optimization, heuristic search, the traveling 
salesperson problem, iterative hill climbing, Bloom filter. 

1 Introduction 

The study reported in this paper stems from a multidisciplinary research where multi-
start heuristic search algorithms, primarily iterative hill climbing (IHC) [1]; utilizing 
millions of restarts (i.e., climbers) have been applied to the combinatorial problem of 
finding a maximal parsimony phylogenetic tree (MPPT) [2]. IHC has been the 
algorithm of choice for the numerous MPPT due to the enormous combinatorial 
complexity of the problem. Nevertheless, in order to simplify the investigation, the 
current research concentrates on the application of IHC to the traveling salesman 
problem (TSP). The first phase of the current research has evaluated several restart 
mechanisms and demonstrated that Greedy Randomized Adaptive Search (GRASP), 
and greedy enumeration (GE) significantly outperform other restart procedures [3- 5]. 

In this paper, we review the main restart methods, investigate the utility of several 
record keeping mechanisms, and focus on improving the search space coverage of 
constructive multi start algorithms using a constant amount of temporal and spatial 
resources [6]. One of the main contributions of the paper is the introduction of a new 
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memory model for record keeping in heuristic search in the form of a Bloom filter [5]. 
Additional contributions relate to the thorough analysis of other record keeping 
mechanisms including a dedicated memory and cache memory. 

Experiments performed, and verified with high level of significance and confidence 
via statistical analysis, using TSPLIB benchmarks, and random TSP instances with up 
to 100 cities are used to evaluate the utility of record-keeping. The empirical results 
demonstrate  that under the above mentioned restart and record-keeping mechanisms 
the IHC executed with up-to 100,000 restarts produces competitive results (in most of 
the cases within 1.2% of OPT). Furthermore, the research shows that record-keeping 
can considerably improve the time performance of IHC as well as the quality of 
solutions produced.  The main findings of the research are:  

1. With 100,000 restarts and sufficient memory, every record-keeping mechanism 
evaluated is capable of reducing the total running time by 90.8% resulting in an 
achievable speedup upper-bound determined empirically to average 10.9X.  

2. The cache achieves the upper-bound using less than 900K Bytes (900KB).  
3. The Bloom filter outperforms the rest of the record-keeping mechanisms and 

achieves the upper-bound using less than 10K Bytes.  
4. Under a fixed number of steps, and with the same amount of memory as in (3) and 

(4) respectively, both mechanisms achieve the upper-bound of solution quality 
improvement (0.518%).  

2 Background and Literature Review 

Consider a graph ܩሺܸ,  is a set of edges. A ܧ ሻ where ܸ is a set of vertices andܧ
Hamiltonian tour in ܩ is a cycle that starts from a vertex ݒ଴ א ܸ, traverses every other 
vertex of ܩ exactly one time, and terminates at  ݒ଴ [7,9]. A problem of interest in a 
weighted Hamiltonian graph  ܩሺܸ, ,ܧ ܹሻ, where ܹ is a set of edge weights, is to find 
the minimal Hamiltonian tour. The traveling salesman problem (TSP) is equivalent to 
the problem of seeking a minimal Hamiltonian tour in a weighted graph. The TSP is 
known to be NP-Complete [7,8]. It is one of the most commonly addressed 
combinatorial optimization problems and is chosen as the platform of study for this 
research [7-9]. This paper is only concerned with the symmetric TSP, requiring that 
the graphs be undirected. In reference [10], however, we consider record keeping in 
additional combinatorial optimization problems such as feature selection, along with 
several heuristic search algorithms (e.g., genetic algorithms) for solving these 
problems. 

2.1 Constructive Multi-Start Search Algorithms (CMSSAs) 

CMSSAs, such as the IHC, are a class of algorithms commonly applied to 
combinatorial optimization problems (COPs) [1,6].  Generally, these algorithms 
generate a valid initial solution to the COP, and then attempt to improve the solution 
using heuristic techniques. Eventually, a solution that cannot be improved, referred to 
as a local optimum, is reached.  In order to avoid getting trapped in a local optimum, 
the search algorithm restarts with a new valid initial solution.  The process of local 
improvements and reconstruction of initial solutions (restarts) is repeated until a 
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solution that is sufficiently good is achieved, or some limit on computing resources is 
reached [6]. Multiple aspects of constructive multi-start search algorithms, including 
restart procedures, effective heuristics, and mechanisms that traverse a larger portion 
of the solution search space in a constant amount of time have been explored [4, 10] 

2.2 Search Space Redundancy 

Depending on the mechanism used for local improvements, redundancies in CMSSA 
might occur when a starting solution or an intermediate solution (referred to as a 
configuration) is encountered more than one time. This problem is prevalent in IHC 
and other heuristics that employ greedy local improvements since multiple 
explorations of a given configuration leads to the same solution. By recording 
previously encountered solutions, redundant searches can be reduced or eliminated. 
Nevertheless, many combinatorial optimization problems including the TSP are NP 
complete [11]. Hence, recording all encountered possible solutions is impractical. 
Consequently, record keeping mechanisms that efficiently use a fixed amount of 
memory are of interest [10].  Formally, redundancy in a heuristic search routine is 
defined to be the ratio of the total number of states explored to the number of distinct 

states explored. That is: ܴ݁݀ݕܿ݊ܽ݀݊ݑ ൌ  ௡௨௠௕௘௥ ௢௙  ௦௧௔௧௘௦ ௘௫௣௟௢௥௘ௗ௡௨௠௕௘௥ ௢௙  ௗ௜௦௧௜௡௖௧ ௦௧௔௧௘௦  .  The redundancy 

of a problem can be used to infer an upper bound on the speedup that can be obtained 
through record keeping. The problem of redundancy in the search space is related to 
Kolmogorov program complexity [12], and lossless data compression methods such 
as the Lempel Ziv (LZ) family of algorithms [13].  

2.3 Construction Algorithms 

IHC can be implemented as a constructive multi-start search, in which multiple 
solutions are computed by constructing new solutions from an initial solution.  At 
each step, the concept of a neighborhood is used in which a neighborhood of a 
solution ݏ is defined as the set of solutions ܵ that are generated by making a minor 
modification, denoted a move, to [8 ,6] ݏ. For example, a TSP tour can be adjusted by 
an operation such as 2-opt  which results in exchanging the visitation order of two 
cities [8].  The IHC algorithm proceeds by choosing the best ݏԢ א ܵ as the next step.  
The move ݏ is then assigned ݏԢ and the process is repeated until no improvements to ݏ 
can be made. This solution is referred to as a local optimum. In general, the algorithm 
repeatedly restarts with a new starting configuration until a sufficiently good solution 
is reached, or a set running time has expired.  

In [5] we report on a set of experiments used to select the optimal restart 
mechanism including Random, Greedy Enumeration (GE) [4], Greedy Jump [4], 
Greedy Randomized Adaptive Search Procedure (GRASP) [3], Nearest Neighbor [8], 
and Clark Wright [8]. They are briefly described in the following paragraphs. The 
experiments show that GRASP and GE are the most suitable restart algorithms. The 
mean, variance and approximate distribution of the results are compared to optimal 
results reported in [10], and are very close (within a confidence level of 99%) to the 
mean variance and distribution of the optimal results. Since GRASP has slightly 
better redundancy we used it as the subject for the set of experiments reported in the 
current paper. 
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Random: This algorithm randomly constructs a starting tour.  The starting tours 
produced may be inferior to those of other construction algorithms, but high-quality 
solutions may still result after climbing.  Moreover, this algorithm is likely to explore 
portions of the search space left unconsidered by other construction algorithms. 

Greedy Enumeration: The greedy enumeration (GE) algorithm selects (enumerates) 
subsets of the entire set of the edges. The enumeration is done in a consistent and 
greedy order and in a way that guarantees that the graph induced by the selected 
subset is Hamiltonian. Given a subset of the edges, the GE algorithm attempts to 
construct a minimal weight Hamiltonian path by repeatedly adding the shortest 
available edge, provided it does not introduce a cycle or increase the degree of any 
vertex to more than two [8].  This continues until a Hamiltonian path is obtained.  
Finally, the first and last vertices of the path are connected to obtain a Hamiltonian 
cycle. The GE restarts by considering the next subset in the enumeration.      

Greedy Jump: GE constructs tours in a decreasing order of quality and with 
relatively small difference between consecutive restarts; thus, it is likely that many 
tours will cluster in the same basin of attraction, meaning the local search ultimately 
arrives at the same local optimum, effectively leaving much of the search space 
unexplored. The greedy jump algorithm addresses this issue by performing periodic 
jumps through the search space.  The effect of this jump forward in the solution space 
is to discard preferred solutions in order to escape from a basin of attraction.  

GRASP:  In contrast to GE, which always makes the greedy choice, GRASP (Greedy 
Randomized Adaptive Search Procedure) makes a semi-greedy choice by choosing 
randomly from the shortest n edges [3].  Feo and Resende state that GRASP solutions 
are significantly better than solutions produced by random construction [3]. 

Nearest Neighbor: The algorithm begins at an arbitrary vertex and proceeds to the 
nearest unvisited vertex [8]. The process repeats until the tour is complete. 

Clarke-Wright: The Clark-Wright TSP construction algorithm begins by designating 
one vertex as the central hub and creating a cycle consisting of an “out and back” trip 
to each other vertex, similar to a delivery truck making multiple deliveries and 
returning home after each delivery.  This cycle is not Hamiltonian, as it visits the hub 
many times.  The algorithm then begins improving the cycle by combining deliveries 
into fewer trips, based on the savings generated. The algorithm enumerates all valid 
circuit adjustments, chooses the one resulting in the largest savings, and repeats this 
process until no further improvement is possible. 

2.4 Record Keeping in Heuristic Search 

Record keeping and construction algorithms have been studied in previous work [4].  
Our work differs from the work cited above due to the fact that we provide an in-
depth study of the effects of cache configurations, Bloom filter parameters, as well as 
dedicated and unbounded memory models. It should be noted that record keeping 
resembles Tabu search where the Tabu list includes a subset of the states encountered 
so far  [14], It differs from Tabu in that the objective of short term Tabu memory 
(e.g., a Bloom filter) is to explore the solution space more intelligently rather than to 
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speed the search. The goal of long-term Tabu memory is to enable revisiting explored 
search states in order to attempt to find a better local optimum   [14]. 

Hertel and Pitassi [15] as well as Allen and Darwiche [16] have studied time/space 
trade-offs in the context of heuristic search. They found that time requirements could 
be significantly reduced through record keeping. They referred to their method as 
caching. Nevertheless, their cache is static; they do not consider cache replacement 
policies, or cache organization issues. Moreover, their findings do not pertain to 
CMSSA.  Aggarwal investigates the technique of software caching for memory 
intensive applications that perform searches or sorted insertions [17]. He obtains 
reductions of up to 30% in computational time due to caching. However, Aggarwal’s 
implementation is not extended to heuristic optimization.  Karhi and Tamir 
demonstrate that iterative hill climbing (IHC) can get better performance by 
exploiting time/space tradeoffs emerging from saving intermediate results of the 
search [4]. They did not consider, however, other record keeping mechanisms such as 
Bloom filter [18]. Santos et al., have investigated cache diversity in genetic 
algorithms (GA). The cache is used to store partial results of the chromosome 
evaluation function [19]. Despite referring to their record keeping as cache, the record 
keeping mechanism does not include provisions for replacement policies and can 
actually be considered as infinite dedicated memory (unbounded memory). This limits 
their approach to small problems and to problems where a function computation that 
is associated with a state can be decomposed and recomposed. 

3 Record Keeping Mechanisms 

Four memory models are used to analyze redundancy and the potential for 
minimizing the redundancy in the search space: Dedicated Memory, Unbounded 
Memory, Cache Memory, and Bloom filter. 

Dedicated Memory - The dedicated memory model assumes that a fixed amount of 
memory is used as a table that holds all the states encountered so far. The table is 
flashed and reused, or frozen when it gets full. 

Unbounded Memory - The unbounded memory model assumes that there is 
sufficient memory to store all the distinct tours encountered during the search.  Since 
IHC is performed with a limited number of restarts, only a finite number of tours are 
generated.  Hence, dedicated memory of sufficient size to store every tour generated 
can serve as a model of “infinite” or unbounded memory.  Unbounded memory and 
dedicated memory are used to establish the upper bound on complexity, attainable 
speedup, and solution quality improvement when using record keeping. Nevertheless, 
these mechanisms are not practical for large TSP instances. 

Cache - Computer memory systems exploit two empirical principles: “locality of 
reference” and “small is fast,” to implement a memory hierarchy [20].  Generally, 
under this scheme, the locality of the current central processing unit (CPU) reference 
word is stored in a small and fast cache.  Related to the concepts of locality of 
reference are the terms of hit and miss and hit/miss rate. Other important concepts of 
caching relate to cache replacement policies and cache organization [20]. 
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A cache cannot produce a false positive record. That is, if a state is stored 
(recorded) in the cache; it has already been encountered in a previous stage of the 
search. Nevertheless, since the cache is finite and due to the use of replacement 
policies, a cache might produce a false negative result which leads to re-evaluating a 
previously encountered state.  In this sense, the addition of a cache does not result in 
disregarding any state that would have been explored in a non-cached algorithm. 

Bloom Filters - A Bloom filter is a probabilistic data structure for tracking set 
membership [21].  Given a set U and a set S ⊆ U of elements produced through an 
operation on U, a Bloom filter can be used to record the membership of an element s 
in S.  The Bloom filter is implemented using a vector of m bits, initialized to 0, and k 
independent hash functions ሺ݄ଵ, ݄ଶ, … , ݄௞ሻ, each with a range of 1-m. 

To denote (record) that an item s∈ S, each hash function is applied to the item, 
produces an index, and sets the vector bit addressed by the index to 1.  Thus, 
recording the fact that an item exists in the set requires k array bits to be modified. 
Determining if an item s∈ S is similar; each hash function is applied to the element s, 
produces an index, and checks that the corresponding bit is set to 1.  If all the bits 
addressed by all the indexes are set to 1, the item is considered to exist in the set. 
Nevertheless, two distinct items can set the same bits, allowing the possibility of false 
positives. Hence, the addition of a Bloom filter to IHC might result in skipping states 
explored by the traditional IHC. This is not necessarily a problem since it adds a 
minute amount of randomness which can result in escaping from a basin.  

As new elements are recorded, it becomes more probable that each bit in the vector 
has already been set by a previous recording.  These occurrences are harmless up to a 
point, since a single 0 among the k index bits is sufficient to conclude with certainty 
that an element is not a member of the set.  But an unbounded number of set 
recordings will inevitably saturate the vector and lead to a false positive, where an 
element is incorrectly identified as a member of the set due to the fact that all k index 
bits for that element have been set by previous recordings.  Indeed, this is a salient 
characteristic of Bloom filters, which must be managed by careful choices of m and k. 
A Bloom filter, however, would not make a False Negative decision. 

The probability of false positive increases with ݊, and decreases with ݉. Hence, 
the ݉/݊ ratio is the most important tuning Bloom filter parameter [21].  This ratio, 
combined with an estimate of the worst-case ݊, yields the vector size ݉ required for a 
Bloom filter of the desired accuracy.  Once the ݉/݊ ratio is established, ݇ is typically 

optimized as ቒlg ሺ௠௡ ሻቓ. 

4 Experiments and Results 

This paper reports on three types of experiments: 1) estimation of the theoretical 
limits of record keeping, 2) redundancy minimization using cache, and 3) redundancy 
minimization using Bloom filters. The experiments explore the utility of fixed number 
of restarts and the utility of fixed number of steps. Speed (and speedup) is measured 
based on the count of characteristic instructions and the number of 2-opt operations. 

Estimation of the Theoretical Limits of Record Keeping - Dedicated memory of 
different sizes using a “freezing policy” as well as a simulation of Unbounded 
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memory record keeping using 50 TSP random graphs with 100 cities is used to 
determine an experimental upper bound on the IHC speedup using record keeping.  

Minimizing Redundancy Using Cache - Following numerous experiments with 
different parameters, a least recently used (LRU) replacement policy with set 
associative cache is implemented [20]. Three cache configurations used in hardware 
caches: 4-way, 8-way, and 16-way set associative cache have been simulated by 
software. These configurations are evaluated and compared for speedup. Furthermore, 
each configuration is tested using between 1,000 and 64,000 cache blocks (a total 
cache size from 15KB to 896KB).   

Minimizing Redundancy Using Bloom Filters - Bloom filters differ from cache 
techniques for record keeping in that false positives can occur with Bloom filters, 
whereas false positives do not occur with caching techniques.  Therefore, the 
evaluation of Bloom filters must address two key points: 1) the amount of memory 
that is required to reduce false positive rates to acceptable levels in order to compete 
with cache-based record keeping in performance, and 2) determining whether the 
same performance improvements that are achieved by caching techniques are 
achievable with Bloom filters. 

When using record keeping with CMSSAs and IHC, each generated tour is 
encoded and tested for equality against previously encoded generated tours; if an 
equal tour is found, the algorithm restarts with a new tour.  Because Bloom filters 
allow false positives, it is possible that a tour that has not been previously considered 
will be recognized by the Bloom filter as previously generated.  Therefore, a portion 
of the solution search space is excluded from exploration, possibly hiding high quality 
solutions.  Furthermore, a low false positive rate is necessary to compare the speedup 
achieved by Bloom filters as opposed to cache configurations since skipping 
unexplored areas of the search space will artificially inflate speedup numbers. 

Statistical Analysis – Each experiment is repeated numerous times (up to 400 times 
in some cases). This enables reliable statistical analysis. The mean value for the entire 
set of results reported lies inside the 95% confidence interval. Furthermore, when 
applicable, the significance level of reported conclusions has been tested and verified 
using the T-Test statistics. 

4.1 Experiment 1: Fixed Number of Restarts 

Unbounded Memory - For runs of 100,000 hill climbing iterations, the average 
speedup using unbounded memory record keeping is 10.9.   

Dedicated Memory - Table I shows the results of compressing the trace of states 
explored using exponentially increasing dedicated memory of different sizes. The 0 
entry stands for no record keeping and the ∞ entry represents unbounded memory. 
The 128 KB option is equivalent to the unbounded (∞) option. The table shows that 
the compression (and complexity) decreases as the dedicated memory size increases.  

Table 1. Compression rates with several dedicated memory sizes (in K-bytes) 

0 1K 2K 4K 8K 16K 32K 64K 128K ∞ 
8.3 6.3 5.9 5.9 5.6 4.8 4.3 2.8  2.5   2.5 
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Cache Memory - Figure 1 shows the speedup obtained using different cache 
configurations and sizes as well as dedicated memory. As the cache size grows, more 
tours are held in cache, and consequently, the execution speedup approaches the 
maximum achievable speedup.  It is apparent that cache performs better than 
dedicated memory at lower memory levels. In addition, the figure shows that even a 
small cache provides significant speedup. For these experiments, roughly 1.25MB is 
enough memory to hold all duplicate tours.  Even with a cache size of 1KB, we still 
achieve a speedup of 6.7. This result is especially useful in cases where TSP 
configurations generate many more duplicates tours than can fit in memory. It should 
be noted that the due to the assumption that the caching is implemented by hardware 
the speedup analysis does not take into account the overhead associated with caching. 

Bloom Filter - Table 2 shows the memory size of the Bloom filter used for each 
configuration, as well as the number of errors resulting from false positives, the speed 
up achieved over non-record keeping, and the quality loss of the solution resulting 
from errors.  As expected, larger memory usage results in fewer errors; however, a 
memory usage of 77KB proves to be sufficient to achieve optimal speedup with no 
quality loss for this experiment, which is considerably less memory than is required 
by cache configurations.  Thus, Bloom filters are promising as a much more scalable 
means of record keeping as opposed to caching. A Bloom filter ceases to be useful 
when it becomes saturated. However, this situation can be easily detected, and 
versions of Bloom filters that have the ability to grow if the need arises exist [18]. 

       

Fig. 1. Speedup obtained with different cache configurations 

In summary both the cache and the Bloom filter achieve the theoretical limit 
applicable for this set of experiments (10.9). Nevertheless, the Bloom filter requires 
less memory and is expected to be less “expensive” in terms of hardware / software 
implementation. Note that due to false positives, the Bloom filter-based record 
keeping mistakenly identifies some configurations as redundant and skips their 
evaluation; resulting in artificially high speedup. 
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Table 2. Speedup and quality loss with Bloom filters 

Bloom Filter   Quality Loss 

m/n K Memory Speedup  
6 4 77KB 11.0 0 
5 3 64KB 11.0 .1 % 
4 2 51KB 11.2 .1% 
3 2 38KB 11.3 .1% 
2 1 26KB 12.0 .2% 
1 1 13KB 12.9 .3% 

4.2 Experiment 2: Fixed Number of Steps 

Time sensitive applications might employ an IHC algorithm with a fixed time limit, 
meaning that the best solution generated during a fixed amount of time is considered 
to be the best (“optimal”) solution.  Assuming that the time to generate a climbing 
step is constant, then a fixed time limit implies that only a constant number of steps 
are considered.  Therefore, any redundancies that are eliminated through record 
keeping allow for exploration of a larger portion of the search space.  This experiment 
measures the solution quality of record keeping mechanisms when limiting the 
number of steps generated to 50,000.  Again, an unbounded memory record keeping 
mechanism is used to determine the optimal tour quality for the input graphs in the 
given number of steps.  Figure 2 shows the results for unbounded memory record 
keeping, and two configurations of a Bloom filter using: 1) 1.25KB of memory and   
2) 10KB of memory.  The 10KB Bloom filter effectively achieves the same 
performance as unbounded memory with 6.8% of the memory usage.  Similar 
experiments with cache show that a cache of roughly 118KB is sufficient to achieve a 
nearly identical tour quality graph to unbounded memory. The 10KB version of the 
Bloom filter displays interesting behavior at around the 10,300th step in which the tour  
 

 

Fig. 2. Quality improvement with Bloom filter 
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quality remains relatively constant.  At that point, the Bloom filter becomes saturated 
and returns a false positive for nearly every tour generated. This situation exhibits the 
drawback of Bloom filters for record keeping in which a Bloom filter ceases to be 
useful when it becomes saturated. However, as stated, this situation can be detected, 
and versions of Bloom filters that possess the ability to grow dynamically exist [18].  

5 Conclusions 

Record keeping mechanisms considerably improve the quality of tours generated by 
CMSSAs approach for solving the traveling salesman problem by allowing a larger 
portion of the search space to be explored in time period.  Furthermore, we have 
shown that caching mechanisms can be highly effective even for small cache sizes. A 
significant finding is that Bloom filters are able to achieve optimal speedup for a 
constant number of restarts using only a fraction of the memory of caching 
mechanisms. Given that Bloom filters are more economic than comparable caches 
this finding has an important implication on the reducing the cost of record keeping. 
Therefore, properly configured Bloom filters show promise in limited memory 
applications, and scale well to take advantage of larger memories for increased 
performance. Another Unique contribution of the research is the empirical analysis of 
complexity and redundancy. 

Future work plans includes further analysis of the theoretical aspects of record 
keeping, applying the findings to the MPPT and other COP problems, and using 
additional heuristic / record keeping methods. 
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Abstract. Particle swarm optimization (PSO) has been widely used in multi-
objective engineering design optimization where parameter selection is of prime 
importance. This paper proposes a multi-objective particle swarm optimizer 
(MOPSO) with a modified crowding factor and enhanced local search ability. A 
new parameter-less sharing method is introduced to estimate the density of 
particles’ neighborhood in the search space. Initially, the proposed method 
determines the crowding factor of the solutions; in later stages, it effectively 
guides the entire swarm to converge closely to the true Pareto front. In addition, 
the gradient descent search method is applied. The algorithm’s performance on 
two engineering design problems is highlighted and compared with other 
approaches. The obtained results demonstrate that the proposed algorithm is 
capable of effectively searching along the Pareto optimal front and successfully 
obtaining trade-off solutions for the engineering design problems. 

Keywords: Multi-objective Optimization, Particle Swarm Optimization, Pareto 
Front, Exploration and Exploitation. 

1 Introduction 

During the last decade, particle swarm optimization (PSO) has attracted a great deal 
of attention in the field of multi-objective optimization due to its simplicity, 
efficiency, and quick convergence. Multi-objective problems, which typically involve 
conflicting objectives, play a leading role in various engineering [2-4,13,14,20,21,23]. 
According to a distinguishing characteristic of multi-objective problems, there is no 
single solution considered as the optimal solution. Instead, a set of solution 
alternatives, known as Pareto-optimal solutions, is provided to the decision maker. So 
far, numerous variations of particle swarm optimization for multi-objective problems 
(MOPSO) have been proposed and proven to be effective. These methods achieve the 
goal of finding as many of the Pareto-optimal solutions as possible in a search space 
which is well-distributed along the Pareto front. 

A MOPSO approach has been proposed which relies on the concept of Pareto 
dominance to determine the flight direction of a particle and maintains the discovered 
Pareto-optimal solutions in an external repository; in addition, a technique called 
hypercube formation is used to calculate fitness sharing [3]. A MOPSO was proposed 
that puts forward an efficient mutation strategy called elitist-mutation to effectively 
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explore the feasible search space and speed up the search towards the Pareto front in 
conjunction with the crowding distance metric and a variable-sized external 
repository [15,21]. To deal with multi-objective problems in the field of 
manufacturing robust design, a PSO algorithm was proposed to achieve off-line 
quality control [18]. To minimize the mean value of the objectives and the standard 
deviation, a combination of MOPSO and the quasi-Newton method was introduced to 
find robust solutions against small perturbations of design variables [19]. 

In the proposed MOPSO presented in this paper the density of the search space is 
defined by a modified crowding factor which identifies social leaders by randomly 
selecting them from sparsely-populated areas. This crowding factor is an 
improvement over previous methods in that not only it provides the estimation of the 
density in the neighborhood but it also provides a fitness sharing mechanism which 
degrades fitness values of non-promising solutions. Further, to enhance the local 
search ability of the algorithm a gradient descent method is applied to a small 
proportion of the global Pareto-optimal solutions when the size of the repository 
exceeds a user-defined threshold. 

The remainder of this paper is organized as follows. Section 2 provides the 
background information on particle swarm optimization. Section 3 introduces the 
proposed MOPSO algorithm. Sections 4 and 5 include the simulation results for two 
engineering design problems. And finally, Section 6 is the summary and conclusions. 

2 Particle Swarm Optimization 

Particle swarm optimization (PSO) is a stochastic global optimization approach, and 
its main strength is in its simplicity and fast convergence rates. The following is a 
brief introduction to PSO [1,7,22]: 

A total of p particles are randomly distributed throughout the feasible design 
region, where Xi

t is the position of a particle i representing a design scenario at time t. 
The position of the particle can be updated using Xi 

t+1 = Xi 
t + Vi 

t+1, where: 

   Vi 
t+1= ωVi 

t + c1 r1 (Pi
t – Xi 

t) + c2 r2 (Pg
t – Xi 

t)                          (1) 

The point Pi
t is the best local solution found up to time t and represents the cognitive 

contribution to the search vector Vi 
t+1. The point Pg

t is the best current global solution 
and forms the social contribution to the velocity vector. Random numbers r1 and r2 are 
uniformly distributed in the interval [0, 1]. The cognitive and social scaling factors c1 

and c2 are typically selected such that c1 · c1 and c2 · c2 have a mean of 1 so that the 
particles overshoot the attraction points Pi

t and Pg
t half the time, thereby allowing 

wider search fronts [15]. The variable ω is the inertia weight and is typically chosen 
in the range of [0, 1]. A larger inertia weight facilitates global exploration and a 
smaller inertia tends to facilitate local exploration. Therefore, ω is a critical factor for 
the convergence behavior of PSO and is used to promote global exploration of the 
search space [22]. 

The cognitive learning factor is computed by the term c1 r1 (Pi
t – Xi

t) in Eq. 1, and 
it is the short term memory of a particle representing the particle’s inclination to 
repeat past behavior that has proven to be successful for that particular particle.  

The social learning factor, on the other hand, is computed by the term c2 r2 (Pg
t – Xi 

t) 
in Eq. 1, and it is the peer pressure of a particle representing the particle’s inclination to 
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imitate or emulate the behavior of other particles that are successful; it is the influence 
of a particle’s neighbors.  

3 The Proposed MOPSO Methodology 

In order to solve multi-objective problems, a combination of particle swarm 
optimization and the Pareto-dominance strategy 2,4,13,14,20,21,23] can be used to 
find a set of global optimal solutions or Pareto-optimal solutions. Moreover, an 
external repository is requisite to store the Pareto-optimal solutions discovered so far. 
When a particle violates the constraints, the fly-back mechanism is applied to force 
the particle to revisit its previous position [12]. Further, to promote diversity several 
randomly-generated (mutated) particles are added to the repository. 

The maintenance of the global repository is a crucial issue. The size of the 
repository is defined as a free system parameter. Particles in the densely-populated 
areas have the priority to be removed when the repository is oversized. The density of 
the search space is defined by a novel crowding factor. According to this crowding 
factor, social leaders are easily determined by randomly selecting one among those in 
the sparsely-populated areas. Finally, to enhance the local search ability, a gradient-
based search method is applied to a small proportion of the global Pareto-optimal 
solutions when the size of the repository exceeds a user-defined threshold. The 
contributions of the proposed MOPSO in this paper are a modified social leader 
selection mechanism called the Modified Crowding Factor (MCF), and an enhanced 
local search using the steepest gradient-decent search. 

3.1 A Modified Crowding Factor 

Several social leader selection strategies based on the density measure of the 
population have been previously proposed. The two most widely-used measures are 
the nearest-neighbor density estimator [6] and the kernel density estimator [8]. 

The nearest neighbor density estimator quantifies how crowded the closest 
neighbors of a given particle are in the objective space [6]. This measure is estimated 
by the area of the largest cuboid formed by using the two nearest neighbors of particle 
i as the vertices [22]. 

The kernel density estimator provides a fitness-sharing mechanism achieved by 
degrading fitness values which are obtained by dividing the scaled fitness value of an 
individual by a quantity proportional to the number of individuals in the 
neighborhood [8]. 

A modified social leader selection method (MDF) was devised and implemented in 
this work. This proposed parameter-less sharing is an improvement over the two above-
mentioned methods in that not only it provides the estimation of the density in the 
neighborhood, but it also provides a fitness sharing mechanism that degrades the fitness 
value of an individual solution with respect to a set of solutions in a similar 
circumstance. Before calculating the MDF value, a new sharing area in the objective 
space is calculated for the current generation. Each swarm particle is viewed as a hyper-
circle whose center is a particle's objective vector and whose radius is the vector: 

 
N

jifjif
V

)),(min()),(max( −=                                       (2)  
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where f(i, j) is the jth dimension of the ith objective function, and N is the size of the 
global repository. 

The MDF value for a particle is defined as the number of solutions in that 
particle’s sharing area. Thus, the minimum crowding value of a particle is 1 because it 
only appears in its own sharing area. The Pareto-optimal solutions in the global 
repository can be divided into groups where members of each group share the same 
crowding value.  

 
Fig. 1. A Modified Crowding Factor (MDF) 

During the initial stage of social leader selection, 10% of the repository 
corresponding to the less-populated groups is subjectively identified and a leader 
among that group is randomly selected. 

3.2 Enhanced Local Search 

The steepest gradient-descent method enhances local search, and the PSO’s linearly-
decreasing inertia weight is capable of partial local search. This kind of search is non-
deterministic and difficult to measure the performance. In addition, it reduces the 
optimizer’s ability to efficiently explore the solution space. To force MOPSO to focus 
on the global search front, the steepest gradient-descent method [9,10] is used to 
exploit the local area of each Pareto-optimal solution. Searching along the gradient-
descent direction is a guarantee of obtaining local Pareto-optimal solutions. 
Therefore, the gradient-descent search has a high probability of obtaining the global 
Pareto-optimal solutions among the local solutions. 

This work’s enhanced local search can be described as follows: first, 5% of the 
global Pareto-optimal solutions in the less-populated areas are selected; and second, 
the steepest gradient-descent algorithm is applied to the selected solutions using: 

 X' = X – (s.∇F(X))                                                        (3) 

where X is the design vector, s is the step size of gradient search for each particle, and ∇F(X) is the first order derivative of the objective function. Fig. 2 presents the 
proposed algorithm in more detail. 
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Step 1 Initialize the particles and the global repository 
Step 2 Update the inertia weight for the current generation 

Evaluate the particles in the current generation 
Step 3 For each particle in the current generation: 

- update particle’s own memory 
- choose the current social leader 
- update the velocity and position 
- check the feasibility 

Step 4 Update the global repository 
Step 5 If the size of the repository is greater than the threshold: 

- select 5% of the global Pareto optimal solutions in the less-populated 
area 

- apply the steepest gradient descent search to the selected solutions 
- add the non-dominated solutions from the obtained local Pareto optimal 

solutions to the global repository 
- update the global repository to maintain the non-dominance property 

Step 6 Go to step 2 until the stopping criterion is met 

Fig. 2. The proposed MOPSO algorithm 

4 Design of an I-beam 

This section presents the problem of multiobjective design of an I-beam which has 
previously been approached using classical vector optimization techniques [11,17,18]. 

Assuming that the I-beam is subject to maximal bending forces of P=600 kN and 
Q=50 kN at the midspan, the objective of the design is to find the optimum 
dimensions of the beam (X*=[x1, x2, x3, x4]

T) such that the cross section area (f1 in 
cm2) and static deflection of the beam (f2 in cm) are both minimized subject to the 
constraint that the beam’s bending stress (f3) does not exceed 16 kN/cm2. 

 
Fig. 3. The frontal and side views of an I-beam 

The optimization of the beam can mathematically be stated as follows. Find X* 
which minimizes F(X) = [f1(X), f2(X)]T where: 
where,  

f X x x x x x1 2 4 3 1 42 2( ) ( )= + −                                      (4) 
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subject to the bending stress constraint:                                                                                  
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and the geometric side constraints: 10≤x1≤80, 10≤x2≤50, and 0.9≤x3, x4 ≤5.0. Given 
the boundaries of the feasible design region, the computed ranges of responses for the 
two objective functions reveal that f1 is in conflict with f2 and that the ideal solution fid 
= [25.38, 0.0059]T, where the two objectives are simultaneously minimized, can never 
be attained. 

To account for statistical fluctuations that can potentially produce misleading 
results, the proposed MOPSO algorithm was tested over 3 statistically independent 
runs, each time with a population of 50 particles over 60 generations. The inertia 
weight was fixed at 0.9 during the evolution. The cognitive and social learning rates 
were both set to 0.5. 

The rapid convergence behavior is illustrated in Fig. 4.  

 
Fig. 4. Mean objective values for the I-Beam 

Clearly, this demonstrates that the proposed MOPSO algorithm is capable of 
guiding the whole swarm to approach the optimal design region very early, due to its 
enhanced evolutionary process, which uses particles in less-populated area as 
reference to let other particles imitate and fly toward. 

Table 1 presents five sets of trade-off solutions for the I-beam problem reported in 
several studies [11,16-18] as well as the ones discovered by the proposed MOPSO 
algorithm. The objective vector in the table contains the cross-sectional area, the 
volume of the beam and the bending stress. Compared to other approaches, the 
proposed algorithm successfully obtained competitive trade-off solutions. 
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Table 1. Comparison of the trade-off solutions 

Method X = (x1, x2, x3, x4) f(X) = (f1(X), f2(X), f3(X)) 

Min-max 
(Osyzcka) 

1- (79.63, 48.41, 0.89, 3.66) 
2- (79.87, 48.82, 0.89, 2.66) 
3- (79.94, 48.88, 0.89, 1.99) 

(419.9, 0.0093, 3.087) 
(326.5, 0.0119, 4.049) 
(263.3, 0.0151, 5.231) 

Min-max 
(Hajela & Shih) 

1- (79.99, 49.99, 0.90, 2.39) 
2- (80.00, 50.00, 0.90, 2.08) 
3- (79.99, 50.00, 0.90, 1.79) 

(307.5, 0.0127, 4.318) 
(276.5, 0.0143, 4.879) 
(247.8, 0.0163, 5.579) 

Taguchi 
(Kunjur & 

Krishnamurty) 

1- (80.00, 50.00, 0.90, 2.30) 
2- (80.00, 50.00, 0.90, 3.20) 
3- (80.00, 50.00, 0.90, 4.10) 

(297.8, 0.0132, 4.467) 
(386.2, 0.0099, 3.327) 
(474.6, 0.0081, 2.671) 

Hyperparticle 
Swarm 

Optimization 
(Ochlak & 

Forouraghi) 

1- ([79.17, 80.00], [45.30, 50.00], 
[0.900, 0.903], [0.9, 1.64]) 

2- ([78.98, 80.00], [46.38, 50.00], 
[0.900, 0.904], [1.03, 1.71]) 

3- ([78.42, 80.00], [47.63, 50.00], 
[0.900, 0.902], [0.94, 1.88]) 

(176.31±0.265, 0.025±4.02E-5, 
8.94±0.17) 

(202.65±0.46, 0.021±6.79E-5, 
7.39±0.0244) 

(213.45±0.14, 0.020±1.99E-5, 
6.82±0.007) 

The proposed 
MOPSO 
algorithm 

1- (79.938, 49.137, 0.900, 1.075) 
2- (80.000, 49.114, 0.900, 1.353) 
3- (79.848, 50.000, 0.906, 1.434) 

(175.6667, 0.0251, 8.8961) 
(202.4238, 0.0208, 7.2962) 
(213.1363, 0.0196, 6.7911) 

5 Design of a Two-Bar Truss 

A two-bar truss [5] is loaded by a vertical load of 100 kN. The lengths of bars AC and 
BC depend on the location of the joint C. The overall design goal is to minimize the 
total weight (volume) of the truss such that yielding and buckling are prevented as 
much as possible. The three design parameters are x1 (cross-sectional are of AC), x2 
(cross-sectional area of BC) and y (vertical distance between the joints B and C). 
Thus, the design vector can be denoted as X = (x1, x2, y). 

 
Fig. 5. A two-bar truss 
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The multi-objective optimization of the truss can mathematically be stated as follows. 
Find X* which minimizes F(X) = [f1(X), f2(X)]T where, 

 2
2

2
11 116)( yxyxXf +++=                                          (7) 

 ),max()(2 BCACXf σσ=                           (8) 

subject to 0≤x1, x2≤0.01, 1≤y≤3, and the following constraint: 

 5101),max( ×≤BCAC σσ                                     (9) 

The stresses for the two bars can be calculated as: 
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=σ                 (11) 

The proposed MOPSO algorithm was tested over 3 independent runs to avoid the 
statistical fluctuation. The swarm evolved a population of 100 particles over 100 
generations.  

Fig. 6 depicts how the design objectives converged during the process. Due to the 
utilized feasibility strategy, the swarm was initialized in the lower stress region. The 
entire swarm was then guided to the higher stress region (a less-populated area). 
 

 
Fig. 6. Mean objective values for the two-bar truss 
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The trade-off design solutions are shown in Table 2, compared to the optimal 
solutions presented by the ∊-inequality constraint method. Considering the 
minimization of the total weight, the minimization of the maximum stress between 
AC and BC, and the balance of the stress between AC and BC, the trade-off solutions 
produced by the proposed MOPSO algorithm are superior to the optimal solutions 
found by the ∊-inequality constraint method. 

Table 2. Comparison of the trade-off solutions 

Method X = (x1, x2, y) f(X) = (f1(X), f2(X), f3(X)) 

∊-inequality 
constraint method 

1- (0.000497, 0.00099, 1.999) 
2- (0.000496, 0.00094, 2.034) 
3- (0.000519, 0.00110, 1.954) 
4- (0.000517, 0.00103, 2.003)  
5- (0.000542, 0.00107, 2.007) 

(0.004445, 89983, 7) 
(0.004541, 88296, 428) 

(0.004740, 87697, 6449) 
(0.004621, 86786, 462) 

(0.004833, 83268, 1025) 

The proposed 
MOPSO 
algorithm 

1- (4.97011E-4, 9.94010E-4, 2.00008) 
2- (4.97526E-4, 1.00953E-3, 2.05211) 
3- (5.08185E-4, 1.02240E-3, 2.01471) 
4- (5.10357E-4, 1.02857E-3, 2.02667) 
5- (5.41262E-4, 1.08186E-3, 1.99288) 

(0.004445, 89981, 3) 
(0.004541, 88153, 87) 

(0.004576, 87488, 133) 
(0.004613, 86730, 24) 

(0.004831, 82860, 126) 

6 Conclusions 

In this paper a new PSO-based approach was presented which combines stochastic 
optimization with Pareto optimal design. In the proposed algorithm the density of the 
search space is defined by a modified crowding factor which determines social 
leaders by randomly selecting them from sparsely-populated areas. It was 
demonstrated that performing local search using the steepest gradient-descent method 
helps MOPSO to focus on global search in order to efficiently solve multi-objective 
engineering design problems. In addition, the enhanced crowding factor was shown to 
guide an entire swarm toward the optimal design region. The performance on two 
well-studied engineering design problems highlighted the advantages of the proposed 
MOPSO algorithm using a modified crowding factor and the gradient-descent search. 
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Abstract. Optimizing the magnetic field homogeneity of single/dual
tuned birdcage coils used in Magnetic Resonance Spectroscopy improves
measurement accuracy of metabolite concentrations. This work in
progress article focuses on the novel domain development of a heuris-
tic technique using nature inspired optimization to find the best possible
parameters for a birdcage coil design.

1 Introduction

Magnetic Resonance Spectroscopy (MRS) is used as a diagnostic tool to analyze
biological functions of the metabolites in the human brain. Optimizing MRS im-
proves the chances of accurate analysis. The problem of optimizing MRS requires
improving the design of Radio Frequency (RF) head coils[1], called birdcage coils,
used to encircle a human patient’s head. There are two parts to this problem;
first Multi-Nuclear Spectroscopy (MNS) requires the use of a dual-tuned coil or
multiple coils that will provide homogeneous B1 fields at the resonant frequency
for both the nucleus to be analyzed and Hydrogen. Second, the coil is required
to be highly efficient under strong static magnetic field B0 in order to maximize
the signal-to-noise ratio (SNR). Birdcage coils produce a very homogeneous ro-
tating magnetic field, inside the coil, that is able to both excite (or transmit)
atomic spins and acquire (or receive) signal from the perturbed spins as they
realign themselves with the static B0 field. The homogeneity of the generated
magnetic field is proportional to the signal-to-noise ratio (SNR) obtained from
the coil. A better SNR will allow for more accurate analysis of metabolites in
the human body[8]. The number of variables (or parameters) that a birdcage
coil has makes it a difficult structure to model. However, one approach to satisfy
the requirement for homogeneity of the magnetic field would be to optimize the
physical dimensions of the coil. A novel heuristic based optimization technique
is presented in this article that combines the features of the Genetic Algorithm
and Finite Difference Time Domain (FDTD) simulations to optimize the bird-
cage coil configuration. Also discussed in this article are novel techniques to
determine various geometric parameters for constructing a coil using the Con-
trol Language (CTL) and simulations using the MEEP FDTD library [7]. In

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 197–205, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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addition, a custom in house simulator was built based on FDTD for the specific
needs of the experiment. The goal of the research is to identify an automated
optimization methodology that enhances the performance of customized patient
RF coils over existing trial and error methods.

2 Birdcage Coils

The RF coil serves one of two purposes, to generate RF pulses at the Larmor
frequency in order to excite the nuclei in the object to be scanned and to pickup
RF signals emitted by the nuclei at the same frequency. When generating RF
pulses the coil is called an RF transmit coil, and when receiving, the coil is
called an RF receive coil. The magnetic field of the RF pulse generated by an
RF transmit coil is the B1 field, whose direction is perpendicular to the direction
of the main magnetic field B0. Note, the B0 field is along the coil axis while B1

field is perpendicular to the B0 field. To obtain high quality MRI images the coil
must generate a homogeneous B1 field when transmitting and, when receiving,
the coil must have a high Signal-to-Noise Ratio (SNR) and have the same signal
gain in the region of interest. The birdcage coil is especially known for its ability
to produce homogeneous B1 fields over the large volume in the coil. The Fig. 1
shows various types of birdcage coil configurations[5].

(a) Lowpass Birdcage (b) Highpass Birdcage (c) Bandpass Birdcage

Fig. 1. Types of Birdcage coils

The coils have two basic parts; the rings and the rungs (or legs). The rings
form the cylindrical shape of the birdcage coils, and the legs are usually equally
spaced strips or wires. Capacitors may be placed on either the rings or the legs
of the coil. When the capacitors are on the legs, the coil is said to be configured
as a lowpass birdcage coil, as shown in Fig. 1a. If the capacitors are on the
rings then the coil is a highpass birdcage coil, as shown in Fig. 1b. Finally if the
capacitors are on both the rings and the legs, as in Fig. 1c, the coil is called a
bandpass or hybrid birdcage coil.



Homogeneous RF Coil Design Using a GA 199

The configuration of the coil determines how the current flows through the
coil, which plays a major role in the mode in which the coil can operate. The
resonant frequency of the lowpass coil can be calculated using (1). Where, m
is the resonant mode, N is the number of legs, C is the capacitance, M is
the self-inductance of the legs and L is the self-inductance of the connector
for the capacitors. A lowpass coil can operate in the modes defined by m =(
0, 1, 2, . . . , N

2

)
. The lowpass birdcage coil is operated usually with m = 1, the

second lowest resonant, since in resonant mode m = 0 the resonant frequency is
zero. The m = 1 mode is called the primary mode and is the mode which gives
the most uniform magnetic field in the center of the coil. The current distribution
around the legs of the coil has the pattern of a sinusoidal wave.

ωm =
1

√

C

(
M + L

2sin2(πm
N )

) (1)

Similarly, for a highpass birdcage coil, the resonant frequency is given by (2)
and the resonant mode of a highpass coil is defined by m =

(
0, 1, 2, . . . , N

2

)
.

However, unlike the lowpass coil, at m = 0 the highpass coil has the highest
resonant frequency and for m = 1 it has the second highest resonant frequency.
Finally, for a bandpass birdcage coil the resonant frequency is given by (3).
The resonant mode of the bandpass coil is also defined by m =

(
0, 1, 2, . . . , N

2

)
.

The end-ring resonant mode of the bandpass coil is given by m = 0. Unlike
the lowpass or highpass birdcage coils, the m = 1 frequency are not the second
lowest or the second highest resonant frequencies.

ωm =
1

√
C
(
L+ 2Msin2

(
πm
N

)) (2)

ωm =

√
L+ 2Msin2

(
πm
N

)

1
C + 2

C′ sin2
(
πm
N

) (3)

A more advanced coil structure can be developed using the basic coils shown
in Fig. 1. An example of such a coil is the dual-tuned birdcage coil Fig. 2,
which has three lowpass birdcage coils connected along the axis and the end-
rings are fused together. The dual-tuned coils are commonly used types of coils in
MRI/MRS examinations. A dual-tuned birdcage coil has the following geometric
parameters that could be optimized such as the diameter (d), the length of the
inner birdcage (li), the length of the outer birdcage (lo), the number of legs or
rungs of the birdcage (n), and the width of the copper strip (w). Initially, to
simplify this problem, lo is assumed to be 0, turning the dual-tuned coil into a
single-tuned coil, Fig. 1a. This constraint was added to reduce the number of
dimensions to be searched in the search space. Also, a single-tuned coil has fewer
design parameters over other coil types such as concentric, 4-ring, and alternate
rung designs. Another design choice made is that the coil is tuned for Hydrogen
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Fig. 2. Structure of a four-ring dual tuned birdcage coil. d: diameter of the coil; li:
length of the inner birdcage; lo: length of the outer birdcage; Ci: capacitors on the
inner birdcage; Co: capacitors on the outer birdcage. The figure on the right is the
longitudinal plane view. Point A: feeding and sampling point for the outer birdcage;
Point B: feeding and sampling point for the inner birdcage; Point O: sampling point in
the center of the coil.[1]

(1H) having a 127.7 MHz frequency at 3T . A 1 volt signal at this frequency
is applied to force resonance in the coil. The resonance was achieved by phase
shifting the signal for each of the legs of the coil. The phase shift is equal to the
angular distance between the various legs of the coil.

The homogeneity of the field within the coil is determined by calculating the
mean (f) and the standard deviation (fsd) of the field inside the coil. That is,
the total volume within the coil is sectioned into cubic segments (e.g., cubic
centimeters), and the individual segment homogeneity values are calculated and
then combined to form the coil’s overall homogeneity. The magnetic field is
considered homogeneous if the standard deviation of the field throughout the
birdcage coil is less than 10% of the mean field strength[6]. The optimization
problem here involves maximization of the volume within the coil where the field
is homogeneous.

3 Experiment Setup

The problem representation used for the genetic algorithm is an array of real-
valued numbers. Table 1 describes the range of values each gene (or parameter)
can take. The two genes d and l represent the diameter and length of the inner
coil as in li in Fig. 2. The outer coil length for this article is treated as 0. The
limits for the diameter and length of the coil were based on the anatomy of the
patient the coil is designed to target, that is, the patient’s head (note, other
medical diagnostic procedures may call for targeting the patient’s knee or ankle,
for example). The number of legs in the coil is represented by n, although in
the representation it is treated as a real valued number, the fractional part is
ignored when the coil is built within the simulation.
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The range for the strip width sw was chosen based on the largest possible
multiple of 5mm that can fit in the coil with the smallest radius and most
number of legs. This is given by π.dmax

nmax
= π.180mm

20 = 28.27mm ≈ 25mm, which
is the maximum width of the copper strip that can be used in a coil with the
smallest diameter. This limit was imposed to avoid situations where the copper
strip would leave no space between the legs due to overlap. The limit on the
multiple of 5mm, was for ease of physical design. This may be later tweaked to
handle more and finer divisions. Also, another assumption is that the copper
strip width defines the strip width for every leg and ring in the coil. This means
when the coil is constructed only one type of copper strip can be used to make
the physical coil. This parameter could be redefined for each of the legs and end
rings of the coil, but, here we consider a single value for simplicity.

The capacitance that would go on the coil for either the highpass or the
lowpass design is indicated by C in Table 1. The capacitance is assumed to
be same on every leg of the coil to keep the coil simple. However, band-pass
or hybrid coils require two capacitance values, one for each of the lowpass and
highpass parts of the coil circuit. The range of the capacitor is set between 50pF
and 500pF, so that the tolerance level on the physical model does not impact
the field. If the capacitance is very small then it becomes harder to tune the
capacitor to the exact value. The coils are very sensitive to capacitance and a
slight change in capacitance can cause distortions in the magnetic field.

The homogeneity of the coil was determined by computing the standard de-
viation and average of the magnetic field magnitude within a sphere of diameter
0.8d, where d is the diameter of the coil being tested. This was done to ensure
that at least the region in the center of the coil was homogeneous, since the
center of the coil was the point of focus in this experiment. Any coil that did not
fit the criteria was marked as an infeasible design. This was done to ensure that
coils which fit the criteria had higher fitness and priority as the search algorithm
progressed.

Table 1. Coil representation and gene description

Index Symbol Minimum Maximum Description

1 d 180mm 250mm Diameter

2 l 100mm 450mm Coil Length

3 n 3 20 Legs or Rungs on the coil

4 sw 5mm 25mm Width of Copper Strip

5 C 50pF 500pF Capacitance

6 Δd 0mm 20mm Change in diameter

7 Δl 0mm 25mm Change in length

8 ΔC 0pF 25pF Change in capacitance

The mutation operation in the GA was controlled using Δ parameters, which
were also evolved along with the other parameters for the geometry of the coil.
The Δ parameters define the range that the corresponding coil parameter can
take during the mutation process. For example, suppose the coil length is 250mm
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and Δl is 20mm, then after the mutation step the coil can have a length in the
range [250mm, 270mm]. Further, the mutation was also forced to choose values
which are multiples of 5mm (for length measures) or 5pF (for capacitance), this
was done for ease of physical design. So, from the previous example, the coil can
take either one of the following lengths, 250mm, 255mm, 260mm, 265mm, and
270mm.

The birdcage coil design objective here is to maximize the fitness function.
There are two parts to the fitness function, the volume part fv and the homo-
geneity part fh. Maximizing the fitness function causes the volume of the homo-
geneous region to expand. Similarly, the homogeneity of a volume is obtained
by calculating the mean and standard deviation of the field strength within the
chosen volume [3] [4]. The homogeneity factor fh increases as the region becomes
more and more homogeneous. The upper limit to the fitness function is the vol-
ume of the coil. This is because volume fv can vary between 0 to the volume
of the coil, and fh varies between 0 and 1. fv contains the volume of the region
inside the coil where the standard deviation of the magnetic field is less than
10% of the average field strength.

fh =
fsd

f
(4)

In (4), fsd is the standard deviation, f is the mean of the magnetic field homo-
geneity. The fitness value is calculated by taking the product of fv and fh, (5)
represents the fitness function. The feasibility of an individual coil is determined
by values of fsd and f , a feasible birdcage coil will have fsd less than 10% and
f is greater than some pre-specified lower bound based on the source voltage.

f =
fh
fv

(5)

The time domain magnetic field characteristics of a coil were simulated by a
software package called MEEP (MIT Electromagnetic Equation Propagation)[7].
The package uses CTL (Control Language) input for design specifications to
simulate coils. To calculate the fitness of the coil the field strength throughout
the overall volume of the coil has to be determined. This is done by converting
the individual design of a coil into a CTL File. The thickness of the copper strip
was set to a typical value of 2mm; this was done for the ease of simulation. A
1 Volt sinusoidal signal was applied to each leg of the coil. To induce forced
resonance the frequency was set to the resonant frequency of Hydrogen (1H)
and the signal was phase shifted for each leg, the phase shift was equal to the
angular distance between each leg within a 3T MRI machine. At the end of the
simulation the magnetic field strength for the coil was stored in an HDF5 file,
typically several megabytes for an individual coil. The contents of this file were
extracted using the H5dump utility in order to provide a human readable format.
For this experiment the following field values were extracted from the file, Bx,
By and Bz. The extracted content is a vector, whose magnitude is determined
and is used to calculate the mean and standard deviations of the magnetic field.
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The material used for simulation had a dielectric number of 12. The space within
the coil was filled with air. The boundaries of the simulation space were made
with PML (Perfectly Matched Layer) with unit size. The coil design simulation
is a very computational and data intensive procedure taking many hours for the
evaluation of a single fitness function.

Since a simulator was used to compute a coil’s magnetic field, the time re-
quired to compute the fitness function of each individual was fairly large (but
less than the time required to build and test a physical birdcage coil, and much
less expensive; not to mention the evaluation time in an MRI machine). This
means that the population size, in the GA, had to be small in order to get timely
results. So a population size of 20 was used in the experiments. The genetic al-
gorithm was configured to be generational, and to use tournament selection with
a tournament size of 4. One point, two point, uniform and arithmetic crossover
were implemented, and the crossover technique was chosen at random when cre-
ating a child. The probability of crossover was set to 0.9. The mutation operator
used the ranges defined in Table 1 to update various parameters by uniformly
sampling for a value in the range. The operator was forced to choose values that
were multiples of 5 for ease of physical design.

The termination criterion was met when the coil’s homogeneous volume was
greater than or equal to 70% of total coil volume. That is, when the homogeneity
of the coil reaches at least 70% of the volume of the coil the genetic algorithm
is stopped. This could be further tightened for future experiments. After termi-
nation, each individual was converted to a CTL file for simulation with MEEP.
The limit on homogeneity was set to 10%, and the optimization rules required
the coil to be homogeneous as much as possible.

4 Preliminary Experiment Results

The experiment was set up and run as a preliminary test, and each evaluation
took between 30 minutes and six hours, depending on each coil simulated. The
result files generated from the simulation were of HDF5 format and analyzed
using HDF5 scientific data format analysis software. From the preliminary runs
it was observed that the initial set of randomly generated coils had homogeneity
of 15% to 30% and the homogeneity improved with each generation by a small
degree. For the test run, the population size was set to five individuals only.
The computing resources available were not sufficient to perform a complete run
of the genetic algorithm process since the average duration of each complete
simulation lasted several hours. However, it provided insight into the complexity
of the problem. It was observed that there were two areas that needed attention,
first limitations of the simulation environment and second infeasible coils. The
simulator limitations were basically due to either digitization issues or resource
issues. The connection between the signal source and the coil was designed as
a point source. But due to digitization errors sometimes the contact would not
form correctly. This was fixed by adding a spread area to the point contact source
to ensure that contact was made. The resource issue with the simulator was
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due to the resolution used to simulate the coils. Higher resolution yielded more
accurate models but the simulation time was too long, lower resolution took less
time but the results were not accurate. Also, the physical resources consumed
when generating result files added another constraint to the resolution value.
After several trails a reasonable size for the FDTD cells was finally obtained,
which was 1mm× 1mm× 1mm.

From the preliminary runs it appeared that the simulation time would be a
factor impacting the duration of the heuristic search process. To address this is-
sue, the simulations were done with a frequency domain solver because it reduced
to computation needed to analyze the time domain data and extract the field
strength. In the time domain, the changes in the field over a duration of time
are captured, for this project the strength of the field for a particular frequency
was needed. In the frequency domain, we can observe a particular frequency and
avoid capturing snapshots over time. To reduce the overhead of creating and
working with CTL files, an in-house simulator was developed for this experi-
ment. The current version of the simulator is designed with a highpass birdcage
coil as the base model[2]. Our simulator considerably improved the simulation
time for each coil to be within about one to twenty minutes. Some of the coil
configurations and their fitness values are shown in Table 2.

Table 2. Results from the in house simulator. The objective is to reduce the fitness
value.

# d mm l mm n sw mm C pF Fitness

1 240 435 2 20 160 0.00013776

2 245 420 14 10 150 0.00014870

3 240 450 8 10 440 0.00019616

4 250 440 8 25 430 0.00020716

5 160 245 9 20 160 0.00100174

6 175 240 19 10 325 0.00156397

7 190 210 18 25 385 0.00187419

8 190 255 19 15 445 0.00213201

Genetic algorithms may be able to generate coils that are more efficient than
coils designed by iterative trial and error methods, and we fully expect this to
be true. This is because of the ability of the genetic algorithm to explore a
large search space relatively quickly. Further study is required to design genetic
algorithm techniques that can converge faster with fewer numbers of generations.
One of the methods is to create individuals across the diagonal of the hyperspace
formed by the various variables. This diagonal is the principal diagonal that
starts with all values at a minimum and extends to all values at their maximum.
To further improve the chances, an approximation of the search space will be
developed based on the results of randomized coils and the principal diagonal
coils. This approximation will aid in identifying the region where the search
would be more promising. The work in progress is to develop a baseline procedure
for designing radio frequency birdcage coils for MRI diagnosis of problems within
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the human head. After generating satisfactory results, the coil models will be
extended to account for more advanced geometry, such as concentric, overlapped,
axially spiral, and cross-sectional spiral type coil designs. In addition, we plan to
investigate alternative search schemes such as particle swarm optimization for
this important real-world problem.
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Abstract. The determination of which parts of a DNA sequence are
coding is an unsolved and relevant problem in the field of bioinformatics.
This problem is called gene prediction or gene finding, and it consists of
locating the most likely gene structure in a genomic sequence.

Taking into account some restrictions, gene structure prediction may
be considered as a search problem. To address the problem, evolutionary
computation approaches can be used, although their performance will
depend on the discriminative power of the statistical measures employed
to extract useful features from the sequence.

In this study, we test six different content statistics to determine which
of them have higher relevance in an evolutionary search for coding and
non-coding regions of human DNA. We conduct this comparative study
on the human chromosomes 3, 19 and 21.

1 Introduction

A genomic sequence is a string composed of four nucleotides, A, T, G and C,
which codify in groups of three, called codons, the amino acids that form nec-
essary proteins for all organisms to live. The gene is the structure that codifies
the proteins. In eukaryotes, the coding sequence is usually broken by non-coding
sequences, called introns, that are excised during the transcription in a process
called splicing. The coding pieces are called exons. In this way, the eukaryotic
gene begins with a first exon, then any number of pairs of introns and exons, and
ends with a last exon, which finishes with a stop codon. There are also eukaryotic
genes composed by a single exon. This study is concerned only with eukaryotic
gene recognition because of its importance and difficulty. The boundary between
an exon and an intron is called a splice donor site, and the boundary between
an intron and an exon is called a splice acceptor site. The actual gene also has
sequences of nucleotides before the start codon and after the stop codon, which
are known as the untranslated terminal regions (UTRs). However, it is usual in
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gene recognition to use the term “gene” when referring only to the coding part
of the gene because that part determines the protein structure.

The terms gene recognition, gene structure prediction or gene finding, in ad-
dition to others, are used when determining which parts of a sequence are coding
and constructing the whole gene from its start site to its stop codon [1,11]. Gene
recognition is one of the most important open problems in the field of bioinfor-
matics. The subtle sources of evidence and the many pitfalls associated with the
problem make gene recognition in eukaryotes one of the most challenging tasks
in this field.

Gene recognition may be considered as a search problem, in which many
sources of evidence are combined in a scoring function that must be maximized
to obtain the structure of a probable gene. There are two basic approaches to gene
structure prediction. Homology-based approaches search for similar sequences in
databases of known genes. These methods are usually called extrinsic methods.
It is clear that only genes that are somewhat similar to known genes can be
identified in this way. The second set of methods are usually known as intrinsic
methods and consist of two basic approaches: ab initio and de novo methods.
Both are based on identifying the features that characterize a coding region
and/or the functional sites and using them to find the correct structure of the
unknown genes. Ab initio methods use only the information of the genome to be
annotated (the target genome), whereas de novo methods add information from
one or more related genomes (the informant genomes).

The methods for obtaining and using information from genomes are many, in-
cluding neural networks, hidden Markov models and conditional random fields.
These methods are used to recognize genomic sequence patterns that are char-
acteristic of splice donor and acceptor sites, translation initiation sites (TIS)
and termination sites, and/or features specific of coding regions. Some of these
methods are also used to find other important parts of genes, such as promoters,
untranslated terminal regions or polyadenylation sites.

Evolutionary computation approaches have achieved promising results [12].
However, their performance is highly dependent on the coding statistics used
to characterize the sequence. Many such statistics have been proposed in the
past. The use of a good set of coding statistics directly impacts the recognition
accuracy. Therefore, the selection of a set of optimal features for classification
of coding and non-coding sequences should be performed carefully. Although
systematic comparisons of feature performance exist, a study using evolutionary
approaches has yet to be conducted.

The statistics used can be classified into two groups: content statistics and
site statistics. Content statistics are used to determine whether a certain region
is coding, whereas site statistics are used to find the functional sites of the
sequences. However, this last task is better accomplished using classifiers such
as support vector machines [3]. Thus, we focus this study on content statistics.

The main objective of this study is to demonstrate which content statis-
tics can be efficiently used for gene prediction using evolutionary computation.
Six measures of different types were chosen: in-frame hexamers, bulk hexamers,
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position asymmetry, length distributions, average mutual information and local
compositional complexity, all of which are tested in an evolutionary framework
for gene recognition.

The remainder of the paper is organized as follows: Section 2 describes the
content measures addressed in the study, Section 3 presents the evolutionary
algorithm that will be used as a gene finder system, Section 4 states the experi-
mental setup and results, and Section 5 provides the conclusions of the study.

2 Content Statistics

This paper presents a study of several statistical features that are often used
for discriminating between coding and non-coding DNA regions. The feature
strength was compared inside an evolutionary algorithm framework. A total of
six content statistics were studied: in-frame hexamers, bulk hexamers, position
asymmetry, local compositional complexity, exon length distributions and aver-
age mutual information.

In-frame hexamers and bulk hexamers statistics are related to codon usage
bias. Position asymmetry is related to the asymmetric feature of the distribution
of nucleotides at the three codon positions. Local compositional complexity is
based on richness of exon information. Length distribution is based on the differ-
ent average lengths of exons and introns. Average mutual information statistics
are related to the correlation between nucleotides at a certain distance. A de-
scription of these statistics follows:

1. In-frame hexamer frequency (IFH). It has long been known that synonymous
codons are not used with equal frequencies and that different organisms differ
in their patterns of codon usage. The in-frame hexamer score for the interval
starting at nucleotide i and ending at j, IF6(i, j) is calculated as follows:

IF6(i, j) = max

⎧
⎪⎨

⎪⎩

∑
k=0,3,6,...,j−6 ln( fk

Fk
)

∑
k=1,4,7,...,j−6 ln( fk

Fk
)

∑
k=2,5,8,...,j−6 ln( fk

Fk
)

(1)

where fk is the frequency, in the table of in-frame hexamers in human cod-
ing sequences, of the hexamer starting at position k in the interval. In the
calculation, Fk is the frequency of the same hexamer in a random population
based on the base composition of the sequence. Hexamers with occurrences
equal to those expected by composition have IF6 = 0, those preferred have
a positive score and those avoided, a negative score. First exons, last ex-
ons, internal exons, unique exons and introns hexamers are evaluated from
different frequency matrices.

2. Bulk hexamer (BHEX). It could be useful to consider a genomic sequence as
a series of overlapping hexamers without considering its reading frame. This
approach is useful because the log-likelihood statistic applied to in-frame
hexamers in exons can be applied in this form to intron sequences as well. It
has been determined [2] that the frequencies of hexamers can differ greatly
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in functionally different classes of sequences and can be used to discriminate
among them. The bulk hexamer score for the interval i to j belonging to
sequence class X, BHEX(i, j) is defined as follows:

BHEXx(i, j) =

j−6∑

k=i

ln(
fx

k

Fk
) (2)

where fk is the frequency of hexamer k in sequence class x and Fk is the
frequency of hexamer k in a random population based on the base compo-
sition of the locus in question. Thus, this statistic is similar to the IFH test
except that the log-likelihood is summed over all reading frames and that
each sequence class is compared with its own hexamer frequency table.

3. Position asymmetry (PA). Let f(b, r) be the relative frequency of nucleotide

b at codon position r. Let f(b) =
∑3

r=1(f(b, r))/3 be the average frequency
of nucleotide b at the three codon positions, and define the asymmetry in the
distribution of nucleotide b as the variance of this frequency, i.e., asym(b) =
∑3

r=1(f(b, i)− f(b))2, and the PA of the sequence is defined as follows [5]:

PA = asym(A) + asym(C) + asym(G) + asym(T ) (3)

4. Local compositional complexity (LCC). In non-coding regions of the eukary-
otic genomes is typical to find large amounts of repetitive DNA sequences. In
contrast, coding regions hold information richness. This property, quantified
by the Shannon information [13], is a measure of the local redundancy of the
sequence. We can define a local compositional complexity of a segment as a
statistical property to distinguish between coding and non-coding sequences.
This local entropy measure, LCC, using a segment of nucleotides of length
L, is defined as:

LCC = −
∑

k={A,C,G,T}
(
Nk

L
)log2(

Nk

L
) (4)

where Nk is the number of times base k occurs in the segment of nucleotides
of length L [9].

5. Length distribution (LD). This statistic provides evidence that introns and
exons have different extreme and average lengths [6]. Even within the class
of exons, the length distributions of first, last and internal exons all differ
significantly from one another. This information can be used as evidence
that an interval is a member of a particular sequence type by looking up the
frequency of the interval length in a table. A low score can be used as strong
evidence that the interval is not part of the actual solution.

6. Average mutual information (AMI). The correlation (ρij(k)) between nu-
cleotide i and nucleotide j at a distance of k nucleotides can be calculated
as ρij(k) = pij(k)−pipj , where pi and pj are the probabilities of nucleotides
i and j in the sequence and pij(k) is the probability in the sequence of the
pair of nucleotides i and j at a distance of k nucleotides [7]. Thus, for each
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distance k, 16 different individual correlations can be calculated. A mea-
sure that summarizes all individual correlations at a given distance k is the
mutual information function,

I(k) =
∑

Pi,j(k)log2(
Pi,j(k)

PiPj
) (5)

The mutual information I(k) quantifies the amount of information that can
be obtained from one nucleotide about another nucleotide at a distance k. In
coding DNA, I(k) oscillates between two values, whereas in non-coding DNA,
I(k) is rather flat. The two values between which I(k) oscillates in coding
DNA in the in-frame mutual information are called Iin at distances k =
2, 5, 8, . . . , and the out-of-frame mutual information Iout at k = 4, 5, 7, 8, . . ..
To reduce the pair of numbers Iin and Iout to a single quantity, we compute
the average mutual information (AMI) as follows:

AMI =
Iin + 2Iout

3
(6)

3 Evolutionary Gene Recognition Framework

As previously mentioned, gene recognition can be considered as a search prob-
lem, and therefore an evolutionary approach can be taken. The evolutionary
system developed to test each feature used a standard genetic algorithm the
fitness function of which is a sum of different scores of each segment in the
gene structure. The search is conducted considering only a source of evidence
corresponding to the signals that identify coding regions. The application of
evolutionary computation to gene structure prediction is based on a two-step
procedure. The first step consists of reducing the search space. In a second step,
we develop the evolutionary algorithm to find the most likely gene structure.

The first step is devoted to limiting the search space. At first sight, a gene
appears to be a structure delimited by two sites, the start and stop codons. In a
second approach, between these two boundaries are two different substructures,
exons and introns. Exons and introns are bounded by a donor and an acceptor
splice site, with the exception of the first exon, which begins with the start
site, and the last exon, which finishes with the stop signal. If we consider no
restrictions, the search space would be huge, and any method would be likely
to fail. The common approach for reducing the search space is to limit the
putative start, splice and stop sites to the most probable ones. In our system,
we used support vector machines (SVMs) with a string kernel function [10] for
site recognition. String kernels are appropriate and specific function kernels to
handle character sequences.

The SVM model is obtained from a dataset of known genes using a super-
vised training method. Specifically, we consider every actual site and canonical
but false site that was found in the set as positive and negative patterns for
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training, respectively. Because we had a class-imbalance problem, a random un-
dersampling algorithm was used.

Random undersampling consists of randomly removing instances from the
majority class until a certain criterion is reached. In most studies, instances are
removed until both classes have the same number of instances. Several studies
comparing sophisticated undersampling methods with random undersampling [8]
have failed to establish a clear advantage of the former.

With this method, setting a certain threshold, we obtain a set of possible
start, stop and splice sites that will be the only ones considered. Table 1 shows
sequence window lengths used for each site to train the SVM. These values
were experimentally calculated as a compromise solution between accuracy and
execution time. It must be noted that these windows are considerably longer
that those used previously in other studies [4]. Our experiments found that the
use of smaller windows has a large negative impact on the performance of the
gene recognizer.

Table 1. SVM string kernel window lengths for the different sites

Site Length Upstream Offset Downstream Offset

TIS 50 bps 10 bps 37 bps
Donor 52 bps 24 bps 25 bps
Acceptor 52 bps 24 bps 25 bps
Stop codon 103 bps 50 bps 50 bps

A second reduction of the search space is achieved by taking into account the
constraints in the gene structure:

– The exons do not overlap.
– The gene starts and finishes with an exon.
– An intron must be flanked by two exons.
– A gene can be composed of only one exon.

The initial population of the genetic algorithm is randomly obtained from the
possible exons that satisfy the above constraints. The codification of each in-
dividual is a string of integers that represents the sites of the gene. The initial
population is divided into a number of subpopulations in which the individuals
are placed depending on their number of exons. An individual may migrate to
another population when a mutation modifies its length.

For each generation, several actions are performed:

– Selection. Selection is performed using binary tournament to avoid excess
selective pressure and to handle the maintenance of the balance among the
numbers of exons of the individuals. The subpopulations with different num-
bers of exons are kept with the same number of individuals. Elitism is applied
to avoid losing the best solutions to that point.
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– Crossover. Crossover is conducted randomly by recombining the exons of
two parents to obtain two offspring. The offspring substitute their parents.

– Mutation. This operator consists of randomly modifying exon boundaries
or removing, adding or exchanging an exon. After mutation, the individual
is checked to ensure its viability.

The algorithm is a standard generational genetic algorithm [14] with the par-
ticularity that we have forced an even distribution of the lengths of the genes,
in terms of number of exons, to avoid a premature convergence to a suboptimal
solution.

3.1 Relationship among Features and Fitness Function

In our evolutionary approach, we have used a fitness function that is as simple
as possible. It must be remembered that our main objective is to develop a
system that proves the validity of different statistical features for evolutionary
gene recognition. We are not creating a system that is competitive with current
gene recognizers, which are very complex programs.

The fitness of the possible solution is calculated, evaluating each segment in
terms of its type. In this way, first exons, last exons, internal exons, unique
exons and introns are evaluated differently. For all of these types, there is a
common measure, content statistics we are testing in turns. It has long been
known that synonymous codons are not used with equal frequencies and that
different organisms differ in their patterns of codon usage.

Additionally, for each site we calculated a score based on a trained SVM. Each
segment (i, j) of the sequence will have a score that depends on its type, k: first
exon, f ; internal exon, e; internal intron, i; last exon, l; and unique exon, u. The
score of a segment of type k, from j to l, Sk(j, l), represents the probability of
the segment of being of type k. The score is the value of the content statistic for
a segment of nucleotides using the statistics methods explained. The fitness for
an individual is the sum of the scores for all of its sequences:

F = Sf (h, j) + Si(j + 1, n) + Se(n+ 1, l) +

Si(l + 1,m) + . . .+ Sl(p+ 1, n) (7)

3.2 Evaluation Measures

Accuracy is not a useful measure for imbalanced data. In the prediction of gene
structure, the ratio of coding against no coding regions is heavily imbalanced, and
therefore other measures must be used. Several measures have been developed
that consider the imbalanced nature of the problems. Given the number of true
positives (TP), false positives (FP), true negatives (TN) and false negatives
(FN), we can define the following two basic measures: sensitivity Sn = TP

TP+FN

and specificity Sp = TN
TN+FP .
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These are common measures in any class-imbalance problem. There are also
measures specific to the gene recognition task. One of the most commonly used
measures of this type is the correlation coefficient, CC:

CC = (TP )(TN)−(FP )(FN)√
(PP )(PN)(AP )(AN)

(8)

where PP are the predicted positives, AP the actual positives, PN the predicted
negatives and AN the actual negatives. CC will be our main measure of the
performance of the method.

The source code used for all methods, in C and licensed under the GNU Gen-
eral Public License, as well as the partitions of the datasets, are freely available
on request from the authors.

4 Experimental Setup and Results

The system was tested for each feature on the chromosomes 3, 19 and 21 of the
human genome. Chromosome 3 has 4 contigs where 1497 genes are distributed,
chromosome 19 has 1767 genes distributed on 4 contigs and chromosome 21 has
312 genes on 8 contigs. The size of the whole dataset is more than 200 million
nucleotides. For evaluating the performance of the system with each statistic
feature, we used k-fold cross-validation, where k is the total number of contigs.

Four different SVMs were trained to predict translation initiation sites, donor
splice sites, acceptor splice sites and stop codons. Then, we performed the de-
scribed evolutionary processes. The evolution to obtain the gene structure of each
test sequence was performed for 1000 generations. The populations consisted of
200 individuals.

The results obtained in the experimental process are shown in tables 2 and
3. G+C content determines the sequence of the statistical features. To optimize
the performance of the system, the training set was divided into three groups,
depending on the G+C content of the sequences. Table 2 shows the percent-
age of correctly predicted exons, overlapped predicted exons, completely wrong
exons predicted and the percentage of actual exons predicted correctly, actual
exons predicted overlapped and exons not found. Table 3 shows the correlation
coefficient, sensitivity and specificity at the nucleotide level.

The first interesting finding is that the relative performance of the content
statistics does not depend on the G+C content. Regarding the behavior of each
statistic, both tables show a similar trend. IFH is clearly the most discrimi-
nant measure, achieving better accuracy than all of the remaining measures at
the exon level and at the nucleotide level. BHEX is the second measure in dis-
criminative power. AMI and LCC show a medium performance at both levels,
whereas LD shows poor performance also at both levels. PA shows a medium
performance at the exon level, but it is the worst-performing statistic at the
nucleotide level.
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Table 2. Comparative statistical feature results for chromosomes 3, 19 and 21 at the
exon level

G+C content CC Sn Sp

Low 0,285 0,270 0,558
AMI Medium 0,289 0,273 0,578

High 0,335 0,301 0,741

Low 0,423 0,295 0,806
BHEX Medium 0,366 0,274 0,670

High 0,415 0,306 0,790

Low 0,475 0,355 0,865
IFH Medium 0,451 0,331 0,797

High 0,453 0,341 0,835

Low 0,253 0,691 0,435
LCC Medium 0,227 0,669 0,269

High 0,242 0,695 0,348

Low 0,185 0,463 0,345
LD Medium 0,193 0,490 0,298

High 0,223 0,426 0,394

Low 0,335 0,987 0,427
PA Medium 0,320 0,936 0,335

High 0,287 0,976 0,284

Table 3. Comparative statistical feature results for chromosomes 3, 19 and 21 at the
nucleotide level

Predicted Actual

G+C content Exact Overlap False Exact Overlap False

Low 0,333 0,455 0,212 0,295 0,347 0,357
AMI Medium 0,322 0,472 0,205 0,177 0,221 0,600

High 0,237 0,535 0,226 0,149 0,345 0,504

Low 0,433 0,437 0,130 0,147 0,423 0,428
BHEX Medium 0,463 0,383 0,152 0,191 0,159 0,648

High 0,477 0,397 0,125 0,191 0,294 0,513

Low 0,530 0,352 0,118 0,247 0,223 0,528
IFH Medium 0,529 0,361 0,108 0,220 0,125 0,654

High 0,543 0,361 0,095 0,234 0,169 0,595

Low 0,261 0,643 0,095 0,234 0,169 0,595
LCC Medium 0,205 0,614 0,180 0,142 0,412 0,445

High 0,197 0,633 0,168 0,133 0,649 0,216

Low 0,091 0,818 0,091 0,037 0,348 0,614
LD Medium 0,085 0,848 0,065 0,027 0,258 0,714

High 0,072 0,777 0,149 0,046 0,342 0,610

Low 0,056 0,873 0,071 0,023 0,327 0,656
PA Medium 0,024 0,925 0,050 0,015 0,320 0,663

High 0,136 0,834 0,028 0,083 0,341 0,574
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5 Conclusions

In this study, we have investigated various content statistics that are commonly
used to obtain evidence of coding regions in DNA sequences. These measures
have been studied inside an evolutionary computation framework for gene recog-
nition. This study has concluded that IFH is the most relevant measure. The
superior performance of this measure has been confirmed at both the nucleotide
and the exon level. The study has been performed considering three levels of
G+C content.

In future research, it would be interesting, although computationally quite
expensive, to perform the same study by grouping the measures instead of testing
each measure in isolation.
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Abstract. This paper proposes a method for enhancing accuracy of point clouds 
which are generated from small baseline of sequence images. The main 
contributions are threefold: First, the constraints of image pair-wise are 
computed based on  invariant feature. The correspondence problem is solved by 
iterative method which remove the outlier. To avoid the disadvantage of 
incremental structure from motion, the global rotation of cameras are estimated 
by a robust method in the second step. These global rotations are fed to the 
point clouds generation procedure in next (third) step. In contrast with bundle 
adjustment which can gain local minima of back-projection error in L2-norm, 
the proposed method utilized error minimization in L∞-norm to triangulate 
accurately 3D points recast in quasiconvex optimization form. The simulation 
results will demonstrate the accuracy of this method from large view scene 
images in outdoor environment. 

Keywords: SIFT, correspondence, RANSAC, global rotation estimation, 
convex optimization. 

1 Introduction  

3D reconstruction of objects in large view scene is one of important process in vari-
ous applications of virtual environment, scene planning and navigation of autonomous 
mobile robot. Some progress has been made in the 3D reconstruction which is ob-
tained during the last few years but still there is no methods satisfy the requirement of 
high accurate structure. Also, some of them needed a large amount of work done by 
hand or apparatus, such as laser radar, and airborne light detection and ranging. They 
are usually expensive and require much more time for data acquisition. 

In recent years many well known algorithms have been developed for 3D 
reconstruction and motion estimation, which can roughly be devised into several 
categories, namely methods using bundle adjustment [1], methods based on 
factorization [2-4] and hierarchical methods [5-6]. In the first group, multi-view 
structure from motion start by estimating the geometry of two views. These structure 
will be used to estimate the pose of the adjacent camera. The quality of the 
reconstruction depend heavily on the initial structure of first pair cameras [7], [8]. 
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Another disadvantage of this method is the drift problem [9]. The expensive 
computation and acummulate errors increase in iterative process of adding new 
camera of this sequence method. This is also the strong weak point of  visual SLAM 
(Simultaneous Localization and Mapping) based on bundle adjustment. In the second 
group, the missing data and sensitivily to outliers is the main problem. It is well 
studied by some author groups, e.g. in [4]. In the third group, the input images will be 
arrange in the hierarchical tree and they are processed from root to the top. 

Without using any addition device, e.g. laser sensor out of calibrated images from 
single camera, our proposed method overcomes some disadvantages mentioned 
above. It is much cheaper and compact. The flow chart of proposed method can be 
seen in figure 1. Using monocular camera, images are acquired from objects of the 
scene. SIFT algorithm [10], [11] is applied to find invariant feature and matching for 
each pair of views in combinatorial form. The estimation of fundamental matrix and 
intrinsic parameters of camera is computed base on 8-points RASAC algorithm [12] 
and calibration method [13] respectively. Essential matrix is derived from computed 
fundamental matrix and above calibration information. The initial pair-wise rotation 
will be obtained using the method from Horn [14]. The global camera rotation are 
computed based on graph-based sampling scheme [15]. After obtaining camera 
rotation matrix in global cordinate, we find the high accuracy point clouds by 
applying convex optimization [16]. The L∞-norm is ultilized to minimized the back-
projection error [17]. Finally, the structure of objects will be generated.    

This paper is organized into 5 sections. The next section describes camera motion 
in pair-wise constraint and estimate global camera rotation method. Section 3 presents 
point clouds generation in convex optimization form. We also explain how to measure 
and minimize residual error in L∞-norm. Experiments are showed in section 4. 
Finally, paper is finished with conclusions and point out future works discussion in 
section 5. 

  

 
 
 
 

Fig. 1. General proposed scheme 

2 Rotation Registration 

In order to compute the global camera rotation, first, we find the essential matrix 
which describes the relative position and orientation of image pair-wise. This matrix 
is estimated using correspondences point with outlier removal and intrinsic parame-
ters of camera. Second, the global rotation constraints will be computed based on  
 

Unordered images Pair-wise rotation Global rotation 

Point clouds generation Convex minimization 
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these local pair-wise constraints by averaging motion method. In this section, we 
explain what are camera model, how to extract and match invariant features robustly 
with outlier removal as well as how an essential matrix can be decomposed to recover 
the camera motion, and, thereby, camera projection matrices.  

2.1 Camera Model Introduction 

We use the projective geometry throughout this paper to describe the perspective 
projection of the 3D scene onto 2D images [12]. This projection is described as  
follows: 

 PXx =  (1) 

where P is a 3×4 projection matrix that describes the perspective projection process, 
TZYXX ]1,,,[=  and Tyxx ]1,,[= are vectors containing the homogeneous coordi-

nates of the 3D world coordinate, respectively, 2D image coordinate. 
When the ambiguity on the geometry is metric, (i.e., Euclidean up to an unknown 

scale factor), the camera projection matrices can be put in the following form: 

 ]|[ RtRKP −=  (2) 

with t and R  indicating the translation and rotation of the camera and K , an upper 
diagonal 3×3 matrix containing the intrinsic camera parameters. 
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where 
xf  and 

yf  represent the focal length divided by the horizontal and vertical 

pixel dimensions, s is a measure of the skew, and ),( yx uu is the principal point.  

2.2 Features Extraction and Matching 

There are many kind of features are considered in recent researches in feature extrac-
tion and matching problem including Harris [18], SIFT, PCA-SIFT, SURF [19-20], 
GHOL [21], etc. SIFT is first presented by David G Lowe in 1999 and it is complete-
ly applied in pattern recognition problem in 2004. As we know on paper experiments, 
his proposed algorithm is very invariant and robust for feature matching with scaling, 
rotation, or affine transformation. According to those conclusions, we utilize SIFT 
feature points to find correspondent points of image pairs. The SIFT algorithm are 
described through these main steps: scale-space extrema detection, accurate keypoint 
localization, orientation assignment and keypoint descriptor. The result of correspon-
dence points will be used to compute fundamental matrix described in the next step. 
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2.3 Pair-Wise Camera Motion Constraint 

The result of correspondence point in previous step will be used to compute  
fundamental matrix. The epipolar constraint represented by a 3x3 matrix is called the 
fundamental matrix, F . Also, this method based on two-view geometry theory which 
was studied completely in [12]. According to theory, once the intrinsic parameters of 
the cameras are known, the fundamental epipolar constraint above can be represented 
algebraically by a 3x3 matrix, called the essential matrix. We can form the matrix E : 

 FKKE T′=  (4) 

Here E  is essential matrix, K ′ and K are intrinsic parameters of camera 1 and 2. In the 
case of using monocular camera, we have KK =′ . The projection matrix of the first 
camera P is set follow this equation: 

 ]0|[IKP =  (5) 

The second projection matrix is found from four possible choices: 
)|( 3uUWVP T += or )|( 3uUWVP T −= or )|( 3uVUWP TT += or )|( 3uVUWP TT −= , 

where U and V  are found from SVD decomposition of E . 3u is the last column of U  

and W . 
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Only one of these four choices is possible for the second camera. We can find it by 
testing whether a reconstructed point lies in front of both cameras.  

2.4 Global Camera Rotation Estimation 

Some common approaches for camera registration were proposed by several author 
groups. As in [22], authors used cycles in the camera graph and Bayesian framework 
for incorrect pair-wise detection. Another linear solution based on least square me-
thod was presented in [23]. Whereas in [24] branch-and-bound search over rotation 
space was used to determine camera orientation. In this paper, we apply a robust rota-
tion averaging method as proposed in [15]. The results proclaim that graph-based 
sampling scheme efficiently removes outliers in the individual relative motions based 
on RANSAC scheme. A short description for this method is presented as follow: giv-
en the relative rotation

ijR , we want to find a robust method to compute a set of all 

camera rotations kR in the global coordinate, e. g,  

 jiji RRR =  (7) 
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According to the reference paper, the algorithms of this method might be summarized 
as below. 

Algorithm1: RANSAC Algorithm for Robust Motion Averaging 
Input: },...,,{ 21 ijnijij RRR (n relative motions) 

Distance threshold 
0D and number of trials T  

Output: },...,,{ 32 Ng RRRR = (N image global motion) 
 

− Set G: view-graph of relative motions 
− Generate minimum spanning trees )(GMSTMSTe =  

−  Solve for global motion 
mstR using MSTe  

− Count the number of relative motions within distance
0D of 

mstR  

− Repeat forT trials and select MST with maximal count 
− Discard relative motions that are outliers for this MST  
− Using the inliers solve for gR using algorithm 2. 

 

Algorithm 2: Relative Motion Averaging 
Input: },...,,{ 21 ijnijij RRR (n relative motions) 

Output: },...,,{ 32 Ng RRRR = (N image global motion) 

Set
gR to an initial guess 

Repeat 
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Until     e<Δδ  

where *D is the pseudo-inverse. 

3 Point Clouds Triangulation  

In this section, triangulation with known rotation consistency will be recast as quasi-
convex optimization problem. Some author groups proposed methods using L∞-norm 
[17], [25] or L∞-norm combined L1-norm [26] instead of L2-norm in minimizing the 
residual error of measured feature and back-projection of 3D points. It is easy to fig-
ure out that solving the L2-norm for more than two cameras is a hard non-convex 
problem. It can yield local minima instead of single global minimum if error is mini-
mized in L∞-norm. The next section will formulate and solve the triangulation prob-
lem by using bisection convex optimization method. 
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3.1 Problem Formulation 

Let miPi ,...,2,1, = are the m known cameras and iu are the projection of point U in 

3D space (both are expressed in homogeneous coordinates). The problem of finding 
U given the camera matrices and image points is triangulation. In the ideal case (ab-
sence of noise), the triangulation is ordinary. In the noise case, the back-projection of 

point U to image plane doesn’t coincide with iu . Thus, we must find point U that its 

projection is nearest iu , i.e., minimizes the cost function: 

 
=

m

i
ii UPud

1

2),(  (8) 

here ),( ⋅⋅d represents the geometric distance between two points in the image. Argu-

ment in [23] point out that the L2-norm error of this cost function in three view trian-
gulation creates three local minima whereas the L∞-norm create single minimum. In 
this paper, we use the procedure which is similar to [17]. The known rotation problem 
will be described in detail as follow: consider the camera matrix P we try to solve the 
minimization problem:  

                                       ))(,(maxmin xUPud iii  

                               subject to mixi ,...,2,1,0)( =>λ  (9) 
 

here )(xiλ is the depth of the point in image i. It is easy to realize that the square im-

age distance is a rational function of x: 
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Where 2
1 )(xf , 2

2 )(xf and 2)(xλ are affine functions in x and with coefficients deter-

mined by u and P. 

Remark 1. The problem ))(,(maxmin xUPud iii has some convexity properties. Thus, 

this problem can be solved by quasiconvex optimization method.  

3.2 Bisection Based Quasiconvex Optimization Solver 

Suppose that γ is an upper bound of the objective function in problem (9). According 
to theory in [26], this problem can be formulated again with form: 

                                                 γmin  

Subject to )()(),( 21 xxfxf iii γλ≤
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                                                         mixi ,...,2,1,0)( =>λ                                    (11) 

if γ is consider unknown, equation (11) can be rewritten in second order cone pro-
grams (SOCP) feasibility problem form: 

                                                find x 

                                      Subject to )()(),( 21 xxfxf iii γλ≤   

                                                       mixi ,...,2,1,0)( =>λ                                       (12) 

Assume that the optimal ∗γ  is lower than some threshold of uγ  pixels, then evident-

ly ],0[*
uγγ ∈ . Until now, the typical convex feasibility problem solving is applied. 

The detail algorithm is presented bellow. 
 
Algorithm 3: Bisection based quadiconvex optimization solver 

Given: optimal value ],[*
0 llf γγ∈ and tolerance 0>ε  

Repeat 
1. 2/)(: ul γγγ +=  

2. Solve the convex feasibility problem 
3. if feasible γγ =:u , else γγ =:l  

Until εγγ ≤− lu  

4 Experiments 

In this section we describe some experiments to evaluate the proposed method. The 
main objects are large view scenes in outdoor environment. The dataset images are 
acquired by perspective camera. This proposed algorithm was simulated on Intel(R) 
Core(TM) i5 CPU 750@2.67 GHz with 3GB RAM under Matlab environment and 
MOSEK toolbox [27]. In the first experiment, we try to reconstruct a complicated 
structure which has three statues stand in front of three pillars. This object is named 
“Rotary statue” and 10 images of size [2048x1536] were used. Here are some main 
parameters of result: SIFT features in each image are about 8000 keypoints, the pair-
wise matching after RANSAC outlier removal are about 2000 points and the triangu-
lated cloud of structure are 9005 points. Figure 2(a) and (b) are one of views of data-
set image as well as point clouds of “Rotary statue”. It is easy to recognize that the 
back-projection of 3D point into image quite near together as in figure 2(c), i.e., this 
proposed method was demonstrated high accuracy in point cloud triangulation. The 
zoomed view of this error can be seen clearly in figure 3. According to this figure, the 
error is less than one pixel. Similarly, we also checked our proposed method with two 
more datasets of buildings in large view scene. The point clouds result of 16 images 
of “International building” and 15 images of “Brown building” are presented in figure 
4 and 5, respectively. 
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(a)                                          (b)                                        (c) 

Fig. 2. Point clouds of “Rotary statue”. (a) and (b) are one of views of dataset and point clouds. 
(c) is back-projection of point clouds into image (marked in red color “o”) and original image 
points (marked in blue color “*”). 

  

Fig. 3. The zoomed views of back-projection error 

   
                     (a)                                          (b)                                        (c) 

Fig. 4. Point clouds of “International building”. (a) and (b) are one of views of dataset and 
point clouds. (c) is back-projection of point clouds into image (marked in red color “o”) and 
original image points (marked in blue color “*”).  
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                     (a)                                          (b)                                        (c) 

Fig. 5. Point clouds of “Brown building”. (a) and (b) are one of views of dataset and point 
clouds. (c) is back-projection of point clouds into image (marked in red color “o”) and original 
image points (marked in blue color “*”).   

5 Conclusions 

Outdoor scene reconstruction from multiple views based on convex optimization 
method is presented on this paper. Some advantage points can be realized through our 
explanation. First, we avoid using bundle adjustment which is used L2-norm in back-
projection error minimization. This method can lead to local minima. Instead, we 
apply convex optimization in our algorithm. By utilizing L∞-norm for minimization 
back-projection error, we can triangulate the high accuracy structure of object. 
Second, in the global camera rotation estimation, graph-based sampling scheme ac-
cording to RANSAC spirit result in robust results. Our future woks focus on the com-
parison of this method with L1 combined L∞-norm. Also, we will improve and devel-
op this method by upgrading to dense point clouds using stereo rid or Omni-
directional camera in outdoor scene. The last ambition is application of this method to 
real scene modeling systems. 
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Abstract. Variants of QAP have become the hot lines in research on NP-Hard 
combinatorial optimization problems. There exists a new kind of problem 
which can’t be modeled as QAP or its existing variants, in applications such as 
hospital layout whose facility must be assigned to one location in some prede-
fined subset. This new problem is modeled as the subset QAP (SQAP) in this 
paper. We show that SQAP is NP-Hard and no e- approximation algorithm 
exists for it ( 0e> ). Furthermore, we prove that it can be determined in poly-
nomial time whether a feasible solution exists or not, by proving its equivalence 
to perfect matching problem on bipartite graph.  

Keywords: Subset Quadratic Assignment Problem, NP-Hard, Heuristic, Perfect 
Matching. 

1 Introduction 

The quadratic assignment problem [1-2] (QAP) is a typical NP-hard combinatorial 
optimization problem with numerous real-life applications arising in hospital layout, 
keyboard layout, and VLSI design, etc. Under the theory of computational complexity 
[3], there exists no exact algorithm in polynomial running time for NP-hard problems 
unless P=NP. Therefore, many heuristic algorithms have been designed and applied to 
QAP, including ant colony optimization [4-5], evolutionary computation [6], genetic 
programming [7], simulated annealing [8], neural network [9], tabu search [10-11], 
GRASP [12], etc. In addition to QAP, there is also a hot line of research working on 
many QAP variants, driven by numerous application demands. Burkard et al. [13-14] 
proposed biquadratic assignment problem (BiQAP) in 1994; Knowles and Corne et al. 
[15-16] proposed multiobjective QAP (mQAP) in 2002; Chi-Guhn Lee et al. proposed 
generalized QAP problem (GQAP), in which multiple facilities are allowed be placed 
in one location; Billionnet et al. [18] studied quadratic semi-assignment problem 
(QSAP); Hahn et al. [19] worked on quadratic 3-dimensional assignment problem 
(Q3AP). More detailed survey on QAP and its variants can be found in [2]. 

However, there are many application scenarios which cannot be modeled by QAP 
and existing QAP variants. For example, in the hospital layout problem, the hospital 
plans to assign departments to appropriate units. The optimal plan should minimize 
the overall cost of time or distance regarding the traffic of humans amongst hospital 
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departments. Moreover, the locations of departments should also meet some extra 
constraints, e.g. the emergency rooms should be close to the gate, while the sickrooms 
must be located at locations with abundant sunshine. This hospital layout problem is 
not a standard QAP problem, or an existing QAP variant (e.g., Q3AP or mQAP). 
Similar applications of this new problem can also be found in the wireless sensor 
deployment process. For instance, body sensor network has been widely used to 
detect the body functionalities of patients. Different sensor nodes should be placed at 
some fixed positions to detect certain body functionality status, and there is some 
information flow around deployed sensor nodes. The locations of sensor nodes should 
satisfy some constraints: sensors to detect heart functionalities can only be placed 
near the heart or the pulse, while sensors to detect body temperature should be placed 
under the armpit or inside the mouth [22-23]. 

In this paper, we issue the new problem as a QAP variant, namely the subset QAP 
(SQAP). It is easy to figure out that the new applications related to SQAP have one 
commonality: facilities could only be placed in a subset of all the locations. In this 
paper, we present the formal definition of SQAP. Then, we analyze the computational 
complexity of SQAP, and prove that SQAP is an NP-hard problem, for which no e-
approximate polynomial time algorithm exists. In addition, we show that the existence 
of SQAP feasible solutions is equivalent to perfect matching on bipartite graph, and 
can be solved in polynomial time. 

2 Preliminaries 

In this section, we present some definitions of QAP and SQAP. In addition, some 
related definitions about graph matching problems are also given so as to investigate 
the computational complexity of the existence of feasible solutions to SQAP. 

Definition 1. Given n facilities 1 2{ , ,..., }nF f f f=  and n locations 1 2{ , ,..., }nL l l l= , 

let ( )ij nxnA a=  be the flow matrix for facilities ( ija  stands for the flow cost between 

facility ,i jf f ), ( )ij nxnB b=  be the distance matrix for locations ( ijb  stands for the 

distance between location ,i jl l ), the goal of QAP is to find a permutation 

:{1,2,..., } {1,2,..., }n np   that minimizes the overall cost among facilities. More 

formally, the overall cost of a permutation p  is calculated by 

1 1 ( ) ( )
n n
j i ij i jc a bp p p= == å å . 

Definition 2. For each facility if FÎ  in a QAP problem, let iL  ( iL LÍ ) be the set 

of locations that if  can be placed, a feasible solution for SQAP is a permutation 

:{1,2,..., } {1,2,..., }S n np  , such that ( )S i il Lp Î  for each facility if FÎ . Let SP  

be the set of all feasible solutions to SQAP, then the goal of SQAP is to find a feasible 
solution Sp

*  which minimizes the overall cost, i.e., min
S S SS

c cp pp* ÎP= . 
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Definitions about graph matching and perfect matching, bipartite graph, associated 
graph are given below.  

Definition 3. Given a graph ( ( ), ( ))G V G E G= , for ( )M E GÍ , ,i je e M" Î , if 

,i je e  is not adjacent, then M  is a matching of graph G ; the two vertices of an edge 

in M is called matching under M ; each vertex in M is called M matched; when 
each vertex in G is M matched, then M is a perfect matching.  

Definition 4. Given a graph ( ( ), ( ))G V G E G= , if ( ) ,V G X Y X Y= =Æ  , and 

any two vertices in X  are not adjacent, and any two vertices in Y  are not adjacent, 
then G  is a bipartite graph. 

Definition 5. Given an instance I of SQAP problem, the associated graph for I is 
( ( ), ( ))I I IG V G E G= , where ( ) {( , ) | , ,1 , }I i j i j iE G f l f F l L i j n= Î Î £ £  and 

( )IV G F L=  . 

Obviously, according to definition 4 and 5, let ,X F Y L= = , we have: 

Proposition 1. Given an instance I  of SQAP, the associated graph 
( ( ), ( ))I I IG V G E G=  is a bipartite graph. 

3 Complexity Analysis of SQAP 

The computational complexity of SQAP is investigated in this section. We also show 
that a feasible solution of SQAP can be determined in polynomial time using an exist-
ing algorithm for perfect matching problem on bipartite graphs. 

Sahni et al. [1] proved that QAP problem is NP-hard in 1976, and no e-approx-
imate polynomial time algorithm exists for QAP ( 0e> ). Since QAP is a special case 
of SQAP(let iL L= , {1,2, , }i nÎ  ), according to the theory of computational com-

plexity [3], we have:  

Proposition 2. SQAP is an NP-hard problem, and no e-approximate polynomial 
time algorithm exists for SQAP ( 0e> ). 

Lemma 1. Given a SQAP instance I , the problem of finding its feasible solutions is 
equivalent to finding perfect matching in the associated graph IG .  

Proof: Necessary condition: Given a SQAP instance I  and a feasible solution 
:{1,2,..., } {1,2,..., }S n np  , i.e. for each if F" Î , we have ( )S i il Lp Î . Then we can 

construct edge set ( ){( , ) 1 }
sI i iM f l i np= £ £ , it is easy to verify that IM  is a per-

fect matching on IG . 

Sufficient condition: According to the definition of IG , for any edge ( , )i jf l  in 

its perfect matching, we have ,i j if F l LÎ Î . Then a permutation Sp  can be con-

structed, where ( )S i jp = . Then Sp  is a feasible solution for instance I .           
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Lemma 2. Given a SQAP instance I , the perfect matching problem on the asso-
ciated graph IG  can be solved in polynomial time.  

Proof: According to proposition 1, the associated graph of instance I  is a bipartite 
graph. It has been proved that the perfect matching problem on bipartite graphs can be 
solved by polynomial time algorithms. Edmonds proposed Hungarian algorithm [24] 
with time complexity (| || |)E VO  in 1965. Hopcroft et al. [25] designed perfect 

matching algorithm with time complexity (| | | |)E VO ; Alt et al. [26] proposed a 

fast matrix scanning algorithm with time complexity 1.5(| | | | / log | |)V E VO  for 

perfect matching on dense bipartite graphs. In summary, the perfect matching on IG  

is solvable in polynomial time.                                                      

According to Lemma 1 and Lemma 2, we have the following theorem. 

Theorem 1. The feasible solutions of SQAP can be determined in polynomial running 
time. 

4 Conclusions and Future Work 

A new variant of QAP, namely SQAP, is issued and studied in this paper. SQAP ori-
ginates from real-life applications. It imposes extra constraints on standard QAP that 
each facility can only be placed at a specified subset of locations. Based on the formal 
definition of SQAP, we prove that SQAP is NP-hard and the feasible solutions to 
SQAP can be determined in polynomial time. In the future work, we plan to design an 
efficient heuristic algorithm for solving SQAP in polynomial time. The new algorithm 
can employ an existing algorithm for perfect matching to construct a feasible solution 
and then some optimization strategies can be applied to improve on this solution. 
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Abstract. There has been an enormous development in online social networks 
all over the world in current times. Represented by Twitter and Facebook, the 
wave of online social networking is bringing broad impact and changing 
people's lives increasingly. At the same time, the online social networks are ex-
periencing a rapid development in china. Large numbers of Chinese Internet us-
ers are spending more and more time on online social networks. Represented by 
SINA Weibo, the online social networks are gradually occupying Chinese 
people's vision and causing widespread concern. At present, the study of online 
social networks has focused on Twitter and Facebook, the popular Chinese on-
line social network SINA Weibo has not been deeply studied.  

In this paper, we analyze the user's behavior on the SINA Weibo, pointing 
out the impact of user behavior in four key factors: the user's authority, the us-
er's activity, the user's preferences and the user's social relations. By empirical 
methods, we give each factor the impact of user behavior through the likelihood. 
We find that the user's preferences and activity have greater impact on user be-
havior, while the authority of the user's social relations and values of the user's 
behavior also has some impact. On this basis, we present an idea with machine 
learning to predict the behavior of users, and use pattern classification methods 
to solve the prediction problem. 

To the best of our knowledge this work is the first quantitative study on user 
behavior analysis. Changing the prediction problem into a pattern classification 
problem is the most important contribution of our work. 

Keywords: Online social networks, Microblogging, Forwarding, Preference, 
User behavior analysis. 

1 Introduction  

Currently the most influential social network website in China is SINA Weibo. By 
June 30, 2011 there were 200 million users registered in the site, and the average 
release of daily information is more than 20 million1. It is an important choice of 
people’s online social in China. SINA Weibo has become a major platform for the 
                                                           
1  The SINA corporation second quarter report is available (in Chinese,2011) at  

http://tech.sina.com.cn/i/2011-08-18/05295944929.shtml 
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youth to gather information and to make friends with others. Large numbers of people 
gather in the micro-blog every day. They make friends, post messages, share ideas 
and play games each other. It can be said that microblogging is becoming the online 
home of young people. There has been a lot of prior research done on the message 
diffusion and evolution of trends in Western online social networks. But, in contrast, 
Chinese social networks such as SINA Weibo have not been well-studied. 

In this paper, we take SINA Weibo as data sources to analysis user behavior and to 
predict the user’s behavior when they receive a new message. Our key findings are as 
follows. 

Firstly, we analyze the user behavior on SINA Weibo, finding that there are 
basically between the flows of SINA Weibo and people’s activity habits. We also 
found large number of users who are active would like to forward the view of 
someone else's on SINA Weibo. In other words, a small amount of users who often 
release information attract a large number of users’ attention.  

Secondly, we analyze the factors which impact user behavior on SINA Weibo, 
finding four main factors as follows: the user's authority, the user's activity, the user's 
preferences and the user's social relations. With the likelihood figure, we describe the 
each factor’s impact on user. We find that the user's preferences and activity have 
greater impact on user behavior, while the authority of the user's social relations and 
values of the user's behavior also has some impact. Then, we solve problem of 
predicting user behavior with machine learning methods preliminary. Changing the 
prediction problem into a pattern classification problem is the most important 
contribution of our work. 

2 Related Work 

Currently there are lots of research on the online social network, and achieved some 
results. Ahn et al. [01] analyzed the structure of large-scale online social networks, 
and gave the topological properties of social networks. Ravi Kumar et al. [02] 
analyzed the structure and evolution of online social network, revealed that the 
simulation method can be used to quantitatively study on the social networks, M. Cha 
et al. [03] analyzed the spread of the message on Flickr, proposing a method based on 
measurement-driven analysis. Haewoon Kwak et al. [04] analyzed the twitter, 
pointing out that the twitter of has not only the general social networking features, but 
also has some of the characteristics of the media. Castellano C et al. [05] reviewed the 
various models of transmission dynamics of public opinion, and revealed how to 
apply these models. WuFang and Huberman [06] proposed the model of public 
opinion based on the analysis of social networks, the transmission network model. 
Researchers have also analyzed the structure of various Chinese online social 
networks [7] [8] [9] [10]. Louis Yu et al. [11] analyzed Chinese social media and 
evaluated how the trending topics in China related to the news media. Guo et al. [12] 
take measurement and analysis on SINA Weibo. They found that the following degree 
and follower degree in SINA Weibo followed the power-law distribution in certain 
range. 

Information diffusion discusses the characteristics of the news spreading in the 
social networks and related issues. Liben-Nowell et al [13] take a more 
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comprehensive description of the problem. They summary the issues and the existing 
work, and describe some of the challenges faced. As information diffusion involving a 
wide range of content,   many other fields of knowledge can also be used for 
reference. For example, in Kossinets et al. [14] work, author firstly cluster the social 
network data, then generate the tree of dissemination, eventually propose and describe 
a probabilistic model. Another work about information dissemination is literature 
[15], the author analysis the information dissemination in the blog space environment, 
and made a prediction model for information diffusion. As a broad perspective, SINA 
Weibo and other micro-blogging site can be regarded as an extension of traditional 
blog type sites and extension of some of the literature research ideas will be adopted 
and extended in this paper. 

At present, the study of modeling information dissemination focuses on the idea to 
use random process to carry out such as Markov process. In the Song et al [16] work, 
they designed a diffusion process and propose an information flow model. 
Chakrabarti et al [17] invented the viral propagation method. They attempt to predict 
the infected population with the non-supervised learning methods. Other information 
diffusion model with unsupervised learning methods includes [18] and [19]. Most 
methods take invariably decay of spread the message as a basic assumption, and the 
attenuation factor is a crucial model parameters. For example, in Leskovec, etc. [13] 
and Parshani et al [19] work, they usually set the decay factor to a smaller value 
artificially, and subsequent model validation is based on extensive numerical 
simulation method. It makes these models difficult in other real scenarios. 

3 Data Acquisition 

SINA Weibo offers an Application Programming Interface (API) that is easy to crawl 
and collect data. We crawled and collected profiles of all users on SINA Weibo from 
July 1st to October 20th, 2011.We collected information from each user's profile, 
including: user ID, nickname, following, following’s ID, follower, follower’s ID, user 
cities and time lines. Specific data format is as shown in Table 1: 

Table 1. The data structure of user PROFILE 

Parameter uid name location flw 
Description user ID nickname user cities following 
Parameter flw_num flwer flwr_num tp 
Description count follower count timestamp 

We also collected the data of the information properties which users posting, 
including: the information publisher ID, information ID, forwarding number, comment 
number, information content and time lines. Specific data format is as shown in Table 2: 

Table 2. The data structure of user PROFILE 

Parameter id sid rts rts_gr 
Description user ID info ID forwarding rate 
Parameter cmts cmts_gr cets dtme 
Description comments rate contents datetime 
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4 User Behavior Analysis 

We first analyze the user's forward behavior. We start with the perspective of 
empirical analysis. All data are from our database. 

We can observe a very intuitive phenomenon: some specific message post by the 
specific user more easily spread widely in the network, while other news is hardly to 
attract users' attention. Information dissemination on the microblogging determined 
by multiple factors, such as the user's activity, the message content, the user's 
preferences. Therefore, the study why some information is more able to spread on the 
microblogging will be very useful. We first analyze the characteristics of the 
individual user and message, which will help us understand why some users will 
forward the message, while others do not. We want to answer a major question: what 
factors determine the user's forwarding behavior? On this basis, can we predict the 
user's forwarding behavior based on available information? 

4.1 The User's Authority 

Up to now, SINA Weibo has about 200 million registered users, and the number of 
information released daily is about 20 million. Such huge data makes the analysis and 
research on information dissemination mechanism is particularly difficult. In order to 
describe the different user's position in SINA Weibo, We use the Hits algorithm to 
calculate the quantitative value of each person's authority.   

According to our data collected, the user's authority values can be directly read out. 
So, through the EM algorithm, we found that the correlation between the value of the 
user's authority and user behavior is weak. The user's authority and end-user’s 
forwarding attitude relevant is as shown below Figure 1: 

 

Fig. 1. The user's authority 

Thus, the user's authority is relevant to the user's forward behavior, but the 
correlation is weak. 
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4.2 User’s Activity 

Up to now, SINA Weibo has about 200 million registered users, which number about 
microblogging daily release of about 20 million [8]. The data makes such a huge 
microblogging information dissemination mechanism analysis and research is 
particularly difficult. However, according to the data we have obtained, not all users 
have the same role and status, not all the news can spread throughout the whole 
network. In general, users will choose to forward the message they are interested, or 
just read the message without forwarding has its own tendencies. 

In order to quantitatively characterize the user's activity, we introduced the concept 
of active value. 

Definition 1: The user's activity is a user activity level on microblogging network, 
and its value is defined by the following formula: 

( )
Activity

message u

total
=

 

Message(u): the number of users message include posting, forwarding and 
commenting. 

Total: the number of all message include posting, forwarding and commenting. 

We collected all message as total, then we can calculate the value of each user’ 
activity. Through the EM algorithm, we found that the degree of active users and end-
user forwarding behavior is relevant, as shown below Figure 2: 

 

Fig. 2. The user's activity 

It can be seen, there is a tight relation between the user's activity and the user’s 
behavior of forwarding or ignoring. The user whose activity is large has a greater 
probability of forwarding a message, while the user whose activity is low is more 
inclined to ignore the message. 

4.3 User’s Preference 

In general, each user on the micro-Bo is an independent individual. When a new 
message is received, the real decision whether or not to forward is the user 
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themselves. Therefore, the user's interests naturally to an important aspect of our 
study. For this part of the analysis we start from two perspectives: first discuss the 
user's own preferences, that is, the similarity of content, followed by discussion 
between the user's preferences, that is, interests and hobbies that the similarity 
between users. 

Definition 2: The user's preference is the similarity of users interest, which includes 
two aspects: user VS content，user VS user. Their values are defined by the 
following formula: 

User VS content:                      | |
Prefer

| |

U V

U V
= 


 

U: the set of user’s messages include posting, forwarding and commenting. 

V: the set of a specific message. 

User VS user:

             

1 2

1 2

| |
Common

| |

U U

U U
= 


 

U1: the set of user1’s messages include posting, forwarding and commenting. 

U2: the set of user2’s messages include posting, forwarding and commenting. 

User VS content 

Under normal circumstances, when the user receives a new message he will view the 
content firstly, then according to their own preferences to decide whether to forward 
or not. The importance of the message content for users is obvious. Therefore, we 
need to study the similarity of the user and the message content .In order to take into 
account the user and the linkages between the content, we can use Formula 2 to 
calculate the similarity. 

So, through the EM algorithm, we found that the correlation between the value of 
the user's preference and user behavior is strong. The user's preference and end-user 
forwarding attitude relevant, as shown below Figure 3: 

 

Fig. 3. The similary between user and content 
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It can be seen, there is a tight relation between the user's preference and the user’s 
behavior of forwarding or ignoring. The user whose preference is large has a greater 
probability of forwarding a message, while the user whose preference is low is more 
inclined to ignore the message. 

User VS User 

There is another situation also attracted our attention: the similarity between message 
publisher and user. We know that birds of a feather flock together. In other words the 
people with the same interesting are more likely to be a group. There is the same 
situation on Micro-Bo. If there is a great similarity between the message publisher and 
user interests, it means that they are concerned about the message may also have a 
greater similarity. Therefore, in addition to message content, message publishers can 
also influence the user’s decision on how to deal with (forward or ignore) the 
message. 

Next we study that the user's selection has also been influenced by the news 
publisher. We calculate the Jaccard similarity between users and message publishers 
with the Formula 2. Figure 4 shows the similarity between user and message 
publisher, and compared the likelihood with the both cases given respective 
forwarding or ignoring.  

  

Fig. 4. The similary between user and user 

We can find when the user decides to forward message they will take into account 
the similarity between user and publisher. If there have a greater similarity between 
the user and publisher, the user will be a greater probability of forwarding the 
message. Otherwise, if there have a smaller similarity between the user and publisher, 
the user will be a greater probability of ignoring the message. 

4.4 User's Social Relations 

Different from the normal social relations, the user’s social relations needn’t two-way 
authentication. The relationship between user and its following can be seen as a 
parasocial relationship. Parasocial relationship is a one-way relationship, for example, 
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A follows B, it means A has a greater understanding about B, at the same time, B 
probably has a smaller understanding about A. We can say the relation is a kind of 
weak relationship. Correspondingly, there is other relation named as two-way 
relationships, it means there is mutual concern between users. We can say the relation 
is a kind of strong ties. 

Then, we analyze that the user's selection has also been influenced by the 
relationship between users. Figure 5 shows the social relation between user and 
message publisher, and compared the likelihood with the both cases given respective 
forwarding or ignoring. 

 

Fig. 5. User's social relations 

We can find when the user decides to forward message they will take into account 
the relationship between user and publisher. If there have two-way relationships 
between the user and publisher, the user will be a greater probability of forwarding 
the message. Otherwise, if there have one-way relationships between the user and 
publisher, the user will be a greater probability of ignoring the message. 

5 User Behavior Prediction 

In the previous section, we set a series of statistical analysis based crawling SINA 
Weibo data, and reveal some potential factors which have a positive impact on user 
behavior. Specifically, we formalize the intuitive behavior as a series of key factors: 
user activity, user preferences and user of social relations and other factors. Then we 
calculate the likelihood distribution with the forward and ignore behavior given. Next, 
we will further use of these proved to have a positive effect of the factors that help 
identify the user's information sharing predict communication behavior. Next, we will 
use these factors to predict the behavior of users. 

5.1 Method Introduction 

Now, we roughly know the main factors affecting user behavior, then how to predict 
the user's behavior? The traditional method is building a model, then solving. 
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However, the user's behavior is a complex random process, so it is very difficult using 
a model to describe. Also, it is difficult to accurately describe the real behavior of the 
users with the model. We decided to change an idea to solve this problem. Our idea is 
changing the prediction problem into a classification problem, and we can use 
machine learning and pattern classification methods to predict user behavior. 

We put the five factors mentioned above as the characteristics of machine learning, 
and put the user's behavior (forward or ignored) as the label, to carry out machine 
learning. We set up two states: 0 means ignoring, 1 means forwarding, and use 
support vector machine(SVM) to make pattern classification. 

5.2 Experiment and Result 

We partly crawled and collected profiles of users and messages on SINA Weibo from 
November 10th to 17th, 2011. Specific data set is as shown in Table 3: 

Table 3. Experimental data sets 

Total Forward Ignore Sample Testing Accuracy 

6956 2358 4598 1000 5956 85.36% 

We take 1000 of total messages as the sample sets, and take the remaining as 
testing sets. Using the SVM method, the final classification accuracy rate is 85.36%. 
We also found that these five factors have different importance, and the importance of 
each factor is as shown below Figure 6: 

 

Fig. 6. The importance of each factor  

It can be seen, the user preferences for content is the most influential factor when 
they make a decision. And the user's activity and common interests also play a 
significant role. Then, the influence of the user's authority and social relationships is 
relatively small. For us, this is a useful conclusion. 
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6 Conclusions and Further Work 

We analyzed the users’ behavior and made a prediction of SINA Weibo. We observed 
that there are four factors that affect the behavior of users: the user's authority, the 
user's activity, the user's preferences and the user's social relations. On this basis, we 
present an idea with machine learning to predict the behavior of users, and use pattern 
classification methods to solve the prediction problem. Using the SVM method, the 
final classification accuracy rate is 85.36%. We also find that the user's preferences 
and activity have greater impact on user behavior, while the authority of the user's 
social relations and values of the user's behavior also has some impact. Our major 
contribution is changing the prediction problem into a pattern classification problem, 
and we can solve it easily with machine learning methods.  

Our research is based on the empirical, combining with the classic method for the 
users’ behavior. However, behavior of users on the SINA Weibo is different from the 
traditional situation. Considering various factors, analysis different types of user 
behavior and predict user’s decision in complex situations will be the focus of our 
future work. 
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Abstract. “The better the team mental model, the better the teamwork”, or so is 
said, in which better model refers to the extent to which the model is shared by 
the team members. This paper argues that according to circumstances, some 
components of that model are more relevant with respect to team performance 
than others. Circumstances change with the dynamics of the environment, the 
team composition and organization, its members, and the team task. Conse-
quently, a compositional approach to measuring sharedness of team mental 
models is proposed. A case study illustrates the argument and the approach.   

Keywords: Shared mental model, team model, measuring. 

1 Introduction 

A Shared Team Mental Model (STMM) is considered beneficial for teamwork, see 
e.g., (Cannon-Bowers et al., 1993; Lim and Klein, 2006; Mathieu et al., 2000).  As-
pects to be taken into consideration are equipment, task, team interaction, and team 
members, see e.g., (Cannon-Bowers et al., 1993; Mathieu et al., 2000). Sharedness 
refers to the team members having equivalent mental models. For example, in Ameri-
can Football if the team does not share the offensive plan of the quarterback, chances 
are high that the other team will intercept the ball. The better the shared mental model 
the better a team is capable of performing its tasks, even in unforeseen circumstances, 
such as a ball that is not perfectly caught.  

Simplistic reasoning would suggest that to improve team performance, the team 
members should share full knowledge of the state of the world and of what each team 
member is doing. In reality the communication overhead alone that this would require 
makes this totally impractical. Furthermore, for teams in which team members have 
highly individual expertise having full information on what another team member is 
                                                           
*  Copyright © 2011, Association for the Advancement of Artificial Intelligence 

(www.aaai.org). All rights reserved. 



 Compositionality of Team Mental Models in Relation 243 

 

doing, would not help team performance; e.g., in incident management a fire fighter 
does not need to know the specifics of the injuries of a person being attended to by the 
ambulance personnel. This reasoning induces the hypothesis that the extent of 
sharedness of some aspects or components of team mental models is more important 
for team performance than that of other components, and in particular, that this extent 
changes with circumstances. 

Testing such a hypothesis requires ways of measuring the extent to which teams 
have a shared mental model. The formalization of the notions of mental model, 
sharedness, and team mental model as presented in (Jonker et al., 2010), form a start-
ing point. However, the formalizations do not take compositional models into ac-
count, nor do they account for the relative importance of each component.  

This paper proposes a compositional approach to construct models that underlie 
teamwork, in which the following components are identified as potentially relevant to 
shared mental models for teamwork: domain model, competence/capabilities model, 
and organizational model. Each of these can, in turn, be composed of smaller models 
as explained in this paper.  

A relevance relation is associated with the composition relation, to indicate to what 
extent the components contribute to team performance. This relevance relation de-
pends on the current circumstances such as the particular instance of the team task, 
the performance criteria, the dynamics of the environment (world, equipment, and 
non-team member actors), the composition and organization of the team, and the team 
members themselves. The relevance relation is used to formulate a compositional way 
of measuring sharedness of mental models.  

Experiments are done within the context of a case study in the Blocks World For 
Teams (BW4T) domain, as introduced in (Johnson et al., 2009), to test our hypothe-
sis, and to test the adequacy of our compositional approach. In particular we construct 
different teams of agents that have to operate in two different scenarios, and measure 
team performance by the time taken by each team for task completion and communi-
cation overhead. 

This paper is organized as follows. After a brief introduction to shared mental 
models, we focus on the components of team mental models and their compositional 
structure. This is followed by an introduction to the testbed (BW4T) which we use to 
measure the performance of different types of agents that share different types of team 
mental models. We show how sharing affects performance. 

2 Team Mental Models 

Team models should at least distinguish equipment, task, team interaction, and team 
members (Cannon-Bowers et al., 1993; Mathieu et al., 2000). This section adds some 
components, discusses compositional structures of team mental models, and defines 
sharedness of compositional team mental models in such a way that the relevance of 
the components for team performance is taken into account. 
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2.1 Components of Team Mental Models 

Equipment, task, team interaction, and team members should be part of the team men-
tal model according to (Cannon-Bowers et al., 1993; Mathieu et al., 2000). This paper 
proposes a restructuring of the team mental model and the addition of information and 
knowledge about the domain (world and agents), and of the underlying ontologies for 
the whole team mental model as elements of the team mental model. The usual com-
ponents that refer to task, team interaction, and team members will be part of the or-
ganizational specification. 

Ontologies: referring to the domain ontology and ontologies for all parts of the do-
main model as described below. 

World State Model: the relevant aspects of the world state should be known to the 
team members, and thus be part of the team mental model. This part of the model may 
also contain knowledge about, e.g., the status of equipment.  

Agent Models: what are the relevant agents in the domain, and what are their capabil-
ities. Furthermore, a related concept, but still different: the model should describe to 
what extent agents are competent with respect to their capabilities. For example, there 
is a difference between the capability of retrieving a block and the competence in 
retrieving, e.g., one agent can retrieve much faster than another agent. The next sec-
tions show that sharing information about the intentions of team members (and even 
non-team member agents) can contribute clearly to team performance. The same 
holds for information about their personalities, preferences, and habits.  

Organizational Specification: contains the models about task, team members, and 
team interaction. We refer to existing methods to specify organizations, such as 
MOISE (Hübner et al., 2002) and OperA (Dignum, V., 2003). Regarding team mem-
bers, the model should describe which agents are team members, and what role the 
agents play in the team. The role specifications will refer to the role behavior and the 
relevant capabilities and competences for that role. To describe capabilities and com-
petences use is made of the ontologies for the domain related to tasks and world state 
elements. The team task is also part of the organizational specification: it specifies 
when a task is finished successfully. The team interaction refers to the expected and 
allowed communications and the timing thereof. Team interaction further refers to 
e.g., rules of engagement, doctrine, norms, and role interaction. 

2.2 Compositional Structures and Relevance 

Not in all situations all possible components of team mental models are relevant for 
team performance. For example, the agents described in the next section do not have 
the capability to reason about their own capabilities or those of other agents. As a 
result requiring the agents to have a shared mental model about these competences 
will not improve performance.    
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Different hierarchical composition relations can be constructed of the components 
of the team mental model. An example of a basic hierarchical structure is depicted in 
Figure 1. To have a fully shared team mental model, each team member has to have 
this model within his own mind. As part of this team mental model, each team  
member maintains an agent model for each of his team mates. For example, the team 
mental model that agent Arnie maintains, contains an agent model of his team mate 
Bernie. That agent model that Arnie has of Bernie describes not only the beliefs that 
Arnie has about the availability, capability, competences, and so on of Bernie, it also 
describes what Arnie thinks that Bernie believes about the team, in other words, it 
contains Arnie’s idea of Bernie’s mental model of the team. In Figure 1, for reasons 
of simplicity the organizational specification component is not decomposed further, 
and neither is the recursive “Other agent’s team mental model”.  

 

Fig. 1. Hierarchical composition of a team mental model 

As mentioned, not all possible components of a team mental model are important 
in every situation. For example, a team consisting of agents incapable of reasoning 
about the competencies of other team members does not need to maintain that infor-
mation. Such components are colored grey in Figure 1. Having sharedness of any of 
these  components would not make the team perform better. Also if all team members 
are guaranteed to have the same mental model for a component (the green compo-
nents in Figure 1), then it does not have to be considered as a factor affecting the per-
formance of the teams. Therefore, when measuring the sharedness of a team mental 
model, only those components should be taken into account that are relevant (colored 
orange in Figure 1). The color coding is an indication of the relevance relation on 
components for measuring sharedness of team mental models in such a way that the 
measure would be predictive of team performance.   
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3 The Experimental Set Up 

An experiment was set up in order to test the hypothesis derived in the introduction: 

Hypothesis. The extent to which sharedness of some components of team mental 
models is more important for team performance than that of other components is situ-
ation dependent. 

In the following we describe the experimental set up we used to test our hypothe-
sis. In these experiments, aspects of team performance considered are time to finish 
the task, and communication overhead. The team mental model is kept small and 
consists only of the intentions of team members and of the world state model. Chang-
es that happen over time while the team is at work affect team performance, see e.g, 
(Jehn and Mannix,  2001). Thus team performance is monitored over time. Further-
more, we built teams of agents for which the structure of the team mental models is 
the same, but for which the sharedness differs. We constructed two scenarios, and 
show that the extent to which sharedness of components contributes to team perfor-
mance differs per scenario.  

The experimental environment is the BW4T domain (Johnson et al., 2009). BW4T 
is an extension of the classic blocks world that is used to research joint activity of 
teams. A team of agents has to deliver colored blocks from a number of rooms to the 
so-called drop zone in a certain color sequence, see Figure 2 (right). The agents can 
communicate with each other but the cannot see other agents. Furthermore, blocks 
can only be seen by agents that occupy the room that the blocks are in. If an agent 
drops a block in a hall way, then this block is lost to all agents. Finally, the world 
restricts access to rooms to one agent at a time. In the version of the BW4T used in 
this paper, communication and sensing can be assumed to be reliable, and the world is 
only changed by the actions of the agents. 

The two scenarios differ in the color sequence that has to be deliverd: one with two 
color repetitions (called medium), and another one with a target sequence of six 
unique colors (called high). Both scenarios are executed in the same environment 
consisting of 3 rows of 3 rooms each (A1, A2, A3, B1, B2, B3, C1, C2, C3) connect-
ed by corridors. In each scenario, 22 blocks (box_1, … box_22) of various colors 
were placed in the different rooms. In the first scenario, the task was to bring blocks 
to the drop zone according to the following sequence: [red, white, white, yellow, 
darkBlue, darkBlue]. The second task sequence was [red, white, yellow, darkBlue, 
orange, lightGreen].  

The agent teams that have comparable structures in their team mental models but 
different sharedness of these models were programmed using the GOAL agent pro-
gramming language (Hindriks, 2009). The agent programming to solve the BW4T 
tasks was based on the decision cycle presented in Figure 2 (left). Note that we need 
not produce the most efficient agent for this problem! One template agent was mod-
eled, that, in principle, can solve the task alone. The agents spawned from this tem-
plate are telling the truth and believe everything they are told. Agent capabilities were 
left out of consideration in the modeling of the agent, and out of the team models. 
Four homogeneous teams were formed on the basis of the template agent.  
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Fig. 2. Agent Decision Cycle (left). Snapshot of the BW4T environment (right). 

Team A consisted of agents that do not communicate at all. The agents in Team B 
communicate only world information to each other. Team C agents only communicate 
their intentions to each other. Finally, the agents in team D communicate world in-
formation and intentions to each other. Each team consisted of three agents, called 
Bot0, Bot1, and Bot2. This fact was known to all agents, in all teams, in all scenarios. 
To give an idea of the GOAL code of the agents, we include some examples of action 
rules for processing world information. The first rule processes the percept of a block 
of a certain color, by inserting this information into the agent's belief base and com-
municating it to the other agents. The second rule processes the corresponding mes-
sage by inserting the content into the belief base. The third rule adopts a goal of hold-
ing a block and sends the information about this intention to the other agents. The last 
rule processes messages concerning the intention of another agent to deliver a block. 

 

% If Block of Color is perceived, insert in belief base and send to others  

forall bel(percept(color(Block,Color)))  do  

   insert(color(Block,Color)) + send(allother, :color(Block,Color)) . 

 

% received messages are inserted in belief base and message deleted 

forall bel(received(Sender, color(Block,Color))) do  

   insert(color(Block,Color)) + delete(received(Sender, color(Block,Color))). 

 

% macro expressing which block has the color to be delivered next in sequence 

#define nextColorLocKnown(Block)  

   bel(nextColorToDeliver(Color), color(Block, Color), at(Block,Location)). 
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% If I know where a block of the next color to be delivered is, and I don't already have the goal of holding a  

% block and I'm not already holding a block, then adopt the goal of holding the block and  

% send this intention to others  

If nextColorLocKnown(Block), not(a-goal(holding(Block2))),  bel(color(Block, Color),  

  not(in('Drop_Zone')), not(holding(_)))  

   then adopt(holding(Block)) + send(allother, !deliver(Block, Color)). 

 

% If a message is received that another agent wants to deliver a Block of Color,  

% then insert this in belief base and delete the message 

forall bel(received(Sender, imp(deliver(Block, Color))))  

   do insert(imp(Sender, deliver(Sender, Block, Color)))  

+ delete(received(Sender, imp(deliver(Block, Color)))). 

4 Results of the Pilot Experiment 

In the following, we present the results of a pilot experiment with the set up described 
in the previous section. The results focus on team performance in terms of time to 
complete the task and communication overhead.  

 

Fig. 3. Team Performance: Time (left) and Communication overhead (right) 

The time to complete the task by the different teams in the two scenarios is depict-
ed in Figure 3 (left). The figure shows for each team and scenario the time at which 
each block in the goal sequence was delivered. The right side of Figure 3 shows the 
amount of communication required from one block delivery to the next. As more of 
the sequence is delivered, clearly more information on locations and colors is com-
municated. Timewise, the performance of team D (full communication) was the best, 
and there is not much difference between the two scenarios. The results for team C 
are comparable to those of team B. This means that communicating world information 
and communicating intentions seem to have a similar effect on the required time. Also 
the effect of not communicating certain information seems to have a greater effect in 
the high scenario, i.e., the scenario with different colored blocks. This may be due to 
the fact that if two agents go for the same color due to lack of communication, this is 
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more of a problem if there are no double colors in the goal sequence. If there are, it 
may still be useful to collect blocks of the same color. Also one can see that the dif-
ference in performance between team A (no communication) and teams B and C  
(either world information or intentions are communicated) is not very large. Only in 
case of full communication we can see a clear improvement in the amount of time 
required to finish the task.   

Our hypothesis is supported both by the findings of our pilot experiment and by 
practical experience. When considering team performance, team members do not 
need to have a fully shared team mental model consisting of all possible elements that 
literature discusses. In fact, practical evidence shows that overhead required to main-
tain full sharedness of all aspects that might belong to team mental models is counter-
productive due to the communication overhead and information overload (Eppler and 
Mengis, 2004). This suggests that the selection of the components for which the team 
members should aim for sharedness depends on the circumstances, i.e., task, envi-
ronment, team composition and organization, and team members.  

It is important to realize that knowing that some component is, given the circum-
stances, probably relevant for team performance, is not the same as knowing to which 
extent such a component is relevant. Figure 3 shows that teams B and C outperform 
team A in the medium scenario, but that B and C perform equally well. The difference 
between these three teams is in the communication about the orange model compo-
nents in Figure 1, in particular in team B about the locations of blocks and agents, and 
the color of blocks, and in team C about the intentions of agents. This suggests that 
the component that team B communicates about is approximately equally important 
as the component that team C communicates about. However, in the high scenario, 
neither team B, nor team C performs better than team A. If the results on team D are 
not taken into account, two possible combinations of these components can be made: 
AND, but also OR. If team D would have performed equally well as teams B and C, 
then, for the circumstances in our experimental set up, teams should communicate on 
intentions only (see Figure 3, right). Now that team D outperforms teams B and C, for 
high performance on time, teams should share information on BOTH locations, col-
ors, and intentions. If the communication on locations and colors could not be reduced 
further, then the weight of the component on intentions should be increased, until a 
balance is found with respect to the weight of communication overhead in the overall 
team performance.  

5 Measuring Sharedness of Compositional Models 

This section presents a formal definition of measuring sharedness of compositional 
models with respect to a relevance relation in terms of weights. It builds on the meas-
ure of sharedness, subject overlap, and model agreement as defined in (Jonker et al., 
2010). These notions are all defined relative to a set of questions Q, which can be 
seen as those questions that determine the purpose of the model. As team members do 
not have to be clones of each other with respect to all the information and knowledge 
in their minds, the set of questions Q is to be used to focus the team mental model on 
those subjects that matter. Therefore, the subject overlap of the team mental models in 
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the minds of the team members should be complete (denoted by 1 in the definition 
below). Furthermore, agreement means that these models provide the same answers 
(at least to extent θ), and thus provide sharedness to at least that extent. The definition 
of sharedness provided by (Jonker et al., 2010) is then used to determine the 
sharedness of models that are not composed of submodels.  

Definition 1. Shared Mental Model (Jonker et al., 2010). A model M is a mental 
model that is shared to the extent θ by a set of agents A with respect to a set of ques-
tions Q, denoted by Sh(M, A, θ) iff there is a mental model MA for each agent A ∈ A 
with respect to Q, such that 

1. SO(M,MA,Q) = 1,  
2. Agr(M,MA,Q) ≥ θ,  

We can define the sharedness of the compositional model in terms of a function that 
takes the sharedness per component to the extent that it is relevant, and follows that 
same composition relation as the team mental model itself. A compositional linear 
additive function suffices for the case study, using weights to model the relevance of 
each component. Following our hypothesis, we expect that then also the answer to the 
question which compositional function for measuring sharedness is indicative of team 
performance, should be situation dependent. 

Definition 2. Given a set of agents A, a model M, and a set of questions Q, then  
UQ(A, M) = max{ θ | Sh(M, A, θ) },   if M is not composed. 
UQ(A, M) = m∈M wm UQ(A, m),    if M is composed. 
Where wm is the weight of component m, and m∈M wm = 1. 

6 Conclusions and Future Work 

This paper shows that according to circumstances some of the components of team 
mental models are more relevant for team performance than others. Circumstances 
change with the dynamics of the environment (i.e., world, equipment, non-member 
actors), the team composition and organization, its members, and the team task.  

Results of a pilot experiment in which different teams operate in the domain of the 
BW4T support  our compositional approach of team mental models and enable meas-
uring their sharedness. By comparing the team performance of the teams over two 
different scenarios it becomes clear that of the two components under consideration 
should be combined differently in the measure of sharedness over the two scenarios.  

Finally, the paper proposes a compositional approach to measuring sharedness of 
team mental models, and suggests a linear additive function for the case study. A 
formal definition is provided that shows how such functions can be used to compute 
sharedness of composition models. In combination with the more qualitative analysis 
approach that can be associated with the color coding presented in Figure 1, such 
functions make this work generally applicable.  

Future work will focus on running full experiments, determining precise sets of 
questions Q to underpin the formalizations presented in Section 5, and computing 
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sharedness of the team mental models in various ways to test the practical value of 
such computations. Furthermore, additional performance measures will be taken into 
account and more sophisticated agents will be used, e.g., capable of reasoning about 
their team mates and including errors in sensing and actions.  
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Abstract. Phishing – a hotbed of multibillion dollar underground economy – 
has become an important cybersecurity problem. The centralized blacklist 
approach used by most web browsers usually fails to detect zero-day attacks, 
leaving the ordinary users vulnerable to new phishing schemes; therefore, 
learning machine based approaches have been implemented for phishing 
detection. Many existing techniques in phishing website detection seem to 
include as many features as can be conceived, while identifying a relevant and 
representative subset of features to construct an accurate classifier remains an 
interesting issue in this particular application of machine learning. This paper 
evaluates correlation-based and wrapper feature selection techniques using real-
world phishing data sets with 177 initial features. Experiments results show that 
applying an effective feature selection procedure generally results in 
statistically significant improvements in the classification accuracies of – 
among others – Naïve Bayes, Logistic Regression and Random Forests, in 
addition to improved efficiency in training time. 

Keywords: feature selection, phishing detection, phishing webpage, 
evolutionary algorithms, anti-phishing. 

1 Introduction 

Phishing has become something of a plague on the Internet. A typical phishing 
webpage may mimic a trusted third party such as a bank, a financial or e-commerce 
entity, etc. and induces Internet users to divulge their private information, e.g., 
username, password, bank account, credit card number, etc.  Phishing attacks can cost 
not only the individual consumers but also well-known organizations and corporations 
whose brands are compromised in the attacks. Despite the efforts by the research 
community, the industry, and law enforcement to develop solutions to tackle the 
problem, phishing has shown no sign of abating. A recent report by the Anti-phishing 
Working Group (APWG) [1] indicated more sophisticated schemes seem to have been 
used in phishing attacks that also exploited an increased number of brands.  

Since a black-list of phishing sites is unable to detect “zero-day” or new attacks 
[27], a machine-learning approach has been proposed to train a classifier with large 
amount of data. The classifiers reported in the literature [6, 9, 21], however, seem to 
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include very large numbers of features.  Since each feature included can increase the 
cost (storage, preprocessing, training time, etc.) of a system without possibly 
contributing to the classifier’s performance, there is a strong motivation to design and 
implement systems with small feature sets as, according to M. Hall, “a good feature 
subset is one that contains features highly correlated with (predictive of) the class, yet 
uncorrelated with (not predictive of) each other” [2]. 

In this paper, we evaluate two common feature selection techniques – correlation-
based and wrapper-based techniques – for phishing detection. We compare these 
feature selection techniques using two feature space searching techniques (genetic and 
greedy forward selection) and conduct the experiments and evaluate results on a real-
world dataset with more than 16,000 phishing webpages and more than 32,000 non-
phishing webpages. 

2 Related Work 

A number of recent papers have evaluated various machine learning techniques in 
detecting phishing emails, URLs, and webpages [5, 6, 8, 9, 12, 21, 25, etc.]. Most 
research works, however, use all the features that can be conceived at the time and as a 
result feature selection study in phishing detection can be found sparingly. 

In [9] Whittaker et al. describe the design and performance characteristics of 
Google’s phishing blacklist. Their proprietary classifier, implementation of the online 
gradient descent logistic regression learning algorithm, performs the automatic feature 
selection—finding potential useful features to include in classification model and 
discarding the ones that do not contribute to the model. 

Toolan et al. apply feature selection techniques to phishing and spam email 
classification using 40 features [17].  

3 Feature Selection Methods 

We evaluate two commonly used feature selection techniques in this paper. 

3.1 Correlation-Based Feature Selection (CFS) 

CFS exploits the inter-dependency or predictability of one variable with another to 
generate the optimal subset of features with the goals of improving classification 
performance and reducing the feature dimension. As a simple filter algorithm that 
evaluates an importance of a subset of attributes by considering the individual 
predictive ability of each feature along with the degree of redundancy between them, 
CFS essentially ranks feature subsets in the search space of all possible feature subsets 
according to a correlation based heuristic evaluation function: ܯ௦ ൌ ݇rୡ୤തതതതඥ݇ ൅ ݇ሺ݇ െ 1ሻݎ௙௙തതതത, (1)

where Ms is the heuristic “merit” of feature subset S containing k features, ݎ௖௙ തതതത is  
the mean feature-class correlation (f ϵ S), and ݎ௙௙തതതത  is the average feature-feature  
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4.1 Evaluation Criteria 

As we formulate the phishing webpage detection problem as binary classification 
problem, each webpage falls into one of four possible scenarios: true positive (TP, 
correctly classified phishing webpage), true negative (TN, correctly classified non-
phishing webpage), false positive (FP, non-phishing webpage wrongly classified as 
phishing), and false negative (FN, phishing webpage wrongly classified as non-
phishing). Though error rate (fraction of wrongly classified URLs) may be of limited 
interest in our context where data sets are unbalanced (see next section), we report it 
anyway to make it easier to compare our results with that from the existing literature. 
Additionally, we report standard measures such as false positive rate (FPR) and false 
negative rate (FNR). 

4.2 Data Sets 

For phishing webpages, we used confirmed phishing URLs from PhishTank [11].  
PhishTank, operated by OpenDNS, is a collaborative clearing house for data and 
information about phishing on the Internet. A phish once submitted is verified by a 
number of registered users to confirm it as phishing. We collected first set of phishing 
URLs from June 1 to October 31, 2010. Phishing tactics used by scammers evolve over 
time. In order to investigate these evolving tactics and to closely mimic our 
experiments as in the real-world scenario, we collected second batch of confirmed 
phishing URLs that were submitted for verification from January 1 to May 3, 2011. 
We used scripts [13] to automatically detect and expand the shortened URLs provided 
by online service longurl.org. 

We collected our legitimate webpages from two public data sources. One is the 
Yahoo! directory1, the web links in which are randomly provided by Yahoo’s server 
redirection service [10]. We used this service to randomly select a URL and download 
its page contents along with server header information. In order to cover wider URL 
structures and varieties in page contents, we also made a list of URLs of most 
commonly phished targets. We then downloaded those URLs, parsed the retrieved 
HTML pages, and harvested and crawled the hyperlinks therein to also use as benign 
webpages. We made the assumption, which we think is reasonable, to treat those 
webpages as benign, since their URLs were extracted from a legitimate sources. These 
webpages were crawled between September 15 and October 31 of 2010. The other 
source of legitimate webpages is the DMOZ Open Directory Project2. DMOZ is a 
directory whose entries are vetted manually by editors.  

Based on the date on which phishing URLs were submitted to PhishTank for 
verification, we generated two data sets. The first data set, we refer to it as DS1, 
contains 11,240 phishing webpages submitted before October 31, 2010 and 21,946 
legitimate webpages from Yahoo! and seed URLs. The second data set, we refer to it 
as DS2, contains 5,454 phishing webpages submitted for verification between January 

                                                           
1 http://dir.yahoo.com 
2 http:www.dmoz.org 
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1 and May 3 of 2011 and 9,635 randomly selected legitimate webpages from DMOZ. 
We discarded the URLs that were no longer valid as the page couldn’t be accessed to 
extract features from their contents.  

4.3 Features 

We start with a set of 177 features of which 38 are content-based and the rest are URL-
based. Content-based features are mostly derived from the technical (HTML) contents 
of webpages e.g., counting external and internal links, counting IFRAME tags, and 
checking whether IFRAME tag’s source URLs are present in blacklists and search 
engines, checking for password field and testing how the form data is transmitted to the 
servers (whether Transport Layer Security is used and whether “GET” or “POST” 
method is used to transmit form data with password field), etc. 

URL-based features include lexical properties of URLs such as counting number 
of “.”, “-“, “_”, etc. in various parts of URLs, checking whether IP address is used and 
what type of notation is used to represent the IP address in place of a domain name. 
URLs and domain part of the URLs are checked against top 3 search engines (Google, 
Yahoo, and Bing) indexes to see if the URLs are indexed. Features also include 
checking IPs and domain name of the URLs against the top list of IPs and domains 
historically popular for hosting phishing and other malicious websites. Features also 
include a list of eye-catching keywords (e.g., log, click, pay, free, bonus, bank, user, 
etc.) that are more commonly used in phishing URLs to deceive the end users.  

4.4 Feature Selection 

Table 1 displays the classification accuracies of Naïve Bayes, Logistic Regression and 
Random Forests classifiers with and without feature selection using CFS on DS1 data 
set. Genetic search technique resulted in a subset of 42 features out of 177 features; 
whereas greedy forward search (Greedy FS) selected all the features (results are not 
shown as they are same as without feature selection, grayed row). Genetic search 
technique improved Naïve Bayes classifier’s results the most with its error improving 
from 2.2% to 1.7% with the significant reduction in both FPR and FNR. 

Table 1. Classification results of Naïve Bayes, Logistic Regression and Random Forests 
classifiers using correlation-based feature selection method with genetic search and greedy 
forward selection search techniques on DS1 data set 

Search 
Technique 

# 
Features  

Classifier Performance 

Naïve Bayes Logistic Regression Random Forests 

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

Without 
feature 
selection 

177 2.2 2.2 2.2 0.5 0.3 0.8 0.4 0.3 0.7 

Genetic 
Search 

42 1.7- 1.6- 1.9- 0.9+ 0.9+ 1.0+ 0.5+ 0.4+ 0.6- 

+,- statistically significant degradation or improvement 
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Table 2 shows the classifiers’ results using Wrapper feature selection technique. 
Classification accuracies on Naïve Bayes, Logistic Regression and Random Forests are 
compared using two search techniques, genetic search and greedy forward selection. 
Unlike CFS, Wrapper based technique selected smaller subsets of features for all three 
classifiers using both genetic search and greedy forward search techniques. Though 
Wrapper based technique was notably slower compared to CFS technique, it aided in 
significant improvement in the classification accuracies of all classifiers. For example, 
with the subset of 14 selected features using greedy forward search technique, RF 
yielded the best error rate of 0.3% along with the best FPR and FNR of 0.2% and 
0.5%, respectively on DS1 data set. Besides yielding higher accuracy, the reduced 
feature subset noticeably improved the training time. 

Table 2. Classification results of Naïve Bayes, Logistic Regression and Random Forests 
classifiers using wrapper feature selection method with genetic search and greedy forward 
selection search techniques on DS1 data set 

Search 
Technique 

Classifier Performance 

Naïve Bayes Logistic Regression Random Forests 

# 
Features

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

# 
Features

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

# 
Features

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

Without 
feature 
selection 

177 2.2 2.2 2.2 177 0.5 0.3 0.8 177 0.4 0.3 0.7 

Genetic 
Search 

62 1.3- 0.9- 2.1- 70 0.3- 0.2- 0.6- 91 0.4 0.2- 0.6- 

Greedy 
FS 

12 1.5- 1.0- 1.6- 13 0.4- 0.2- 0.8 14 0.3- 0.2- 0.5- 

+,- statistically significant degradation or improvement 

4.5 Effect of Feature Selection on Data Drift 

Phishers come up with new tactics over time to invade the existing filters. Features 
developed and selected from observing a particular data set can yield highly accurate 
classification results when trained and tested on disjoint subsets of the same data set. 
But do these results hold on testing new data (possibly from different sources) using 
the features extracted and selected from older data set? We try to investigate this 
question in the following experiments.  

First, using the selected features from DS1 data set, we ran our experiments on DS2 
data set and show the results in Table 3. With CFS and genetic search combination, we 
see slightly better results for NB, but no improvement in overall error rates for LR and 
RF classifiers compared to the results using all the features.  

Wrapper feature selection method with both genetic and greedy forward search 
techniques, on the other hand, degraded classification accuracy of most of the 
classifiers. A subset of 42 features selected from DS1 data set using CFS and genetic 
search combination yielded a small improvement in error rate for Naïve Bayes on DS2 
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data set. The same feature subset, however, didn’t improve the error rates of Logistic 
Regression and Random Forests. The combination of wrapper feature selection and 
greedy forward search technique improved classification accuracy of LR but decreased 
accuracies for NB and RF classifiers. 

Table 4 shows the experimental results on testing newer data set DS2 using the 
models generated from training older data set DS1. As expected, the classification 
accuracy degraded significantly for all the classifiers. Interestingly, Naïve Bayes’ 
performance results degraded the least while Random Forests’ performance degraded 
the worst with or without performing feature selection in this context. Results show 
that the complete features are better than selected smaller subsets when it comes to 
classifiers’ robustness towards concept drift in this context. Results suggest that as 
phishing tactics change over time, so must the data models in order to keep the models 
fresh and achieve optimal performance results. 

Table 3. Results of using selected features from DS1 data set on DS2 data set 

Feature 
Selection 

Search 
Technique 

Classifier Performance 

Naïve Bayes Logistic Regression Random Forests 

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

Without feature selection 0.8 0.2 1.9 0.4 0.3 0.7 0.3 0.0 0.7 

CFS 
Genetic 
Search 

0.7- 0.2 1.5- 0.4 0.1- 0.9+ 0.3 0.1+ 0.6- 

Wrapper 

Genetic 
Search 

1.6+ 1.0+ 2.7+ 0.5+ 0.4+ 0.6- 0.3 0.1+ 0.6- 

Greedy FS 2.7+ 2.3+ 3.4+ 0.2- 0.0- 0.6- 0.4+ 0.2- 0.8+ 

+,- statistically significant degradation or improvement 

Table 4. Results of training on older data set DS1 and testing the models on newer data set DS2 
for the combinations of CFS and wrapper based feature selection techniques with genetic and 
greedy search techniques 

Feature 
Selection 

Search 
Technique 

Classifier Performance 

Naïve Bayes Logistic Regression Random Forests 

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

Error 
(%) 

FPR 
(%) 

FNR 
(%) 

Without feature 
selection 

3.2 0.5 8.0 3.8 0.2 10.2 4.0 0.0 11.1 

CFS 
Genetic 
Search 

3.6+ 0.2- 9.6+ 4.8+ 0.1- 13.2+ 5.2+ 0.0 14.2+ 

Wrapper 

Genetic 
Search 

8.5+ 0.5 22.7 8.7+ 0.1- 24.0+ 8.3+ 0.0 23.0+ 

Greedy FS 5.8+ 0.0- 16.0+ 7.4+ 0.0- 20.6+ 16.1+ 0.0 44.5+ 

+,- statistically significant degradation or improvement 
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5 Conclusions and Future Work 

In this paper, we evaluated two common feature selection techniques: correlation based 
and wrapper based feature selection techniques for phishing website detection. We also 
evaluated two search methods: genetic search and greedy forward selection. Applying 
the techniques on real-world data sets, we experimentally demonstrated that feature 
selection technique can improve classification results when training and testing on the 
disjoint subsets of a data set.  

Though wrapper based feature selection technique was extremely slow (taking 
several weeks) for slower classifier like C4.5 and Multilayer Perceptron (results not 
shown) as compared to correlation based feature selection (CFS) technique (taking 
hours or days), wrapper based technique improved classifiers accuracies significantly 
compared to CFS technique for the evaluated classifiers. Using all the features, 
however, yielded better results when training with older data set and testing the 
generated models with newer data set. 

As future work, it would be interesting to evaluate other feature ranking and 
selection techniques such as principle component analysis, latent semantic analysis, 
chi-squared attribute evaluation, etc. and other feature space search methods such as 
greedy backward elimination, best first, etc. 
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Abstract. As smartphones are being widely used in daily lives, the images cap-
tured by smartphones become ubiquitous and may be used for legal purposes. 
Accordingly, the authentication of smartphone images and the identification of 
post-capture manipulation are of significant interest in digital forensics. In this 
paper, we propose a method to determine the smartphone camera source of a 
particular image and operations that may have been performed on that image. 
We first take images using different smartphones and purposely manipulate the 
images, including different combinations of double JPEG compression, crop-
ping, and rescaling. Then, we extract the marginal density in low frequency co-
ordinates and neighboring joint density features on intra-block and inter-block 
as features. Finally, we employ a support vector machine to identify the 
smartphone source as well as to reveal the operations. Experimental results 
show that our method is very promising for identifying both smartphone  
source and manipulations. Our study also indicates that applying unsupervised 
clustering and supervised classification together (clustering first, followed by 
classification) leads to improvement in identifying smartphone sources and ma-
nipulations and thus provides a means to address the complexity issue of inten-
tional manipulation.  

Keywords: Image forensics, smartphone identification, classification, hierar-
chical clustering, support vector machine, JPEG images, source, operation, 
neighboring joint density. 

1 Introduction 

In the analog era, images were routinely used as important evidence in court proceed-
ings. In today’s digital age, film has been replaced by digital still and video images. 
Since digital images can be created and easily modified by digital processing tools, a 
challenging problem has emerged in getting digital images accepted as valid evidence 
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in courts: how to determine the provenance and authenticity of digital images?  As 
the credibility of an image is an important in the legal context, matching a digital 
image to a particular camera sensor can be equated to the matching process of an 
individual bullet to a gun barrel. Comparing bullet scratches allows forensic examin-
ers to associate them with a particular barrel, convincing the court to accept it as the 
original criminal tool. In an analogous manner, digital forensic research has been 
focused on locating digital “scratches” within images for the purpose of revealing the 
source device [1, 2, 4, 5, 6, 7, 8, 9, 16, 18].  

With the decreasing cost of mobile phones and increasing quality of megapixel 
camera phones, mobile phones are increasingly being used to capture pictures in peo-
ple’s daily activities. Source identification based on the different patterns of sensor 
noise or sensor fingerprint has been shown to be successful. However, once obtained 
images are reprocessed, e.g., cropping, rescaling (interpolation), and recompressing, it 
is ineffective in identifying the camera source since the pattern of sensor noise is gen-
erally destroyed. Although several methods have been presented to detect a single 
operation, e.g., cropping, image interpolation, or JPEG-based double compression [6, 
11, 14, 15, 17], identifying the camera source based on processed images with the 
combination of different operations remains problematic.  

In this paper, we propose a method that utilizes the marginal density of DCT coef-
ficients in low-frequency coordinates and the neighboring joint density in DCT do-
main to identify the source and manipulations, based on already processed 
smartphone images. In addition, hierarchical clustering and a support vector machine 
are employed to differentiate smartphone sources and processing operations. Experi-
ments indicate that our approach is very promising. The remainder of this paper is 
organized as follows. We describe feature design in section 2 and conduct experi-
ments in section 3, followed by discussion in section 4, and conclusion in section 5.  

2 Feature Mining 

2.1 Marginal Density Features 

Generally the manipulation of JPEG images will modify the DCT coefficients and 
hence change the marginal density of DCT coefficients at each specific frequency 
coordinate. Because most non-zero DCT coefficients are aggregated at low-frequency 
coordinates and the modification is noticeable at the corresponding low frequency 
subband, we design the following marginal density features.  

An 8×8 DCT block consists of 64 frequency coefficients, with the frequency coor-
dinates from (1, 1) to (8, 8), where the upper-left corresponds to low frequency 
subband and the right-bottom to high frequency subband. Let F denote the DCT coef-
ficient array of a JPEG image, which consists of M × N blocks, Fij (i =1, 2, …, M; j = 
1, 2, …, N). We select the set of low frequency coordinates as follows: 

 S = {(2,1), (1, 2), (1, 3), (2, 2), (3,1), (1,4), (2,3), (3,2), (4,1)}.        (1) 

The feature set consists of the following probability values 

( )1
(0), (1), (2), (3), (4) ( , )kl kl kl kl klX h h h h h k l S

MN
 = ∈ 
  ,           (2) 
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where hkl(m) denotes the histogram of the absolute DCT coefficient at frequency coor-
dinate (k,l) with the value m (m=0, 1, 2, 3, 4). Therefore, there are total of 45 features 
in the marginal density set. 

2.2 Neighboring Joint Density Features 

Generalized Gaussian distribution (GGD) is widely used in modeling the probability 
density function (PDF) of a multimedia signal. Although there does not appear to 
exist a generally agreed multivariate extension of the univariate generalized Gaussian 
distribution, some researchers define a parametric multivariate generalized Gaussian 
distribution (MGGD) model. In our previous study, we found that some manipula-
tions such as JPEG double compression and information hiding generally modify the 
neighboring joint density of DCT [13, 14]. In this study, we surmise that JPEG imag-
es obtained from different smartphones and manipulated by different operations will 
have different properties on the neighboring joint density. Therefore, we design the 
following neighboring joint density features. 

 

Neighboring Joint Density on Intra-block  
Let F demote the compressed DCT coefficient array of a JPEG image, consisting of M 
× N blocks, Fij (i =1, 2, …, M; j = 1, 2, …, N). Each block has a size of 8 × 8. The 
intra-block neighboring joint density matrix on horizontal direction absNJ1h and the 
matrix on vertical direction absNJ1v are constructed as follows:  
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where cijmn is the DCT coefficient located at the m-th row and the n-th column in the 
block Fij; δ =1 if its arguments are stratified, otherwise δ =0; and x and y are integers. 
For computational efficacy, absNJ1 is defined as the neighboring joint density features 
on intra-block and calculated as follows: 
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Neighboring Joint Density on Inter-block  
The inter-block neighboring joint density matrix on horizontal direction absNJ2h and 
the matrix on vertical direction absNJ2v are constructed as follows:  
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Similar to absNJ1, absNJ2 is defined as the neighboring joint density features on inter-
block and calculated as follows: 

2 2
2

( , ) ( , )
( , )

2
h vabsNJ x y absNJ x y

absNJ x y
+=  ,              (8) 

In our feature design, the values of x and y are in [0, 4] and thus absNJ1 consists of 25 
features and absNJ2 also consists of 25 features. In summary, our feature set contains 
45 marginal density features and 50 neighboring joint density features. 

3 Experiments 

3.1 Setup 

In our experiments, we captured digital images using five different types of 
smartphones from four manufacturers. Those images were taken randomly without any 
particular requirement. The information on these smartphone images are listed in Table 
1 and some image samples are shown in Figure 1. 

Table 1. Original images obtained by smartphones 

Smartphone brand # Images Format
HTC G3 149 JPEG

HTC HD2 114 JPEG 
Huawei U8150 141 JPEG

Iphone 3 70 JPEG
Nokia E71 125 JPEG

 

  

  

Fig. 1. Sample images used in our experiment 

All EXIF (Exchangeable Image File Format) data are removed and all these original 
images are manipulated by using the following six types of operations:  

I. All original images are trans-coded to the JPEG format with the standard 
quality factor of ‘75’; 

II. The first four rows and first four columns are cut from original images in spa-
tial domain and the remaining pixel values are trans-coded to JPEG format 
with standard quality factor of ‘75’; 
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III. The first four rows and first four columns are cut from the original images, the 
remaining data are resized by multiplication with the scale factors of 0.7 and 2 
respectively in spatial domain, and then trans-coded to JPEG format with 
standard quality factor of ‘75’; 

IV. All original images are resized by multiplication of original image size with 
the scale factors of 0.3, 0.5, 0.8, 1.5, and 2 respectively in spatial domain, and 
trans-coded to JPEG format with standard quality factor of ‘75’; 

V. The original images are trans-coded to the images with standard quality of 
‘75’, cropped to remove the first four rows and first four columns in spatial 
domain, then resized by multiplication with the scale factors of 0.5 and 1.5, re-
spectively, and trans-coded to JPEG format at quality of ‘75’; 

VI. The original images are trans-coded to the images at quality of ‘75’, and 
resized by multiplication with the scale factors of 0.5 and 1.5 respectively in 
spatial domain, and then trans-coded to JPEG format at quality of ‘75’. 

To sum up, these six types of operations include different scale parameters, which 
result in 13 series of operations as summarized in the second column of Table 2. These 
13 operations are applied to each type of the total of 599 smartphone images and thus a 
total of 7787 processed images are generated for our experiments. Since each of the 13 
operations are applied to the five different smartphone brands, a total of 65 class labels 
are generated and listed in Table 2. 

Table 2. The 65 class labels in our experiments 

Type Scale 
factor 

Smartphone brand and class label
HTC G3 HTC HD2 Huawei U8150 Iphone 3 Nokia E71 

I / 1 14 27 40 53 
II / 2 15 28 41 54 

III 0.7 3 16 29 42 55 
2 4 17 30 43 56 

IV 

1.5 5 18 31 44 57 
2 6 19 32 45 58 

0.3 7 20 33 46 59 
0.5 8 21 34 47 60 
0.8 9 22 35 48 61 

V 
0.5 10 23 36 49 62 
1.5 11 24 37 50 63 

VI 
0.5 12 25 38 51 64 
1.5 13 26 39 52 65 

3.2 Experiments 

Smartphone Source Identification Using SVM 

Experiment 1. Our first experiment is to identify the smartphone source of type I im-
ages, whose operation is essentially JPEG double compression. At each run, we ran-
domly select 60% of the images from each brand of smartphone, and the remaining 
40% images are used for testing. LibSVM [3] is employed for our multiclass classifica-
tion problem, SVM with linear kernel or RBF kernel with default kernel parameters, is 
respectively performed over 100 random runs. The mean values of the confusion  
matrices on testing data are summarized in Table 3. 
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Table 3. Mean testing accuracy over 100 experiments (type I images) 

 
Prediction outcome (%) using linear kernel Prediction outcome (%) using RBF kernel 

HTC 
G3 

HTC 
HD2 

Huawei 
U8150 

Iphone 
3 

Nokia 
E71 

HTC 
G3 

HTC 
HD2 

Huawei 
U8150 

Iphone 
3 

Nokia 
E71 

Actual 
brand 

HTC G3 98.95 0 0.86 0.10 0.08 96.75 0 1.56 0.29 1.41 
HTC HD2 0 100 0 0 0 0 98.67 0 0.98 0.36 

Huawei U8150 0.09 0 99.82 0.09 0 1.64 0 97.82 0.52 0.02 
Iphone 3 3.96 0 0 95.89 0.14 4.78 0 0 90.29 4.93 

Nokia E71 0.92 0 0.34 0.76 97.98 0.02 0 0 1.34 98.64 

 
Experiment 2. The same to Experiment 1 except that type III images with the scale 
factor value of 2 are used. The results are shown in Table 4. 

Table 4. Mean testing accuracy over 100 experiments (type III with scale factor of 2) 

  
Prediction outcome (%) using linear kernel Prediction outcome (%) using RBF kernel 

HTC 
G3 

HTC 
HD2 

Huawei 
U8150 

Iphone 
3 

Nokia 
E71 

HTC 
G3 

HTC 
HD2 

Huawei 
U8150 

Iphone 
3 

Nokia 
E71 

Actual 
brand 

HTC G3 91.90 0.27 6.13 1.54 0.15 72.24 0 1.08 2.41 24.27 
HTC HD2 1.40 98.13 0.38 0 0.09 0.98 67.64 0.11 4.27 27.00 

Huawei U8150 13.05 0.02 86.14 0 0.79 15.61 0.07 55.04 3.30 25.98 
Iphone 3 3.71 0.64 0.14 95.07 0.43 0.61 0.79 0 76.93 21.68 

Nokia E71 1.92 0.14 1.22 0.36 96.36 0.62 0 0.08 1.86 97.44 

 
Experiment 3. The same to Experiment 2 except that the type IV images with the 
scale factor value of 0.5 are used. Experimental results are listed in Table 5. 

Table 5. Mean testing accuracy over 100 experiments ( type IV with scale factor of 0.5) 

 
Prediction outcome (%) using linear kernel Prediction outcome (%) using RBF kernel 

HTC 
G3 

HTC 
HD2 

Huawei 
U8150 

Iphone 
3 

Nokia 
E71 

HTC 
G3 

HTC 
HD2 

Huawei 
U8150 

Iphone 
3 

Nokia 
E71 

Actual 
brand 

HTC G3 82.43 1.20 6.66 6.88 2.83 77.15 1.05 14.83 2.01 4.95 
HTC HD2 1.11 89.27 3.13 4.62 1.87 2.62 77.04 5.73 3.51 11.09 

Huawei U8150 5.88 1.80 83.38 8.13 0.82 9.41 0.63 83.61 1.98 4.38 
Iphone 3 18.32 12.00 14.25 42.71 12.71 19.29 11.96 12.18 28.96 27.61 

Nokia E71 2.56 5.48 1.38 3.24 87.34 6.16 12.74 3.18 2.60 75.32 

 
Experiment 4. All types of images with all scale factors are used in this experiment. 
The experimental results are shown in Table 6. 

Table 6. Mean testing accuracy over 100 experiments (all type images with all scale factors) 

 
Prediction outcome (%) using linear kernel Prediction outcome (%) using RBF kernel 

HTC 
G3 

HTC 
HD2 

Huawei 
U8150 

Iphone 
3 

Nokia 
E71 

HTC 
G3 

HTC 
HD2 

Huawei 
U8150 

Iphone 
3 

Nokia 
E71 

Ac-
tual 
bran

d 

HTC G3 80.11 0.79 12.07 1.77 5.27 89.02 0.43 9.20 0.14 1.21 
HTC HD2 1.23 84.31 1.58 5.94 6.94 0.88 94.92 0.59 1.63 1.98 

Huawei U8150 10.47 0.60 82.67 3.35 2.92 5.20 0.36 93.35 0.30 0.79 
Iphone 3 8.22 5.75 6.40 70.15 9.48 4.86 2.14 4.91 81.30 6.79 

Nokia E71 5.50 8.43 1.85 8.40 75.83 2.01 2.97 1.17 1.91 91.95 

 
Tables 3-6 indicate that it is possible to identify the original smartphone of cap-

tured images, although the original images have been differently manipulated. For 
Types I and II images, the accuracy of the smartphone source identification is appar-
ently higher than the detection accuracy for the other types. Type I involved only 
double JPEG compression, while Type II was manipulated by cropping, followed by 
double-compression. It implies that double compression has major impacts on the 
DCT coefficients in Type II. In addition to double compression, images in other types 
were rescaled. For these types, double compression may or may not have major  
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impacts on the modification of the property of DCT coefficients of the processed 
images, depending on the parameter value of rescaling.  

Smartphone Source and Manipulation Identification Using SVM 
The experimental results in Tables 3-6 have demonstrated that the detection perfor-
mance varies across different manipulations. In other words, some manipulations may 
lead us to low-reliability judgment of the smartphone source if we are not aware of 
the manipulation. From the image forensics perspective, it is more necessary to identi-
fy these different manipulations as well as to recognize the smartphone source. There-
fore, aiming to simultaneously detect the smartphone source and the manipulation 
type, we intentionally mix all the smartphone images of the 65 classes shown in Table 
2. As for the smartphone source identification, we randomly select 60% images from 
each class for training and the remainings for testing over 100 random runs. The mean 
values (over 100 experiments) of the confusion matrix on the 65 classes are visualized 
in Figure 2(a) and 2(b). The resulting performance is highly encouraging, compared 
to the average hit rate under random guess (i.e., 1/65 or 1.5%) for each class. 

 

(a) 
 

                       (b) 

Fig. 2. Mean confusion matrix over 100 experiments ((a) and (b)) 

In addition, the results in Figure 2 validate our analysis in the experiments of 
smartphone source identification as follows. Some useful information in identifying 
the smartphone source might be removed by some manipulations, such as down-
scaling and recompression. In such cases, the effect of cropping is ignorable and thus 
not easily distinguishable, resulting in the outcome that fail to discriminate between 
class 49 (Iphone3 images in type V of scale parameter 0.5) and class 51 (Iphone3 
images in type VI of scale parameter 0.5). Therefore, labeling all the images into the 
65 classes may not be the best class assignment, since the classification is simply 
based on all the possible combination of the manipulations and smartphone sources, 
while ignoring latent complexity hidden in different manipulations.  

Smartphone Source and Manipulation Identification with Hierarchical  
Agglomerative Clustering (HAC) and SVM 
In what follows, we discuss how to re-label the 65 classes so as to tackle the aforemen-
tioned labeling issue and reflect the complexity in different manipulation into the 
learning process. First, we take the average of the feature vectors from training data 
and then apply HAC to the average feature vectors, originally labeled by the numbers 
from 1 to 65 (Table 2). Figure 3 shows the hierarchical binary clustering tree by using 
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single linkage with the usual pairwise Euclidean distance. As depicted, original class 
pairs, 30 and 32, 4 and 6, 43 and 45, 56 and 58, 17 and 19, or the images in types III 
and IV with the scale factor 2, are grouped together with the minimal distances. In 
addition, classes 8, 10, and 12, HTC G3 images, manipulated by type IV, V, and VI 
operations with the scale factor 0.5, are grouped together. It shows that interpolation 
(rescale) operation generates a major functionality across different types of manipula-
tion. Furthermore, different scale parameters will produce different impacts and thus 
result in different pairwise distances. Finally, according to the clustering with HAC as 
shown in Figure 3, we re-label the original 65-class data into 18 classes. For example, 
we integrate original classes 30 and 32 into new class 1; classes 4 and 6 into new class 
2; and so on. In particular, the new class 10 combines the 24 original classes. 

 

Fig. 3. Hierarchical binary cluster tree with relabeled numbers in the shaded squares 

  

Fig. 4. Mean confusion matrix over 100 experiments ((a) and (b)) after relabeling classes based 
on the HAC (single linkage with pairwise Euclidean distance in Figure 3) result 

Figure 4 illustrates the average values of confusion matrix over 100 experiments on 
the newly re-labeled 18 data classes. The experimental procedures are identical to 
those in the previous experiments.  Figure 4 depicts that re-labeled class 11 is prone to 
be classified as re-labeled classes 7 or 10.  In other words, the images captured by 
Huawei U8150 in type IV with the scale factor 0.3 (original class 33) may not be accu-
rately indentified. 

In order to compare the detection performance with that in Table 6, which labels the 
images only based on the five smartphone sources while ignoring the manipulations, 
we re-label all types of data with all scale factors into five clusters (classes) as follows: 

The hierarchical binary cluster tree  

(single linkage with pairwise Euclidean distance) 

(a)  (b) 

Class prediction Class prediction 
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cluster 1 consists of original classes 30, 32, 4, 6, …, 43,  45, 56 and 58;  cluster 2 
consists of original classes 24 and 26; cluster 3 consists of original classes 17 and 19; 
cluster 4 only contains original class 14; and cluster 5 is derived from original class 53. 
Table 7 summarizes the mean testing accuracy of confusion matrix over 100 experi-
ments. As before, 60% images are randomly selected from each cluster for training and 
the remaining are used for testing. By comparing the experimental results shown in 
Table 6 with those in Table 7, we find that the advantage of employing the unsuper-
vised learning (i.e., clustering) prior to the supervised learning (i.e., classification) is 
noticeable in terms of the overall performance on identifying smartphone source and 
manipulation simultaneously. 

Table 7. Mean testing accuracy over 100 experiments (all type images with all scale factors) 

 
Prediction outcome (%) using linear kernel Prediction outcome (%) using RBF kernel 

HTC 
G3 

HTC 
HD2 

Huawei 
U8150 

Iphone 
3 

Nokia 
E71 

HTC 
G3 

HTC 
HD2 

Huawei 
U8150 

Iphone 
3 

Nokia 
E71 

Ac-
tual 
bran

d 

HTC G3 99.90 0.08 0.01 0 0.00 99.81 0.19 0 0 0.00 
HTC HD2 10.32 89.68 0 0 0 13.65 86.35 0 0 0 

Huawei U8150 1.20 0 98.80 0 0 0.52 0 99.48 0 0 
Iphone 3 0.09 0 0 99.91 0 0.44 0 0 99.56 0 

Nokia E71 4.12 0.24 0.42 0 95.22 6.16 0 0 0 93.84 

4 Discussions 

To our knowledge, there is no method to detect smartphone sources and reveal the 
processing history simultaneously. Therefore, we were not able to make a comparison 
study of performance in our experiments. While using SVM, we only adopted the 
default kernel parameters for the linear kernel and RBF kernel without performing an 
exhaustive search to optimize the kernel parameters. The detection performance could 
be improved by optimizing the kernel parameters. In addition, while using hierar-
chical agglomerative clustering, we only employed the usual Euclidean distance to 
measure the pairwise distance and thus other metrics, such as Mahalanobis distance, 
have not been fully examined. Furthermore, our current smartphone image database is 
not sufficiently large enough to reflect the complexity of real-life scenarios, and thus 
more smartphone images and operations with more brands of smartphones should be 
considered to conduct a more convincing examination. Additionally, although feature 
selection was conducted in our prior study in multimedia forensics [10, 12], we did 
not adopt any sophisticated feature selection algorithm, which could be useful to fur-
ther improve the detection accuracy. All the aforementioned directions will be inves-
tigated in future study. 

5 Conclusion 

In this paper, we propose a method to identify the smartphone source and the manipu-
lations applied to the images under scrutiny. Marginal density and neighboring joint 
density are extracted as discriminating features, and support vector machines are ap-
plied to the features for the detection. Experimental results show that our method is 
very promising in terms of identifying the smartphone source and revealing manipula-
tions simultaneously. Our study also indicates that it is more reasonable to hybridize 
clustering and classification techniques together to tackle complex, intentional ma-
nipulation, resulting in improved performance. 
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Abstract. Due to the large number of applications in the mobile phones, users 
usually go through a fixed menu hierarchy to find a specific interesting applica-
tion. Hence, in our previous research, we realized the proactive mobile phone 
application recommendation using co-clustering and demonstrated the promising 
recommendation performance on a smartphone. The approach first autonomous-
ly extracts user’s behavioral patterns from the usage log of user interactions with 
the device as well as environments and then recommends potential applications 
that might be interesting to the user at the corresponding specific situation. In 
this paper, as a follow-up to this novel platform of intelligent smartphone-based 
situation-awareness, we investigate sophisticated methodologies that lead to bet-
ter performance. To achieve this goal, we considered various co-clustering algo-
rithms with different data transformations and weighting schemes for simulated 
mobile phone usage data. Through non-exhaustive, but pretty comprehensive 
experimental setting, we find what specific co-clustering algorithms with what 
specific data transformations and weighting schemes improve accuracy perfor-
mance in extracting specific user patterns.  

Keywords: co-clustering, data transformation, weighting, pattern extraction, 
situation aware, recommendation system. 

1 Introduction 

Mobile phones have a huge number of applications in a predefined menu hierarchy 
(e.g., listening to music, finding location, and so on). Usually, users go through the 
fixed menu hierarchies to locate a particular application that is interesting to use at a 
particular time. In addition, currently-available recommendation systems are bound to 
a small set of predefined situations on which recommendations are determined. Fur-
thermore, users are sometimes asked to provide detailed situation definitions and also 
to train the system so as to get proper recommendations.  

The desirable solution is for mobile phones to have ability to perceive the envi-
ronmental status via sensors (sentience), to operate independently from user’s in-
volvement in a decentralized manner (autonomy), and to proactively recommend 
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proper applications to the users based upon the user’s situation or context (i.e., 
proactiveness) [1]. To achieve these objectives, several approaches are proposed, 
including, but not limited to, clustering algorithms (e.g., LBG algorithm and co-
clustering algorithms [2]) and classification algorithms (e.g., Naïve Bayesian classifi-
cation [3] and Support Vector Machine [4]).  

The ultimate goal of smartphone-based context awareness is to reduce user’s in-
volvement and also provide a personalized recommendation. To address this goal, we 
recently proposed a novel approach based upon co-clustering and showed its applica-
bility for mobile phone recommendation systems [2]. In this paper, we extend and 
improve the previously proposed co-clustering approach through various algorithmic 
improvements. First, we consider five different data transformations to mobile usage 
log data. Then, we apply different co-clustering algorithms to the transformed data. 
Finally, we investigate the performance to find what combination of the algorithmic 
consideration results in improving the performance in terms of clustering accuracy. 

The rest of this paper is organized as follows: In Section 2 we briefly discuss some 
research that motivates the current approach. We describe the considered co-
clustering algorithms, data transformations, weighting schemes in Section 3. Then, we 
formally analyze the effects of data transformations and summarize the analysis re-
sults in Section 4. We discuss the experimental details with simulated mobile phone 
usage log data in Section 5. Finally, the paper is concluded with some remark. 

2 Motivation  

Many mobile phone-based context aware systems are proposed to provide applica-
tions or services to the phone user, where the context awareness operates based on the 
current context of the user. The current situation (context) can be retrieved in various 
ways like device status, network information, and other physical resources.  

The initial context aware system, “Active Badge Location System”, was introduced 
by Want et al [12] in 1992, where the context is defined with the location of the user. 
The system was based on the infrared technology to determine the user’s current loca-
tion in order to forward a phone call to a nearby user. GOOG-411 [13] is another 
context aware system developed for a voice-powered directory assistance service. The 
Google server recommends services to the users based on the user’s location. Focus-
ing on the context framework [14], MobiLife was developed with Nokia and 
Motorola phones to bring advances in mobile applications and services within the 
reach of users in their everyday life. K-SCM algorithm [15] was developed on a 
Nokia phone to provide online clustering of symbol string data, showing how clusters 
can be associated with higher level contexts. The context recognition based on the 
fusion of information sources is formulated as the clustering of symbol string data. 
This approach can be used to assist user interaction with the device.  

Our previous research [8] was the first that applied co-clustering algorithm for task 
recommendations in mobile phones through situation awareness, where Minimum 
Sum Squared Co-clustering (MSSRCC) was employed to derive the latent patterns  
at specific situations and environments. Furthermore, we compared a supervised  
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approach (i.e., Naïve Bayesian classification) with two unsupervised approaches (co-
clustering and vector quantization (VQ)) [2], where the experiments showed that their 
co-clustering approach gave a comparable recommendation performance in terms of 
purity, while requiring less computation time than VQ.  

3 Proposed Work 

In what follows, we summarize our previously proposed context-aware recommenda-
tion system using co-clustering [2, 8], since it is the framework on which we build up 
the extended research proposed in this paper.  

The main steps include data preparation, data encoding, data transformation, pat-
tern extraction, and recommendation. First, user’s log that contains both context vari-
ables and corresponding application usages is prepared in a raw data format; the raw 
data is encoded and transformed as explained in sequel; the encoded and transformed 
data is used as an input to co-clustering algorithm to extract user’s specific patterns, 
resulting in row clustering centroids; and finally these user specific patterns are uti-
lized for both situation recognition and task recommendation.  

 

Fig. 1. Situation Recognition and Recommendation 

To be more specific, if we request k row clusters, k specific user-patterns will be 
generated as depicted in the left bottom block (denoted as user’s patterns extracted via 
co-clustering) of Figure 1. Therefore, the user’s patterns, each of which consists of 
context variables and the corresponding applications, are resulted from co-clustering. 
Note that user’s patterns are already encoded, transformed, and co-clustered, and 
stored in the encoded, transformed form for the situation recognition and task recom-
mendation. Figure 1 depicts the overall steps of situation recognition and application 
recommendation. First, user’s current context variables (not in encoded form (step 
(1)) comes in user’s patterns. However, the current context variables cannot be direct-
ly compared with the encoded user’s patterns. Thus, the first step is to encode user’s 
current context (step (2)). Then, the encoded context is compared to each of the  
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context in user’s patterns (step (3)). Finally, the closest (i.e., best matched) user pat-
tern is selected (step (4)). The chosen user pattern consists of both context and appli-
cation, where only the application information is utilized in recommendation.  

As an extension, we propose to consider varied algorithmic strategies to enhance 
the recommendation performance. First, the same data encoding schemes are applied, 
however different data transformations are considered to the encoded data set to get 
normalized data. Then, varied co-clustering bases are applied to the normalized data. 
Finally, the extracted patterns are utilized at situation recognition, where appropriate 
applications are recommended, based on user’s situation matched to the usage pattern.    

3.1 Data Preparation 

We assume all the data are collected from the various sensors in real situations. How-
ever, not all the sensors are available in mobile phones, thus we reuse the same syn-
thetic data [2, 8], which simulate a phone usage log of daily-life situations typical to a 
user. Each row in the resulting data consists of both context and application variables 
that together simulate one of the following 12 specific situations: (1) driving along, 
(2) using public transportation, (3) working in cubicle, (4) playing tennis, (4) meeting 
at work, (6) staying at home, (7) strolling around at work, (8) checking weather, (9) 
travelling during weekend, (10) spending time with family, (11) shopping around, and 
(12) going to church. We consider the usage log data that contains 3,070 situation 
vectors in total, where each of 12 situation groups consists of the following number of 
situation vectors generated according to each user-defined statistic, respectively: 284, 
258, 233, 293, 269, 270, 225, 223, 201, 254, 284, and 276.   

3.2 Data Encoding 

Since the data are assumed to be collected from sensors, each data entry ranges in a 
different unit. Therefore, data preprocessing is required to map the values in a unified 
value. Accordingly, we employ data encoding and data transformation schemes at the 
preprocessing step. We use both 1-of-N encoding [5] and binning. 

 
Fig. 2. 1-of-N encoding and binning 

• 1-of-N encoding. An integer starting from 0 is assigned to each of context varia-
bles, while each application entry uses binary encoding (i.e., 0 or 1) to indicate 



276 H. Cho et al. 

whether it is off (i.e., 0 for no use) or on (i.e., 1 for use). Figure 2 illustrates an 
example of the 1-of-N encoding and binning techniques that are applied to both 
contexts and applications. For example, bin size of context variable “Day” is 7, 
since it contains seven values, each of which is assigned to one of seven days in a 
week. If it is on Friday the bin value is 4. Notice that every application’s bin size 
is 1, since 0 or 1 is assigned to specify “off” and “on”, respectively. 

• Binning. Each context variable in a different continuous (or categorical) unit is 
mapped into fixed size of discrete values as illustrated in Figure 2. However, we 
consider the total number of applications as the corresponding bin size, since we 
consider only one application runs at a time. 

3.3 Data Transformation 

Transformation of the raw data is considered one of the most important steps for vari-
ous data mining processes since the variance of a variable will determine its im-
portance in a given model [6]. We apply the following different data transformation 
schemes and observe the performance of each data transformation on the co-
clustering algorithm.  

• No Transformation (NT). The centering or scaling is not taken. In other words, ܽ௜௝ᇱ ൌ ܽ௜௝ , where ܽ௜௝  denotes row i and column j of data matrix and ܽ௜௝ᇱ  denotes 
the transformed value of ܽ௜௝ .  

• Double centering (DC). It is defined as  ܽ௜௝ᇱ ൌ ܽ௜௝ െ ܽ௜. െ ܽ.௝ ൅ ܽ..  for ݅ ൌ1, ڮ , ݉ and ݆ ൌ 1, ڮ , ݊, where ܽ௜. is the mean of row i, ௝ܽ. is the mean of the 
column j,  and ܽ.. is the mean of all the elements. When double centering is ap-
plied to data matrix, the row mean and column mean becomes zero. 

• Mean centering (MC). Column MC is defined as ܽ௜௝ᇱ ൌ ܽ௜௝ െ ܽ.௝ and row MC 
is defined as ܽ௜௝ᇱ ൌ ܽ௜௝ െ ܽ௜.. 

• Standard deviation normalization (SDN). Column SDN is defined as ܽ௜௝ᇱ ൌܽ௜௝/ߪ.௝  for ݅ ൌ 1, ڮ , ݉ and ݆ ൌ 1, ڮ , ݊, where ߪ.௝  is the standard deviation of 
column j. Row SDN is defined similarly with ߪ௜.. Through column SDN each 
column has a unit variance and through row SDN each row has a unit variance.  

• Z-score transformation (ZT). Column ZT is defined as ܽ௜௝ᇱ ൌ ሺܽ௜௝ െ ܽ.௝ሻ/ߪ.௝ 
for ݅ ൌ 1, ڮ , ݉ and ݆ ൌ 1, ڮ , ݊. Row ZT is defined similarly as ܽ௜௝ᇱ ൌ ሺܽ௜௝ െܽ௜.ሻ/ߪ௜. . It is also called “autoscaling”, where each row/column of the trans-
formed data matrix will have zero mean and unit variance.  

3.4 Co-clustering Bases 

We briefly review Bregman co-clustering (BCC) algorithm [7], since BCC is main 
learning algorithm through which we extract (or recognize) user’s peculiar patterns. 
BCC frame unifies six Euclidean co-clustering schemes and six I-divergence  
co-clustering schemes. Each co-clustering algorithm is formulated with specific 
summary statistics. For example, basis 1 is with row cluster average and column  
cluster average; basis 2 is with co-cluster centroid; basis 3 is with row marginal and 
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co-cluster centroid; basis 4 is with column marginal and co-cluster centroid; basis 5 is 
with row marginal, column marginal, and co-cluster centroid; and basis 6 is with row 
cluster centroid, column cluster centroid, and co-cluster centroid. Detailed discussion 
on co-clustering bases can be found in [7, 9, 11]. Through data transformation, data 
entries can be negative values, which are not allowed in I-divergence co-clustering 
algorithms. As a result, we use the six Euclidean co-clustering algorithms in this pa-
per. We evaluate the effect of varied algorithmic strategies on the accuracy perfor-
mance and discuss the experimental results in next section.  

4 Experimental Results 

We investigated varied combinations of input parameters for the comparison study to 
find the best performing combination. The input parameters considered include co-
clustering basis, data transformations, application weight of the user pattern vector, 
and number of column clusters. Note that we fix row cluster number to be 12, since as 
discussed earlier we use the synthetic data with 12 specific user’s situations (i.e., a 
priori assigned 12 classes). All these input parameters are inter-related and thus we 
want to investigate what combination improves accuracy performance. We assess 
situation clustering quality according to a priori assigned situation class labels, using 
the external evaluation measure, defined as accuracy (%) = 1/ܶ (∑ t୧௞௜ୀଵ ) * 100, 
where T denotes the total number of context vectors (e.g., T=3,070 for our simulated 
phone usage data), k denotes the number of situation (i.e., row) clusters, and ݐ௜ de-
notes the number of context vectors correctly clustered into situation class i. We first 
form a confusion matrix whose (i,j)-th entry counts the number of context vectors in 
cluster i that belong to the true situation class j. Each ݐ௜ is a diagonal element of the 
corresponding confusion matrix whose cluster labels are permuted so that the sum of 
diagonal elements is maximized [2]. The situation recognition and recommendation 
accuracy values are measured by comparing the clustering results with the original 
user specifications upon generating the usage log. To enhance the robustness of the 
experimental results, all the accuracies are averaged over 20 random runs and the 
corresponding standard deviation values are given in the parentheses. 

As a preliminary experiment, we investigated how much the number of data points 
affects accuracy performances of situation recognitions and witnessed that the accura-
cy performance is improved as more data points are employed (result not shown). 
This suggests that we need to use enough number of data to faithfully reflect the spec-
ification at data generation and discover better latent patterns at co-clustering step. 

4.1 Effect of Co-clustering Basis 

All the six Euclidean co-clustering algorithms are applied to the normalized data ob-
tained from each of the five normalizations. Performance is evaluated for each co-
clustering algorithm in terms of the clustering accuracy. In our experiment, we fix ݇ ൌ 12 (i.e., number of row clusters or number of 12 situations), since we evaluate 
the co-clustering performance with the external evaluation measure for the known 12 
situation classes. In addition, we present the performance with ݈ ൌ 4 (i.e., number of 
column clusters), since it results in more stable performance than other values (not 
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shown) for our data. Furthermore, weight for application part of each situation vector 
is to be one (i.e., 1). By fixing these parameters, we focus more on the effect of six 
co-clustering bases with two data transformations, column ZT and column SDN.  

Figure 3 shows the performance of different co-clustering bases, among which co-
clustering with basis 6 gives the best result, which is also consistent with the analysis 
and experimental results [9, 11]. To be more specific, we obtain 88.1(±2.1)%  accu-
racy with column SDN and 89.4(±1.5)% with column ZT. Interestingly, the data 
transformation effect between column SDN and ZT is negligible over all the six co-
clustering bases. The similarity between column SDN and ZT was analyzed in [9, 11].  

 

Fig. 3. Effect of co-clustering basis (݇ ൌ 12, ݈ ൌ 4, and application weight = 1) 

4.2 Effect of Data Transformation 

We also investigate how much each data transformation affects the overall accuracy 
performance. As before, we set ݇ ൌ 12, ݈ ൌ 4, and application weight = 1. In addi-
tion, we use basis 6, since we learn that it is most robust among all the six bases as 
shown in Figure 3. Notice from Figure 4 that we obtain the worst accuracy  
 

 

Fig. 4. Effect of data transformation (basis 6) 
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performance with no normalization (denoted as NN) and column SDN leads to the 
best accuracy performance of 89.8(±2.4)% with basis 6 co-clustering. As expected, 
ZT results in the compatible accuracy to that of SDN. Cho [9-11] analyzed the effect 
of various data transformations with all the six co-clustering bases, where the similar 
effect of the two data transformation was characterized in terms of removing hidden 
scaling and shifting patterns in a data matrix.    

 

Fig. 5. Effect of data transformation (basis 6) 

4.3 Effect of Application Weight 

As explained in data encoding, the weight of all the applications is given one (i.e., 1) 
if users use the application for a particular situation, otherwise the application will be 
assigned zero (i.e., 0). While, the context part uses categorical values starting from 0. 
Therefore, there is a difference in encoding context variables and applications, where 
each context is binned (i.e., extended) in a corresponding variable-sized bin, however 
applications are assigned in a fixed unit-sized bin. Therefore, we want to find out how 
much accuracy changes with different weights to application part of each situation 
vector. From previous experiment, we achieve a good accuracy with the combination 
of basis 6 with column SDN (or column ZT). Therefore, while fixing this setting (i.e., 
basis 6 with column ZT), we vary column clusters and application weights.  

From the non-exhaustive experiments, we find that the stable accuracy perfor-
mance is achieved with ݈ ൌ 7 or ݈ ൌ 10 column clusters and with the application 
weight = 4 as shown in Figure 5. We achieve the best accuracy of 90.8(±3.6) with the 
combination of basis 6 with ZT, ݈ ൌ 7, and application weight = 4. The second best 
accuracy of 89.6(±2.1) is achieved with ݈ ൌ 10. Notice that the combination we find 
from the experiments might not be the best, since non-exhaustive search is taken and 
also some randomness can be involved. Therefore, in what follows, we investigate the 
effect of column cluster number on accuracy. 
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Fig. 6. Effect of application weight (column ZT) 

4.4 Effect of Column Clusters 

Row (i.e., situation) and column clusters are important variables that can affect the 
overall performance in our comparison study. As before, the number of row clusters is 
fixed to 12 (i.e., ݇ ൌ 12), since we consider them as a priori assigned situation clas-
ses (i.e., known factor) for the simulated phone usage log data. In this experiment, we 
want to estimate the best number of column clusters, fixing basis 6 with column SDN 
or ZT, while fixing application weights as well. As shown in Figure 6, with column 
SDN, we achieve the best accuracy of 90.9(±3.0)% with basis 6 with 3 column clus-
ters (i.e., ݈ ൌ 3). While, with column ZT, we achieve the best accuracy of 90.4(±2.5) 
with 4 column clusters (i.e., ݈ ൌ 4). As we expect from the previous experiments, the 
accuracy difference between column SDN and column ZT is not significant. The ac-
curacy performance varies over the different numbers of column clusters for both the 
cases as shown in Figure 6, however the overall performance with ݈ ൌ 1 to 4 column 
clusters is consistently better than those with ݈ ൐ 4 column clusters.  

 

Fig. 7. Effect of column clusters (basis 6) 
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5 Conclusion and Future Work 

To the best of our knowledge, we are the first who have applied co-clustering to situa-
tion-aware task recommendation problem in pervasive mobile environment and 
demonstrated its applicability with the prototype on a smartphone [2, 8]. The pro-
posed approach has satisfied many desired properties of situation-aware systems as 
follows: (1) no need for predefined situations, (2) no need for user-defined profiles, 
(3) no need for user to train the system, (4) ability to adapt to user habit changes, and 
(5) considerations of many context variables, not just location and time.  

As an extension to our prototype co-clustering-based situation-aware, we intend to 
investigate varied sophisticated methodologies, including data encodings, data trans-
formations, co-clustering bases, application weights, and column clusters. From the 
experiments we validated co-clustering with basis 6 generally gives good accuracy 
results independent from other specific strategies. In addition, with specific data trans-
formations, in particular column SDN and column ZT, we almost always obtain the 
best accuracy as mathematically analyzed in [9,11].  

In this research, we focus on investigating accuracy performance with varied pre-
processing and co-clustering strategies, thus the experimental study is limited to com-
parison for only co-clustering. Although we provided some comparison study in [2, 
8], it is more desirable to do rigorous comparison study with other existing approach-
es. Currently, we assume patterns are extracted from a fixed usage log data in a mo-
bile device, however it is more practical to provide the incremental extraction of dy-
namic user patterns from between- and within-environments. In addition, the privacy 
issue in collecting user’s usage data has been ignored and thus the emerging issues to 
protect user privacy should be seriously considered in the near future.  

The proposed approach can be applicable to digital information forensics. For ex-
ample, criminals’ behavioral and environmental patterns can be extracted from hand-
held devices retrieved at crime scenes by applying the pattern extraction and situa-
tion-aware algorithms. Furthermore, the proposed algorithms can be applied to extract 
web-usage patterns from web-access logs of suspects. 
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Abstract. K-NN is widely used for text classification purpose. Basic K-NN has 
poor accuracy; other methods should be applied to basic K-NN to improve ac-
curacy and efficiency. In this paper we propose a method that uses wordnet to 
increase similarity of documents under the same category. Documents are rep-
resented by single words and their frequencies, by using wordnet, frequency of 
related words is changed to acquire higher accuracy. Information gained is used 
to eliminate terms that are not discriminated. Words like "and", "or" and "that" 
in English are not important in text classification and the best way to eliminate 
them is to calculate their information gain. PCA is used to reduce number of 
features and increase speed of the method. Applying this method, we designed a 
faster and much accurate classifier for Persian language. Experiments show that 
applying this preprocessing will increase accuracy and speed of K-NN. Accura-
cy of the proposed K-NN classifier on Hamshahri corpus is 88.18%.  

Keywords:Text Classification, K-nearest Neighbors, Wordnet, Principle Com-
ponent Analysis, Persian language, Information gain. 

1 Introduction 

By daily increase in the number of documents over internet it becomes more and 
more important to classify these documents under appropriate categories because 
finding similar documents is important for many purposes. It is much faster to search 
inside a relevant category to find documents about a special subject.  

Text classification is the task of assigning one or two classes to a passage from a 
set of predefined classes [1].  

Text classification has been investigated through recent years and many different 
classifiers have been tested for this purpose. History of text classification started at 
the beginning of the 60th but is known as a subset of information systems since 90th. 
Text classification has been widely used in different applications such as indexing 
based on controlled vocabularies, text refinement, and automatic hyper-text genera-
tion, extracting emotional information from text and generally in all applications that 
need document classification or selective and adaptive distribution of documents [2]. 

Text classification has two main steps which are: Indexing and classification. The 
first step is to index documents for training phase of the classifier and the second step 
is to classify text using the trained classifier.   

Document representation has an important impact on the classification task. The 
simplest and most widely used way is to represent the document by its words but 
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using stem of words instead of words themselves is more popular. Sometimes N-
grams are used instead of single words. In this way document is represented by a 
string of N words [1].  

One issue in text classification is large number of training sets; Number of features 
extracted for text classification is too big and needs a huge space to store the index. A 
compression on feature space should be done to decrease number of features. Index-
ing of stored data is important in retrieving speed. As regards to the size of index file 
and frequency of operations on this file, considering speed of retrieval is critical in 
design of indexers. 

Text classifiers use similarity measurement to classify documents under relevant 
class. Similarity function is applied to the vector of features and the distance between 
the query and documents in the indexed database is calculated. This shows the im-
portance of document representation and features extracted from the document. The 
simplest way is to only count number of occurrence of different words in the docu-
ment and classify documents based on this feature vector but "tf" is the most popular 
feature used to classify documents. 

Simplicity, accuracy and efficiency are three important factors in text classifiers 
design. The speed of a classifier depends on its algorithm and the indexing method 
used to index labeled database. The accuracy could be improved by extracting better 
features, using better document representation and using an appropriate similarity 
measurement function. 

A wide range of supervised learning algorithms has been applied to this area, such 
as K-Nearest Neighbor (KNN) [3], Centroid-Based Classifier (CB) [4], Naive Bayes 
[3], Decision Trees [3], Winnow [5], Voting [6], and Support Vector Machines 
(SVM) [3]. 

Among all these algorithms, K-Nearest Neighbor is a widely used text classifier 
because of its simplicity and efficiency. Its training-phase consists of nothing more 
than storing all training examples as classifier, thus it has often been called as lazy 
learner since "it defers the decision on how to generalize beyond the training data 
until each new query instance is encountered" [6], [7]. 

The rest of the paper is organized as follows. In section 2 we will describe feature 
extraction and document representation. In section 3, design of the classifier is de-
scribed. Section 4 presents experimental results and in section 5, the conclusion of the 
obtained results in section 4 is described. 

2 Feature Extraction 

In the simplest way, a document can be viewed as a set of words. For document clas-
sification purpose, a document can be represented by frequency of its words but a 
single word may be used in its different grammatical forms and still have the same 
meaning. 

Using a stemmer can eliminate the above problem, so here we use a stemmer and 
replace stem of words in the document. By stemming similarity of documents having 
same words but in different forms is increased.  
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After replacing stem of words in documents, frequency of these stems in the whole 
database and each document is obtained. However frequency of stems is the most 
popular feature used in text classification, it is not a good discriminating feature. 
Many high frequency terms like "and", "or", "the" and so on are not suitable for dis-
tinguishing the topic of the text. So these high frequency words should be eliminated. 
Yet there is another problem in Persian language, some of these words are used as a 
prefix to another word and change the meaning and even the category of the docu-
ment. To cross this problem we use information gain. 

If we have iC classes where i ranges from 1 to m, the information gain of feature t 

shown by InfoGain(t) is calculated by equation (1)[8]. 
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Where )( ir CP is calculated by dividing number of documents pertaining to class iC by 

total number of documents. )(trP is calculated by number of documents that feature t 

appeared at least once in those documents and )|( tiCrP is number of documents in 

class iC that feature t appeared at least once in them. t  stands for documents that 

feature t, did not appear in the document. 
Here obtained features are only frequency of stems. After calculating information 

gain of each word, words with high frequency and low information gain should be 
eliminated. 

To eliminate these words, if frequency of a word is within the top 20% of frequen-
cies and its information gain is within the last 20% values of information gains then 
the word is eliminated and its frequency is not preserved in the feature vector. This 
makes sure that word with low impact on the classification eliminated. 

The structure of Persian language is different from Latin languages. The first and 
the most important difference is that Persian is written from right to left and becomes 
more complex when numbers and formulas that are written from left to right are add-
ed to the document. Another difference is that Persian language does not have a strict 
grammar; so that a single statement can be rewritten in many different ways and still 
have the same meaning. The latter difference makes N-gram representation seem 
inapplicable. To address these problems we used single word representation and then 
replacing stem of words.  

Replacing stems, increases similarity of documents in the same category which 
have same words in different grammatical forms. Still other preprocessing could be 
done on the document to increase similarity of documents in the same category. We 
used wordnet as a tool to make classification more precise.  

WordNet [9] is a lexical database of English Language, which groups nouns, verbs, 
adjectives and adverbs into sets of synonyms1, each expressing a distinct concept. 
Synsets are interlinked with conceptual-semantic and lexical relations, including 
hypernymy, meronymy, causality, etc [10]. 
                                                           
1 Synset. 
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Fig. 1. Indexing Process 

The first wordnet was developed for English language at Princeton University 
(PWN). Over time it has become one of the most valuable resources in applications 
for natural language understanding and interpretation, such as word-sense disambigu-
ation, information extraction, machine translation, document classification, and text 
summarization and, last but not least, Semantic Web applications [9], [11]. 

Two Persian wordnets developed in [12] and [13]. We have used wordnet ontology 
to increase similarity. For this purpose each word in the document is given to the 
wordnet and if related word suggested by the wordnet is used at least once in the doc-
ument, its frequency is replaced by the maximum frequency of the word and frequen-
cy of the related word. 

)}_(),(max{ termrelatedfrequencytermfrequencyfrequency =            (2) 
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Frequency of related words that are not used in the document is set to zero. Doing this 
preprocess over words of the document ensures that different documents that are writ-
ten by different writers. Different writers may use different words to specify a single 
intention and by this preprocess similarity of such documents is increased.  

In the next step, "tf" is calculated for documents in the training database by equa-
tion (3). Finally )1log( +tf is used as the extracted feature [14]. 

)_log(1
)log(1

termfreqaverage
termfreqtf +

+=
                   (3) 

After counting words and calculating frequency of words in a document yet some 
more works should be done. Speed of a classifier is important in many applications. 
Here we use PCA to reduce time needed to measure similarity between documents. 
PCA transforms features into a new feature space and then eliminates features having 
low covariance. Large feature vectors make the classifier slow, so by reducing num-
ber of features using principle component analysis the speed is increased and only 
features that seem to be discriminated in the new feature space are preserved. This 
process, extremely decreases the size of index file. 

Now indexed database is created and stored in the index file. In the next section, 
the classifier itself is described. Figure 1, shows the diagram of indexing process. 

3 Classifier 

For the classification purpose, we used K-NN because of its simplicity and efficiency. 
For the training phase, feature vector obtained from the previous phase is just stored 
in a file. 

K-NN finds K nearest documents to the document jd which is to be classified; 

then it counts number of positive and negative samples in those k documents. Based 
on number of positive and negative samples; the algorithm gives a score to the docu-
ment. In this algorithm parameter K is critical. There is no way to predict K. So the 
best way is to initialize k with a random number and then change it to improve results. 
For similarity measurement we use the cosine distance as follows: [7] 
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Where t denotes number of features extracted for documents.  
To classify unknown document jd , neighbors of this document are scored using 

equation (5): 

),(),)( (),( iCkdkdjd
jdKNNkd SimiCjdScore

r
δ ∈=           (5) 

Where KNN(d) indicates K nearest neighbors of document d and ),( iCkd
r

δ  stands 

for the classification for document jd  with respect to class iC , that is: 
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So the decision rule of K-NN classifier can be specified as: 

)),((maxarg iCjdScore
iCC =                  (7) 

4 Experimental Results 

Many factors are used to evaluate classification but precision, recall, and F-measure 
are mostly used to evaluate classifications accuracy, exactness and completeness.  

In a classification task, the Precision for a class is the number of items correctly la-
beled as belonging to the class (true positives) divided by the total number of ele-
ments labeled as belonging to the class (the sum of true positive and false positive). 
Recall in this context is defined as the number of items correctly labeled as belonging 
to the class divided by the total number of elements that actually belong to the class 
(the sum of true positive and false negative). F-measure is a weighted average of Pre-
cision and Recall and is used to measure performance in the field of information re-
trieval [15]. 
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To evaluate the algorithm, we randomly selected 2000 documents from Hamshahri 
corpus; 1600 documents of this set are used for training and 400 documents used as 
test data. 

Hamshahri is one of the first online Persian newspapers in Iran that has been pub-
lished for more than 20 years and it has presented its archive to the public through its 
website [16] since 1996. Creation of Hamshahri collection goes back to [17] in which 
Darrudi et al. employed a crawler to download available on-line news from the web 
site of Hamshahri newspaper and conducted a few experiments and presented some of 
the characteristics of the Persian language on this corpus [18]. 

Testing different values for K shows that the best value for K in our application is 
10. By choosing K=10 for K-NN algorithm, the efficiency measurements of the pro-
posed classifier are presented in table 1. The classifier correctly classified 336 docu-
ments, misclassified 45 documents and was not able to classify 19 documents. 
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The classifier implemented in Matlab, and FarsNet2 used as the wordnet. FarsNet 
is developed by the National Language Processing Labratoary as the first Persian 
wordnet [19]. 

The implementation of K-NN algorithm on a Chinese corpus in [20] has an aver-
age precision of 0.6864, another implementation of this algorithm on Turkish lan-
guage has an average precision of 0.8612 [21], and with fuzzy K-NN in [22] has aver-
age of 0.804. 

The proposed classifier with a precision of 0.88; seems to be more efficient than 
other implementations of K-NN on Persian language. The classifier proposed in [1] 
has precision of 79.9%. The speed of K-NN increased because of the principle com-
ponent analysis. 

Table 1. Efficiency measurements of the proposed classifier 

Precision Recall F-measure 

88.18% 94.64% 91.29% 

 
Figure 2 shows accuracy of the classifier for different values for K.  

     
Fig. 2. Precision for different values of K 

                                                           
2  http://nlp.sbu.ac.ir/site/ 
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5 Conclusion 

There are different methods for text classification, many factors are important in this 
field such as accuracy and efficiency. Document representation has a great impact on 
the accuracy of the classification and feature extraction is an important phase in text 
classification. 

In the proposed method, accuracy is increased by 3 techniques. At first all words 
are replaced by their stems, information gain is used to eliminate words with high 
frequency and low information gain which means that word is not discriminated and 
finally wordnet is used to adapt terms frequency. 

The efficiency of the proposed classifier is improved by use of PCA to decrease 
number of features. The similarity function works much faster with less number of 
features. 

Finally applying the proposed method for indexing and classifying Persian docu-
ments shows a great improvement. Accuracy of the proposed classifier is 88.18%. 

For the future works some experiments can be done to improve the classification 
accuracy, other classifiers like Support vector Machine can be applied, additionally 
other similarity functions can be used in the K-NN. 
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Abstract. In learning a new word by a dictionary, we first need to know a set of
“basic words” which are frequently appeared in word definitions. It often happens
that you cannot understand the word you looked up because there are still some
words you do not understand in its definitions or explanations provided by the
dictionary. You can keep looking up these new words recursively till they all can
be well explained by some basic words you already knew. How to automatically
find a minimum set of such basic words to define (or recursively define) the en-
tire vocabulary in a given dictionary is what are going to discuss in this paper. We
propose an efficient algorithm to construct the Minimum Vocabulary (MV) using
the word frequency information. The minimum vocabulary can be used for lan-
guage modeling and experimental results demonstrate the effectiveness of using
the minimum vocabulary as features in text classification.

1 Introduction

The emergence of a complex language is one of the fundamental events of human evolu-
tion, some words are believed to be more complex than others because they present more
precise semantic meanings that can be well explained by using some “basic words”. In
learning a new language, the dictionary is a powerful tool to learn a new complex word
based on the words you already knew though some explanations are unavoidably recip-
rocal or circular, as “hind, the female of the stag; stag, the male of the hind.” When you
are learning a new language, after you have grasped some basic words and start to use
dictionary to learn yourself, it often happens that you cannot understand a word you just
looked up because there are still some words you do not understand in its explanations
provided by the dictionary. You can keep looking up these words till they all can be
well explained by the basic words you knew. However, if you find yourself stuck in a
recursive process of keeping looking up different new words or in a reciprocal process
like the above hind-stag example, it means you may need a bigger set of “basic words”.
A simple question arose, what are these basic words in a given dictionary?

It’s been a long standing question to find whether such a set of basic words exists that
can be used to define the entire vocabulary in this fashion. This is called the Minimum
Vocabulary Problem (MVP) [3]. MVP aims to find a minimum vocabulary set which

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 292–301, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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can define (or recursively define) the entire vocabulary in one dictionary. MVP has been
widely studied in literature, many of which focused on suggesting appropriate size of
vocabularies for different level language learner [5,6]. These works are mainly based on
manual analysis and corpus statistics, which are less informative in language modeling.
For example, general service list [13] selected 2000 basic words for new English learn-
ers. Research for using an automatic algorithm to solve MVP could help us to uncover
the intrinsic structure of human language by finding these basic “semantic bricks” for
building a language. Fig. 1 gives a schematic illustration how a word “haphazard” can
be explained by using other words in its definition from the Collins dictionary. This tree
will be extended till all the leaf nodes are words in the minimum vocabulary (MV).

Fig. 1. An example of word dependency. All the leaf node words are belonging to the minimum
vocabulary, they are used to explain a complex word “haphazard”.

A computation solution of this problem is first proposed in [3], in which a graph
model is used to reformulate the problem as calculating the basis of a definition graph
and achieves fast computation using approximation. But this method requires much
work on pre-processing and reduces the applicability. In this paper, we only focus on
English language though the same methodology can be applied to many other alphabetic
languages such as German, French and Spanish. We propose a new model by adopting
the methodology of relational database design [11]. By transforming the whole dictio-
nary into a functional space, we can model word-definition relations as a functional
dependency of graphs. The problem is then simplified to seek the minimum closure
of a set that shares the common strategy with calculating candidate key of a relational
database [11]. However, if taking account of the enormous size of a dictionary, tra-
ditional methods would fail because of computational complexity. In this paper, we
propose a fast approximation by combining each word with the prior knowledge of the
word frequency and iteratively calculating the basic word set to construct the minimum
vocabulary. Based on experimental studies, this method makes a good balance on both
performance and computation efficiency.
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This paper is organized as follows. In Section 2 we describe the formulation of the
problem and a new algorithm is proposed. In Section 3, experimental results of three
well known dictionaries are presented. We also introduce the concept of using the MV
as features descriptors in language modeling and apply the model in text classification.
Finally, the conclusions are given in Section 4.

2 Minimum Vocabulary Model

We use D to denote a given dictionary and w ∈ D is the word in D. E(w) stands
for the set of words in the definition (explanation) of w. We also define w ∈ E(w) for
mathematical consistence because it is true that word can be explained by itself. The
main idea is to set up a directional relation from w to its explanations E(w). Given the
nature of this problem, mathematics of relational database can be used. For given two
sets of words S i, S j ⊆D, we propose a dependency property developed from the similar
concept in relational database.

Definition 1. Given two sets of words S i, S j ⊆ D, S i depends on S j, or S j determines
S i (denoted by S j ⇒ S i ) when:

∀w ∈ S i : E(w) ⊆ S j

In other words, if we knew all the words in S j, we can also know all the words in S i

because all the words in S i can be explained by words in S j. Any set S depends on itself
based on the above definition, i.e.: S ⇒ S .

The following properties [1] hold for the dependency relation:

1. Reflexivity: If Y is a subset of X (Y ⊆ X), then X ⇒ Y.
2. Augmentation: If X ⇒ Y, then X ∪ Z ⇒ Y ∪ Z , for any word set Z.
3. Transitivity: If X ⇒ Y and Y ⇒ Z, then X ⇒ Z.

These properties can be easily proved using the definition of relational dependency.
Therefore, an unknown word set can be inferred from a set of basic words through
definition relations, this can be well explained through the empirical experience that a
new (complex) word could be learnt from a certain amount of very simple words.

Definition 2. The closure of S , or S +, is the set of words that can be determined by S ,
or S ⇒ S + where:

S + = {x|w ∈ S , x ∈ E(w)}
The solution of MVP is about to find a minimum set of S that S + = D.

2.1 MV Construction Algorithm

Previous research in relational database design provides a few efficient solutions for
calculating the minimum set of all relational attributes which is referred as candidate
key. Saiedian and Spencer [12] proposed a graph method to extract candidate key with
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Algorithm 1. Minimum Vocabulary Construction Outline
1: procedure MINIMUM VOCABULARY(D)
2: S = D
3: repeat
4: for all wr ∈ S do
5: if wr ∈ {S −∑r wr}+ then
6: S ← {S − wr}
7: end if
8: end for
9: until No more word wr can be removed from S

10: return S
11: end procedure

time complexity of O(kn2), where n is the number of items and k is the number of
dependencies between these items. Since they focused only on database design, when
the size of database is small, the problem is tractable. However, for our problem, a fair
dictionary commonly has over 30000 words and millions of dependency relations, their
method is computationally inefficient.

In out approach, the main idea for MV construction is simple. We start from a set S
assigned with D (S = D), then we iteratively remove redundancy word wr that can be
explained (or recursively explained) by the rest of words denoted by the set {S −∑r wr}.
The removing word satisfies that wr ∈ {S −∑r wr}+. The algorithm terminates when no
more word can be removed from S to satisfy the above conditions. The pseudo-code is
shown in Algorithm 1. However, it hasn’t consider the key factors such as the removing
order and the closure computation, both of which are curial for fast computation and
effective performance, that will be discussed in the next section.

2.2 Familiarity and Frequency of Words

As we can see from the previous section, the key problem is to decide a preference of
removing order of the words. Based on empirical knowledge of language, people tend
to use words they are more familiar with to explain those are not, we therefore need to
choose the attribute implying “familiarity” to evaluate word preference. There is a rich
literature in human perception of “familiarity” and some insightful discussions on this
topic are available in [2,8]. Here we adopt the simplest familiarity measure in terms of
word frequency.

In this research, frequency statistics on BNC database [7] is used to assign each
word with an attribute of frequency. This attribute defines the preference of removing
redundant word in applying Algorithm 1. In details, we sort the removing words se-
quentially based on word frequency in ascending order. The lower frequency a word
has, the higher possibility to be removed from the basic word set. R[w] is used denote
the frequency of word w.

The closure computation for a large set has a high computational complexity. There-
fore, in order to propose a reliable solution for the MVP, we propose an efficient al-
gorithm for closure computation. Line 5 in Algorithm 1 of closure computation can be
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modified from calculating the entire set closure to measuring whether a word can be
explained by a set of high frequency words. We present details of the proposed method
on calculating in Algorithm 2.

For each pair (w,R[w]), we calculate the max preference word in its definition word
set E(w). We define the word with maximum frequency in E(w) is

m f (w) = max
i∈E(w)

R[i] (1)

If m f (w) < R[w], it means w can be explained by words with higher preference. Then
R[w] can be replaced with m f (w). If not, it means w temporarily can not be removed
from the word set, then w becomes the candidate of basic word. For each iteration
of scanning overall words, we get all candidate basic words S. Since all words can be
explained by S, we have S+ = D. Note preferences of all words are updated throughout
each iteration, some words might change their preferences. We need reprocess all words
until the full coverage of all words. The algorithm runs in O(kn), where n is the size
of dictionary and k is the number of process iterations. The pseudo-code is given in
Algorithm 2.

Algorithm 2. Word Frequency Based Minimum Vocabulary Construction
procedure MINIMUM VOCABULARY(D)

2: Sort w ∈ D based on word frequency R[w]
for w ∈ D do

4: RemovingT ag[w]← False
end for

6: repeat
for all w ∈ D do

8: if m f (w) < R[w] then
R[w]← m f (w)

10: RemovingT ag[w]← T rue
end if

12: end for
until convergence

14: for all w ∈ D do
if RemovingT ag[w] == False then

16: add w to S
end if

18: end for
return S

20: end procedure

3 Experimental Studies

Since the model is heavily based on the word dependency relationship. For the same
word, its definition may not be identical in different dictionaries. In our experiments, we
tested 3 well known dictionaries using the new proposed algorithm: Collins,
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Webster and Longman 1. In these dictionaries, each phrase is consisted of phonetic
symbols, several definitions and example sentences. In the following experiments we
only consider the word itself and the first of its definitions, other semantic informa-
tion is ignored at this stage . We lemmatize each word using Python NLP Toolkit [9].
Word frequency introduced in Section 2.2 is computed throughout word frequency list
2 based on BNC Corpus [7]. We perform the same lemmatization and assign each word
in dictionary with a frequency R[w].

Fig. 2. Minimum vocabulary for Collins, Longmand and Merrian-Webster based on the
frequency-based minimum vocabulary construction algorithm

3.1 Minimum Vocabulary of Dictionaries

Each dictionary has average 30000 words, Algorithm takes about 1 minute to finish the
computation. The sizes of MV for Collins, Longman and Merrian-Webster dictionary
are 1256, 1295 and 1346, respectively. Fig. 2 illustrates the number of words in the MV
with the increasing number of iterations. The results show that the size of MV converges
very fast and becomes stable after about 5 iterations. For the 3 given dictionaries, the
sizes of MV are very similar.

Table 1 shows the results of overlapping of MV in 3 dictionaries. The common basic
words appear in all dictionaries are 672, taking up about 50% in each dictionary’s basic
word set. This can be explained by that dictionary use simple and high preference (fre-
quency) words in word definitions. Therefore, most words appear in definition would
be among the small set of high frequency words and the MVs for different dictionaries
have a high overlapping.

1 The source of these dictionaries can be obtained for free from the following links:
http://debian.ustc.edu.cn/debian-uo/dists/
sid/ustc/pool/stardict/

2 Available at the link: http://www.kilgarriff.co.uk/bnc-readme.html
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Table 1. The number of common words in the MVs and the percentages of them in the three
given dictionaries: Collins, Longman and Webster

Combination Number Percentage of Common Words in Dictionary
Collins ∩ Longman 824 Collins: 66% Longman: 64%
Collins ∩Webster 861 Collins: 69% Webster: 64%
Longman ∩Webster 957 Longman: 74% Webster: 72%
Collins ∩ Longman ∩Webster 672 Collins:54% Longman: 51% Webster: 50%

3.2 Minimum Vocabulary Properties

In the framework of using MV for language analysis. A word may be explained in sev-
eral layers like a tree, where all the leaf nodes are the words in the MV (e.g., see Fig.
1). The maximum level of the MV interpretation of a particular word may have some
implications on their semantic complexities. More layers a word has, more semanti-
cally difficult this word is. We summarize the statistics of word levels across the whole
dictionary. The left-hand figure of Fig. 3 shows the histogram of the word levels. The
right-hand figure illustrates the accumulated percentage of words under the given word
level. For example, 80% of words are under the level 10 and nearly 90% of words are
under the level 15.
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Fig. 3. Left-hand: histogram of word levels. Right-hand: accumulative percentage of words under
the given word level.

In order to validate effectiveness of using the MV as the language model, we analyze
the similarities between MVs of synonym pairs comparing to the similarities between
non-synonym pairs. The similarity measure between to MVs can be defined by:

Definition 3. Given two sets of words W1 and W2 , the relative similarity degree is
defined by the ratio between the intersection of W1 and W2 and the union of these two
sets.

sim(W1,W2) =
|W1 ∩W2|
|W1 ∪W2| (2)

where | · | represents the cardinality of a set.



An Efficient Minimum Vocabulary Construction Algorithm 299

We collect a set of synonym pairs from the Oxford Thesaurus 3. Phrases and stop words
are removed. Considering that our focus are complex words, we also removed the syn-
onyms in the given MV. In our experiment, we take two pairs of synonyms where A and
B is one pair and C and D is another pair, i.e.:

A↔ B, C ↔ D (3)

We then calculate similarities between each pair of words, the following relations should
hold:

sim(A, B) ≥ sim(A,C)

sim(C,D) ≥ sim(B,C)

We calculated 1650 pairs of synonyms and obtained 75.2% of which satisfy the above
relations. This experiment can verify that MV based measure can reflect certain seman-
tic relations with good confidence. In the next section, we will use MV as language
features in text classification.

3.3 Document Feature Descriptor

Language modeling is an important topic in computational linguistics, techniques such
as latent semantics indexing, topic models were used to map a text into a low dimension
semantic space [14]. In such a space, different natural language problems can be studied
by capturing the semantic meaning of the original text, e.g., question answering [10]. In
this study, the MV also can provide the semantic relations between complex words and
a text can be modeled in the MV space, that is how the MV can be used as descriptors
for natural language modeling.

The MV with approximately 1300 words are obtained based on proposed algorithm.
Words in the MV form the basic structure of a language. The meaning of the MV
is highly compressed and may help to uncover intrinsic relations between words. For
example, some cognates and synonyms may derive from same basic word ancestors.
This property offers basic words a potential usage for a sound document descriptor. To
demonstrate this, we employ the MV model to construct a document feature descriptor
and apply it to text mining.

We denote S(w) as the basic words that w depends on, and F(wi) is the frequency of
the ith basic word in S(w). The major purpose of this feature descriptor is to represent
document using basic word histogram. To apply this, we first replace all the words by
using basic words and calculate the basic histogram HM.

We evaluate the MV descriptor on TechTC-100 Test Collection [4]. We use prepro-
cessed feature vectors provided from this dataset, in which texts were simply tokenized
and digitalized, no further processing was employed such as TF-IDF and lemmatization.
We retrieve the feature descriptor by computing HM based on the Minimum Vocabu-
lary set of Collins Dictionary and obtain a 1253 dimension vector to represent each
document. We compare our descriptor with original feature vector provided from the
dataset. The classification tasks is performed between two classes of documents. We

3 http://thesaurus.com/browse/Oxford
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Fig. 4. ROC curve of classification by using MVs as text features

select linear SVM as the classifier. The recall and precision results is shown in Fig. 4.
As we can see from the figure, the MV descriptor outperforms the original word fea-
ture significantly. The time consumption is also benefited from the downsize of feature
vector, it reduces from 3.745s to 1.042s on a Dual Core 500MHZ machine.

4 Conclusions

This paper proposed an efficient computation method for the Minimum Vocabulary
Problem. We proposed a new algorithm to construct the MV for a dictionary in order to
investigate the word-explanation relationship by employing the word frequency regular-
izer. The empirical studies on three well known dictionaries are given. We also studied
the properties of MV and use it in language modeling. The MV can be considered as
the most basic “semantic bricks” for a language. Some initial investigations with exper-
imental results of using MV features in text classification are given. Future works will
study how to use the MV to solve other natural language processing problems.
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Abstract. The 2011 I2B2 challenge involves co-reference resolution in medical 
documents. Concept mentions have been annotated in clinical texts, and the 
mentions which co-refer in each document are to be linked by co-reference 
chains. There have been systems developed for co-reference resolution by 
various organizations. The aim of this study was to use the systems which are 
publicly available, as well as build a rule based algorithm tailored for this 
challenge, and test these systems on the data provided for this challenge.  The 
study shows the publically available systems do manage to find some of the co-
referent links, and the rule based system developed for this challenge performs 
well finding the majority of the co-referent links.  The system that was used to 
provide the final outputs for the challenge had 89.6% overall performance 
average. 

1 Introduction 

Co-reference resolution is the process of linking together concepts which refer to the 
same entity.  The ability to have computers automatically find this type of relation in 
text documents is of interest to people in the field of artificial intelligence because it 
can lead to having systems which can summarize texts and answer questions posed 
about information contained within those documents [1-2].  Automatic summaries and 
question answering systems could be of great value to personnel in the healthcare 
industry as well.  Because of these possibilities, a challenge was hosted in 2011 by 
i2b2 [3] (Informatics for Integrating Biology & the Bedside) in order to advance co-
reference technology for the field of medicine.  Annotated data has been provided by 
four institutions: Partners HealthCare, Beth Israel Deaconess Medical Center, The 
University of Pittsburgh, and the Mayo Clinic. This data includes the original texts for 
each document, a concepts file for each document which describes each concept 
mention in the texts, and chain files which identify manually created co-reference 
chains in each of the texts as an example of how chains are to look after processing.  
The concept mentions to be linked are nouns or descriptive phrases in the medical 
texts which represent people, actions, objects, or ideas and have been given types 
accordingly.  There were two methods used by the hosts of the challenge to annotate 
the data sets used in the I2B2 shared task.  One method is the I2B2 style annotations 
which include 5 concept categories: people, problems, tests, treatments, and pronouns.  
The other method used is ODIE (Ontology Development and Information Extraction) 
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style annotations which include 8 categories: disease or syndrome, sign or symptom, 
procedure, people, other, none, laboratory or test result, and anatomical site.  Each 
type of concept mention will only co-refer with a concept mention of the same type, 
with the exception of pronouns which can co-refer with any type of mention [4].  In 
this paper, we briefly describe the three publicly available systems and their 
performance on the i2B2 data, the construction and performance of the rule based 
system, and the results of the our participation in the i2b2 challenge. 

2 Evaluation Methods 

Each system was evaluated in two ways.  The first method was to compare each link 
with the provided co-reference chain annotations, and count it as correct only if it 
matches exactly with the provided annotation. With this method, single unlinked 
concept mentions are not considered, and links that fall in the same chain but skip an 
antecedent are considered incorrect. This type of scoring is referred to as exact match 
scoring in this paper. The second method of evaluation is with a script provided by 
I2B2, which conducts 4 types of examinations of the chain output for each system: B-
Cubed [5], MUC [6], Blanc [7], and CEAF [8].  Overall performance results using 
both methods are listed in this paper after each system description.  The results are in 
the form of a F1 score which is the harmonic mean of precision and recall [9].  

3 Other Systems Used in the Study 

There are a number of systems publicly available for co-reference resolution that can 
be found by conducting internet searches on most popular search engines. These 
systems will discover co-referent links and chains from raw text input. To do this the 
software uses internal functions to find concepts, and then link them [10-12]. The 
three systems used for testing were chosen for their level of development and 
usability. In this study BART [10], the Stanford co-reference system [11], and 
LingPipe [12] were tested on the provided training data. 

3.1 Bart 

BART is an acronym for Beautiful Anaphora Resolution Toolkit and it was developed 
from a project done at the 2007 Johns Hopkins Summer workshop [10].  It is available 
on the website created for the project: http://www.bart-coref.org/.  Once set up, text is 
sent to it through a web service, and output is returned in XML format.  The output 
contains detected concept mentions and if they belong to a chain, the chain identifier 
is included in the XML tag of the concept mention. A translator was created to 
compare the BART output to the chain files included with the input texts. Only 
concept mentions detected by the BART system and listed by the I2B2 annotations 
were considered for testing.  All other mentions and co-referent links were discarded.  
After running the BART system on files from each of the data sets provided, it had an 
overall F1 Score performance of .775 on the Beth Israel training data, .712 on the 
Partners Healthcare training data, and .436 on the Mayo Clinic training data. All three 
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of these scores were obtained from the evaluation scripts provided by I2B2.  
Individual concept type linking scores using the exact match scoring are listed in the 
“Results” section on Table 1. 

3.2 The Stanford Co-reference System 

The Stanford co-reference system is an ongoing project by the Stanford Natural 
Processing Language Group [11].  It can be found at the Stanford Natural Language 
Processing Group’s website: http://nlp.stanford.edu/software/dcoref.shtml.  It uses 
what is called a “Multi-pass sieve” to perform co-reference resolution, which is a 
layered approach to detecting links between mentions. It starts with the strongest 
match first then uses more and more relaxed criteria for matches as it runs down the 
layers of co-referring rules [11]. Like BART, it uses its own internal functions to 
identify concept mentions.  Input and output for this system was done by calling the 
Java classes directly from the computational program developed for this study.  Input 
was supplying the raw text in a string, and output from this system comes in the form 
of a map stored in an array.  Each element of the array holds the location, in the form 
of line number and word number in the text, of a source mention, and a destination 
mention.  A simple mapping function was constructed to convert the Stanford concept 
locations to I2B2 concept locations.  Only concept mentions that were found by the 
Stanford system and listed by the I2B2 annotations were considered, all other 
mentions and co-referent links were discarded.  After running the Stanford system on 
files from each of the data sets provided, it had an overall F1 Score performance of 
.627 on the Beth Israel training data, .633 on the Partners Healthcare training data, 
and .423 on the Mayo Clinic training data.  All three of these scores were obtained 
from the evaluation scripts provided by I2B2.  Individual concept type linking scores 
using the exact match scoring are listed in the “Results” section on Table 1. 

3.3 LingPipe 

LingPipe is a suite of natural language processing tools provided by the Alias-i 
company as a commercial NLP product.  It is available at no cost for research 
purposes at the Alias-i website: http://alias-i.com/lingpipe. LingPipe performs Co-
reference resolution through a set of heuristic algorithms which link together 
mentions found by internal functions [12]. Input for the system was through command 
line functions specifying the location of the input text documents, and output was a 
text document containing xml tags surrounding discovered concept mentions and a 
chain identifier if the mention was found to be co-referent.  A translator similar to the 
one used to map the BART system output was constructed to make the data useable in 
this study.  After filtering out concept mentions not annotated in the I2B2 data, it had 
an overall F1 Score performance of .628 on the Beth Israel training data, .601 on the 
Partners Healthcare training data, and .423 on the Mayo Clinic training data.  All 
three of these scores were obtained from the evaluation scripts provided by I2B2.  
Individual concept type linking scores using the exact match scoring are listed in the 
“Results” section on Table 1. 
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4 Our Rule Based System 

Because the specifications for co-reference for the i2b2 challenge were well defined, 
and the type of data provided is specific kind of document [4], the type of system built 
for our study is rule based.  Our method is designed only to find co-reference chains 
in text documents when the concepts are also given as input.  When processing the 
data sets provided by I2B2, the gold standard concept files that came with the data 
were used to mark the concepts in the text documents.  The system was developed by 
examining a sample of files from the pool of data and writing linking functions, or 
rules, based on observation. The linking functions were checked across the entire data 
set to get an idea of which rules worked, and which did not.  The system consists of 
six text processing routines, and uses four data sources to aid in creating co-referent 
links. The general architecture for our final system is depicted in the chart below 
(Figure 1). 

 
Fig. 1.  Data flow chart for the rule based system 

4.1 Data Input and Access 

The first two routines in the system are made to read in the text being examined and 
the concepts that are to be linked from the files provided by I2B2.  The document 
handler breaks the text into tokens using white space boundaries, with each space 
character indicating the end of one word and the beginning of the next.  The text is 
then stored in a two dimensional array where the first dimension is the line number, 
and the second dimension is the word number.  A representation of this operation is 
depicted below in figure 2. 
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Fig. 2. Representation of document handler functionality 

The document handler controls access to this matrix and gives the system a way to 
easily find the location of the concepts in the text, and a way to search the words 
surrounding the concepts for information about the concept.  The concept handler 
reads in each concept and stores it in an array giving each concept a number based on 
its position in the array.  Each element in the array holds the start line, start word, end 
line, end word, type, and the text within each concept.  The concept handler is made 
to give easy access to the attributes of each concept.  An example of concept storage 
can be found below in figure 3. 

Fig. 3. Representation of concept handler functionality 

4.2 Main Linker 

The next routine in the algorithm is the main linker, and it is made to match all the 
concepts which are not in the person category. Every concept that passes through this 
linker is compared to each of the other concepts of the same type in the document and 
links are recorded if they meet the programmed criteria. Decisions made by this linker 
are binary meaning they either match or do not match.  At this stage, every link that is 
detected is kept, which means a concept can have links to many concepts within the 
document, rather than at most two which is a characteristic of co-reference chains. 
The main linker uses string matching, the UMLS [13] (Unified Medical Language 
System) database, and the WordNet [14] database to determine if two concepts might 
have the same meaning.  The main linker traverses the concept list and runs each one 
through its set of rules, and stores detected links in a list of pairs that is organized 
later on in the chain builder.   

Non-personal Pronoun Match. The first step with each concept is to check if it is a 
pronoun type. If it is a pronoun type concept and the word is “which” or “that,” it is 
linked to the concept that immediately precedes it if the two concepts have less than 
two words between the two concepts. There are other pronouns mentioned, but any 

The patient was admitted with hypertension. 
The condition was presented along with tachycardia. 

Document: [0][0] “The” [0][1] “patient” … [0][5] “hypertension.” 
                   [1][0] “The” [1][1] “condition” … [1][6] “tachycardia.” 

Raw Concepts: 
c="hypertension" 0:5 0:5||t="problem" 
c="the condition" 1:0 1:1||t="problem" 

Concept: [0] text – “hypertension”, startLine – 0, endLine – 0,  
                                   startWord – 5, endWord – 5, type – “problem” 
  [1] text – “the condition”, startLine – 20, endLine – 20,  
              startWord – 5, endWord – 5, type – “problem” 
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rules written for them only resulted in performance loss, we were unable to build a 
reliable rule for any other pronoun.   

Be Phrase Match.  The next step with each concept is to check the type of the 
concepts which immediately precede and follow the concept.  If they are of the same 
type, the text in between the two concepts is examined and if it contains any words 
that indicate it is a “be phrase,” the two concepts are linked because they are probably 
saying “something is something.”  Words and phrases that are commonly found in the 
“be phrases” are stored in the rule database, and were added to the database manually 
based on observations of gold standard links.   

 Match by Meaning. After the “be phrase” match, the concepts are examined and 
linked by their meanings.  First, the concepts are conditioned by filtering out what we 
refer to as “common words.”  These common words include conjunctions (and, or, as, 
but, etc.), adjectives (large, blue, painful, etc.), and pronouns (he, she, it, etc.).  The 
conjunctions and pronouns which are filtered out are chosen to be eliminated from the 
concept if they appear in the common words table of the rule database.  Each of the 
words that appear in the common words table was manually placed there.  Adjectives 
are detected by searches in the WordNet database.  After elimination of the common 
words, any non-letter characters, such as punctuation and hyphens, are removed.  
After this conditioning, the concepts are compared to every other concept of the same 
type on the document in three ways.   

Head and Synonym Match. First, every leftover word in the concept is compared to 
every leftover word in each of the other concepts of the same type in the document by 
a word comparison method.  This word comparison method will declare the words a 
match if the first 80% of the characters in the shorter word match the same number of 
characters in the longer, or if they are found to be WordNet synonyms. If every word 
in one of the concepts is matched to a word in the other concept, a link between the 
two is recorded.   

UMLS Match. The second comparison is through the UMLS database.  Both concepts 
are searched for in the MRCONSO table of the UMLS database after the 
conditioning, and if they are found in the database and their UMLS concept numbers 
match, a link between the two is recorded.   

Acronym Match. The third type of comparison is a check for acronyms. The first 
letters of each word in concepts that have two or more words are taken and are 
compared to whole words in other concepts, and if a whole word is found that 
matches either all the first letters, or some of them in order, a link is recorded. 

4.3 People Linker 

All concept types are processed though the same path in the algorithm except for the 
mentions of type “person” or “people”.  These mentions are processed by the people 
linker.  As with the main linker, all decisions made by this linker are binary.   

Identifying People Mentions. When the people linker is called to examine a 
document, it runs through several subroutines to identify “person” type mentions as 
being doctors or the subject of the document. 
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Medical Personnel. The first step performs internet searches on each concept 
mention. The mention being processed is sent to a search engine if it meets certain 
criteria, and the results are scanned for certain key words to indicate if the mention is 
referring to a doctor or medical personnel.  Every mention that is found to be of 
medical personnel is stored in a list for later use. 

The Subject (Patient). The second step is to find a name in the document to represent 
the subject of the document. The function checks each concept and if it meets these 
criteria:  

• It is not a pronoun. 

• It is not found to be a doctor according to the previous check. 

• It does not have the doctor salutation, Dr. 

• It has no medical title at the end, M.D. 

• It does not contain common words stored in the rule database such as 
“patient” or words that would indicate it is a family member. 

That concept is marked as the subject of the document.  If no such concepts that fit 
that criteria are found, the first occurrence of a concept that says “patient” or “pt” is 
marked as the subject since the patient has been the subject of the document in every 
document.  After finding an appropriate representation of the subject, every concept 
that has the words “patient” or “pt” in them and no words that refer to a family 
member are linked to the subject concept. 

The Subject’s Gender. The third step is to find the gender of the subject, and this 
function simply counts the number of masculine and feminine pronouns in the 
document and the type that is more frequent is declared to be the gender of the 
subject. 

Matching People Mentions. After gathering information about the “person” and 
“people” type concept mentions, the algorithm move on to actually create links 
between these mentions. 

Introduction Match. If two concepts are found to be no more than 2 words apart with 
one starting with a doctor salutation, or ending with a medical title, and the other was 
marked as referring to a doctor by the first internet searches, the two concepts are 
linked as this likely indicates an introduction of someone.  An example of this kind of 
match is: “Dr. Smith, your optometrist” where “Dr. Smith” and “your optometrist” are 
two separate mentions.  

Head Match. After linking the introductions, a matching function is run that works the 
same way as the head matching function in the main linker.  Certain words are 
removed from concepts, such as salutations, pronouns, titles, single letters, as well as 
punctuation, then, they are compared to each other.  If all of the words, up to 80% of 
the length of the word, in each concept appear in the other concept, a link between 
them is recorded.  This match will link people’s names together, including those that 
appear with an initial for the first name in one instance and the full name in another.  
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Pronoun Linking. The next step in the people linker is to match third person 
pronouns to the names to which they refer.  This is done by searching the sentence in 
which pronoun concepts are contained.    

Third Person No Proper Names in the Sentence. If the sentence has only pronoun 
mentions in it, each of the pronouns in that sentence are linked to the subject concept 
if they are of the same gender as the subject.  If it is not the same gender as the 
subject, the closest preceding concept that is not a pronoun is linked to it. 

Third Person With Proper Names in the Sentence. If there is one name in the 
sentence, and the name’s position in the sentence is before the pronoun, then it is 
linked to that name. If there are multiple names in the sentence, any pronoun that is 
the gender of the subject is linked to the subject and the others are linked to the first 
name in the sentence that is found to be a doctor. 

Other pronouns including First and Second Person Pronouns. After this, any person 
concepts that are first person pronouns are linked together, and any second person 
pronouns are linked to the subject.  The last step is to link any pronoun type mention 
which is the word “this” to the next person mention if it is within 3 words of it and the 
next mention is not a doctor, then, any pronoun type mention which is the word 
“who” is linked to the previous person type mention that is not any type of pronoun. 

4.4 Link Filtering 

After the semantic links are made in the main linker, they are passed over to filters to 
eliminate links that actually refer to two different entities based on clues found in the 
sentences surrounding the mentions in question.  These clues include descriptive 
phrases such as dates, locations, or descriptive modifiers not included in the span of 
the mention. These clues are found by using regular expressions for dates and key 
words stored in the rule database for locations and descriptive modifiers compared by 
string matching. These clues are only searched for if the word preceding or following 
each mention is one of the key words stored in the rule database.  Examples include 
in, on, are, is, etc. The filter portion of the algorithm also eliminates links using 
WordNet, any mention that is found to be an adjective with no noun included has any 
links to it removed. 

4.5 Building the Chains 

Once the linkers and the filter have finished their jobs, the final output is created from 
the “web” of links that has been made.  The first concept with links is found and each 
link is traversed to the next concept, and each of those links is followed in a recursive 
fashion.  A list of each concept visited is kept, and though concepts can be linked 
more than one time, they are added only once to the list.  After every link has been 
examined in the “web,” the list of concepts is sorted according to each concepts 
position in the text.  Concepts that appear in the beginning of the text are at the top of 
the list.  Once a chain is constructed, it is written to an output file in the I2B2 format. 
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4.6 Rule Based Algorithm Performance 

After running the algorithm on files from each of the data sets provided, it had an 
overall F1 Score performance of .891 on the Beth Israel training data, .912 on the 
Partners Healthcare training data, and .789 on the Mayo Clinic training data.  All 
three of these scores were obtained from the evaluation scripts provided by I2B2.  
Individual concept type linking scores using the exact match scoring are listed in the 
“Results” section on Table 1. 

4.7 Availability 

The software written for this challenge will be available for use by anyone, and can be 
found at http://cms.uhd.edu/faculty/chenp/class/4319/project/. 

5 Results 

After running each of the systems on the provided data, the following exact match 
performance data described in “Evaluation Methods” was obtained from the results 
(Table 1). 

Table 1. Exact match F1 scores for the four systems on individual concept mention types in the 
Beth Israel, Partners Healthcare, and Mayo Clinic training data sets 

UHD Beth Israel .958 .69 .389 .597 N/A 

Partners Healthcare .953 .696 .462 .624 N/A 

Mayo Clinic .593 .667 N/A .5 .453 

BART Beth Israel .59 .202 .166 .3 N/A 

Partners Healthcare .475 .206 .253 .263 N/A 

Mayo Clinic .41 0 N/A 0 0 

Stanford Beth Israel .205 .076 0 .096 N/A 

Partners Healthcare .251 .073 .074 .061 N/A 

Mayo Clinic .069 0 N/A 0 0 

LingPipe Beth Israel .243 .015 .029 .092 N/A 

Partners Healthcare .139 .067 .088 .066 N/A 

Mayo Clinic .071 0 N/A 0 0 
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5.1 Combining Results 

Once result data was collected, combinations of link results from the rule based 
system and the BART system were examined since the BART system showed the 
highest amount of correct link predictions.  After combining the results from the two 
systems as a union of the sets, the statistics showed an increase of about 1% in recall 
but a decline of about 15% in precision, bringing the f1 score down overall. 

5.2 Challenge Results 

In order to participate in the challenge, each team participating was given test data 
that did not include the gold standard co-reference chains.  After processing the data, 
each team submitted the data for evaluation by the hosts of the challenge.  Our system 
had an F1 score average of .895 on the data sets provided for the testing, which 
according to the hosts of the competition, places the system in the first tier for 
performance.  The first tier included the four top scoring systems.  The scores in the 
first tier ranged from .895 to .915. 

6 Conclusion 

Since the goal of the 2011 I2B2 shared task was to mark concept mentions as co-
referent or not, the rule based system developed for this study was used to mark links 
in the test data released by the organization for the challenge.  This decision was 
made based on the results from cross-checking the performance of each system on the 
training data provided.  The results show the BART system performed the best out of 
the three publicly available co-reference systems tested in this study on this specific 
collection of data.  The results also show that manually creating rules for co-reference 
based on observation of training data is a valid way to accomplish this co-reference 
task, particularly with the person type concepts in the I2B2 style annotations, and in 
this case performed well using the guidelines laid out by the hosts of the competition.   
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Abstract. Named entity recognition (NER) is a subtask in information extrac-
tion which aims to locate atomic element into predefined categories. Various 
NER techniques and tools have been developed to fit the interest of the 
applications developed.  However, most NER works carried out focus on non-
fiction domain. Fiction based domain displays a complex context in locating its 
NE especially name of person that might range from living things to non-living 
things. This paper proposes VAHA, automated dominant characters identifica-
tion in fiction domain, particularly in fairy tales. TreeTagger, Stanford Depend-
encies and WordNet are the three freely available tools being used to identify 
verbs that are associated with human activity.  The experimental results show 
that it is viable to use verb in identifying named entity, particularly in people 
category and it can be applied in a small text size environment.  

Keywords. Named entity recognition, fairy tales, verb, dominant character. 

1 Introduction 

The concept of named entity recognition (NER) is not new in the area of information 
extraction (IE). It has been 21 years since the first NER published which focused on 
extracting company names [1] using heuristics and hand-coded rules. Thereafter, 
various predefined categories of NER have been explored to fit the interest of the 
applications intended to be developed. Among all, “name of people, organzaition and 
location“[2], [3], [4] are the most commonly explored predefined categories.  
Generally, NER aims to locate and extract significant atomic elements in texts into 
predefined categories.  

Casey et al. employed machine learning approach to extract multiple NEs ranging 
from high level (place, person) predefined categories to low level (soccer player, 
universities) predefined categories in the web environment. A set of seed entities and 
relations, and learn templates are used to automatically generates training data [5].  
Einat et al. applied conditional random fields and dictionary to extract personal  
names from email [6]. However, the unstructured nature of written email produced 
inconsistent performance results among  corpora used. Repetition of names [7], [8] 
within documents have also been used to extract NE, but it might not perform well for 
documents that are small in size.  
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In 2010, Le et al. studied the use of inductive logic programming to extract named 
entities (name, diploma, organization, research) in Vietnamese language [9]. In the 
same year, Laura et al. proposed domain adaptation of rule-based annotator to en-
hance domain customization for NER by manually coded 104 features of domain-
independent CoreNER library [2]. Public datasets of CoNLL03, Enron and ACE05 
were used to train and test the “person, location and organization” entities. 

However, most NERs developed above focused on non-fiction based documents. 
Non-fiction implies communicative works whose descriptions are generally written as 
facts. Therefore, non-fiction documents usually exhibit certain patterns in represent-
ing its NE.  For an instance, name of person may start with designator, capital letter of 
the first character, and naming in a human way. On the other hand, fiction documents 
usually exhibit complexity and uncertainty in locating its NE.  For example, the name 
of a person may be represented in diverse spectrums, ranging from living things 
(animals, plants, person) to non-living things (vehicle, furniture).  

In this paper, we propose VAHA, a fully automated named entity recognition 
framework to overcome the above mentioned issue by studying the nature of verb(s) 
that associates with human activity. We aim to extract dominant characters in fairy 
tales. Dominant characters are the person depicted in a narrative and actively engage 
to get audience attention. Usually they are clearly identified through an impact play in 
a story regardless of the life span of their appearance in the story.  Fiction-based 
domain is used to test the proposed framework. A predefined category of “name of 
person” is being investigated but our approach focuses on recognizing dominant  
characters in fairy tales. Stanford dependencies (SD) and TreeTagger are used to shal-
lowly parse the natural language input files to identify the potential dominant charac-
ter(s). Clauses that are tagged with the sequences of (i) noun(s) - verb(s) denotes  
Subject-Verb (S-V) and (ii) verb(s) - noun(s) implies Verb-Object (V-O) are being 
extracted.  The extracted S-V and/or V-O at sentence level will then be verified with 
semantic dependencies produced by SD to conform it represents the sentence mean-
ing. Later, two features of WordNet, namely derivationally related form (DRF) and 
sentence frames (SF) are used to substantiate verb that associates with human activity. 
Finally, subject or object that attach to the verb that associates with human activity 
will be regarded as dominant character. Part of this work is an extension of our previ-
ous effort in identifying protagonist in fairy tales using verb. This paper is segmented 
into 3 sections of technologies background, proposed system framework, experiments 
performed and end with conclusion. 

2 Technologies Background 

2.1 TreeTagger 

TreeTagger1 is a tool developed within the TC project at the Institute for 
Computational Linguistics of the University of Stuttgart for annotating text with  
 

                                                           
1 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/ 
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part-of-speech and its lemma information. It is readily available in eight languages 
and adaptable to other languages with the availability of the training corpus. In this 
work, English is used to annotate on the selected natural language text file. 

 
 
 
 
 

Fig. 1. Natural language sentence with its corresponding TreeTagger tag  

Fig. 1 shows the sentence that has been annotated with TreeTagger. Each word is 
attached with its corresponding part-of speech (POS) tag. An assumption is formed 
where dominant character(s) of a fairy tale is often tagged as “NOUN” generally, and 
specifically as common nouns and/or proper nouns. In this work, “NOUN” is identi-
fied as any POS tags that start with the label “N” such as “NN”, “NNS” or “NP” 
whereas “VERB” is POS tags that start with the label “V”. Clauses that are tagged 
with the sequences of (i) noun(s) - verb(s) denotes Subject-Verb (S-V) and (ii) verb(s) 
- noun(s) implies Verb-Object (V-O) are extracted. As shown in Fig. 1, there are two 
S-V extracted, namely “pieces/NNS grew/VVD”, “swallow/NN flew/VVD”.  

2.2 Stanford Parser 

2.2.1 Stanford Dependencies 
Stanford Dependencies (SD) formulates its dependencies relation based on forty-eight 
grammatical relations according to the predefined tregex patterns over phase-structure 
trees [10]. Tregex is a matching patterns in trees based on tree relationship and regular 
expression. SD is represented in triplet structure with a grammatical relation used to 
tie up the right dependencies of two tokens as shown in Fig. 2. 

In VAHA, SD is used to filter out each extracted S-V and V-O that does not 
conform to its corresponding sentence meaning. Grammatical relation of “nn”, 
“nsubj”, “nsubjpass” or “dobj” are used to examine against each extracted S-V and 
V-O at sentence level. Only S-V and V-O that have its corresponding SD with any 
of the four mentioned grammatical relations will be kept for further analysis. “nn” 
denotes noun compound modifier that serves to modify the head noun, “nsubj” 
implies nominal subject which is the syntactic subject of a clause whereas 
“nsubjpass” refers to passive nominal subject which is the syntactic subject of a 
passive clause; “dobj” means direct object of a Verb Phrase (VP) which is the ob-
ject of a verb.  

 
 

Between/IN these/DT pieces/NNS grew/VVD the/DT most/RBS beau-
tiful/JJ large/JJ white/JJ flowers/NNS;/: so/RB the/DT swal-
low/NN flew/VVD down/RP with/IN Tiny/NP,/, and/CC placed/VVD 
her/PP on/IN one/CD of/IN the/DT broad/JJ leaves/NNS./SENT 
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det(pieces-3, these-2) 

prep_between(grew-4, pieces-3) 

det(flowers;-10, the-5) 

advmod(beautiful-7, most-6) 

amod(flowers;-10, beautiful-7) 

amod(flowers;-10, large-8) 

amod(flowers;-10, white-9) 

nsubj(grew-4, flowers;-10) 

mark(flew-14, so-11) 

det(swallow-13, the-12) 
 

nsubj(flew-14, swallow-13) 

dep(flowers;-10, flew-14) 

prt(flew-14, down-15) 

prep_with(flew-14, Tiny,-17) 

conj_and(flew-14, placed-19) 

dobj(placed-19, her-20) 

prep_on(placed-19, one-22) 

det(leaves.-26, the-24) 

amod(leaves.-26, broad-25) 

prep_of(one-22, leaves.-26) 

 

Fig. 2. Stanford dependencies 

Fig. 2 presents the grammatical dependencies for the sentence in Fig. 1.  Based on 
the two extracted S-V mentioned in section 2.1, “pieces/NNS grew/VVD” does not 
conform with the sentence meaning as its grammatical relation is none of the four 
mentioned relation.  It is not the “pieces” that grew, but in fact, it is the flower that 
grew. Hence, “pieces/NNS grew/VVD” will be discarded for its verb analysis. How-
ever, S-V of “swallow/NN flew/VVD” will be kept for further verb analysis as it con-
form to the sentence meaning and has the grammatical relation of “nsubj”.  

2.3 WordNet  

WordNet [11] is an English lexical database that group set of words into Synonyms 
(Synsets). Each synset is interconnected by conceptual relations. Hence, it illustrates 
the co-reference among synsets in database in revealing the semantic represented. As 
of 2006, the WordNet database contains total of 155,287 unique words where verb 
has taken up 11,529 words organized in 13,767 synsets for a total of 25,047 word-
sense pairs [12] which is sufficient to be used in this project. Two features of 
WordNet are used in this work, namely derivationally related forms (DRF) and sen-
tence frames (SF). DRF indicates words that are derived from the same root. It shows 
relationship existed between groups of synsets. SF is specifically designed for VERB 
group; it contains a list of generic sentence frames exemplifying the types of simple 
sentences in which the verbs in the synset can be used.  

3 Framework and Experimental Setup 

This section explains the framework as well as the experimental setup. 

Input : Fiction web pages2 which contain eight fairy tales, as listed in Table 1 are 
chosen as they contain diverse spectrum of dominant character(s). Some of the 
dominant characters are represented as its real name like human being while some of 
the dominant characters are being symbolized as animal or inserts.  
                                                           
2 http://www.kidsgen.com 
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Table 1. Fairy tales with the corresponding word count 

Fairy Tale Word Count 
The Story of Snow White  1913 
Cinderella  1077 
Beauty and the Beast  1357 
Rapunzel 1393 
Thumbelina 4348 
Ugly Duckling 841 
Sleeping Beauty 1317 
Ant and the Grasshopper 142 

 
Step 1: Document cleaning 
Each fairy tale web page is cleaned automatically using HTML Context Extractor 3in 
order to get rid of non-text content (banner, audio, video, images). A pure text file 
(.txt) is produced at the end of the cleaning process.   
 
Step 2: Pre-linguistic processing 
Each pure text file will be shallowly parsed using two freely available text processing 
tools,  namely (a) TreeTagger and (b) Stanford Parser. 
(a) The POS tags annotated on the pure text file served as a scheme in extracting 

clauses (S-V and/or V-O) that contain potential dominant character(s).   
(b) Grammatical relations supplied by Stanford dependencies (SD) is used to verify 

that the extracted patterns (S-V and V-O) conform with its corresponding 
sentence meaning.  

 
Step 3: Feature extraction 
Based on each annotated fairy tale using Treetagger, potential dominant characters 
are extracted based on two patterns, namely (a) Subject-Verb (S-V) and (b) Verb-
Object (V-O).  
(a) For S-V pattern, clause that contains noun(s)-verb(s) and noun(s)-who-verb(s) 

that are adjacent to each other will be extracted.  
(b) For V-O pattern, determiner might appear in between verb and object. It is an 

article which is to introduce a noun. “a“, “an“ and “the“ are the examples of 
article. Therefore, clause that contains verb(s)-noun(s) or verb(s)-determiner-
noun(s) that are adjacent to each other will be extracted. 

 
Step 4: Data filtering 
Two filtering processes of (a) conformation of extracted S-V and V-O with its 
corresponding sentence  and (b) main verb identification are performed to prepare an 
accurate data for verb analysis.     
(a) Four grammatical relations of “nn“, “nsubj“, “nsubjpass“ and “dobj“ from SD are 

used to countercheck against all the extracted S-V and V-O. It aims to filter out 
unconformation of S-V and V-O with its corresponding sentence meaning. An 
example is illustrated in section 3.2.  

                                                           
3 http://senews.sourceforge.net/KCE_README.html 
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(b)  Given the filtered S-V and V-O from step 4(a), only verb which has POS tag of 
“VV“, “VVD“, “VVG, “VVN“, “VVP“ and “VVZ“ are preserved for verb 
analysis.  These POS tags have the main verb that describes an event taken by a 
subject or action imposed on an object, such as “take/VV“, “took/VVD“, 
“taking/VVG“, “taken/VVN“, “take/VVP“ and“takes/VVZ“.  Section 2.1 
describes TreeTagger POS tags. 

Finally, a set of filtered clauses is produced. They are notated as S-Vcan and Vcan-O. 

Step 5: Verb analysis 
Each extracted Vcan  that forms S-Vcan or Vcan-O will be served as keyword search in 
WordNet for retrieving its corresponding senses description. Only Vcan that has the 
returned group(s) of VERB and /or ADJECTIVE from WordNet will be regarded for 
its DRF or SF. For DRF, each returned description will be examined sentence by 
sentence. In the presence of either key phrases of “someone who”, “a person who”, 
“to whom” and “one who” in the sentence, the verb is considered to be associated 
with human activity. However, in the absent of four key phrases in DRF, sentence 
frames is used to study the verb’s usage.  For S-V, if all the Vcan’s sentence frames 
start with  “Somebody ---- “, it implies an action has to be taken by human.  For an 
instance, the word “sighed” for S-V of “Cinderella/NP sighed/VVD” in the story of 
“Cinderella”. While for V-O, if all the Vcan sentence frames end with “---- Some-
body”, it denotes an action is taken on human.  Hence, the word is considered to be 
associated with human activity.  
 

Output: Finally, S and O which are attached to verb(V) that associates with human 
activity are considered as dominant characters in the investigating fairy tale. 

4 Results and Discussion 

The eight chosen fairy tales that come in different file sizes and have diverse 
dominant characters are experimented to verify the performance of our proposed 
VAHA in identifying dominant character(s). The evaluation metrics used are 
precision, recall and F-measure.  The experimental analysis were carried out 
individually for S-V as depicted in Fig. 3 and V-O as presented in Fig. 4, while the 
overall performance of VAHA is shown in Fig. 5.  

 

Fig. 3. Performance results of “S-V” pattern for dominant character(s) identification 

Ant B_beast Cinderella Rapunzel S_beauty S_white Thumbelina U_duckling

recall 0.8571 0.6800 0.8125 0.8095 0.7391 0.8000 0.8372 0.5000

precision 0.8571 0.4857 0.6500 0.6071 0.5862 0.6667 0.5625 0.2500

F-measure 0.8571 0.5667 0.7222 0.6939 0.6538 0.7273 0.6729 0.3333
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Fig. 4. Performance results of “V-O” pattern for dominant character(s) identification 

 

Fig. 5. Performance results for overall dominant character(s) identification 

As shown in Fig. 5, file size and dominant characters’ groups do not impact the 
performance results of dominant character identification. This can be validated 
through the story of “Ant and Grasshopper” which has file size of only 142 words 
with the character group of inserts yields the best performance result compared to 
other fairy tales. Out of seven clauses of “grasshopper – was hopping”, “ant - 
passed”, “grasshopper – invited”, “ant - sit”, “ant -went” “winter-came” and “ants - 
distributing” being extracted for S-V pattern, six of the subjects (highlighted in italic) 
were correctly classified as character based on the verb attached to them except for 
the subject of “winter”. While, “asked – the ant”, “invited – the ant” and “said – the 
grasshopper” are the three clauses extracted for V-O pattern. The word of “asked” and 
“invited” are related to human activity. However, an observation was done for the 
word “said” of V-O pattern in all the investigated fairy tales. V-O clause that has the 
pattern of “verb-determiner noun” and appear immediately after the punctuation mark 
of “ ” ” or “ , “ always denote noun as character except for one clause of “said – the 
spirit” in the story of “ Snow White”. “replied – the field mouse” and “exclaimed  - 
the field mouse” are the two examples that share the same characteristics of the word 
“said” in the story of “Thumbelina”. Therefore, clause that exhibits the above charac-
teristics for V-O pattern are taken as a heuristic in identifying dominant characters.   

The analysis for S-V pattern is rather straightforward as DRF exhibits its descrip-
tion of key phrases of “someone who”, “a person who”, “to whom” and “one who” in 

Ant B_beast Cinderella Rapunzel S_beauty S_white Thumbelina U_duckling

recall 1.0000 1.0000 1.0000 1.0000 0.5714 0.8333 0.8000 1.0000

precision 1.0000 0.5000 0.6250 0.2857 0.3636 0.5000 0.5926 1.0000

F-measure 1.0000 0.6667 0.7692 0.4444 0.4444 0.6250 0.6809 1.0000
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Ant B_beast Cinderella Rapunzel S_beauty S_white Thumbelina U_duckling

precision 0.7000 0.4872 0.6071 0.5278 0.5250 0.6346 0.5714 0.3684

recall 0.7000 0.7037 0.8095 0.8261 0.7000 0.8049 0.8254 0.6364

F-measure 0.7000 0.5758 0.6939 0.6441 0.6000 0.7097 0.6753 0.4667
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the form of active sentence.  For example, “someone who consumes”, implies subject 
must be a person, while, V-O pattern possessed a more complex situation where an 
action (verb) can be taken on a person or thing. Besides, “drank – the dew”, “heard – 
a voice”, “spun – gold” and “sing – a wedding song” are some of the V-O extracted 
from fairy tales.  As such, a correspondence senses between DRF and SF is needed to 
verify the uncertainty. SF that ends only with “---- something” implies the said object 
must be a thing and SF that ends only with “---- somebody” implies the said object 
must be a person. However, for the cases where SF that has the mixture of “some-
thing/somebody” at subject and/or object are currently ignored for this work and will 
be explored in future work. Therefore, the performance result of V-O pattern (Fig. 4) 
generally performs better than S-V pattern (Fig. 3). This is due to the number of 
clauses extracted for S-V pattern is more than the V-O pattern. Hence, the possibility 
of subject wrongly classified as character is higher. Moreover, structural format of V-
O pattern has led to more details handling compared to a straightforward S-V pattern.  

Recall, precision and F-measure are interrelated. Good information extraction 
should reflect high recall and high precision for high F-measure, which is hard to be 
achieved. High recall with low precision or low recall with high precision always 
becomes a struggling effort for researcher. An effort to improve either factor might 
cause the other factor to be deteriorated. In this work, high recall implies most of the 
verbs that associate with human activity are in fact attached to dominant character 
while low precision is due to many verbs which are not associated with human activi-
ty were being extracted as according to the patterns of S-V and V-O.  Hence, the 
number of extracted pattern has increased and greatly impacts the result for precision. 
This scenario can be seen in Fig. 3, 4 and 5. 

Table 2. Dominant dominant characters for fairy tales 

Fairy Tale Dominant Character 
The Story of Snow 
White  

Snow White, King, Queen, Stepmother(witch, ped-
dler woman), Prince, Huntsman,  

Cinderella  
Cinderella, Prince, Coachman, Stepmother, Stepsis-
ter, Fairy, Minister. 

Beauty and the Beast  Merchant, Beast, Beauty. 
Rapunzel Enchantress, Rapunzel, Prince, Husband, Wife. 

Thumbelina Tiny, Toad, Swallow, Mole, Field Mouse, Cockchaf-
er, Butterfly, Bird, Prince. 

Ugly Duckling Mother duck, Duckling, Geese, Hen, Swan, Farmer 
Sleeping Beauty Briar Rose, Witch, King, Queen, Frog, Prince. 
Ant and the Grasshopper Ant, Grasshopper 

Five different versions of each fairy tale were used to identify the common domi-
nant characters. The existence of dominant characters in at least three versions the 
same fairy tale will be chosen as true dominant character. Table 2 presents the true 
dominant characters for each fairy tale. Dominant characters which are highlighted in 
bold are the dominant characters identifiable using VAHA. The repetitive occurrence 
of dominant character in subject and object is counted as one occurrence. In the  
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stories of “The Story of Snow White”, “Beauty and the Beast” and “Ant and  
Grasshopper”, our approach is capable to identify all of the listed dominant charac-
ters. However, VAHA did show good performance too in the rest of the stories. The 
active participation of each dominant character in story flow will likely increase its 
affiliation to verb that associates with human activity. An example of S-V and V-O 
patterns for “Ant and Grasshopper” shown above explain this justification. The domi-
nant character “stepsister” is unidentifiable in the story of “Cinderella” as there are 
only two S-V pattern of “stepsister – getting”, “stepsister – gaped”.  Moreover, the 
verbs of “getting” and “gaped” are not associated to human activity. 

5 Conclusion  

This paper describes VAHA, an algorithmic framework for automatic identification of 
dominant characters in fairy tales by studying the nature of verb that associates with 
human activity. Two different groups of dominant characters were used to test on 
VAHA, namely, entity and human alike name of dominant characters. TreeTagger, 
Stanford Dependencies and WordNet are the three freely available tools being used to 
identify verb that associates with human activity. Different handling has been taken 
on S-V and V-O pattern due to the different structural representation and characteris-
tics of DRF exhibits. Our experimental results show that verbs can be used as a de-
terminant in identifying “people” named entity in general and protagonist in specific. 
For future work, we wish apply VAHA in news articles and to look into verb disam-
biguation to improve the performance result of dominant characters identification.    
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Abstract. We proposed a framework to construct a semantic-based so-
cial network of academic researchers to discover hidden social relation-
ships among the researchers in a particular domain. The challenging task
in in the process is to detect accurate relationships that exist among re-
searchers according to their expertise and academic experience. In this
paper, we first construct content-based profiles of researchers by crawl-
ing online resources. Then background knowledge derived from Wikipedia
,represented in a semantic kernel, is employed to enrich the researchers’
profiles. Researchers’ social network is then constructed based on the
similarities among semantic-based profiles. Social communities are then
detected by applying the social network analysis and using factors such
as experience, background, knowledge level, personal preferences. Rep-
resentative members of a community are identified using the eigenvector
centrality measure. An interesting application of the constructed social
network in academic conferences, when there is a need to assign papers
to relevant researchers for the review process, is investigated.

Keywords: Social Network Analysis, Clustering Analysis, Semantic-
based Similarity, Information Retrieval.

1 Introduction

The study of Social Networks (SNs) started in sociology [1] to analyze social
communities of humans within different contexts, including social interactions,
business communications, international relations, political movements, etc. How-
ever, it is applicable to every domain where the interactions between items can
be represented using a kind of network such as web mining [2,3], biological net-
works [4], etc. The basic and the most time consuming step in the process of
Social Network Analysis (SNA) is to build the social network. Once the social
network is constructed, different measures can be applied to study the charac-
teristics of the social network and hence it is necessary to decide correctly and
clearly on elements of the model, namely the actors and the interactions between
them. A relation is generally defined as a specific kind of contact, connections,

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 323–332, 2012.
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or tie between a pair of actors; however it is not an attribute of one actor, but
is a correlation that exists only so long as both actors maintain their associa-
tion [5]. Thus, it is important to discover accurate relations among actors which
reflect their interaction in reality such that if relationships cannot be discovered
and formed accurately, the network structure will not demonstrate actors’ in-
teractions truly. Indeed, in common methods of social network construction, the
semantic associations among individuals are not considered and their relation-
ships may be falsely built. Discovering semantic relationships among entities of
a social network which leads to a semantic-based social network is a promising
solution to this problem; however discovering semantic relationships is a chal-
lenging task. To cope with the problem of finding semantic relationships, external
knowledge should be extracted from existing knowledge resources. There exist
several ontologies like WordNet [11] which have been used as external sources for
embedding background knowledge to text documents [6], but these ontologies
are manually built and their coverage are too restricted. Further, using ontology
terms as replacement or additional features may cause information loss, or in-
troduce noise. For these reasons, in this research we make use of Wikipedia, the
largest electronic knowledge repository, to enhance social entities representation
and consequently discover semantic relationships among them.

A semantic-based social network can be utilized in a wide range of domains [8],
especially in knowledge management when there is a need to search for a group
of experts who have relevant knowledge and expertise with respect to users’
information need. In this paper, we have investigated a typical application of
a semantic-based social network of academic researchers to the review process
of papers in academic conferences and scientific journals. In fact, in academic
conferences, submissions vary among a wide range of topics and due to the impor-
tance of the review process for selecting papers; the conference chair attempts to
precisely assign papers to members of program committee who are able to judge
and review any particular paper with a high level of confidence. Therefore, one
of the most crucial tasks of a program chair is to select appropriate researchers
from committee members to review papers which are relevant to the researchers’
area of expertise, knowledge, and experience. We argue that if communities of
academic researchers can be accurately identified, papers can be assigned to the
most appropriate researchers in the specific group in which all members resemble
semantically and have similar expertise relevant to a particular topic.

This research intends to conduct a thorough investigation on the issue of social
network extraction of academic researchers. Previous researches have not con-
sidered the semantic relationships among social entities [7]. Hence, in this paper
we aim to build a semantic-based social network of researchers. In the proposed
framework, a profile is first constructed for each individual researcher by using
the information collected from different online sources. Then, profiles are en-
riched by integrating external semantic knowledge extracted from Wikipedia and
accordingly semantic associations among researchers can be discovered among
enriched profiles. A social network is constructed according to the similarities
among the experts’ profiles and communities are then detected by a clustering
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analysis technique. Finally, representatives of communities are identified by ap-
plying eigenvector centrality. Eventually, each submitted paper can be assigned
to researchers in a community based on the similarity between the semantic-
based profiles of community representatives and the domain of submitted papers
which is manually decided by the conference chair or is automatically identified
based on the keywords listed in the paper.

The rest of the paper is organized as follows. Section 2 describes our primary
approach for constructing the researchers’ profiles. Section 3 describes our pro-
posed method for constructing the semantic-based social network of academic
researchers. Section 4 reports the experimental results. Finally, the paper is con-
cluded in section 5.

2 Constructing Researchers’ Profile

To build a rich researcher’s profile, different types of relevant information need
to be collected. The profile information is obtained by crawling the web and
extracting information to create a profile from relevant web pages to a particular
individual. Profiles constructed in this manner contain relevant information such
as work experience, educational history, social activities, abilities and specialties,
interests, etc. to each individual.

Fig. 1. An example of a researcher’s profile

In this research work, we have focused on researchers’ academic experiences
which are reflected in their publications. In particular, three different categories
of information in researchers’ publications are considered: title, abstract, and
keywords which are all published in digital libraries. For retrieving this informa-
tion, a wide range of digital resources such as DBLP, ACM, IEEE, and Springer
have been crawled. First, DBLP is used to extract the publication list of each re-
searcher as well as some information related to each paper like address of digital
editions, date of publishing, etc. Once the titles of all publications are extracted
from the list by the crawler, for each publication the address of digital library
that publishes the digital edition of the publication, is used for extracting its
abstract and keywords. In this stage, if digital libraries do not have any access
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limitation, content of publications can be obtained; otherwise the crawler uses
Google Scholar for extracting abstract and keywords of corresponding papers
that are not freely available to public through digital libraries and need users to
subscribe. Fig. 1 demonstrates a part of a profile constructed in this manner for
a researcher.

3 Constructing a Semantic-Based Social Network of
Researchers

Wikipedia, the world largest electronic encyclopedia to date, has been recently
used for text representation enrichment [9]. Wikipedia is a well-formed document
repository in that each article only describes a single topic. The title of each
article is a succinct phrase which is considered as a concept. Equivalent concepts
are related to each other by redirected links and are referred to the same page
on the Wikipedia directory. Meanwhile, each article (concept) belongs to at least
one category, and categories are organized in a hierarchical structure. In the
context of our work, we take advantage of Wikipedia ontology to embed semantic
information into profiles. A social network which is constructed by considering
semantic-based relationships among its actors is more reliable and will be a true
representative of a real social network.

3.1 Extracting Semantic Knowledge from Wikipedia

To extract semantic knowledge from Wikipedia, a content-based method is ap-
plied to enable system find proximity between Wikipedia concepts, thus con-
nections between concepts can be established. In this method, each Wikipedia
article (i.e., concept) is represented by a tf-idf vector. The similarity between
concepts are measured by computing the cosine similarity of their corresponding
vectors. Then, a symmetric concept-concept matrix, called semantic kernel S,
is created to present similarities among all pairs of Wikipedia concepts. Each
element Si,j of this matrix determines the cosine similarity between a pair of
concepts with indexes i and j, respectively, where i, j ∈ {1, 2, . . . , c} and c is the
total number of concepts considered. If a row and a column refer to the same
concepts or two synonym concepts, the similarity value is 1. Note that queries
on synonym concepts are redirected to the same page by Wikipedia. Further,
the more similar two corresponding concepts are, the higher the value of the
corresponding entry is. This kernel represents semantic relationships among all
Wikipedia concepts according to similarities of their corresponding articles.

3.2 Integrating Semantic Knowledge into Researchers’ Profiles

To integrate the semantic knowledge represented in matrix S into profiles, first
a type of relation needs to be defined that associates profiles to Wikipedia con-
cepts. For this purpose, a scheme based on the concept match is adopted to map
the text document profiles to the Wikipedia concepts directly. In this mapping
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scheme, profiles are scanned and similarity-based correlations between Wikipedia
concepts and each profile are measured. To calculate the similarity between a
profile and a concept, the tf/idf representation method is utilized. Profiles and
concepts are presented in form of vectors in which dimensions are Wikipedia
concepts. Expert profiles are considered as a collection of documents and each
concept is considered as a phrase query which can be assumed a short text
document. In addition, all operations that are applied to documents in tf/idf
approach, like porter stemmer or removing stop words, now are applied to con-
cepts that are considered as query phrases. Finally, the cosine similarity is used
to measure the similarity between pairs of corresponding vectors of document
profiles and Wikipedia concepts. The result is presented in a document-concept
matrix D in which a row entry represents a profile, columns are Wikipedia con-
cepts, and each element Di,j denotes the cosine similarity between a document
i and a concept j of Wikipedia, where i ∈ {1, 2, 3, . . . , n}, j ∈ {1, 2, . . . , c}, n is
the number of documents, and c is the number of concepts.

Once the document-concept similarity matrix is built, the semantic knowl-
edge represented by the semantic kernel can be integrated into the profile rep-
resentation. For this purpose, a linear combination of the document-concept
matrix D and the semantic kernel S is applied and and a new semantic-based
document-concept similarity matrix R is generated. The new matrix represents
the semantic-based profiles. Each element Ri,j is calculated as follows:

Ri,j =
∑c

k=1
Di,k × Sk,j (1)

, where k is the number of concepts, 1 ≤ i ≤ m is the row index and 1 ≤
j ≤ n is the column index. As the formula shows, the occurrences of all other
concepts in ith document affect the semantic relationship between jth concept
and ith document as well by considering the weights of all concepts’ similarities
to the jth concept. In other word, the weight of each concept’s influence on the
semantic relationship between a specific concept j and a document i is equal to
the similarity of that concept to concept j. Fig. 2 shows an example semantic-
based document-concept similarity matrix resulted from the linear combination
of a document-concept matrix D and a semantic kernel S. In this example, only
three Wikipedia concepts are shown.
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3.3 Construction the Social Network of Researchers

In order to build the social network of researchers, a relationship between re-
searchers should be defined. For this purpose, researcher profiles are considered
as nodes of the network and semantic-based similarities among all pairs of profiles
are considered as edges. In order to compute the semantic proximity of profiles to
each other, an operation widely used in social network analysis, namely folding,
is applied. Assume the semantic-based document-concept similarity matrix R,
in which rows represent documents and columns represent concepts. Multiply-
ing the similarity matrix R, by its transpose R′, will produce a new symmetric
matrix in which rows and columns both represent profiles and elements quan-
tify the semantic relationship between pairs of researcher profiles. This recently
generated similarity matrix is used to construct the links in the social network
of researchers. For each pair of profiles, if their corresponding similarity in the
similarity matrix is a none zero value, then a link is established between the
corresponding researchers in the network.

3.4 Detecting Communities of Researchers

A community is typically thought of as a group of nodes with more interac-
tion amongst its members than between its members and the remainder of the
network. Different clustering algorithms can be applied for this purpose. In this
study, the aim is to detect communities of researchers such that there are stronger
similarities between cluster members, in terms of expertise, knowledge, and ex-
perience, than between cluster members and other members of network. We have
chosen k-means clustering algorithm to detect the communities of researchers.
Further, two measures, homogeneity and separateness [10], are used to evaluate
clustering solutions. Since these objectives are conflicting, k-means algorithm is
applied with various numbers of clusters (k) until an acceptable compromise is
achieved. In other words, we have to trade off between maximizing homogeneity
and minimizing separation. In order to apply k-means algorithm to cluster the
social network, each node (researcher) is represented by a vector whose features
are the semantic-based similarities to all other actors in the network. Clearly,
the recently generated similarity matrix can be used for the clustering purpose
as each row of the matrix presents the similarity of a researcher to all other
researchers.

3.5 Finding Representatives of Communities

Usually clustering solution can be summarized by introducing a representative
member for each cluster. In our work, since each cluster represents a researcher
community, the representative member of a cluster is in fact a researcher who
summarizes that community in terms of the knowledge, experience, and exper-
tise carried by its members. To find a cluster representative, we have decided to
use a centrality measure, called eigenvector centrality, which is widely used in
social network analysis. According to the eigenvector centrality, a node is central
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to the extent that its neighbors are central. Members who are connected to many
otherwise isolated individuals will have a much lower score in this measure then
those that are connected to groups that have many connections themselves. In
our domain, the eigenvector centrality follows that a researcher well-connected
to well-connected researchers can carry on valuable types of knowledge and expe-
rience much more widely than one who only has connections to lesser important
researchers in a community. Researchers with higher scores of eigenvector cen-
trality are more favorable when it is needed to find the right people whom we
may ask a specific question and who will answer that question for us.

4 Experimental Results

The experimental domain of this research is dedicated to analyze a semantic-
based social network of academic researchers in the field of computer science.
Therefore, we have chosen 315 individuals from this field of study. These re-
searchers have been selected from program committee members of the 16th ACM
SIGKDD1 conference. In addition, 62 keywords listed under the “conference top-
ics” have been used as information items for which the program chair is seeking
for relevant researchers. This set of keywords covers a wide range of scientific
topics in the field of knowledge discovery and data mining. The main goal of
this experiment is to assess the effectiveness of proposed semantic-based social
network of academic researchers in the task of assigning papers to members of
the program committee for the review process of the conference.

In the first stage of the experiment, a profile has been created for each re-
searcher. A crawler programmed in C# programming language automatically
collects profile information from online sources. 315 profiles have been con-
structed in this manner each of which corresponds to an individual researcher.
Next profiles should be enriched by adding external knowledge extracted from
Wikipedia. To extract the semantic knowledge from Wikipedia articles, we have
automatically extracted Wikipedia pages and a tree-like structure of Wikipedia
thesaurus has been constructed. In this structure, concept pages are located in
tree leaves while internal nodes indicate category pages. In addition, it should be
mentioned that since the number of Wikipedia articles in the area of Computer
Science is too large, not only they need much space and computation to be pro-
cessed, but also their relevance to this area is decreased by further proceeding
in the tree structure. To cope with these problems, we cut the tree rooted in
Computer Science category at the level of 7.

In the clustering phase of the experiment, we have employed Weka2, a data
mining and machine learning tool. Various clustering algorithms are imple-
mented in this tool. According to the type of data features that were semantic
similarity between every pair of nodes, we used the k-means clustering algo-
rithm to group social network entities into different clusters. To choose the best
clustering solution in this stage, two aforementioned criteria (homogeneity and

1 http://www.kdd.org/kdd2010
2 http://www.cs.waikato.ac.nz/ml/weka/
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separation) have been used. In addition, for detecting representative individ-
uals in each community, ORA3, which is a dynamic meta-network assessment
and analysis tool, was used. We first applied ORA to form the social network
communities. Later, this tool was used to calculate and report the eigenvector
centrality of all community members. For each community, the member with the
highest eigenvalue was reported as the representative of that community. In our
experiment, we have evaluated the results from two perspectives: first we report
the k-means clustering results that lead to choose the best clustering solution,
and second we discuss the effectiveness of the proposed semantic-based social
network in the review process of the academic conferences.

4.1 Clustering Experiment

The community detection accuracy has been evaluated based on two criteria;
homogeneity and separation such that the best clustering has maximum homo-
geneity and minimum separation. There are different clustering algorithms, but
according to the nature of our data features, k-means clustering has been chosen
for our experiment. We examine various clustering solutions, generated by the
algorithm using different values of k in the range of 10 to 40. Then we choose a
clustering solution which is an acceptable trade off between maximizing homo-
geneity and minimizing separation as the best solution among others. The range
of k is chosen based on the number of researchers as well as the number of infor-
mation items (conference topics) such that the average number of researchers in
each cluster varies in a reasonable range. The results of homogeneity and separa-
tion for the Semantic-based Social Network (SSN) constructed based on concept
match scheme and the Social Network (SN) constructed without considering the
semantic-based relations are shown in Fig. 3(a) and Fig. 3(b), respectively. In
these figures, the number of clusters in horizontal axis is plotted against the aver-
age value of homogeneity and separation in vertical axes that are distinguishable
according to the shape and color of feature by which they are represented. The
best clustering solution in the clustering analysis of the semantic-based social
network using above mentioned scheme is the one that includes 12 clusters while
in the social network in which semantic-based relationship are neglected, the
best solution includes 10 clusters .

4.2 Paper Assignment Using Researchers Social Network

In order to evaluate the effectiveness of the proposed model, we have utilized
it to find researchers who are experts in a given research topic. In fact, one of
the most beneficial aspects of identifying communities in this model is that re-
searchers within the same community are semantically similar regarding their
expertise and each representative member can represent the knowledge and ex-
pertise of all members within the same community better than any other member
in his/her community since his/her similarity to mate elements is the highest

3 http://www.casos.cs.cmu.edu/projects/ora/
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(a) (b)

Fig. 3. Results of homogeneity and separateness for different clustering solutions
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Fig. 4. Performance of SSN model compared with SN model in expert finding
experiment

among all other mates. Thus, whenever an expert who has relevant expertise to
a specific information domain is needed, a reliable choice is to trust the represen-
tative of the community whose members are experts in that field. In addition, if
more than one expert is needed, other community members can be recommended
according to their importance indicated by eigenvector centrality measure; com-
munity members with higher eigenvector centrality are more reliable in that
specific domain. In this experiment, representative members of all communities
in both Semantic-based Social Network (SSN) and Social Network (SN) with-
out considering semantic relations are considered as test set. To evaluate the
accuracy of the assigned items, a metric called precision at n or P@n was used.
This precision is defined as the fraction of retrieved instances that are relevant.
Precision takes all retrieved items into account, but it can also be evaluated at a
given cut-off rank, considering only the topmost results returned by the system.
We consider k-top most relevant items that the system assigns to researchers and
investigate how many of them are actually relevant considering the researchers
real interests collected through questionnaires. In using of P@n, we set n to 1,
3 and 5. For example, P@1 indicates the percentage of researchers who are as-
signed relevant information when only one information item (research topic) is
considered. Fig. 4 demonstrates the results of this set of experiments. As can be
seen, a significant improvement obtained by considering semantic relationships
among individuals. In other words, this experiment shows the effectiveness of
the semantic-based social network of researchers when there is a need to assign
papers to relevant researchers for the review process.
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5 Conclusion

We presented a formwork for building a semantic-based social network of aca-
demic researchers in which social relationships are formed based on content-
based profiles of researchers. Researchers profiles, once enriched with semantic
knowledge, are used to discover hidden semantic-based relationships among pairs
of researchers. We have utilized the semantic relationships to build a social net-
work of researchers. A clustering technique has been employed to detect commu-
nities. We conducted experiments to show the effectiveness of the constructed
social network in academic conferences, when there is a need to assign papers to
relevant researchers for the review process, is investigated.
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Abstract. How to discovery resources effectively in a distributed system  
without centralized index services has been gained great concerns. In this paper, 
we proposed a modified chord algorithm, built a semantic P2P network. In re-
search, we generated the resource’s index by its semantic knowledge, and dy-
namically established routes between peers by the accumulated knowledge from 
their received search results. Experiment results showed that our prototype  
system has improved efficiency than the classic Chord. Furthermore, we also 
proposed a method of information sharing to accelerate the route establishing 
process. 

Keywords: P2P network, semantic, heuristic, chord, H-chord. 

1 Introduction 

With the development of information technology, the needs of large-scale computa-
tion and storage are imperative. As a cheap, flexible and efficient computing infra-
structure, distributed computing system based on P2P network has been paid more 
and more attention[1]. 

In P2P network, there is a major challenge that how to make the resources, no mat-
ter computing resources or storage resources, effectively match the requests of end 
users. This challenge is composed of a series of issues, such as resource discovery, 
resource monitoring, resource inventories, resources provisioning and fault tolerance. 
But most researchers deemed the resource discovery problem as the most fundamental 
one[2].Gnutella and some early P2P networks, which are called non-structured net-
work, used flooding to solve this problem, but could not achieve an acceptable effi-
ciency. In order to identify and locate resources in P2P network more efficiently, a 
series of algorithms over structured P2P networks have been put forward, including 
Chord[3], CAN[4], Pastry[5], Tapestry[6], and etc. By using a DHT to indexthe re-
sources, structured P2P networks offer the lookup functionality similar to a central-
ized database but can be used in a decentralized way, which greatly improves the 
availability of P2P networks. 

Chord, proposed by MIT in 2001, has a DHT-based, structured, fully distributed 
architecture. This algorithm has some main advantages. Its performance outperforms 
CAN in locating resources, and its maintenance cost is less than Pastry algorithm and 
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Tapestry algorithm when the nodes dynamically join or leave[2]. However, Chord is 
still under developing: 1. The resources index allocation is completely random, when 
many resources associated were far away from their imperative requests, the resource 
discovery could be very difficult. 2. Chord routing table is static and the knowledge of 
the processes to allocate previous resources cannot be used to improve efficiency for 
future resource allocation. 

In this paper we proposed a novel chord modification, which is called heuristic 
chord (H-chord). In H-chord, other than the completely random method in classic 
chord, resource semantic is used to generate the index of resource, so that similar 
resource could be located at nearby location. Moreover, in the each running circle, 
any successfully allocated resource locating request could generate some knowledge 
contributed to update the route table, which is denoted the semantic connection, and 
make the future resource locating request more efficient. 

We designed the new Chord algorithm with the basic assumption that people’s 
search requests for resources are not completely random, but semantically related. 
That means each search is always associated with the previous search. For example, 
someone searches the “Steve Job’s speech at the WWDC” this time, and then his next 
search is likely to be “The presentation of ipad’s new feature” or “IOS5 SDK”, be-
cause these resources are similar or related in semantics. And the user is less likely to 
search for a thing that has nothing to do with the previous search like “kung fu panda 
2”. With this assumption we improve the classic Chord algorithm as the following: 

1. Add semantic assistance in the process of constructing index. In the classic Chord 
algorithm, the hash procedure is completely random: cannot make use of the re-
source’s semantic knowledge. In H-Chord, we add semantics to the hash proce-
dure. We analysis the semantics knowledge of resources at first, and then generate 
an index based on its semantics. The hash function we use to create the index is 
segmented, which makes the hash values of the resources whose semantic 
knowledge is similar are similar, thus the nodes (described by hash value) which 
store these resources’ indexes are neighboring, resulting in faster positioning. 

2. Add the feedback mechanisms in the search process. After a successful resource 
locating, the located node has to send feedback information to the node that starts 
the search. The start node can adjust its routing table by some rules, update items’ 
ranks, and add located node into the routing table. After a series of operations, the 
semantic association between the nodes will be well reflected in the node’s routing 
table, enabling faster response to the search requests. 

3. In order to speed up the convergence process of routing table updating, we add a 
knowledge-sharing mechanism between the nodes, allowing the node to use its 
neighboring nodes’ routing table information to update its own routing table to 
make better use of knowledge resulting by system running to make the semantic 
correlation between the index nodes more quickly. 

In order to achieve these improvements, we have to change the data structure and 
processes of the classic chord algorithm. The detail will be shown in the following 
section. 
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2 Heuristic Chord 

2.1 Semantic-Based Resource Index 

In the establishing procedure of chord algorithm, a consistent hash function is used 
for all nodes to calculate a unique node ID (node identifier). In order to make the 
semantic similar resources be found in the same or adjacent nodes, we need to modify 
the hash function. 

2.2 Segmented Hash Function 

We propose a semantic-based segmented hash function as follows: 
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cate will have a significant impact. In creating 
index of resources, the file name is the only information that we can get. However, 
the literal meaning of the resource file name may not be a good representation of the 
semantics, such as “Pirates of the Caribbean” and “Kung Fu Panda”, it is difficult to 
find them belong to “popular movies” just according to its literal meanings. So we 
add the semantics to the classification of resources. There are two steps in the classifi-
cation based on semantics: 1.Extract the keywords from the resource file name, 
2.Classify the keyword based on semantics. 

2.3 Semantic Category Retrieval 

There are three steps in the classification of resources based on semantic: 1.Extract 
the keyword from the resource filename. 2.Get the categories of the keyword based on 
semantic. 3.Scoring the categories set. 

 

Fig. 1. Four steps of generating resources’ classification 
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In order to establish the classification of keyword based on semantic, there are two 
main approaches. One is based on previous knowledge accumulated ontology[7].  
The other is based on latent semantic[8]. Since the ontology has an irreplaceable  
advantage in syntactic ambiguity, resolving the semantic ambiguity, information  
retrieval and machine translation, it is widely used. There are a variety of general 
common-sense ontology library systems[9], such as WordNet, DBpedia, Cyc, 
HowNet, Frame Ontology and DublinCore. and a large number of domain ontology 
library systems which are different from the ontology that based on human 
knowledge. As we don’t want to give our algorithm a domain limitation, and our 
work mainly focuses on the heuristic method, the classification is just the pre-
procedure of heuristic locating, so how to generate the resources’ classification will 
not our main concern. In our future work, we may focus on a specific domain, such as 
music sharing, to discuss this part in detail. 

2.4 Heuristic Search of Resources 

In the ideal case, with our modified hash function and the process of classification of 
resources, the index of resources whose semantic are similar will be stored in the 
neighboring nodes. The next issue to consider is how to use the information to make 
the search faster. Specific to the chord, each node needs to maintain a routing table 
that store a number of location information of the nodes, so the problem changes to 
how to generate and maintain a routing table for each node, to meet the following 
requirements: 1. quickly locate the nearby nodes; 2. quickly locate the relevant nodes. 

2.5 Establish the Routing Table 

As we introduced, classic Chord model can support rapid random resource locating by 
binary search. Since our modified resources indexing method makes semantic similar 
resources indexed by neighboring nodes, so we need to modify the routing table to 
locate the neighbor nodes. We design a two-way routing table instead of the classic 
one-way routing table to make the neighbor searching possible.  

H-Chord routing table is established by the following rules: Suppose chord space 

size is 2m
, the number of nodes is 2mN ≤ , and the routing table of each node contains 

m items. The ith (i is even) record the index of the 2i−  offset of the successor node, 

and the ith (i is odd) items record the index of the 2i−  successor node. Accordingly, 
the interval and the successor of each item are modified too. The 

1
interval [ , )

i i i
mid mid += , where

1
( ) / 2 mod 2m

i i i
mid start start += +   , It is notewor-

thy that 0
1mid n= + and m

mid n= ,where n  is the node ID. successor
i is also modi-

fied to successor of i
mid . 
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Fig. 2. A full H-chord ring with 8 nodes 

A full Chord ring of 2m = is shown in Fig.3, the arrow represents the routing ta-

ble items. The routing table of 0node has three items. The 0item  point to the 1node , 

where 00 2 1n = + = .The 1item point to the node 6node , where 

1 3(0 2 mod 2 6)n = + = . And the 2item  point to the node n ( 20 2 4n = + = ). 

A typical eight-node chord ring is shown in Fig.4: 

 

Fig. 3. A typical H-chord ring with 4 nodes in chord space 8 

Through this chord ring, we can better positioning to the neighboring nodes, no 
matter it’s before or after it. Thus making the semantics of search results with previ-
ous similar resources can be searched quickly. 

2.6 Routing Table Updates 

H-Chord algorithm does resource locating with the previously defined routing table. 
We did not change the process of classic chord resource locating, which is a simple 
but efficient process we discussed in section2.2, just do two small modifications: 
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1. Each resource locating request will start on the node that the last request ends; 
2. After the end of each query, the node where the resources were found will seed a 

feedback to the original one. 

If there are search requests that start at 
1n

node are always ended at
2n

node , we can get 

that the resources indexed by 
1n

node  and 
2n

node are in a kind of semantic relevance. 

In order to use this knowledge, the 
1n

node  can update its routing table by adding

2n
node on it, to make the latter search faster. 

To update the routing table, we give a variable rank to each item of routing table. 

The initial value of rank  is r . After a successful search, which started at 
1n

node , 

and end at
2n

node , the process of updating routing table of 
1n

node  is shown as follows: 

1. Find out two items in the 
1n

node ’s routing table, whose ‘start’ is
1

M  and 
2

M , 
1

M is 

larger than 
1

N , and 
2

M is smaller than 
1

N . 

2. 
1Mrank and

1Mrank will be updated as follow rules: 

  (2) 

  (3) 

Where parameter p  is a nonnegative integer, depended on the category number and 

network size; 

3. The other items of 1n
node ’s routing table, the rank value is updated by: 

 i irank rank p= −  (4) 

4. If 
1 1

( ) / 3
M M

rank rank r≥+ , need to carry out further processing which we called 

routing item division: 

(a) Add the 
2n

node on the 1n
node 's routing table, the 2n

rank  set as r ; 

(b) Find the item with a lowest rank, assuming that its rank is r’; 

(c) Removed it from the routing table, and update 
1Mrank and 

1Mrank  as follow 

rules: 

 
1 1

( ') / 2
M M

rank rank r r= − −  (5) 

 
2 2

( ') / 2
M M

rank rank r r= − −  (6) 

2.7 Routing Table Sharing 

The routing table will be stabilized after a period of running. If it meets our assuming, 
the routing table will reflect the semantic association between nodes. However, the  
 

1 2 1 2 1( 2) (( ) / ( ))Mrank p m N M M M= − − −

2 2 2 2 1( 2) (( ) / ( ))Mrank p m M N M M= − − −
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P2P networks is a rapidly changing network, if the convergence of the update algo-
rithm costs too much time, the routing table cannot achieve stabilization before the 
network structure changing. So we propose a routing table sharing method to make 
this procedure faster. 

When a node is running a routing item division procedure, it will send its new rout-
ing table item to adjacent nodes. 

When a node receives the routing table item information of a neighbor node, e.g.

1n
node receives routing table 

2nnodeitem  from its neighbor, then 1n
node will update its 

own routing table as follow: 

1. Find out two items in the routing table, whose ‘start’ is 
1

M and 
2

M , 
1

M is larger 

than 
1

N , and 
2

M is smaller than 
1

N ; 

2. 
1Mrank and 

1Mrank will be updated as follow rules: 

  (7) 

  (8) 

Where parameter q  is a nonnegative integer, depend on the distance of 1n
node  and 

its neighbor; 

3. The other items of 1n
node ’s routing table, the rank value is updated by: 

  (9) 

4. If 
1 1

( ) / 3M Mrank rank r≥+ , need to carry out routing item division process too: 

(a) Add the 2n
node to 1n

node 's routing table, the 2n
rank  set as r ; 

(b) Find the item with a lowest rank, assuming that its rank is r’; 

(c) Removed it from the routing table, and update 
1Mrank and 

1Mrank  as follow 

rules: 

 
1 1

( ') / 2
M M

rank rank r r= − −  (10) 

 
2 2

( ') / 2
M M

rank rank r r= − −  (11) 

The essence of the method is to make use of the knowledge of neighboring nodes, 
enabling faster to routing table stabilization. 

3 Experiment 

We design a prototype system to verify the validity of the H-Chord algorithms. The 
size m  of chord space is 8, that is, the chord space is 256, and there are N = 192  
 

1 2 1 2 1( 2) (( ) / ( ))Mrank p q m N M M M= − − −  

2 2 2 2 1( 2) (( ) / ( ))Mrank p q m M N M M= − − −  

i irank rank p q= −
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nodes, and 512 resources stored in these nodes. As we already discussed, the resource 
hash procedure depends on the domain knowledge, so we will only focus on the heu-
ristic searching algorithm. 

Suppose we use a resource classification algorithm to divide the resources into 64 
categories, then the hash value of a resource is: 

 ( ) ( ( ), ( ))
se

hash resource concat hash cate hash resource=  (12) 

The outcome of ( )
se

hash resource  is 8bit, where the ( )hash cate  is 6bit, and the 

( )hash resource  is 2bit. 

In the experiment we add the192 nodes into the chord space at first, and then add 
512resources to initial the chord ring. To make the problem more focus, we did not 
consider the probability of nodes or resources’ joining and quitting. 

 

Fig. 4. Semantic map of 64 nodes and 128 edges 

A series of search requests are needed to simulate the system operation. To corre-
spond to the assumptions in this article, the resources search requests generated by the 
user will not independent, but semantically related. We generate the semantic map at 
first, denote a category by a point, and the relations between categories by the edges. 
A semantic map of 64 nodes and 128 edges is shown as Figure.5. With the above 
semantic map, search sequence of resources can be generated as follows: 

If ,
i i i i

resource N whereN cate∈ ∈ , and
1 1 1 1

,
i i i i

resource N whereN cate
+ + + +

∈ ∈ , then
1i

cate
+

 

is connected with 
i

cate . Suppose there are several 
j

cate  connected with 
i

cate , then: 

 
1

( , )
( )

( , )

i j

i j

i x

edge cate cate
P cate cate

edge cate cate
+

= =


 (13) 

3.1 Experiment  

Based on the above prototype system, we generate a sequence of 2000 search request, 
test it on both Chord and H-Chord, write down its average steps at each 100 request, 
and the comparison is shown as figure 6. 
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We can get from the figure 6 that, at the beginning, H-Chord and Chord have  
almost the same results. After a while, the average length of H-Chord is decrease 
rapidly. Because at the running procedure, the node is updating its routing table, to fit 
the semantic relation of resources, which makes the search sequence much easier to 
locate its related resources. 

 

Fig. 5. Comparison of H-Chord to Chord 

Furthermore, we test the impact of the network size to the algorithm efficiency. 
Three test networks are built, whose size is 7, 8 and 9, means these networks can  

contain 72 , 82  and 92  nodes. We add about 70% nodes into these networks, other 
parameters are the same with the above experiment. We still tests the average steps, 
results are shown in the figure.8.It seems that no matter how big the network size is, 
the H-Chord could achieve stabilization after about 800 requests. 

 

Fig. 6. Comparison of network size of H-Chord 

4 Conclusion 

This paper describes a novel modification of chord algorithm, called H-chord.  
The algorithm brings the semantic into the resources indexing procedure, and uses a 
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heuristic rules to establish semantic links between resources, making the resources 
locating requests are responded more quickly. A prototype system is built to verify 
our algorithm, and the results shows that H-Chord can achieve much better perfor-
mance than the classic chord. 

There are also lots of works to do with H-Chord in the future. Our work is based on 
the assumption that resources search request are always semantically related, the ex-
periments are also built base on this assumption. The actual resource requests se-
quence should be study to find out how strong semantic relevance is. For application 
in different areas, design an efficient resource classification algorithm is also a tough 
job, which will be one of our major works in the future. 
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Abstract. The classification of diffuse lung opacities in high-resolution
computed tomography(HRCT) images is an important step for devel-
oping a computer-aided diagnosis(CAD) system. In designing the CAD
system for classifying diffuse lung opacities in HRCT images, a histogram
feature has been shown to be effective. In order to improve further the
classification performance of the CAD system, we have proposed the use
of a local histogram feature vector. The experimental results show that
the proposed method leads to clear improvement of the classification
performance.

Keywords: HRCT images, CAD system, Diffuse lung opacities, His-
togram feature vector, Classification.

1 Introduction

A large number of studies concerning the design of a computer aided diagno-
sis(CAD) system have been made [1][2]. The classification of diffuse lung opac-
ities in high-resolution computed tomography(HRCT) images is an important
step for developing the CAD system [3]. The HRCT image(512× 512 pixels, 12
bits / pixel, 0.35 mm / pixel) were obtained from 70 patients with a variety of
diffuse lung diseases. In HRCT images, we selected 500 regions of interest(ROIs)
with 4 classes of typical diffuse lung opacities(reticular, nodular, ground-glass,
and consolidation) and one normal class. Fig. 1 shows ROI images with 4 classes
of typical diffuse lung opacities and one normal class. The diffuse lung opacities,
which have a variety of patterns, tend to be distributed uniformly diffused in
lungs. Thus, these may be considered as a kind of texture. It has been believed
that a Gabor-filter [4] based feature approach is promising for texture recog-
nition [5][6]. However, in our previous study [7] [8], a histogram feature based
method has been shown to be more effective than a Gabor filter-based feature
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(a) Reticular

(b) Nodular

(c) Ground-glass

(d) Consolidation

(e) Normal

Fig. 1. ROI images with 4 classes of typical diffuse lung opacities and one normal class

(a) Overall of CT values. (b) Detail under 1,000 CT values.

Fig. 2. Distribution of average CT values with five classes of lung opacities

approach. The use of the CT values seems to reflect clearly in classifying lung
opacities. Furthermore, we investigated each of average CT values for lung opac-
ities with 100 ROIs per class, and found these comparatively clearly separable.
In this paper, we use a 15 × 15 ROI size. Fig. 2 shows distribution of average
CT values with five classes of lung opacities. Figs. 2 (a) and (b) represent the
overall and the detail of the average CT values with five classes of lung opacities,
respectively. In the HRCT images, the gray value of 12 bits per pixel varies from
0 to 4,095. The average CT values for normal, reticular, nodular, ground-glass,
and consolidation opacities are 157.1, 380.3, 443.1, 535.5, and 980.6, respectively.
The average values with five classes of lung opacities concentrate in the range
under 1,000 CT values. In this range, there may be rich features to be classified.
Therefore, we have considered making a local histogram in this range. It is known
that in order clearly to examine findings of the HRCT images, a window level
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(a) A conventional histogram. (b) A proposed histogram.

Fig. 3. Difference between the conventional and proposed histograms

and a window width are adjusted in display devices. In the proposed method,
a window level and a window width are changed not for displaying the HRCT
images but for classifying the lung opacities. In this paper, in order to improve
further the classification performance of the CAD system for classifying diffuse
lung opacities in HRCT images, we have proposed the use of a local histogram
feature vector. Experimental results show that the proposed method leads to
improvement of the classification performance.

2 A Proposed Method

First, we describe a conventional method using a histogram feature vector [7][8].
A histogram, which consists of x- and y- axes, is obtained from the gray ROI
image. The x- and y- axes show the CT value and its frequency, respectively. The
histogram feature vector is obtained by arranging the frequency of a correspond-
ing CT value from the histogram. The ROI image has 4,096(=12 bits/pixel) gray
levels. Thus, the number of bins, i.e., the dimensionality of the histogram fea-
ture vector is 4,096. Since the dimensionality is large, we quantize the gray ROI
image. Here, we want to reduce the histogram bin size as much as possible. For
simplicity, in quantizing the gray ROI image, the threshold levels are equally
divided.

Second, we propose a local histogram feature vector approach. From the dis-
tribution of average CT values with five classes of lung opacities, we make a
local histogram in the range under 1,000 CT values. Fig. 3 shows difference be-
tween conventional and proposed histograms. A conventional histogram covers
all range of CT values in general. On the other hand, a proposed histogram
covers the only selected range of CT values. The range is decided by setting a
window. The window is defined by a window level and a window width as shown
in fig. 3 (b). Note that when the window level and window width are 2,048 and
4,096, the proposed method is equal with the conventional one. Moreover, we
can select the number of bins in the local histogram. In fig. 3 (b), the bin size
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Table 1. Influence of the dimensionality of a conventional method on the error rate(%)

Dimensionality Error rate

4
52.08

51.69, 52.46

8
16.80

16.43, 17.17

16
6.73

6.39, 7.08

32
5.21

4.95, 5.46

64
5.70

5.45, 5.95

128
6.34

6.06, 6.62

256
6.54

6.27, 6.81

512
6.87

6.62, 7.13

1,024
7.60

7.35, 7.86

2,048
8.91

8.62, 9.20

4,096
9.60

9.24, 9.96

Upper: average, Lower: 95% confidence interval

or dimensionality is 5. For simplicity, the bin width is equally divided. All the
bin widths are the same.

3 Experimental Results

The error rate is the most effective measure of the classification performance
of a CAD system. In order for the estimated error rate to be reliable in pre-
dicting the future classification performance of the CAD system, the training
and test samples must be statistically independent [9]. In the error estimation
literature, the holdout method has been widely used, since it maintains the sta-
tistical independence between the training and test sets [10]. The average and
95% confidence interval of the error rate were calculated as follows:

Step1. Divide 500 available samples into 250 training and 250 test samples at
random.

Step2. Estimate the error rate by using the local mean-based classifier.
Step3. Repeat Steps 1 and 2, 100 times independently.
Step4. Compute the average and 95% confidence interval of the error rate.

The local mean-based classifier [11][12] is known to be robust for outliers. In the
experiments, we used the local mean-based classifier with r = 5.
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Table 2. Influence of the dimensionality of a proposed method on the error rate( %)

Dimensionality Error rate
Window level
Window width

4
5.78

5.52, 6.03
400
1,200

8
4.34

4.11, 4.56
500
1,700

16
4.46

4.25, 4.68
300
1,400

32
4.47

4.25, 4.68
300
1,300

64
4.58

4.34, 4.81
400
1,100

128
4.58

4.34, 4.81
500
1,100

256
4.50

4.28, 4.71
400
1,400

Upper: average, Lower: 95% confidence interval

Table 3. A confusion matrix of each of lung opacities to be misclassified on the error
rate(%)

(a) A conventional method.

Test Classes to be misclassified
classes Reticular Nodular Ground-glass Consolidation Normal Total

Reticular – 0.90 0.18 0.00 0.04 1.12

Nodular 0.47 – 0.23 0.18 1.02 1.90

Ground-glass 0.19 0.36 – 0.21 0.00 0.75

Consolidation 0.00 0.25 0.03 – 0.00 0.28

Normal 0.37 0.79 0.00 0.00 – 1.16

(b) A proposed method.

Test Classes to be misclassified
classes Reticular Nodular Ground-glass Consolidation Normal Total

Reticular – 0.69 0.16 0.00 0.00 0.86

Nodular 0.25 – 0.06 0.17 0.77 1.25

Ground-glass 0.44 0.22 – 0.21 0.00 0.88

Consolidation 0.00 0.23 0.01 – 0.00 0.25

Normal 0.24 0.87 0.00 0.00 – 1.11

First, we show the performance of a conventional method. The error rate
depends on the quantization level of the gray ROI image, i.e., dimensionality.
The dimensionality was examined among {2m|m = 2, 3, · · · , 12}. Table 1 shows
the influence of the dimensionality of a conventional method on the error rate.
When the dimensionality is 4,096, the average error rate gives 9.60%. On the
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Table 4. Influence of a window level and a window width of the proposed method on
the error rate(%)

Window Window level
width 300 400 500 600 700

400
11.86

11.58, 12.15
12.55

12.15, 12.95
12.75

12.37, 13.14
10.79

10.51, 11.07
10.68

10.36, 11.00

500
9.33

9.05, 9.62
9.60

9.26, 9.95
10.26

9.93, 10.58
9.78

9.48, 10.07
9.69

9.42, 9.95

600
7.29

7.00, 7.58
8.06

7.76, 8.36
8.24

7.96, 8.53
8.66

8.36, 8.95
9.53

9.27, 9.80

700
6.58

6.33, 6.84
5.99

5.72, 6.29
7.30

7.02, 7.58
7.39

7.08, 7.71
8.42

8.12, 8.73

800
6.06

5.79, 6.33
4.77

4.54, 5.00
5.88

5.65, 6.11
7.18

6.87, 7.48
8.14

7.84, 8.73

900
6.31

6.04, 6.58
5.30

5.05, 5.55
5.32

5.04, 5.60
5.97

5.71, 6.23
8.33

8.03, 8.63

1,000
5.78

5.53, 6.03
4.85

4.61, 5.09
4.81

4.56, 5.06
5.89

5.60, 6.18
7.44

7.14, 7.73

1,100
5.04

4.80, 5.29
4.92

4.68, 5.16
4.77

4.52, 5.01
5.76

5.50, 6.01
7.02

6.73, 7.32

1,200
5.08

4.84, 5.31
4.43

4.17, 4.68
5.05

4.82, 5.28
5.03

4.75, 5.30
6.97

6.68, 7.32

1,300
4.73

4.50, 4.96
4.55

4.30, 4.80
5.66

5.37, 5.94
4.83

4.57, 5.09
6.58

6.30, 6.85

1,400
4.97

4.74, 5.20
4.84

4.58, 5.09
5.47

5.23, 5.72
4.97

4.71, 5.23
5.90

5.61, 6.19

1,500
4.79

4.55, 5.05
5.07

4.81, 5.34
5.03

4.82, 5.25
4.74

4.48, 4.99
5.41

5.17, 5.66

1,600
4.41

4.18, 4.65
6.55

6.24, 6.85
4.62

4.39, 4.85
6.70

6.42, 6.98
4.56

4.33, 4.78

1,700
4.36

4.14, 4.58
6.49

6.20, 6.78
4.34

4.11, 4.56
6.05

5.77, 6.33
4.63

4.38, 4.88

1,800
4.35

4.13, 4.57
6.66

6.36, 6.96
4.54

4.32, 4.75
5.43

5.16, 5.70
4.40

4.15, 4.65

Upper: average, Lower: 95% confidence interval

other hand, when the dimensionality is 32, the average error rate shows a min-
imum, 5.21%. From the results, we recommend that the dimensionality of the
conventional method is 32.

Second, we show the performance of a proposed method. The error rate de-
pends on the window level, the window width, and the number of bins or di-
mensionality. We changed a window level and a window width into 300-700
and 400-1,800, respectively. The dimensionality was examined among {2m|m =
2, 3, · · · , 8}. Table 2 shows the influence of the dimensionality of a proposed
method on the error rate. The average error rates show the smallest values at
each of the dimensionality. In the most right column, the optimal window level
and window width are also shown. When the dimensionality is 8, the average



The Use of a Local Histogram Feature Vector 349

error rate gives a minimum value, 4.34%. In addition, 95% confidence intervals of
the error rates between the proposed method and conventional method do not
overlap. This means that the proposed method outperforms the conventional
one. Furthermore, the proposed method is superior to the conventional one in
terms of the dimensionality.

When the dimensionality was 8, we also examined the influence of a window
level and a window width of the proposed method. Table 4 shows the influence
of a window level and a window width of the proposed method on the error
rate. From the results, the narrow window width seems to perform poorly. As
we expected, the range under 1,000 CT values may have rich features.

Furthermore, we investigated the detail of causes of the error rates. Table 3
shows a confusion matrix of each of lung opacities to be misclassified on the error
rate. Table 3 (a) shows the result of the conventional method when the dimen-
sionality is 32. Table 3 (b) is the result of the proposed method when a window
level, window width, and dimensionality are 500, 1,700, and 8. From the results,
by the proposed method, the error rates of the reticular, nodular, consolidation,
and normal classes improve 0.26, 0.65, 0.03, and 0.05(%), respectively. Above
all, the effectiveness of nodular-class classification is large. On the other hand,
the classification of the ground-glass seems to perform slightly poorly.

4 Conclusions

In order to improve the classification performance of the CAD system, we have
proposed the use of a local histogram feature vector. The experimental results
show that the proposed method is one of effective means for improving the
CAD system. In this paper, in order to classify typical diffuse lung opacities, we
have focused on a local histogram feature vector. In the future, to improve the
classification performance, we consider using other types of feature vector. And
we explore the use of a combined feature vector.
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Abstract. Though there exist a lot of cluster ensemble approaches, few
of them consider how to degrade the effect of noisy attributes in the
dataset. In the paper, we propose a new cluster ensemble framework,
named as double self-organizing map based cluster ensemble (SOM2CE)
to perform clustering on noisy datasets. SOM2CE incorporates the self-
organizing map (SOM) twice into the ensemble framework to discovery
the underlying structure of noisy datasets, which applies SOM to perform
clustering not only on the sample dimension, but also on the attribute
dimension. SOM2CE also adopts the normalized cut algorithm to parti-
tion the consensus matrix constructed from multiple clustering solutions,
and obtain the final results. Experiments on both synthetic datasets and
cancer gene expression profiles illustrate that the proposed approach not
only achieves good performance on synthetic datasets and cancer gene
expression profiles, but also outperforms most of the existing approaches
in the process of clustering gene expression profiles.

Keywords: Cluster ensemble, self-organizing map, cancer data.

1 Introduction

Recently, cluster ensemble is gaining more and more attention as one of the
important research directions in the ensemble learning area. Cluster ensemble
improves accuracy, stableness and robustness when compared with single clus-
tering approach. A single clustering solution only identifies part of relationships
among data points, while the cluster ensemble approaches can discover a rel-
atively comprehensive cognition of the general structure of dataset. Since the
cluster ensemble approach can decompose a complex problem into multiple sub-
problems which is easier to understand and solve. In general, cluster ensemble
approaches are able to enhance the accuracy, stability and robustness of final re-
sults by combining different patterns obtained from the same origin dataset and
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achieve better performance when compared with a single clustering algorithm.
Due to the advantages of ensemble methods, they have been applied extensively
in different areas, such as bioinformatics, data mining, pattern recognition, and
so on. Generally, the cluster ensemble approaches are divided into two stages:
generation of clustering solutions and summarization of clustering solutions [1].
The objective of the first stage is to generate clustering solutions as different as
possible, while the objective of the second stage is to obtain better results by
summarizing the clustering solutions efficiently. The approaches in the first stage
are as follows: applying different clustering algorithm, using one algorithm with
different parameters [2], choosing different sets (subset or superset) of features
[3] and selecting different sets (subset or superset) of sample points [4,5]. The
first two approaches pay attention to clustering algorithms, while the last two
approaches focus on datasets which are part of data transformation techniques
[6]. The approaches in the second stage contain the voting approach [7], the
consensus matrix based methods [8,9,10], the hypergraph method[4], and so on.
Unfortunately, it is difficult to clearly identify the relationship among clusters
from different clustering solutions in the second stage. It is still a challenge for
the cluster ensemble approach.

Although there are many cluster ensemble methods today, most of them only
achieve good results on ’clean’ datasets, few of them consider how to obtain good
performance on datasets with noisy attributes. The noisy datasets may sharply
degrade the performance of traditional cluster ensemble approaches. For the sake
of dealing with the challenges of the datasets with noisy attributes, we proposed
the double self-organizing map based cluster ensemble, called as SOM2CE,
which integrates double self-organizing map (SOM)[11] and the normalized cut
(NCUT) [12] into the ensemble framework. SOM2CE applies SOM on both
the sampling dimension and the attribute dimension, which decreases the risk
of being impacted by noisy attributes and noisy samples. Experimental results
show SOM2CE works well in cancer gene expression profiles.

The remainder of the paper is organized as follows. Part II describes the
frame of double self-organizing map based cluster ensemble. Part III evaluates
the performance of double self-organizing map based cluster ensemble. Part IV
draws a conclusion.

2 Double Self-Organizing Map Based Cluster Ensemble
Framework

Figure 1 shows the overview of double self-organizing map based cluster ensemble
framework SOM2CE. SOM2CE first adopts the self-organizing map approach
(SOM) [11] to perform clustering on the attribute dimension, and obtains a
set of datasets by adjusting the number of neurons in SOM. Then, it applies
SOM again to cluster samples in the sample dimension, and generates a set of
clustering solution. In the following, SOM2CE constructs a consensus matrix,
and adopts the normalized cut algorithm [12] to summarize the consensus matrix
and obtain final results.
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Fig. 1. Double self-organizing map based cluster ensemble framework SOM2CE

Specifically, given a dataset D which consists of n samples and m attributes,
SOM2CE first transforms the original data matrix D to an m × n new data
matrix D′ by the transpose operator as follows:

D
′
= DT (1)

Then, it applies SOM to perform clustering on the new data matrix D′ =
{f1, f2, ..., fm}. A self-organizing map [11] consists of two layers: the input layer
which contains a set of input vectors fj , and the output layer which includes a
set of neurons oh with associated weight vectors ch in a low dimensional grid
(where h ∈ {1, ...,mb}, mb is the number of neurons).

The learning process in SOM consists of the following steps: (i) search for the
most representative weight vector to minimize the sum of the distance metric
between the input vector and the weight vector and (ii) assign the input vector
to the corresponding neuron. The learning algorithm first initials all the weight
vectors, and considers the input vectors fj one by one. The input vector fj is
assigned to the best matching neuron oh, which satisfies the following condition:

h∗ = arg min1≤h≤mφ(fj , ch) (2)

φ(fj , ch) =

√
√
√
√

n∑

l=1

(fjl − chl)2 (3)
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Then, the learning algorithm updates the weight vector ch∗ associated with the
winner neuron oh∗ and the weight vectors of its corresponding neighborhood as
follows

ch(t+ 1) = ch(t) + β(t)ϕ(Ph,Ph∗)(fj − ch(t)) (4)

where β(t) = e−α1t + α2 (5)

ϕ(Ph,Ph∗) = e
− ‖Ph−Ph∗‖2

2σ2(t) (6)

wheret denotes the tth iteration, β(t) is the time-dependent learning rate, α1

and α2 are the parameters which control the decay of β(t), Ph and Ph∗ de-
note the grid coordinates of the h-th neuron and the h∗-th neuron respectively,
ϕ(Ph,Ph∗) is a smooth neighborhood function, and σ is the maximum neigh-
borhood range.

After the learning process of SOM, all the weight vectors are determined.
A new dataset Db′ is formed based on a set of weight vectors {c1, c2, ..., cmb

}.
By adjusting the number of weight vectors in the learning process, SOM2CE
generates a set of new datasets D1′ , D2′ , ..., DB′

. The data matrix Db′ (where
b ∈ {1, ..., B}) with mb×n entries is further converted to the n×mb data matrix
Db by the transpose operator. SOM2CE adopts SOM to perform clustering on a
set of data matricesD1, D2, ..., DB again, and obtains a set of clustering solutions
I1, I2, ..., IB as show in Figure 1.

In the following, SOM2CE constructs a consensus matrix CM by combining
all the adjacency matrices Mb obtained from a set of clustering solutions Ib as
follows:

CM =
1

B

B∑

b=1

Mb (7)

Finally, SOM2CE adopts the normalized cut algorithm (Ncut) [12] to partition
the consensus matrix CM , and obtains the final results. Ncut first constructs
a graph Δ = (D,CM), where D is the vertex set which consists a set of data
samples {d1,d2, ...,dn}, and CM is the edge set which are the entries cmij in
the consensus matrix reflecting a set of the similarity values between pairs of
samples si and sj . The objective function Δ(U,V) of Ncut is used to maximize
the association within the cluster and minimize the disassociation between the
clusters at the same time, which is defined as follows:

Δ(U,V) =
Λ(U,V)

Υ (U,D)
+

Λ(U,V)

Υ (V,D)
(8)

Λ(U,V) =
∑

di∈U,dj∈V

cmij (9)
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Υ (U,D) =
∑

di∈U,dh∈D

cmih (10)

where Δ(U,V) is a disassociation measure between U and V, cmij is the value
of the entry of CM, which is the weight of the edge between the vertices di and
dj . The normalized cut problem can be converted to an optimization problem,
and an approximate solution in the real value domain can be obtained by solving
the generalized eigenvalue system. SOM2CE recursively partition the consensus
matrix and obtains the final results with the help of Ncut.

3 Experiment

3.1 Data Set and Experimental Setting

The performance of SOM2CE is evaluated by three synthetic datasets in Table 1
and three cancer gene expression profiles in Table 2. All the synthetic datasets
in Table 1 contains 50 noisy attributes among 300 attributes. As illustrated in
Table 2, the breast cancer dataset assigns 98 samples into three distinct cancer
types: BRCA1-mutation-positive samples, BRCA2-mutation-positive samples,
and Sporadic samples. The lung cancer datasets includes 139 adenocarcinoma
samples (AD), 6 small-cell lung cancer samples (SCLC), 20 pulmonary carcinoids
samples (COID), 21 squamous cell lung carcinomas samples (SQ), and 17 normal
tissue samples. Cancer samples in the St.Jude leukemia dataset come from pedi-
atric patients with acute leukemia, which are divided into 6 leukemia subtypes:
43 T-lineage ALL samples, 27 E2A-PBX1 samples, 15 BCR-ABL samples, 79
TEL-AML1 samples, 20 MLL rearrangements samples and 64 hyperdiploid > 50
chromosomes samples.

Table 1. The outline of real datasets

Dataset K d n

Synthetic1 3 300 120

Synthetic2 6 300 240

Synthetic3 5 300 250

We adopt the rand index (RI) and the purity (PU) to evaluate the quality of
clusters. RI is calculated as follows:

RI =
τ1 + τ4

τ1 + τ2 + τ3 + τ4
(11)

where τ1 denotes the number of pairs of data samples di and dj which are
assigned to the same cluster in the ground truth partition P and the predicted
partition P ′ at the same time. τ2 denotes the number of pairs of data samples
di and dj which belong to different clusters in P and are assigned to the same
cluster in P ′. τ3 denotes the number of pairs of data samples di and dj which
belong to the same cluster in P and are assigned to different clusters in P ′. τ4
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Table 2. The summary of cancer gene expression profiles

Dataset K d n

Breast cancer 3 98 1213

Lung cancer 5 203 1543

St. Jude leukemia 6 248 985

denotes the number of pairs of data samples di and dj which belong to different
clusters in P and are assigned to different clusters in P ′.

PU is defined as follows:

PU(P, P ′) =
1

n

k∑

j=1

max
h∈{1,...,k′}

|Cj ∩ C ′
h| (12)

where n is the number of data samples, P = {C1, C2, ..., Ck}, and P ′ = {C′
1, C

′
2,

..., C′
k′}.

The performances of AP 2CE and other approaches are measured by the av-
erage value and the corresponding standard deviation of RI and PU respectively
after performing 10 times.

In the following experiments, we first explore the effect of components in
SOM2CE. Then, SOM2CE is compared with single clustering algorithms and
other cluster ensemble approaches in both synthetic datasets and cancer gene
expression profiles.

3.2 The Effect of Components

In order to explore the effect of components in SOM2CE, we compare SOM2CE
with SOMCE which only performs clustering on the sample dimension in-
stead of both the attribute dimension and the sample dimension. Table 3 shows
the performance of SOM2CE and SOMCE with respect to RI on the Syn-
thetic1 dataset, the Synthetic2 dataset, the Synthetic3 dataset, the breast cancer
dataset, the lung cancer dataset and the St. Jude leukemia dataset respectively.
SOM2CE outperforms SOMCE, and achieves better results. The possible rea-
son is that SOM2CE adopts SOM to perform clustering on the attribute di-
mension and selects a set of weight vectors as new attributes, which is able to
degrade the effect of noisy attributes and improve the performance of SOM2CE.
If one component is missing, the ability of SOM2CE to obtain good results will
be compromised.

3.3 Comparison of Single Clustering Algorithm

SOM2CE is compared with single clustering algorithms SOM and K-means
in terms of RI and PU on the Synthetic1 dataset, the Synthetic2 dataset, the
Synthetic3 dataset, the breast cancer dataset, the lung cancer dataset and the St.
Jude leukemia dataset. Table 4 illustrates the comparison results of SOM2CE,
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Table 3. The performance of SOM2CE and SOMCE with respect to RI on the
Synthetic1 dataset, the Synthetic2 dataset, the Synthetic3 dataset, the breast cancer
dataset, the lung cancer dataset and the St. Jude leukemia dataset (The values in
boldface indicate the better results.)

(a) The average value and the standard deviation of RI

Approach Synthetic1 Synthetic2 Synthetic3

SOM2CE
1
(0)

1
(0)

1
(0)

SOMCE
0.8938
(0.1170)

0.9364
(0.1145)

0.9589
(0.0577)

Approach Breast Lung St. Jude leukemia

SOM2CE
0.7684
(0.0407)

0.7319
(0.0154)

0.9864
(0.0026)

SOMCE
0.6938
(0.0776)

0.6467
(0.0463)

0.9162
(0.0736)

SOM and K-means. The results obtained by SOM2CE are better than those
obtained by SOM and K-means on most of datasets. The possible reason is that
SOM2CE is able to integrate multiple clustering solutions into the ensemble
framework to provide more accurate, stable and robust results.

3.4 Comparison of Cluster Ensemble Approaches

In the following experiments, SOM2CE is compared with other cluster ensem-
ble algorithms, which contains the cluster ensemble approach based on random
subspace and self-organizing map (RS-SOMCE), the cluster ensemble approach
based on random subspace and k-means (RS-KMCE), the double K-means based
cluster ensemble approach(KM2CE).

Figure 2 and Figure 3 illustrated the results obtained by SOM2CE,
RS-SOMCE, RS-KMCE and KM2CE with respect to RI and PU on the Syn-
thetic1 dataset, the Synthetic2 dataset, the Synthetic3 dataset, the breast cancer
dataset, the lung cancer dataset and the St. Jude leukemia dataset
respectively. As show in Figure 2 and Figure 3, SOM2CE, RS-SOMCE and
RS-KMCE achieve good performance on the Synthetic1 dataset, the Synthetic2
dataset and the Synthetic3 dataset. The possible reason is that the random sub-
space approach is able to reduce the effect of noisy attributes and improve the
performance of the ensemble approaches. The results obtained by SOM2CE is
better than those obtained by RS-SOMCE, RS-KMCE and KM2CE on the the
breast cancer dataset, the lung cancer dataset and the St. Jude leukemia dataset
respectively. The possible reason is that SOM2CE not only can degrade the ef-
fect of noisy attributes, but also can increase the diversity of the ensemble by
adjusting the size of grid in SOM, which will improve the accuracy and stableness
of the cluster ensemble approach.



358 Z. Yu et al.

SOM2CE RS−SOMCE RS−KMCE KM2CE

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

R
I

The Synthetic1 dataset w.r.t RI

SOM2CE RS−SOMCE RS−KMCE KM2CE
0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

R
I

The Synthetic2 dataset w.r.t RI

SOM2CE RS−SOMCE RS−KMCE KM2CE

0.6

0.7

0.8

0.9

1

R
I

The Synthetic3 dataset w.r.t RI

(a) (b) (c)

SOM2CE RS−SOMCE RS−KMCE KM2CE

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

R
I

The breast cancer dataset w.r.t RI

SOM2CE RS−SOMCE RS−KMCE KM2CE

0.6

0.65

0.7

0.75

R
I

The lung cancer dataset w.r.t RI

SOM2CE RS−SOMCE RS−KMCE KM2CE

0.75

0.8

0.85

0.9

0.95

1

R
I

The St.Jude leukemia dataset w.r.t RI

(d) (e) (f)

Fig. 2. The performance of SOM2CE, RS-SOMCE, RS-KMCE and KM2CE with
respect to RI on the Synthetic1 dataset, the Synthetic2 dataset, the Synthetic3 dataset,
the breast cancer dataset, the lung cancer dataset and the St. Jude leukemia dataset
respectively
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Fig. 3. The performance of SOM2CE, RS-SOMCE, RS-KMCE and KM2CE with
respect to PU on the Synthetic1 dataset, the Synthetic2 dataset, the Synthetic3 dataset,
the breast cancer dataset, the lung cancer dataset and the St. Jude leukemia dataset
respectively
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Table 4. The performance of SOM2CE, SOM and K − means with respect to RI
and PU on the Synthetic1 dataset, the Synthetic2 dataset, the Synthetic3 dataset, the
breast cancer dataset, the lung cancer dataset and the St. Jude leukemia dataset

(a) The average value and the standard deviation of RI

Approach Synthetic1 Synthetic2 Synthetic3

SOM2CE
1
(0)

1
(0)

1
(0)

SOM
0.9667
(0.1054)

0.8845
(0.1282)

0.9857
(0.0183)

K − means
0.8571
(0.0545)

0.8642
(0.1245)

0.8656
(0.1190)

Approach Breast Lung St. Jude leukemia

SOM2CE
0.7684
(0.0407)

0.7319
(0.0154)

0.9864
(0.0026)

SOM
0.7417
(0.0480)

0.6253
(0.0410)

0.9723
(0.0222)

K − means
0.7265
(0.0448)

0.6468
(0.0835)

0.9228
(0.0424)

(b) The average value and the standard deviation of PU

Approach Synthetic1 Synthetic2 Synthetic3

SOM2CE
1
(0)

1
(0)

1
(0)

SOM
0.9667
(0.1054)

0.7333
(0.2629)

0.9760
(0.0506)

K − means
0.9333
0.1405)

0.7667
(0.2250)

0.8480
(0.2047)

Approach Breast Lung St. Jude leukemia

SOM2CE
0.8578
(0.0123)

0.9246
(0.0129)

0.9774
(0.0069)

SOM
0.8429
(0.0216)

0.8517
(0.0805)

0.9552
(0.0482)

K − means
0.8592
(0.0280)

0.8892
(0.0681)

0.9335
(0.0838)

4 Conclusion

In this paper, we explore the problem of performing clustering on the attribute
dimension with noisy attributes by the cluster ensemble approach. The major
contribution of the paper is a new cluster ensemble framework, named as double
self-organizing map based cluster ensemble framework (SOM2CE), which inte-
grates the self-organizing map twice in the ensemble framework for discovering
the underlying structure of the datasets with noisy attributes. To our knowledge,
this is the first time that SOM in the cluster ensemble framework is applied to
perform clustering on both the attribute dimension and the sample dimension
at the same time. The experiments in both synthetic datasets and cancer gene
expression profiles demonstrate that SOM2CE works well.
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Abstract. Compared to conventional internet search engines, the com-
plexity of enterprise information space raises a number of challenges to
enterprise search engines in the nature of unstructured search contents,
task-relevance, dynamic result presentation, and multiple languages. We
show how we tackle the above challenges through the development of an
aviation-oriented enterprise search engine for English-Chinese bilingual
MRO (Maintenance, Repair, and Overhaul) task cards, called TaskCar-
dFinder. TaskCardFinder enables MRO service planners and techni-
cians to quickly find out a list of bilingual MRO task cards which are
relevant to a specific service order/request coming from airlines. The
TaskCardFinder demonstrates several novel context-aware features
specifically designed for aviation industry, including: topic-specific search
assistance, relevant keywords suggestion, context-aware preferences sup-
port, recall-based search by time according to user’s search history and/or
task card viewing history, and MRO-service-relevant task cards recom-
mendation. In addition to that, TaskCardFinder is also a bilingual (Chi-
nese and English) search engine. It allows users to use either Chinese or
English or the combination of both to search relevant technical data in
both English and Chinese.

Keywords: context-aware, aviation MRO cards, bilingual search.

1 Introduction

Enterprise search is an essential part of business intelligence technologies [10].
Effective and efficient search over enterprise’s massive data sources has become
increasingly critical for today’s enterprise information workers in carrying out
their duties. However, the complexity of enterprise information space raises a
number of challenges to enterprise search engines. [9,6] discussed the differences
between enterprise search engines and conventional internet search engines in
the nature of content, user behavior, and economic motivations, which could
be summarized as follows. First, in an enterprise, a majority of information
to be searched is unstructured and possibly in multi-languages. Second, search
task is highly task-relevant, where search context (like user role, activity, com-
pany’s regulation, etc.) shall be taken into account for personalized search. Third,
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domain-specific guided navigation search and refinement are desirable. Fourth,
many times users may know and have previously seen the wanted information,
where searching is recall-based. Fifth, the search result may be small containing
the right information rather than the best matching one. Sixth, result presenta-
tion shall include summary, category, and aggregate information to enhance the
usability of the search result. These challenges have led to a formidable problem
but also mean enormous potential benefit.

In this paper, we show how we tackle the above challenges through the devel-
opment of an aviation-oriented enterprise search engine for bilingual (English-
Chinese) MRO task cards, called TaskCardFinder. The remainder of the report is
organized as follows. In Section 2, we review some related work on search engines,
and detail the application domain of TaskCardFinder in Section 3. The frame-
work of context-aware searching is described in Section 4. We describe the design
and implementation of a context-aware searching tool called TaskCardFinder in
Section 5, and evaluate its performance in Section 6. We conclude the paper in
Section 7.

2 Related Work

The first search engine in the world is called archie [11], a tool used for search-
ing web information. From then on, search engine techniques have a sharp de-
velopment. Currently, search engines can be mainly classified into five types,
namely, crawler-based (traditional, common) engines, directories engines, meta
search engines, vertical search engines, and pay per click search engines. Most
of the commercial engines nowadays are based on crawler search. They collect
information from web sites, index the obtained information, and provide search
interfaces to search users, such as the most popular search engine Google, Yahoo,
Chinese search engine Baidu, Bing, Ask, and AOL. Directories engines are not
real search engines in a strict way, and they only just classify different web sites
in hierarchical levels by humans, such as Google directories or Yahoo directories.
Meta search engines [7] present results which are from several search engines.
Vertical search engines focus on a special field, such as video search, shopping
search, and so on. Pay per click search engines are used for advertising products
and companies, namely advertise search engines.

In addition to the above popular search engines, more advanced search tech-
niques are investigated. [3] presented a semantic search engine for XML. It has
a customized simple query language, and its return results, which are ranked
by both the degree of the semantic relationship and the relevance of the key-
words, satisfy the users’ query requests. [1] depicted an engine used to retrieve
source codes, enabling users to search contents and the structural properties and
relations from programming languages. [2,8] provided a search engine over im-
ages. [4] illustrated a desktop search engine over documents, e-mails, files, and
programs on local personal computers. [6,9] indicated importance of enterprise
searches and the challenges in these search engines.
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3 Application Domain of TaskCardFinder

According to the statistics of Gupta et al., each year aviation industry spends a
whopping amount on MRO, second only to fuel. In 2007, the global MRO industry
was estimated at US $ 45 billion, which is expected to reach US $ 61 billion by
2017. As per industry projections, the size of the worldwide air transport fleet
will expand by nearly 50 percent in the decade to 2017, and consequently spur
rapid growth of the MRO business [5].

A MRO task card is a directive file in a word document format, containing all
the information needed in repairing an airplane for a technican. A big aviation
company generates thousands of task cards per day. However, managing the
large volume of task cards is a challenge. Our TaskCardFinder focuses on how
to organize, manage, and integrate knowledge, information, and data based on
its relevant contextual background, with an ultimate goal to quickly retrieve,
compose, and deliver bilingual MRO task cards at the right time, to the right
users, under the specific task orders, with a higher degree of task-relevancy.

4 Context-Aware Searching Framework

Figure 1 shows the working diagram of our context-aware searching over bilingual
MRO task cards. It consists of three parts, namely, task cards storage, task cards
search, and user interaction, where context-awareness penetrates all the three
parts.

Bilingual
Job Cards

Parse /
Extract

Storage Search User Interaction

keyword

Index

Search /
Recommend

Re-Search by
Context

Adapter

Interface

Search Keyword 
Suggest

Topic-specific 
Search Assist

Technicians,
Planners

Dictionary
Maintain

Bilingual
Dictionary

context

XML Mapping 
Files

Fig. 1. Framework of context-aware searching over bilingual MRO task cards

4.1 Part I (Storage of Task Cards)

Part I prepares for searching by parsing, indexing and storing task cards into
the database. It contains two modules.
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– Parse and Extraction Module is responsible for parsing and extracting fine-
grained information from bilingual task card word documents with the help
of a bilingual aviation dictionary. A task card document contains several
items like task card number, A/C type, service interval, critical task, gen-
eral airline mechanic, work content (in both Chinese and English or in either
Chinese or English), labor hours, etc. Each item is extracted as a database
attribute and sent to the next data management module for further process-
ing (storage, indexing, and search).

– Index Module stores the extracted fine-grained job card items, together with
the complete job card documents, into a MySQL database. Each job card
corresponds to a relation tuple in the database. The module also builds
indexes for all different attributes.

4.2 Part II (Search over Task Cards)

Users’ search requests can be formulated in either keywords, structured queries,
or context. It is comprised of three modules.

– Search and Recommend Module performs keyword-based and structured
searching upon the MRO database in response to a search request in ei-
ther English or Chinese. The result returned is a ranked list of job card
documents, presented in a textual, structured, or word format.

– Adapter Module makes users’ implicit information needs explicit by adapting
the original search requests with context-aware preference rules.

– Re-Search by Context Module supports users’ re-finding requests, where
search conditions are various context clues such as access histories and access
time. Two re-search-by-context examples are as follows. 1) “search relevant
MRO job cards which I retrieved last year when I was involved in Project
XXX” (where the search condition based on two contextual information -
time and user’s activity in the past); 2) “search MRO job cards which I
retrieved most frequently last year” (aggregate search based on the context
- time).

4.3 Part III (User Interaction)

Four modules collaborate to offer a user-friendly interface.

– Interface Module enables simple and easy interaction between users and the
MRO search engine. It also provides guidance to assist users to easily and
simply identify and formulate their search requests. As users’ requests may be
in either Chinese or English, requests’ stemming and translation are incurred
at the module as well. The formulation of a user’s search request can get helps
from the following topic-specific search assist and relevant keyword suggest
modules based on the MRO ontology.

– Topic-Specific Search Assist Module assists users to navigate among aviation-
specific topics and raise more targeted search requests.

– Relevant Search Keywords Suggest Module provides other relevant keywords
which users may be interested in according to users’ inputs.
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– Bilingual Dictionary Maintain Module is to dynamically and incrementally
maintain the bilingual aviation lexicon by consulting the open sources on
the Web during users’ interaction with the search system.

5 Design and Implementation of TaskCardFinder

The major functionalities of TaskCardFinder include:

1. Keyword and structured MRO task cards search with bilingual support, topic-
specific search assistance, relevant keywords suggestion support context-aware
preferences support, Recall-based re-search by time.

2. Context-aware task cards recommendation.
3. Search results are a ranked list of task cards, allowing online structured view

and document preview.

5.1 Context-Aware Bilingual Search in TaskCardFinder

After users’ login-in TaskCardFinder, users’ context-aware information are
adopted to affect either keyword-based or structured search over bilingual task
cards, we depicted in Figure 2 together. Topic-specific search assistance can
also be provided to allow users to navigate at his/her target search domains
(Figure 2), where some statistic information about the corresponding task cards
is provided. These statistic information could support MRO engineers to make
decisions or plan schedules.

The search result of TaskCardFinder is a list of ranked task cards with bilin-
gual support, presented in Figure 4. For example, when we search “cabin re-

fitment”, the system can automatically search “ ” together. The results
present the documents which contain either Chinese or English contents, or both.

The structural view of of the task card for a result in Figure 4 could help users
to quickly judge if this card is what the user is really searching for. Corresponding
task card word documents can also be online previewed without downloading the
document or downloaded to the disk for later reference.

Fig. 2. Keyword and structured search Fig. 3. Recall-based search
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Fig. 4. Search result
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Fig. 5. Core ontology

Keyword-based search histories and task cards viewed by a user are stored
for later re-search purpose. This feature could help the user re-locate what s/he
searched or scanned in the past according to different search times, as is shown
in Figure 3.

5.2 Context-Aware Preference Search and Recommendation

Adding the user’s context information into the search query could enhance the
relevancy of the search result remarkably. Establishing the aviation context on-
tology is to formalize and further standardize static and dynamic contextual
elements and their relationships in offering ambient smart and context-ware avi-
ation services to diverse customers. A context-aware aviation service is provided
by the company, and used by a customer, taking into account the external envi-
ronment and bi-parties’ internal status. We can view and approach the aviation
context from five perspectives: 1) system user-centric; 2) company-centric; 3)
customer-centric; 4) service-centric; and 5) environment.

Figure 5 illustrates 5 basic concepts with their inter-relationships, two of which
are introduced. The company provides an aviation service, while a customer uses
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the service. A service functions in a certain environment. A system user works
for the company, plays a certain role, and gets involved in certain services.

Company �∃provideService.Service � ∀provideService.Service

Customer �∃useService.Service � ∀useService.Service

Service �∃existIn.Environment � ∀existIn.Environment

SysUser �∃workfor.Company � ∀workfor.Company

Users of the ambient smart and context-aware data management system are
from the aviation company. They can be the managers, group leaders, engineers,
inspectors, etc, as is shown in Figure 6(a). Different roles of the users have
different control rights to the system. Also different roles of users have different
role preferences when using the system. Representation of role preference also
follows a DL format.

Company �∃hasRole.Role � ∀hasRole.Role

Role �∃hasControlRight.ControlRight�
∀hasControlRight.ControlRight

Role �∃hasRolePreference.RolePreference�
∀hasRolePreference.RolePreference

Manager �SysUser GroupLeader � SysUser

Engineer �SysUser Inspector � SysUser

There are different categories of services offered by the company to its cus-
tomers, like MRO service, modification service, training service, respectively.
Dependency relationships exist among different services. Each service has a QoS
requirement, detailing quality attributes, constraints, measurements, and rela-
tionships. Figure 6(b) presents the ontology diagram of Service.

Service �∃hasServiceCategory.ServiceCategory�
∀hasServiceCategory.ServiceCategory

Service �hasServiceCategory.ServiceStatus�
∀hasServiceCategory.ServiceStatus

Service �∃hasServiceDependency.ServiceDependency�
∀hasServiceDependency.ServiceDependency

Service �∃hasQos.Qos � ∀hasQos.Qos

QConstraint �QualityItem QMeasurement � QualityItem

QAttribute �QualityItem QRelationship � QualityItem
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We have presented the design of an aviation context ontology with its descrip-
tion logic based representation. Based on the designed aviation context ontology,
we can describe system users’ context-aware search preferences when they man-
age aviation services. Further, the search adapter module is designed to support
adaptive and personalized search, using this logic-based context-aware search
preference module. Here, it is interesting to note that DL concept expressions
offer a natural way to represent information needs. For instance, the DL con-
cept expression Service � (hasServiceStatus.{finish}) can be viewed as a search
request on all finished services provided by the company. Therefore, in a similar
fashion as context, we cam describe users’ preferences using DL concept expres-
sions as well. Formally, we can define a context-aware search preference as a
tuple of the form (Context, Preference), where context and preference are DL
concept expressions. For example, a context-aware search preference may like ”if
the system user assumes an inspector role in some aviation services, preferably
returning all finished service records to them” can be specified as:

Context : User � (∃hasRole.{Inspector}) � (∃involvedIn.Service)

Preference : Service � (∃hasServiceStatus.{finish})

Once a user logins in the system, the context information will be sent to the
context service which is responsible for selecting the corresponding context-aware
searching preferences before submitting the search request to the search module.
The search adapter module augments the original request with the preference
provided by the context service into the final search request, and submits it
to the search service. The search module returns the result list sorted by the
relevancy, taking user’s preference into consideration. As a result, for different
users, the order of the search result under the same keyword is different.

Both context and preferences are represented by description logic and or-
ganized by the ontology technique. Through the interface of Figure 7, we can
manage and maintain (add, rename, update, and delete) the aviation context
ontology and context-aware preference rules, respectively.

5.3 Search Keyword Suggestion

To enable simple and easy interaction between users and the MRO search en-
gine, TaskCardFinder assists users to identify and formulate their exact search
requests based on the MRO ontology.

Utilizing the ontology, we associate and suggest some other keywords based on
user’s input keyword. To associate keywords on the built concept tree (Figure 8),
we first locate the keyword first, and then decide the association direction. There
are many directions we could take for associating keywords, such as upward to
recommend many high level keywords or downward to recommend some detailed
keywords and we can also recommend some keywords at the same level of the
input keyword, as is shown in Figure 8. For instance, the input is cabin refitment,
and the recommend result list is on the right of result list in Figure 4.



A Context-Aware Enterprise Search Engine for Aviation 369

Fig. 7. Management of context-aware
preferences

Current keyword node
Association deirection
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downward
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Fig. 8. keyword association

6 Evaluation

Document search is the core of TaskCardFinder. We study its scalability by vary-
ing the number of task cards from 20k to 100k. Besides, to reduce the searching
time, we consider to decompose a big search task into serval small ones, and
assign each of them to one computing thread to execute separately and simul-
taneously. The results returned are then finally combined and sent back to the
user. As TaskCardFinder performs searching based on index files for the MRO
task cards, we decompose task cards into a few sets, which are separately in-
dexed. The number of computing threads determines the number of task card
sets, and thus the number of index files. Each thread executes searching on its
assigned index files. We investigate the effect of thread number on the searching
performance.

The computer used is equipped with Intel(R) Core 2 Quad Q9650, 4GB RAM,
and windows 7. We conduct an experiment by varying the number of computing
threads from 1, 2, to 4. From the result presented in Figure 9, we can see that the
searching time increases along with the number of total task cards. The reason
is obvious. The performance of two-thread searching is consistently better than

Fig. 9. Searching time versus the number of computing threads
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one-thread and four-thread searching. As two-thread searching is based on two
sets of index files, allowing some simultaneous handling, it is superior than one-
thread searching. However, due to the overheads of results merging and CPU
scheduling, more threads may not always lead to faster searching performance.
On the experimental computer, four-thread searching is worse than two-thread
searching.

7 Conclusion

This article reports the design, implementation, and a preliminary evaluation of
an ambient smart and context-aware search engine over a collection of bilingual
MRO task cards, called TaskCardFinder. It possesses several novel context-aware
features specifically designed for aviation industry. In addition, TaskCardFinder
is also a bilingual (Chinese and English) search engine. Two directions related to
ambient smart and context-awareness could be explored in the future. Besides
recall-based re-search by time, a wider scope of context (like user’s activity,
task, etc.) could be used as search keywords. We also envision a more intelligent
question-answer functionality to be offered by the search engine in the future.
To achieve this, construction of a task card warehouse and associated OLAP
techniques need to be explored.
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Abstract. In this paper, a formal, agent-based approach is presented to analyse 
the dynamics of accidents and incidents in aviation. The approach comprises a 
number of steps, which include development of domain ontology, formalisation 
of scenarios, formal specification of dynamic properties, identification of 
interlevel relations between dynamic properties at different aggregation levels, 
and automated verification of dynamic properties. The approach is illustrated by 
means of a case study on a runway incursion incident, and a number of 
advantages with respect to the current state-of-the-art are discussed. 

Keywords: aviation, incidents, agent-based, verification, interlevel relations. 

1 Introduction 

Within aviation, analysing the exact causes of accidents and incidents is a nontrivial 
task. Even if detailed flight data from the ‘black box’ are available, it is usually still 
difficult to come up with a clear analysis, for the simple reason that the causes of 
incidents cannot be attributed to a single point of failure of one individual entity. 
Instead, most incidents in aviation are found to be caused by a complex interplay of 
processes at various levels of the socio-technical system, involving pilots, air traffic 
controllers, technical systems, and their interaction. For example, although currently 
still under investigation, the famous accident in 2009 of Air France Flight 447 seems 
to have been the consequence of a rare combination of factors, including inconsistent 
airspeed sensor readings, the disengagement of the autopilot, and the pilot pulling the 
nose of the plane back despite stall warnings [10]. 

For the analysis of accidents and incidents in aviation, roughly two streams can be 
distinguished in the literature, namely accident analysis and risk analysis. Whilst the 
former has the goal to determine the cause of an accident that actually took place, the 
latter aims to assess the likelihood of the occurrence of future accidents. Hence, 
although both streams have similar purposes, a main difference is that accident 
analysis attempts to identify one specific combination of hazardous factors, whereas 
risk analysis basically explores a whole range of such factors, and the associated risks. 
Nevertheless, most of the existing approaches are used for both streams. 

When studying these existing approaches, a number of points for improvement can 
be identified. Traditionally, analysis of aviation incidents is done via fault and event 
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trees. These are graphical representations of Boolean logic relations between success 
and failure types of events. However, although widely used, there is an increasing 
awareness that fault and event trees have serious limitations, especially when it comes 
to analysing dynamic systems with time-dependent interactions (see [6] for a more 
extensive argumentation). More recently, alternative approaches have been 
developed, such as FRAM [7] and STAMP [8]. While these approaches have proved 
successful in various case studies, they still have some drawbacks. In particular, 
FRAM lacks a formal semantics, which makes a computational analysis of complex 
non-linear processes impossible. STAMP does have a formal basis, but takes an 
aggregated, organisational perspective (based on system dynamics), which hinders an 
analysis at the level of individual agents (such as pilots and air traffic controllers), and 
their underlying mental processes. 

As an alternative, the current paper presents an approach for analysis of aviation 
incidents that takes a multi-agent perspective, and is based on formal methods. The 
approach is inspired by an existing approach for formal analysis of incident 
management scenarios [1] and the multi-agent dynamic risk modelling (DRM) 
methodology [2, 9] for the evaluation of air traffic risk, and extends these with a 
mechanism to establish interlevel relations between dynamic properties at different 
aggregation levels of the system under analysis. The approach is illustrated by a case 
study on a runway incursion incident at a large European airport in 1995.  

The remainder of this paper is structured as follows. In Section 2, a high level 
overview of the proposed methodology is presented. In Section 3, the scenario used 
within the case study is described. Section 4 explains in a number of steps how this 
scenario was formalised, and Section 5 describes how it was formally analysed. 
Section 6 concludes the paper with a discussion. 

2 Methodology 

The methodology used in this paper is inspired by the methodology for analysis of 
cognitive processes put forward in [3]. This methodology assumes that real world 
scenarios (e.g., aviation incidents) can be described in terms of the evolution of world 
states over time, and that their dynamics can be studied by formulating certain 
dynamic statements that are (or are not) expected to hold for the scenarios. A simple 
example of such a dynamic statement would be ‘at all time points, the pilot is aware 
of the altitude of the aircraft’.  

Moreover, to enable automated analysis, the scenarios and dynamic statements 
need to be expressed in some formal language. To this end, the Temporal Trace 
Language [4] is used. This predicate logical language supports formal specification 
and analysis of dynamic properties, covering both qualitative and quantitative aspects. 
TTL is built on atoms referring to states of the world, time points and traces, i.e. 
trajectories of states over time. In addition, dynamic properties are temporal 
statements that can be formulated with respect to traces based on the state ontology 
Ont in the following manner. Given a trace γ over state ontology Ont, the state in γ at 
time point t is denoted by state(γ, t). These states can be related to state properties via 
the formally defined satisfaction relation denoted by the infix predicate |=, 
comparable to the Holds-predicate in the Situation Calculus: state(γ, t) |= p denotes that 
state property p holds in trace γ at time t. Based on these statements, dynamic 
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properties can be formulated in a formal manner in a sorted first-order predicate logic, 
using quantifiers over time and traces and the usual first-order logical connectives 
such as ¬, ∧, ∨, , ∀, ∃. A special software environment has been developed for 
TTL, featuring both a Property Editor for building and editing TTL properties and a 
Checking Tool that enables formal verification of such properties against a set of 
(simulated or empirical) traces. More details of TTL can be found in [4]. 

Based on TTL, the current paper proposes the following 5-step methodology for 
formal analysis of aviation incidents: 

1) Development of formal ontology: to develop the state ontology Ont introduced above, all 
relevant sorts, constants, functions and predicates have to be specified for the domain 
under investigation, enabling the modeller to describe the relevant aspects of the world 
(e.g., pilots, controllers, aircraft, actions, communications, mental states, and so on ).  

2) Formalisation of real world scenarios in terms of traces: for each scenario, express the 
different events using the formal ontology developed in step 1), and allocate a time 
stamp to them. 

3) Specification of dynamic properties at different levels: identify dynamic properties that 
are relevant for the domain, and express them in TTL.  

4) Specification of interlevel relations between dynamic properties: the dynamic 
properties identified in step 3) may be classified according to different levels of 
aggregation of the aviation domain. For instance, some properties may apply to the air 
traffic organisation as a whole (e.g., ‘no incident will occur’), whereas others apply to 
the level of individual agents (e.g., ‘agent A will only communicate correct 
information’). In this step, logical relationships between dynamic properties at different 
levels are established, to ensure that conjunctions of properties at one level imply 
properties at higher levels. 

5) Verification of properties against traces: using the TTL Checking Tool mentioned 
above, dynamic properties at different levels are checked automatically against the 
traces generated in step 2), allowing the analyst to find out what exactly went wrong in 
the scenarios under investigation.  

In subsequent sections, these steps are illustrated by means of the runway incursion 
case study. In particular, step 1) and 2) are applied in Section 4, and step 3), 4) and 5) 
are applied in Section 5.  

3 Case Study  

One of the possible approaches in analysing the behaviour of complex systems in 
aviation is by identification and formal analysis of case studies. This type of analysis 
allows researchers to acquire possible underlying information about incidents or 
almost-incidents within the air traffic domain. Our interest was mainly focused on 
incidents where a small mistake of one or multiple actors could have led to severe 
consequences at the level of the whole system, but was corrected by another actor and 
thus the possible accident was prevented. This focus on incidents was motivated by 
the fact that the numerous descriptions of air traffic accidents that could be found in 
the published literature are one-sided, as these cases cover just a small top of the 
iceberg of all risky situations occurring daily in air traffic interactions. However, it is 
not so easy to get access to these incidents, as they are mostly company confidential 
and not available for broad publications, or they are not officially reported at all. To 
obtain such a case study, it was decided to perform a semi-structured interview with 
an available expert, a two years retired pilot of a European civil aviation company. 
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The following subsections provide the overview of an interview that was 
performed with the available expert and the description of the extracted incident that 
has been selected for the formal analysis. 

3.1 Interview  

The interview took place on May 12, 2011 and lasted approximately 1 hour and 15 
minutes. It was a semi-structured interview with a predefined set of questions 
concerning the incidents that the pilot or any of his colleagues had experienced during 
his flight career. In the beginning of the interview it was clearly announced to the 
interviewee that we are interested in the cases within air traffic where a small local 
mistake could have led to severe global consequences, but was corrected before an 
actual accident would occur. The interviewee was asked to recall such incidents. This 
question contained the following subquestions: 

1. Who was involved in the incident? 
2. What was the cause of the problem?1  
3. How was the problem solved? 
4. What were the consequences? 
5. Was the situation familiar to you from trainings or procedures? 

During the interview a case study was identified that describes an incident where, due 
to the mistake of a pilot of one taxiing aircraft, two aircraft were taking off almost 
simultaneously from crossing runways. After the correct interference of the air traffic 
controllers from the ATC Tower, and adequate decision making, coordination and 
action of the pilots of one of the aircraft, a collision was prevented. This incident is 
described (in an anonymised manner) in the following section. 

3.2 Runway Incursion Incident Description 

The incident took place in 1995, during the departure of an Airbus A310 of a civil 
aviation company from one large airport in Europe, and is summarised below: 

The Airbus was preparing for the departure: the pilot-in-command was sitting on the left and 
the co-pilot on the right seat in the cockpit and they were ready to start taxiing. They were 
supposed to taxi to runway 03 in the north-east direction. The Airbus received permission to 
taxi and started taxiing to its runway. Approximately at the same time, a military Hercules 
aircraft that was ready for the departure as well received permission to taxi in the north-west 
direction from its parking gate. The Hercules was supposed to take off from runway 36 that 
crossed with runway 03 that was designated for the Airbus. Both aircraft were taxiing to their 
runways. During the taxiing, the Airbus received its flight route from the air traffic controllers. 
Some time tater, when the Airbus was near the runway designated for taking off, it switched 
from the taxiing radio frequency to the frequency of the Tower and received permission to line 
up on the assigned runway. The Hercules was still at the taxiing radio frequency and also 

                                                           
1  Possible causes that might be relevant include failure of technical systems, 

miscommunication, fatigue, high or low workload (restricted Situation Awareness or 
decreased vigilance), strong positive or negative emotions, power influences, (dis)trust in 
colleagues or computer systems, little experience, negligence of the existing procedures, 
organisational management etc. 
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received permission to line up, while at the same time the Airbus received permission to take off 
at the radio frequency of the Tower. However, due to unknown reasons2, the Hercules pilot 
interpreted his permission for lining up as permission for taking off and started taking off on 
runway 36. As a result of this mistake of the pilot of the Hercules, two aircraft were taking off 
simultaneously on crossing runways, and none of the crews were aware of that. The air traffic 
controllers in the Tower observed the conflicting situation and communicated a ’STOP’ signal 
to the pilot-in-command of the Airbus, while the Airbus was still on the ground (but at high 
speed). The pilot had to make a quick decision about the termination of the take-off as there is a 
point in this process that one cannot safely do this anymore. After having analysed the 
situation, the pilot-in-command of the Airbus gave a command to the co-pilot (who controlled 
the aircraft) to abort the take-off and start braking on the runway. During braking, the crew of 
the Airbus saw the Hercules flying close in the air above their own aircraft at a distance of 
about 5 meters. The serious collision was prevented. 

4 Formalisation  

This section provides a description of the formal ontology of the scenario and the 
formal trace based on this case study. 

4.1 Formal Ontology  

As the first step towards the formalisation of the incident identified during the 
interview, a formal domain ontology was developed in TTL. In Table 1 an overview 
of the ontology elements is shown, including the relevant sorts and subsorts relations, 
elements (constants) of sorts, and logical predicates over sorts. 

Table 1. Domain Ontology 

PREDICATES DESCRIPTION 
 Communication 

communicate_from_to(A:AGENT, B:AGENT, I:INFO_EL) agent A communicates information I to agent B 
 Internal states of agents

observation(A:AGENT, I:INFO_EL) agent A observes information element I from the world 
belief(A:AGENT, I:INFO_EL) agent A beliefs that  information element I from the 

world is true 
world_state(I:INFO_EL) information element I holds in the world 

 Actions of agents
move_from_to(R1:ROADWAY, R2:ROADWAY) action of moving from roadway R1 to roadway R2 
start_take_off(R:RUNWAY) action of starting taking off on runway R 
stop_take_off action of ceasing taking off 

 Information elements used within predicates 
is_at_position (A:AGENT, P:POSITION)   agent A is at a certain position P 
performed(A:AGENT, C:ACTION) agent A performs action C 
start_taxiing(T:TAXIWAY) start taxiing on taxiway T 
permission_line_up(R:RUNWAY) permission to line up on runway R 
permission_take_off(R:ROADWAY) permission to take off on roadway R 
crossing_ways(R1:ROADWAY,R2:ROADWAY)  roadways R1 and R2 are crossing  
request(A:ACTION) request to perform action A 
conflict_situation(A1:AGENT, A2:AGENT) conflict situation between agent A1 and agent A2 

                                                           
2  This misinterpretation might be explained by the fact that the pilot of the Hercules got used to 

the routine procedure of taxiing from the same military parking place at this airport and 
perhaps also of taking off from the same runway. And in many past cases, the line up 
procedure was often immediately followed by taking off, as permissions for lining up and 
taking off were sometimes given simultaneously. 
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Table 1. (continued) 

SORT ELEMENTS 
AGENT sub-sorts: PILOT, OTHER 
PILOT {airbus_pilot,  airbus_co-pilot, hercules_pilot} 
OTHER {tower, hercules, airbus} 
ROADWAY sub-sorts: RUNWAY, TAXIWAY
RUNWAY {runway_03, runway_36} 
TAXIWAY {taxiway_1, taxiway_2} 
POSITION {startingpoint_1, startingpoint_2, before_critical_point,  

  after_critical_point,  close_in_air} 

4.2 Formal Trace  

The informal scenario described in Section 3 was formalised using the ontology 
presented in the previous subsection. A time point was assigned to each event of the 
case study under consideration.  

 

 

Fig. 1. Formalised Empirical trace of the Runway Incursion Incident in LEADSTO 

The time points in the trace indicate the relative timing of the events. The trace was 
formalised in the LEADSTO software environment [5]. An example of a visualisation 
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of the trace in this environment is shown in Figure 1. The states that hold in the world 
are represented on the vertical axis and the time line on the horizontal axis. The dark 
lines on the right indicate time intervals within which the given states are true. 

5 Formal Analysis 

This section addresses automated analysis of the scenario by specification and 
verification of dynamic properties at different levels of aggregation. Section 5.1 
addresses specification of dynamic properties, and Section 5.2 address specification 
of interlevel relations and verification of properties. 

5.1 Dynamic Properties  

Various dynamic properties for the aviation domain have been formalised in TTL. 
Below, a number of them are introduced, both in semi-formal and in informal 
notation. Note that these properties address processes at different aggregation levels, 
thereby distinguishing global properties about the scenario as a whole (indicated by 
GP), intermediate properties about input and output states of individual agents 
(indicated by IP), and local properties about mental processes of individual agents 
(indicated by LP): 

 

GP - No simultaneous take-off at crossing runways 
There are no trace m, time points t1 and t2, agents a1 and a2, and runway r1 and r2 such that 
agent a1 performs a take-off on runway r1 at time t1 
and agent a2 performs a take-off on runway r2 at time t2 
and runway r1 and r2 are crossing runways 
and the difference between t1 and t2 is smaller than or equal to some constant d. 
 

¬ [∃m:TRACE ∃t1,t2:TIME ∃a1,a2:AGENT ∃r1,r2:RUNWAY 

      state(m, t1) |= performed(a1, start_take_off(r1)) & 

      state(m, t2) |= performed(a2, start_take_off(r2)) & 

      state(m, t1) |= world_state(crossing_ways(r1, r2)) & 

      | t1 - t2 | ≤ d ] 
 

IP1 - No simultaneous permissions to take off at crossing runways 
There are no trace m, time points t1 and t2, agents a1 and a2, and runway r1 and r2 such that 
the tower gives agent a1 permission for take-off on runway r1 at time t1 
the tower gives agent a2 permission for take-off on runway r2 at time t2 
and runway r1 and r2 are crossing runways 
and the difference between t1 and t2 is smaller than or equal to some constant d. 
 

¬ [∃m:TRACE ∃t1,t2:TIME ∃a1,a2:AGENT ∃r1,r2:RUNWAY 

      state(m, t1) |= communicate_from_to(tower, a1, permission_take_off(r1)) & 

      state(m, t2) |= communicate_from_to(tower, a2, permission_take_off(r2)) & 

      state(m, t1) |= world_state(crossing_ways(r1, r2)) & 

      | t1 - t2 | ≤ d ] 
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IP2 - Each take-off is preceded by a corresponding permission 
For all traces m, time points t1, agents a, and runways r 
if agent a performs a take-off on runway r at time t 
then there was a time point t2 with t1-d ≤ t2 ≤ t1 (where d is a constant) on which 
the tower gave agent a permission for take-off on runway r. 
 

∀m:TRACE ∀t:TIME ∀a:AGENT ∀r:RUNWAY 

state(m, t1) |= performed(a, start_take_off(r))  

[ ∃t2:TIME state(m, t2) |= communicate_from_to(tower, a, permission_take_off(r)) & 

t1-d ≤ t2 ≤ t1 ] 
 

LP1 - Each take-off is preceded by a corresponding belief 
For all traces m, time points t1, agents a, and runways r 
if agent a performs a take-off on runway r at time t 
then there was a time point t2 with t1-d ≤ t2 ≤ t1 (where d is a constant) on which 
agent a believed that it had permission for take-off on runway r. 
 

∀m:TRACE ∀t:TIME ∀a:AGENT ∀r:RUNWAY 

state(m, t1) |= performed(a, start_take_off(r))  

[ ∃t2:TIME state(m, t2) |= belief(a, permission_take_off(r)) & 

t1-d ≤ t2 ≤ t1 ] 
 

LP2 - Each belief is preceded by a corresponding communication 
For all traces m, time points t1, agents a, and runways r 
if agent a believes that it has permission for take-off on runway r at time t 
then there was a time point t2 with t1-d ≤ t2 ≤ t1 (where d is a constant) on which 
the tower gave agent a permission for take-off on runway r. 
 

∀m:TRACE ∀t:TIME ∀a:AGENT ∀r:RUNWAY 

state(m, t1) |= belief(a, permission_take_off(r))  

[ ∃t2:TIME state(m, t2) |= communicate_from_to(tower, a, permission_take_off(r)) & 

t1-d ≤ t2 ≤ t1 ] 

5.2 Interlevel Relations 

A number of logical relationships have been identified between properties at different 
aggregation levels. An overview of all identified logical relationships relevant for GP 
is depicted as an AND-tree in Figure 2. 
 
 
 
 
 
 
 

Fig. 2. AND-tree of Interlevel Relations between Dynamic Properties 

LP2LP1

GP

IP1 IP2
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The relationships depicted in this figure (while for the moment ignoring the 
symbols next to the ovals) should be interpreted as semantic entailment relationships. 
For example, the relationship at the highest level expresses that the implication IP1 & 
IP2 => GP holds, whereas the relationship at the lower level expresses that LP1 & 
LP2 => IP2 holds. A sketch of the proof for the first implication is as follows (for 
simplicity reasons abstracting from time constrains): 

Suppose that IP1 and IP2 hold. Then, according to IP1, no two permissions to take off at 
crossing runways will be communicated simultaneously. Moreover, since take-offs are 
only performed immediately after a corresponding permission has been communicated 
(as guaranteed by IP2), no simultaneous take-offs are performed at crossing runways. 
This confirms GP. 

Such logical relationships between dynamic properties can be very useful in the 
analysis of incident scenarios, especially when used in combination with the TTL 
Checking Tool mentioned earlier. For example, for the runway incursion case study, 
checking GP pointed out that this property was not satisfied (indicated by the 
lightning symbol in Figure 2). As a result, by a refutation process it could be 
concluded that either IP1 or IP2 failed (or a combination of them). When, after further 
checking, IP2 was found to be the cause of the failure, the analysis could proceed by 
focusing on LP1 and LP2. Eventually, LP1 was found satisfied, whereas LP2 failed. 
Thus, (part of) the source of the incident could be reduced to failure of LP2, i.e., there 
was an agent (namely the pilot of the Hercules) that believed to have the permission 
to take off, whilst this was not communicated by the tower. A discussion with our 
domain expert confirmed that this was indeed the case. 

Note that the example provided here is mainly meant as an illustration of the 
approach. In addition to this relatively simple case, similar trees of interlevel relations 
are being constructed that involve more properties at multiple levels. For such more 
complex cases, the diagnostic process is economic in the sense that, when a certain 
property holds, the entire subtree under this property does not have to be examined. 

6 Discussion 

In this paper, a formal approach was presented to analyse the dynamics of accidents 
and incidents in aviation. The approach comprises a number of steps, including 
development of a domain ontology, formalisation of scenarios, formal specification of 
dynamic properties, identification of interlevel relations between dynamic properties, 
and automated verification of dynamic properties. The approach was illustrated by 
means of a case study on a runway incursion incident. This case was considered 
appropriate for our purposes because it involved an interesting combination of factors 
(involving pilots, controllers, and technical systems), and a domain expert was 
available to provide detailed information about the incident. 

Besides the fact that the approach is formal (thus enabling a computer-supported 
analysis, with the usual advantages such as computational power and reduction of 
errors), it has as advantage over approaches like [8] that it addresses not only at an 
aggregated, organisational level, but also focuses on more local, individual processes, 
possibly even up to the level of cognitive processes involving beliefs, intentions, and 
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so on. Specification of the dynamic properties is still a time consuming task, but once 
specified, they have a generic nature, allowing for them to be reused for various case 
studies. Moreover, the possibility to express interlevel relations allows the analyst to 
gain more insight in how certain global phenomena relate to local mechanisms of 
individual components of the system, and (via computational checks) to reduce the 
causes of global incidents to more local failures.  

Note that this diagnostic process has an added value not only for analysing existing 
scenarios (as in accident analysis), but also for analysing potential future scenarios (as 
in risk analysis). For this latter direction, an interesting step would be to apply the 
idea of interlevel relationships and checking of properties to the results of (Monte 
Carlo) simulations (e.g., as in [9]). This idea will be further explored in follow-up 
research. 
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Abstract. Internal representation is an important design decision in
any imitation learning system. Actions and perceptual spaces were sepa-
rate in classical AI due to the standard sense-process-act loop. Recently
another representation that combines the two spaces into what we call
a common sensorimotor space was inspired by the discovery of mirror
neurons in animals and humans. The justification of this move is usually
biological plausibility. This paper reports on a series of experiments com-
paring these two alternatives for self-initiated imitation tasks. The results
of these experiments show that using a common sensorimotor represen-
tation allows the system to achieve higher accuracy and sensitivity. This
is shown to be true (for our scenarios) even when the dimensionality of
the common sensorimotor representation is higher than the dimensional-
ity of the separate perceptual space. It also allows for an easier behavior
generation mechanism and ensures reproducibility of learned behavior
by the learner.

1 Introduction

Representation issues loom large in AI research specially since the work of Brooks
[5]. In this paper, we do not engage in the discussion about advantages and
disadvantages of representation in general but we discuss the advantages and
disadvantages of two specific representations for a very specific task. This way,
we believe the discussion can be made quantitative and more applicable to real
world problems.

Our task is learning from demonstration (or imitation learning) where the
imitator (learner) watches another agent (demonstrator/teacher/imitatee) per-
forming some behavior and the goal of the imitator is to replicate that behavior.
We are interested in the self-initiated case in which the demonstrator does not
signal the boundaries of the behaviors to be learned in the perceptual stream of
the imitator [11]. This paper focuses on comparing two different ways in which
the behavior to be learned is represented/encoded by the imitator. In the first
approach, the imitator has two separate perceptual and action spaces and the
behavior is modeled in the perceptual space (we call this the two-spaces ap-
proach). In the second approach, a common sensorimotor space is defined for

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 381–390, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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the imitator and the behavior is encoded directly in this space (we call this the
single-space approach).

An important advantage of this task for representation comparison is that the
accuracy of the system can be measured by the accuracy of boundary detection
without the need to model the learned behavior. In this paper, we show that,
in a series of experiments in different tasks, the single-space approach provided
superior performance to the two-spaces approach in self-initiated imitation. We
then discuss these results and their implications for future work in imitation
learning.

The first forms of imitation learning research in robotics can be traced back
to 1980s [6]. Demonstrations were done by hand on the imitator itself and the
behavior was stored in the form of a graph connecting states to actions. Delib-
erative reasoning was then used to combine these graphs into behaviors. Here
the learning is done in the action space directly and because the demonstrator
and the imitator are the same robot, there is no need for the representational
distinction we outlined in the previous paragraph.

More recent research usually assumes that the demonstrator and the imita-
tor are different agents (with possible different form factors). Some researchers
simplify the problem by assuming that the pose/state of the demonstrator is di-
rectly accessible by the imitator (e.g. using motion-capture devices) [3]. A more
interesting situation arises when the imitator has access only to the behavior
generated by the demonstrator [4] [1]. In such cases the distinction between
single-space and two-spaces representations becomes critical.

In [1], the authors present a Central Pattern Generator model that is based
on using a nonlinear window to modify an oscillator to reproduce smooth pe-
riodic behavior perceived by the imitator (as demonstrated by the imitatee).
The imitator records the path followed by a robotic marionette controlled by
a human demonstrator. A hand-eye coordination process is used to learn map-
ping between the perceived path of the marionette robot and the action space
of the controller. CPG is used to learn a model of the motion performed by
the demonstrator in the perception-space (utilizing both forward and backward
mapping functions). This is a case of the two-spaces approach. One limitation of
this approach is that it learns only periodic behavior. Another more important
problem in our current research context is that the boundaries of the motion to
be learned from the demonstrator is explicitly set by the experimental setup.

In [11], the authors present a system for solving the self-initiated imitation
problem that utilizes the single-space approach and is based on a combination of
change point discovery and constrained motif discovery algorithms. This is the
basis of our analysis in this paper.

The rest of this paper is organized as follows: In section 2, the self-initiated
imitation engine that will be used in all experiments is introduced. Section 3
provides a series of experiments to compare the two representations in different
tasks. Section 4 provides a final discussion of the results reported in section 3
and directions of future research. The paper is then concluded.
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2 Self-initiated Imitation

Self-initiation imitation is the problem of segmenting interesting behaviors for
imitation from the continuous actions of the demonstrator utilizing no informa-
tion from that demonstrator. Self-initiated imitation learning will be our task in
this paper for comparing the common sensorimotor representation to the tradi-
tional separate action and perception spaces approach.

Fig. 1. A simplified version of the self-initiation engine showing the two possible rep-
resentation

Fig. 1 shows a simplified version of the self-initiation engine proposed in [11]
after removing high-level cognition components and input streams that does
not affect the analysis in this paper. The input to the system is calculated by
projecting the behavior of the demonstrator into one of two possible spaces using
either the mirror-system or the preprocessing components.

Let’s consider a demonstrator going around doing different actions. Even in
absence of any knowledge about the domain or any intrinsic goals for the learner
(i.e. no high-level cognition), it is still possible to detect interesting (salient)
patterns of behavior based on the assumption that the saliency of any behavior
increases with every change in its measured features. For example, it is well-
known that care-givers use very specific types of motion when teaching their
children that they do not use when interacting with adults. These special motion
patterns (called motionese [13]) were shown to increase the saliency of objects
and behavior by moving the first and exaggerating the later [13]. In this case
the only saliency feature would be a change in one of the measured signals in
the imitatee-action stream and self-initiated imitation will reduce to discovering
the patterns recurring around these changes. In [8], a solution to this problem
was developed using CMD by utilizing a change point discovery algorithm [9].
The advantage of this two-steps solution over traditional motif discovery algo-
rithms for imitation learning is that it provides a natural way to incorporate
more constraints from high-level cognition as well as changes in the state of the
environment as discussed in [11].

The focus of this paper is on the utility of using a mirror system to drive
the engine which results in a single-space/common sensorimotor representation.



384 Y. Mohammad, Y. Ohmoto, and T. Nishida

The mirror system can be modeled mathematically by a map from the percep-
tual space of the imitator to a common sensorimotor representation that may
or may not correspond to the action space. This same mirror system will be
activated when the imitator later executes the action. Because multiple robot
configurations may result in the same state in the perceptual space, this map
is not unique. Moreover, the general problem of finding this map is an inverse-
kinematics problem that is highly nonlinear in most cases and difficult to solve
in closed form. In this paper, we use a simple technique that can overcome these
two problems in the same time. The perceived behavior of the demonstrator is a
multidimensional time series that we call θ (t). The first step is to build a forward
kinematic model of the imitator in the form of a Jacobian matrix J . This is a
simple problem that can be solved in closed form for many manipulators [14]. If
not, it can easily be learned in a motion babbling stage as proposed in [1]. Once
we have this Jacobian, the mirror system can be expressed by its pseudo-inverse:

M =
(
JJT

)−1
JT

Because the distance (in the perceptual space) of consecutive points on the path
performed by the demonstrator is small, this simple approach generates a smooth
path in the common sensorimotor space. Notice that we used the action space
of the imitator as the common sensorimotor space but this needs not be the
case. Any space that can be easily mapped to both the action and perceptual
spaces of the imitator can be used. Future research will analyze using different
candidates for this space.

The first component of the engine is the change detector. Change detection is
the basic saliency estimation technique that constructs the constraints needed
to drive the constraint motif discovery algorithm. There are many change point
discovery algorithms that can be used with our system [2] [12] [8]. In this paper
we use a an algorithm presented first in [10].

Assume that we have a single dimension time series X = {x (t) : 1 ≤ t ≤ T }.
The essence of all CPD algorithms (including the one presented here) is to find
for every point x (i) the difference between a representation of the dynamics of
the few points before it (i.e. x (i− p) : x (i)) and the few points after it (i.e.
x (i+ g) : x (i+ f)) where p, g and f are all integers and; p and f are greater
than zero. This difference is the estimate for c (t). The proposed algorithm has
two parameters (w and n) corresponding to the height and width of the Hankel
matrices used to represent the dynamics before and after any time step (t). A
subspace is generated to represent both the past and future subsequences of the
time series at every point and the change score is calculated as:

C (t) =
1− cos θA (t)

1− cos θB (t)
(1)

where θA (t) is the angle between the subspace representing the past and a
similar representation of the whole time-series, while θB (t) is the angle between
the subspace representing the future and the same representation of the whole
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time series. Due to lack of space, details of this algorithm will not be given in
this paper. For more details please refer to [10].

The second component of the engine is the constrained motif discovery algo-
rithm. CMD algorithms find recurrent patterns in single-dimension time-series
subject to user defined constraints. The main advantage of CMD algorithms
compared to other motif discovery algorithms is the ability to utilize domain
knowledge in the form of constraints that inform the mining process. We use
the MCFull algorithm introduced in [8] for solving CMD. Again, any other al-
gorithm for solving CMD problems can be utilized. The only modification we
applied to MCFull was to extend it to multiple dimensions by first projecting
the input into a single dimension using PCA. Please refer to [8] for details of
this algorithm.

3 Evaluation

The focus of this paper is on the utility of using the mirror system described in
section 2 to drive the engine which results in a single-space/common sensorimo-
tor representation (this is called the Mirror condition hereafter).

Two other control systems were used to evaluate the utility of the mirror
system (both corresponding to two-spaces representations.

In the first condition the demonstrator’s behavior as perceived by the sensors
of the imitator are just passed directly to the engine (Direct condition hereafter).

(a) E-puck simulator (b) E-puck real
robot

(c) RR Planar Ma-
nipulator Simulator

(d) 6DOF Mainpu-
lator Simulator

Fig. 2. The Robots used in the Evaluation Experiments

In the second condition, the signal is pre-processed by finding its first dif-
ference before passing it to the engine (Preprocessed condition hereafter). The
justification of the Preprocessed condition is that this first difference effectively
maps the information in the perceived demonstrator’s action to its own ego-
centric frame of reference.

We evaluate the system using four statistics considering the complete occur-
rences in the ground truth and the ones found by the system. To measure these
statistics we construct a time series of the same length as the demonstrator-
action input that represent the ground truth occurrence location for all the
patterns that the learner is expected to learn. This time series will be one in all
points covered by occurrences of any pattern and zero otherwise. We define true-
positives (TP) as the locations that are one in this time series and covered by
learned behaviors. true-negatives (TN), false-positives (FP) and false-negatives



386 Y. Mohammad, Y. Ohmoto, and T. Nishida

(a) Ground Truth

(b) Learned Patterns

Fig. 3. Ground Truth and learned patterns (Mirror Condition) in the original data in
the first experiment (Differential Drive). Different Motifs are shown in different colors.

(FN) are defined using a similar method. For evaluation purposes we use four
measurements based on these values:pattern accuracy ( TP+TN

TP+TN+FP+FN ), pat-

tern sensitivity ( TP
TP+FN ), pattern specificity ( TN

TN+FP ) and pattern F2 score

(Fβ =
(1+β2)×TP

(1+β2)×TP+β2×TN+FP for any value of beta).

The system was also evaluated using similar statistics applied to each discov-
ered pattern alone. Due to lack of space these results will not be presented here
but they were very similar to the ones reported.

In the first experiment the imitator and demonstrator are both differential-
drive e-puck robot simulator (Fig. 3). The demonstrator moves around an empty
arena randomly but with some small probability it does one of three predefined
motion patterns (Circle, Square and Triangle). The session is continued until
we have eight occurrences of each pattern. The imitator receives the location of
the demonstrator at every time step and this is the imitatee action stream in
Fig. 1. We run the imitation engine with the three conditions defined earlier in
this section by setting the switch to its three possible positions in Fig. 1. This
experiment was conducted 1000 times for each condition (100 different paths with
10 different added synthetic noise for each case). Fig. 3-a shows the path of the
robot as well as the inputs to the imitation engine in the three conditions during
one of the sessions with the ground truth locations of patterns marked. Fig. 3-b
shows the learned patterns over the signal when the mirror system is enabled.



Common Sensorimotor Representation 387

(a) Accuracy (b) Sensitivity

(c) Specificity (d) F2

Fig. 4. Differential Drive → Differential Drive

(a) Accuracy (b) Sensitivity (c) Specificity (d) F2

Fig. 5. RR Serial Manipulator → RR Serial Manipulator

As clearly visible, the system is able to accurately localize the boundaries. Fig.
4 shows the pattern accuracy, specificity, sensitivity, and F2 score as a function
of the standard deviation of the noise. It is clear that in all noise levels, the
common sensorimotor (single-space) representation achieved using the mirror
system was superior to the other two conditions in terms of accuracy, sensitivity
and F2 score (The difference is statistically significance according to paired t-
tests with single tail and a p-value less than 0.001). The three conditions had the
same specificity. We can also see that in most (but not all cases), the proposed
preprocessing improved the performance of the two-spaces representation.

The same experiment was carried out using a real e-puck robot for 10 sessions
with a vision based localization system that utilized a marker on the robot (see
Fig. 3) and the results were similar to the ones in Fig. 4. Due to lack of space,
these results will not be reported here.
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(a) Accuracy (b) Sensitivity (c) Specificity (d) F2

Fig. 6. RR Serial Manipulator → Differential Drive

(a) Accuracy (b) Sensitivity (c) Specificity (d) F2

Fig. 7. RR robot → 6DoF Serial Manipulator

The third experiment used a RR 2D planner simulated robot (Fig. 3) that was
randomly moving and with a small probability drew three predefined random
shapes until eight occurrences of each patterns are conducted. Again, a single
session of data was fed to our system and the perceived behavior of the robot
was the location of the end effector in the plane. This experiment was conducted
1000 times for each condition (100 different paths with 10 different synthetic
noise levels).

Fig. 5 shows the pattern accuracy, specificity, sensitivity, and F2 score as a
function of the standard deviation of the noise. It is, again, clear that in all noise
levels, the common sensorimotor (single-space) representation achieved using the
mirror system was superior to the other two conditions in terms of accuracy,
sensitivity and F2 score with not statistically significant difference in specificity.

The fourth experiment tried to evaluate the system when the form factor of
the two robots is very different. In this case, we used the differential drive robot
as the imitator and the 2DoFs RR planner robot as the demonstrator. Fig. 6
shows the results of this experiments which is the same as the previous three
except that in this case there is no difference in accuracy.

In all these cases, the dimensionality of the space used for learning was the
same in the three conditions. To evaluate the system under a harsher condition,
we used a redundant 6DoF serial manipulator as the imitator (Fig. 3) while
keeping the RR robot as the demonstrator. In this case, the dimensionality of
the common sensorimotor approach (using the mirror system) is higher than
the dimensionality of the perceptual space used in the other two conditions.
Fig. 7 shows the results of this experiments. Now the difference between the
three conditions in accuracy disappeared. The single-space representation is still
superior in terms of sensitivity and F2 score while the two-spaces conditions are
now superior in terms of specificity at some noise levels.
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4 Discussion

Neuroscience investigations have demonstrated physiological mechanisms of mir-
roring at single-cell and neural-system levels that support the cognitive and social
psychology constructs [7]. Moreover, the ideomotor framework of human actions
assumes a common representational format for action and perception that facili-
tates imitation [7]. This gives theoretical support for the common sensorimmotor
representation.

Practically, what is most important in self-initiated imitation is having high
accuracy in marking the boundaries of behaviors to be learned. Our analysis
presented in section 3 for different tasks with one and two form factors (as well
as other tasks not reported for lack of space) reveals that in all cases, the single-
space approach had two major advantages: Firstly, it requires no preprocessing
of the signal to remove the dependence on the frame of reference and initial state
during different demonstrations. The two-spaces approach with its dependence
on the perceptual space, will require such pre-processing. Secondly, the single-
space approach provides higher sensitivity and accuracy compared with the two-
spaces approach (even with pre-processing).

This superior performance of the common sensorimotor representation may
be attributed to the fact that this representation is by definition ego-centric and
though it does not depend on the choice of the reference frame. Even if the two-
spaces representation is preprocessed to provide an ego-centric perceptual input,
the mapping between this space and the action space will generally be one to
many and the choice of a smooth trajectory in the configuration space will still
be a problem. In general, the common sensorimotor representation corresponds
to modifying the learning problem as if the demonstrator was the imitator but
with its joints moved by a teacher which is the simple problem targeted in early
imitation learning literature [6].

These results though are to be taken with caution because they only apply to
the boundary detection problem in self-initiated imitation learning and even in
this domain, more tests with different tasks will be required.

5 Conclusion

This paper presented a series of experiments to evaluate the accuracy, sensitivity
and specificity of unsupervised behavior boundary discovery in self-initiated im-
itation using two approaches for behavior encoding: single-space representation
employing a common sensorimotor space and two-spaces approach employing
separate perceptual and action spaces. The results reported in the paper, show
that for self-initiated imitation learning in different tasks, the single-space ap-
proach provides higher accuracy and sensitivity and in the same time requires no
pre-processing of the input streams to remove the effect of the frame-of-reference
choice and initial state of different demonstrations. These results provide a com-
putational reason to use a common sensorimotor representation for imitation
tasks which augments the biological plausibility of this approach in light of re-
cent results in neuroscience including mirror neurons.
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Abstract. In this paper, a multi-stage attack-defense model is proposed. We 
consider cyber attackers and network defenders with complete understanding of 
the information about each other. In general, in the strategic interaction between 
cyber attackers and network defenders, both parties repeatedly interact with 
each other. These interactions should thus not be one-stage but multi-stage. 
From the network defenders’ view, this model is used to support network opera-
tors and to predict all the likely strategies used by both cyber attacker and net-
work defender. As a result, the Average Degree of Disconnectivity (Average 
DOD) is provided as a survivability metric for evaluating the residual network 
after malicious attacks. To solve the problem, a gradient method and game 
theory is adopted to find the optimal resource allocation strategies for both cy-
ber attackers and network defenders. 

Keywords: Average Degree of Disconnectivity (Average DOD), Gradient Me-
thod, Network Survivability, Optimization, Game Theory, Resource Allocation, 
Network Attack and Defense. 

1 Introduction 

Network survivability is a concept to evaluate the ability of a network to provide ser-
vices even in the presence of disturbances of natural or man-made disasters, which is 
becoming an important issue in network security technology. However, a clear defini-
tion of survivability is still being debated. Numerous researchers have been devoted to 
defining the meaning of network survivability and estimating the impact of external 
and internal factors on the network survivability [1][2]. How to evaluate the network 
survivability is a critical issue in the attack-defense model. Traditionally, the Degree 
of Disconnectivity (DOD) metric which was proposed in [3] is used to measure the 
damage degree of a network. However, the DOD metric is used under the assumption 
that the attack is either successful or unsuccessful, which ignores the possibility that 
the attack might neither be 100% successful nor 100% unsuccessful. Therefore, a 
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novel metric which is called Average Degree of Disconnectivity (Average DOD), 
proposed in [4], is adopted in this paper. Average DOD consists of the concept of 
attack success probability calculated by contest success function [5] and the concept 
of DOD metric. The larger the Average DOD value, the smaller the network surviva-
bility. This metric carries out the precise description and formal analysis of the net-
work context through the attack-defense scenario. 

An attack-defense scenario here is composed of cyber attackers and network de-
fenders, whose interaction is like information warfare. The cyber attackers usually 
aim to minimize the degree of network survivability, whereas the network defenders 
always expect to maximize the degree of network survivability. Hence, the attack-
defense situation becomes a min-max or max-min problem, which has been treated in 
recent years by researchers as a kind of attack-defense problem of network security by 
mathematical programming approaches, such as Game Theory [6][7] and the Lagran-
gean Relaxation Method [8][9][10]. 

However, to enhance or reduce network survivability, both network defenders and 
cyber attackers usually need to invest a fixed number of resources in the network; this 
is a significant issue concerning how to efficiently allocate scarce resources to the 
network for cyber attackers and network defenders. Traditionally, the attack-defense 
resource allocation problem usually discusses only one stage [6][7][8][9]. However, 
as the interaction frequency between cyber attackers and network defenders is usually 
more than one time in practice, an increasing number of researchers have begun to 
discuss multi-stage attack-defense resource allocation issues [10][11][12]. Unfortu-
nately, most existing multi-stage attack-defense resource allocation solutions are not 
suitable to the field of the network security due to their almost exclusive focus on the 
attack-defense problems of the parallel systems [11][12] or serial systems [13]. The 
topology of networks, on the other hand, is usually more complicated than the topolo-
gy of the parallel, serial or even serial-parallel systems. With these research gaps in 
mind, a new multi-stage attack-defense model to solve resource allocation problems 
for both cyber attackers and network defenders is developed in this paper. 

2 Problem Description and Formulation 

In the attack-defense problem, both cyber attackers and network defenders employ 
strategies to attain their goals. From the perspective of network defenders, the defend-
ers usually look to minimize the degree of network damage. On the other hand, the 
cyber attackers try to maximize the damage degree of the network. However, both 
cyber attackers and network defenders are always limited by the invested resources. It 
is imperative for both cyber attackers and network defenders to make the decision to 
efficiently allocate resources to each node. In this light, a new mathematical model to 
support both cyber attackers and network defenders to make these kinds of optimal 
decisions needs to be developed. 
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2.1 Problem Description 

A multi-stage attack-defense problem in a mathematical model is considered, since 
there are multiple interactions between cyber attackers and network defenders in prac-
tice. In addition, the damage degree of network is evaluated by the Average DOD 
value in that the larger the value of the Average DOD, the greater the damage degree 
of the network. Both cyber attackers and network defenders usually use various  
strategies to attain their goals. Since both participants are usually constrained by the 
allocated resources in each stage, they need to determine how to optimally allocate 
resources to defend or attack targeted network. Details of the model’s notations are 
described in the next section. 

2.2 Problem Formulation 

The network attack-defense problem is formulated as a mathematical model as fol-
lows. Both cyber attackers and network defenders have complete information about 
the targeted network topology and a budget allocation is assumed. For simplicity, 
since the targeted network is at the AS level in this model, attackers cannot simply 
attack any node directly. The notations used in this paper and problem formulation is 
defined in Table 1. 

Table 1. Given Parameters and Decision Variables 

Given parameter 
Notation Description 

V Index set of nodes 
R Index set of stages in the attack and defense actions 

Â  Total budget of attacker 

B̂  Total budget of defender 

Decision variable 
Notation Description 

a


 
Attacker’s budget allocation, which is a vector of attack cost a1, a2 to ai, 

where i ∈ V 

b


 
Defender’s budget allocation, which is a vector of defense cost a1, a2 to ai, 

where i ∈ V 

ai Attacker’s budget allocation on node i, where i ∈ V 

bi Defender’s budget allocation on node i, where i ∈ V 

rA  Attacker’s attack budget in stage r, where r∈ R 

rB  Defender’s defense budget in stage r, where r∈ R 

( , )D a b


 
The Average DOD, which is considered under the attacker’s and defender’s 
budget allocation, are a


 and b


 

 
 
 



394 F.Y.-S. Lin, P.-Y. Chen, and Q.-T. Chen 

 

The problem is then formulated as the following problem: 
 
Objective function: ݉݅݊௔ሬറ ௕ሬറݔܽ݉ ഥ൫ܦ റܽ, ሬܾറ൯, (IP 1) 

Subject to: 

෍ܾ௜௜א௏ ൑  (IP 1.1)  ܤ

෍ܽ௜௜א௏ ൑  (IP 1.2)  ܣ

෍ܣ௥௜א௏ ൑ A෡ r∈ R (IP 1.3) 

෍ܤ௥௜א௏ ൑ B෡ r∈ R. (IP 1.4) 

The objective function is to minimize the maximum sum of the product of Average 
DOD and weight in each stage. IP 1.1 describes that the sum of the allocated defense 
budgets in each node should not exceed the sum of the new allocated and reallocated 
budgets in that stage. IP 1.2 calculates that the sum of the allocated attack budgets in 
each node should not exceed the attack budgets in that stage. IP1.3 and IP 1.4 de-
scribe that the sum of the allocated defense and attack budgets in each stage should 
not exceed the total budget of themselves. 

3 Solution Approach 

In this paper, we combine game theory with the gradient method [14] to find the op-
timal resource allocation strategy for each node in each stage for both cyber attacker 
and network defender. The Gradient Method is used to calculate the Average DOD 
value and to find the optimal resource allocation strategy for each node. To optimally 
allocate resources in each stage is another issue. Hence, complete and imperfect game 
theory is adopted to determine the optimal strategy allocation in each stage. The de-
tailed process flow is demonstrated in Figure 1. 
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Fig. 1. The Solution Procedure of the Model 

3.1 The Gradient Method 

The Gradient Method is a general framework used to solve the optimization problems 
of how is to maximize or minimize functions of continuous parameters. This problem 
is a min-max formulation and both cyber attacker and network defender are assumed 
to be able to allocate continuous resources to each node. Here, the gradient method is 
adopted to solve this problem. 

The Gradient Method can usually be categorized into two types, one is gradient 
descent and the other one is gradient ascent [15]. The gradient descent method can be 
used to solve the optimal minimization problem. To find a local minimum of a func-
tion using gradient descent, one takes steps proportional to the negative of the gra-
dient (or of the approximate gradient) of the function at the current point. If instead 
one takes steps proportional to the positive of the gradient, one approaches a local 
maximum of that function; the procedure is then known as gradient ascent. The con-
cepts of gradient descent and gradient ascent are extremely similar. We adopt them 
both in the proposed heuristic. The detailed process flow of the gradient method is 
also described as Table 2. 
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Table 2. The Algorithm of the Gradient Method 

Step1.an initial  point  
Step2.Determine a positive or negative direction 
Step3.Determine a step size 
Step4.Do{ 

Find the most impact of all dimensions 
Move a step of the most of all dimensions 
Update an initial  point 
}While( a Given Stop Criterion ) 

3.2 Game Theory 

Complete information is a term used in economics and game theory to describe an 
economic situation or game in which information about other participants is available 
to all participants [15]. In other words, every participant knows the payoffs and strat-
egies available to the other participants. But each participant may still not be aware of 
the motions of all the other participants that have already taken place, making it im-
possible to thus predict the other participants’ actions. 

Here, the normal form is introduced to solve this problem in this model, which is 
represented by a matrix which shows the participants, strategies, and payoff values 
[16]. For two participants, the strategy of one is represented in a column whereas the 
strategy of the other is represented in a row of a matrix. For example, both partici-
pants have five different strategies (S11 to S15 and S21 to S25). The combination of the 
two participants with different strategies results in 25 (U11 to U55) values (the Average 
DOD values). 

According to the above paragraph, cyber attacker and network defender strategies, 
which involve different percentages of resource allocation in each stage, can be nar-
rated in a matrix. The payoff of all resource allocation strategies of each participant is 
calculated by the Average DOD. The analysis of the complete and imperfect informa-
tion game is conducted via heuristics. The solution procedure of the complete and 
imperfect information game is shown in the following:  

 
Step1. Dominant strategy elimination. The dominant strategy means that no 

matter what kind of strategy the opponent takes, it is better than other 
strategies. 

Step2. If only one strategy is left for each participant, it is the optimal strategy. 
Otherwise, go to step 3. 

Step3. Use the min-max strategy to find the optimal strategy of each participant. 
If the min-max strategy still cannot find the optimal strategy, go to step4. 

Step4. Use the mixed strategy (Linear programming) to find the optimal strate-
gy for each participant. 
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4 Computational Experiments 

Because of the complexity of this problem, the number of network nodes considered 
in the experiments is a 9-node grid network. The topology is showed in Figure 2. The 
number of attack-defense scenarios is discussed as two stages. The experiment is 
demonstrated in a grid network. The feature of the grid network is that it is an ex-
tremely regular network.  

 
Fig. 2. Grid Network 

There are several different policies that the attackers and defenders can take in sce-
narios presented in this paper, as both participants have 20 units. Their strategies are 
shown in Table 3. In this experiment, the total stage number is set as 2, with the Grid 
Network being adopted in this experiment. The experiment results are discussed he-
reafter. 

Table 3. The Experiment under the Grid Network 

Strategy 
Attacker 

(0,20) (5,15) (10,10) (15,5) (20,0) 

D
ef

en
de

r 

(0
,2

0)
 

0.749355 2.979505 2.99328 2.995515 2.996635 

(5
,1

5)
 

0.854925 1.870855 2.305035 2.448675 2.449975 

(1
0,

10
) 

0.99734 1.632309 1.872685 2.0907 2.148695 

(1
5,

5)
 

1.197075 1.624254 1.821465 1.872965 
1.84314 

(2
0,

0)
 

1.496635 1.798021 1.997645 2.13829 1.49871 

 
According to the experiment results, the equilibrium point is on both participants’ 

allocating 15 units on stage 1 and 5 units on stage 2. In this two-stage scenario, it is 
observed that both cyber attackers and network defenders focus on not only stage 1 or 
stage 2, but both stages. Since the result of two stages may mean they hold the same 
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importance to them, they may not allocate all resources to just one particular stage. 
For the network defenders, they intend to reserve some resources for stage 2, in case 
the cyber attackers still attack the target network in the next stage. As for the cyber 
attackers, they keep some attack resources in the next stage, in order to prevent the 
network defenders spending all their resources on the first stage. In that situation, the 
attack effectiveness is ideal. As a result, the cyber attackers also keep partial attack 
resources for stage two. 

5 Conclusion 

In this paper, a model is proposed to solve a multi-stage network-defense problem. 
We introduce this problem with a mathematical technique and optimally solve it  
under a two-stage scenario. The complexity of this problem is the evaluation of the 
entire configurations and probabilities. The problem is optimally solved with the pro-
posed heuristic, with the solution obtained via the gradient method and game theory 
analysis. 

Our results show that network operators should consider each stage of their net-
work planning. The model provides a basis for network operators to decide how to 
distribute their resources. However, considering the diversity of network problems, 
this model still makes a number of assumptions. For example, network operators in 
practice would repair the dysfunction nodes of the network or they could reallocate 
resources. Moreover, in order to limit the complexity of the problem, the model is 
demonstrated in only two stages. In a more general case, the experiment could be 
expanded to n-stages. Hence, we are still working on developing more practical mod-
els for this network-defense problem. 
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Abstract. A manufacturing cell design problem (MCDP) consists in
creating an optimal production plant layout. The production plant is
composed of cells which in turn are composed of machines that process
part families of products. The goal is to minimize part flow among cells
in order to reduce production costs and increase productivity. In this
paper, we focus on modeling and solving the MCDP by using state-of-
the-art constraint programming (CP) techniques. We implement differ-
ent optimization models and we solve it by using two solving engines.
Our preliminary results demonstrate the efficiency of the proposed im-
plementations, indeed the global optima is reached in all instances and
in competitive runtime.

1 Introduction

Manufacturing cell design consists in dividing a plant in a set of cells, that pro-
cess part families, in such a way the part flow among cells in minimized. A part
family corresponds to a group of parts requiring similar and often identical op-
eration processes, materials, and tools. It is well known that manufacturing cells
provide considerable cost and productivity benefits to practical manufacturing
environments [17]. A main problem in cell formation is the identification of ma-
chine and component groups. This identification process requires an effective
approach to form part families so that similarity within a part family can be
maximized. According to [17], clustering analysis is one of the most used meth-
ods for manufacturing cell design. However, since the cell formation problem
is known to be NP-complete, there is still the challenge of creating an efficient
clustering method.

This paper focuses on the efficient solving of manufacturing cell formation
problems (MCDP). We introduce constraint programming (CP) as powerful
techniques to tackle this problem. We implement different models by using
different CP-based global optimizers. Those implementations demonstrate the
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efficiency and feasibility of using this technology for tackling cell formation prob-
lems. Indeed, all implementations are able to reach the global optimum in all
instances and most of them in excellent runtime. This paper is organized as
follows: Section 3 gives an overview of CP. MCDP is described and modeled in
Section 4. Experimental results are presented and discussed in Section 5. Finally,
we conclude and we give some directions for future work.

2 Related Work

The research work devoted to MCDP has been focused on different techniques,
mainly coming from global optimization and approximate methods. For instance,
in the context of approximate methods, Aljaber et al. [2] and Lozano et al. [10]
presented tabu search approaches. Simulated annealing and genetic algorithms
approaches for MCDP can be found in [19] and [18], respectively. In [6], Durán
et al. proposed a particle swarm optimization algorithm enhanced with a data
mining technique. Hybridizations also exists, e.g. genetic algorithms combined
with simulated annealing [19] and with local search [8]. In the global optimization
field, experiments have been mostly centered on mathematical programming,
some examples are the works on linear programming [14,12] and on quadratic
programming [3,9]. A hybridization can also be found in [4], which proposes a
combination of genetic algorithms with branch-and-bound techniques. In this
paper, we focus on unexplored global optimization techniques –in the context of
MCDP– namely constraint programming, which to the best of our knowledge,
have not been applied yet to MCDP.

3 Constraint Programming

Constraint Programming is a powerful programming paradigm devoted to the
efficient resolution of constraint-based problems. In CP, a problem is formulated
as a Constraint Satisfaction Problem (CSP). Formally, a CSP P is defined by a
triple P = 〈X , D, C〉 where: X is an n-tuple of variables X = 〈x1, x2, . . . , xn〉.
D is a corresponding n-tuple of domains D = 〈d1, d2, . . . , dn〉 such that xi ∈
di, and di is a set of values, for i = 1, . . . , n. C is an m-tuple of constraints
C = 〈c1, c2, . . . , cm〉, and a constraint cj is defined as a subset of the Cartesian
product of domains dj1 × · · · × djnj

, for j = 1, . . . , m.

A solution to a CSP is an assignment {x1 → a1, . . . , xn → an} such that
ai ∈ di for i = 1, . . . , n and (aj1 , . . . , ajnj

) ∈ cj , for j = 1, . . . , m. In a CP

context, an optimization problem is simply an extension of a CSP, which is
called COP (Constrained Optimization Problem). Formally, a COP P is defined
by a 4-tuple P = 〈X , D, C, f〉, where f is the objective function to be maximized
or minimized.

The basic CP idea for solving CSPs is to build a tree-data structure hold-
ing the potential solutions by interleaving two main phases: enumeration and
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Algorithm 1

Input: C, D
1 While ¬success or failure do
2 Variable Selection(D)
3 Value Selection(D)
4 PropagateC(D)
5 If empty domain in future var
6 Shallow Backtrack()
7 If empty domain in current var
8 Backtrack()
9 End While

Algorithm 2

Input: f , C, D
1 m← +∞
2 While ¬success or failure do
3 Variable Selection(D)
4 Value Selection(D)
5 PropagateC∪{f(x)≤m}(D)
6 m←Update(D, f)
7 If empty domain in future var
8 Shallow Backtrack()
9 If empty domain in current var
10 Backtrack()
11 End While

Fig. 1. Left: The branch and prune algorithm. Right: The branch and bound algorithm.

propagation. In the enumeration phase, a variable and a value from its domain
are chosen to create a tree branch. In the propagation phase, a consistency prop-
erty is enforced to prune the tree, i.e., the values that do not lead to any solution
are temporarily deleted from domains (see [5] for a detailed description of con-
straint propagation). In this way, the exploration does not inspect unfeasible
instantiations, which speeds-up the whole process.

Algorithm 1 illustrates a general procedure for solving CSPs. The goal is to
iteratively generate partial solutions, backtracking when an inconsistency is de-
tected, until a result is reached. The algorithm has as input the set of constraints
and domains. Then, a while loop encloses a set of actions to be performed un-
til success (i.e. a solution is reached) or a failure is detected (i.e. no solution
is found). The first two enclosed actions correspond to the variable and value
selection, which are driven by the variable and value ordering heuristics, respec-
tively. The third action is a call to a propagation procedure, which is responsible
for attempting to prune the tree. Finally two conditions are included to perform
backtracks. A shallow backtrack corresponds to try the next value available from
the domain of the current variable, and the backtracking returns to the most
recently instantiated variable that has still values to reach a solution.

Algorithm 2 is a CP-based branch and bound algorithm for handling Con-
straint Optimizations Problems (COPs), in particular minimization problems
(maximization problems are handled similarly). It is a slight modification of al-
gorithm 1. It includes a cost function as an additional input and maintains an
upper bound on the global minimum in the variable m (which is initialized to
+∞ at the beginning of the search). This upper bound is used to discard parts
of the search space whose cost is larger than it by adding f(x) ≤ m to the
set of constraints. The idea is to propagate involving the cost function (line 5).
Finally, the upper bound is updated whether a better solution has been found
(line 6).
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4 Problem Statement

The problem is represented by the following mathematical model:

minimize
∑C

k=1

∑M
i=1

∑P
j=1 aijzjk(1− yik)

subject to

∑C
k=1 yik = 1 ∀i,

∑C
k=1 zjk = 1 ∀j ,

∑M
i=1 yik ≤ Mmax ∀k,

where:

– M is the number of machines,
– P , the number of parts,
– C, the number of cells,
– i, the index of machines (i = 1, . . . , M),
– j, the index of parts (j = 1, . . . , P ),
– k, the index of cells (k = 1, . . . , C),
– Mmax, the maximum number of machines per cell.
– aij , the M × P machine-part matrix, where:

aij =

{
1 if jth part visits ith machine;
0 otherwise.

– yik, the M × C machine-cell matrix, where:

yik =

{
1 if machine i ∈ cell k;
0 otherwise;

– zjk, the P × C part-cell matrix, where:

zjk =

{
1 if part j ∈ family k;
0 otherwise;

5 Experiments

We have performed a set of experiments in order to exhibit the efficiency of the
proposed implementations. We have designed and launched five different MCDP
models in two CP-based solvers (Gecode [16] and Eclipse [13], using MiniZinc [11]
as modeling language) considering four enumeration strategies, coming from the
combination of two variable ordering heuristics (anti-first-fail1 and occurrence)
and two value ordering heuristics (min, max). The description of models is given
in table 1 and the source code of models is available in [1].

1 Let us note that this problem owns a Boolean domain for all variables, so first-fail
and anti-first-fail act equally.
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We have tested 50 problems (10 instances considering 5 values of Mmax, see
table 2) on a 2.80GHz Intel Core i7 930 with 12Gb RAM running Ubuntu Linux.
The global amount of experiments is about 2000, considering 5 models, 2 solvers,
4 enumeration strategies, and 50 problems. Such 50 problems have been taken
from Boctor’s experiments [3] in order to compare it with previous work. Ta-
ble 2 contrasts the optimum value reached by using different techniques for the
50 problems. For each Mmax, column 1 (Op) depicts the optimum value for the
given problem, column 2 (CP) the optimum value reached using our CP imple-
mentations, column 3 (SA) the optimum value using Simulated Annealing, and
column 4 (PSO) the optimum value using Particle Swarm Optimization. Here,
it is possible to see that our approach is unique in reaching the global optimum
for all instances.

Table 1. Different models implemented

MCDP1 it exactly corresponds to the mathematical model presented in section 4.

MCDP2 it is an extension of MCDP1 that includes a dual representation of the
problem. Two additional arrays are added in order to identify the machine
assignments (i.e. which machines have been assigned to the yi,k matrix) as
well as the part assignments (i.e. which parts have been assigned to the
zj,k matrix).

MCDP3 this model skips the initial matrix representation of MCDP1 and MCDP2.
Decision variables are now completely handled via lists including the dual
representation of MCDP2. This allows one to introduce an extra heuristic
for the constraints that ensure that a part should be in the same cell as
one of its machines, and vice versa.

MCDP4 this model is an extension of MCDP3 that includes symmetry breaking [7]
in order to reduce the search space. The idea is to force using cells in order
e.g., if there is a machine assigned to cell k, then there must be a machine
assigned to cell k − 1.

MCDP5 this model implements set instead of single decision variables. It maintains
the dual representation of MCDP2 and the extra heuristic of MCDP3. Ad-
ditionally, it involves the use of the partition2and all different3global
constraints for speeding up the solving process.

Now, considering solving times, the best time reached by Eclipse for solving
the complete set of 50 problems was 817.02 seconds, that means an average of
16,34 seconds per problem. The best time for Gecode was 181.99 seconds, achiev-
ing an excellent average of 3,63 seconds per problem. Best times for both solvers
were reached by using the MCDP4 model, the occurrence variable-ordering, and
the max value-ordering.

2 The partition constraint forces to partition a given universe into disjoint sets.
3 The alldifferent(X1 , ..., Xn) constraint specifies that the values assigned to the
variables X1, ..., Xn must be pairwise distinct [15].
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Table 2. Optimum values for CP (CP), Simulated annealing (SA), and Particle swarm
optimization (PSO)

Mmax = 8 Mmax = 9 Mmax = 10 Mmax = 11 Mmax = 12
Instance Op CP SA PSO Op CP SA PSO Op CP SA PSO Op CP SA PSO Op CP SA PSO

1 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11
2 7 7 7 7 6 6 6 6 4 4 10 5 3 3 3 4 3 3 3 4
3 4 4 5 5 4 4 4 4 4 4 4 5 3 3 4 4 1 1 4 3
4 14 14 14 15 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13
5 9 9 9 10 6 6 6 8 6 6 6 6 5 5 7 5 4 4 4 5
6 5 5 5 5 3 3 3 3 3 3 3 3 3 3 3 4 2 2 3 4
7 7 7 7 7 4 4 4 5 4 4 4 5 4 4 4 5 4 4 4 5
8 13 13 13 14 10 10 20 11 8 8 20 10 5 5 11 6 5 5 7 6
9 8 8 13 9 8 8 8 8 8 8 8 8 5 5 8 5 5 5 8 8
10 8 8 8 9 5 5 5 8 5 5 5 7 5 5 5 7 5 5 5 6

6 Conclusions

In this paper, we have modeled and solved the MCDP by using state-of-the-art
constraint programming technology. We have implemented five different models
and we have tested them in Eclipse and Gecode, being both well-known solvers
within the CP community. The results demonstrated the feasibility of using CP
for solving cell design problems. Indeed, the global optimum was reached in all
instances and in excellent runtime.

The results illustrated here correspond to ongoing work, and they can clearly
be extended for instance by testing new solving technology, e.g. SAT-based
solvers or hybrids of CP+SAT. Autonomous search should also be an interesting
approach to experiment.
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Abstract. In this paper we focus on the problem of grounding modal
statements in an agent system. We follow the Grounding Theory, for-
mally defining an approach to grounding based on empirical data col-
lected by a cognitive agent. Performed analysis is done in a context of
incomplete observations, where partial empirical data should influence
agent’s cognitive attitude. In particular, we focus solely on modal con-
junctions and formulate a set of common-sense requirements for incorpo-
rating incomplete (partial) empirical data. We further propose a coherent
and unified extensions to the Grounding Theory that compensates for the
existence of partial observations, i.e., influencing the cognitive stance of
the agent. Finally, we outline a few examples to illustrate the underlying
modifications of the existing theory.

Keywords: multi-agent system, cognitive agent, language grounding,
modal statements.

1 Introduction

Here we incorporate the Grounding Theory model [5,6,7], where the process of
grounding of modal statements follows the Dennett’s idea that multiple ‘expo-
sure to x – that is, sensory confrontation with x over suitable period of time –
is the normally sufficient condition for knowing (or having true beliefs) about
x’[1]. This approach investigates common-sense requirements for uttering dif-
ferent levels of certainty, i.e. possibility, belief and knowledge, and encapsulates
them in a well-defined and self-contained system. In particular, the Grounding
Theory defines a mechanism for an agent to fill in the unobserved parts of the en-
vironment with cognitive schema extracted from its past empirical experiences.
For instance, every observation in which an agent observed an object exhibiting
a property (not exhibiting a property) makes a corresponding cognitive scheme
stronger (weaker) in relation to all complementary schemes. These strengths,
along with a system of modal levels, serve as means for grounding adequate, i.e.,
in compliance with common-sense, modal statements.

In this paper we address the problem of partial observations, i.e., observations
that involve neither a complete nor fully incomplete observation of a particular
object. We claim that such observations should affect the cognitive stance of
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an individual agent. In particular, we present a short example pinpointing that
such a neglection is counter-intuitive and can results in grounding of unreason-
able modal statements, i.e., not adequate to the gathered empirical knowledge.
Our main goal is to compensate for experiences gathered from the partial ob-
servations. We present a study of the influence of these type of observations on
the agent’s cognitive stance. In particular, we introduce a set of common-sense
postulates that are required for a proper grounding of modal statements in the
presence of partial observations. In essence, we extend the classical model de-
fined in the Grounding Theory by incorporating a simple modification to the
process of calculating the strengths of cognitive schemes.

2 Grounding of Modal Statements

Symbol grounding [3] is a task of finding the embodied meaning of symbols. For
a symbol to have a meaning, it has to be recognised by an observer and related to
its embodied knowledge (i.e. empirical experiences). In particular, an intelligent
agent forms the so called semiotic triangle [9] by setting up a proper relation be-
tween objects in the environment and recognised symbols (representing them).
Such relation can be build based on past perceptions of the environment that are
gathered by an agent and form its empirical knowledge. Multiple perceptions of a
particular object are fundamental for forming beliefs and intentions related with
it [1,2]. Such beliefs form generalised knowledge, that is further extrapolated
to mental models of agent’s current and future perceptions of the environment.
Such an approach significantly differs from the traditional solutions, where the
interpretations of symbols are parasitic to the system, i.e., unknown to the sys-
tem, and where formal logical theories are used to transform and analyse them.

Works [5,6,7] propose a solution to the aforementioned problem for a chosen
class of modal statements. In particular, statements with intentional stances un-
derstood as modal operators of possibility (Pos), belief (Bel) and knowledge
(Know). The presented theory can be classified as a cognitive and phenomeno-
logical approach to building the true meaning of statements. As such, agent’s
perceptions of the external world are used to construct a cognitive stance of the
currently observed situation. This cognitive stance is autonomously developed by
the agent and is entirely private. Further, such a cognitive stance supplies basis
for building proper relations between objects in the environment and recognised
statements, i.e., forming a particular semiotic triangle.

Table 1. Exemplary statements and their semantics

formal statement intuitive semantics

Bel(p(o)) I believe, that object o is p.
Know(p(o) ∧ q(o)) I know, that object o is p and q.
Pos(p(o) ∧ q(o)) It is possible, that object o is p and q.
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Moreover, the theory presented in [5,6,7] explores a set of both, simple and
complex modal statements - some of them have been presented in tab. 1. All of
the incorporated statements should be understood as referring to the currently
observed situation. Crucially, semantics of these modal statements is consistent
with the natural language understanding of modal operators [4] and conjunc-
tions. In particular, it should not be misunderstood with the formal modal logics
based on the possible worlds [8] semantics or classical truth tables.

2.1 Agent and It’s Environment

Agent is situated in an environment and it’s perceptive abilities are limited to
recognition of objects and recognition of their binary properties. Let O denote a
set of perceptually available objects and P denote a set of perceptually recognis-
able properties of objects. As the environment is not-static the objects change
their properties over time. In particular, at each discrete moment of time the
agent observes some part of the environment. The observation for moment t is
stored in agent’s embodied structures as a tuple:

BP (t) = (O, P+
1 (t), P−

1 (t), P+
2 (t), P−

2 (t), ..., P+
K (t), P−

K (t)) (1)

Within P+
k (t) ⊆ O agent holds all objects’ perceptions having a property pk ∈ P

at time t and P−
k (t) ⊆ O holds objects’ perceptions not having a property pk at

t. Agent is unable to directly observe all properties, as such if an object is neither
in P+

k (t) nor in P−
k (t), then the agent could not measure feature pk of that object

at a moment t. Such a situation can happen due to physical limitations of an
agent or bad quality of the received data. Set P±

k (t) holds all objects’ perceptions
where property pk was unknown to the agent at a moment t. We assume that
sets P+

k (t), P−
k (t), P±

k (t) meet constraints in equations 2.

P+
k (t) ∪ P−

k (t) ⊆ O, P+
k (t) ∩ P−

k (t) = ∅, P±
k (t) = O \ (P+

k (t) ∪ P−
k (t)) (2)

Observations from every time moment are gathered together within agent’s mem-
ory as a set ST (t) (see eq. 3). The set ST (t) forms agent’s empirical knowledge
about the environment gathered until the moment t.

ST (t) = {BP (t̂) : t̂ ≤ t} (3)

2.2 Agent and It’s Cognitive Organisation

We analyse cognitive approach to communication presented in [5,6,7]. In partic-
ular, we are considering statements in a form of modal conjunctions: Pos(p(o)∧
q(o)), Bel(p(o) ∧ q(o)), Know(p(o) ∧ q(o)), where p, q ∈ P .

The theory proposed in [5,6,7] introduces a model of environment as described
in sec. 2.1. Agent’s physical experiences (perceptions) gathered from the environ-
ment provide an empirical material crucial for grounding of modal statements.
Agent, as an autonomous entity, evaluates empirical data and forms a subjec-
tive cognitive stance of a situation. Model of cognitive stance C contains the
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empirical material involved in building the relation between an object, from the
physical environment, and a modal statement of the considered language.

C = C++ ∪ C+− ∪ C−+ ∪ C−− (4)

Cxy = {BP (t) : o ∈ P x(t) ∧ o ∈ Qy(t)} ⊆ ST (t), where x, y ∈ {+,−} (5)

Cognitive stance is divided into four partitions C++, C+−, C−+, C−− (see eq. 5).
Sets P x(t) and Qx(t) denote the perceptions of properties p and q, respectively.
Each partition, called grounding set, contains empirical material gathered by the
agent and supporting one of the four possible situations. For example the set
C++ contains perceptions where an object o exhibited both, p and q, features
in the past.

Grounding sets are used to measure the subjective strength of each experience
type. The stronger the λxy ∈ [0, 1] (see eq. 6) the more influential the situation
reflected by Cxy is. Measure λxy is used to extrapolate the previous perceptions
of the environment to the current observation.

λxy =
card(Cxy)
card(C)

, where x, y ∈ {+,−} (6)

Later the theory [5,6,7] introduces a formal criteria defining the relation (called
epistemic satisfaction relation) between cognitive stance and various modal state-
ments. These formal criteria result from common sense constraints that are char-
acteristic for natural language understanding and usage1. Definitions 1-3 taken
from [5,6,7] present such a criteria for modal conjunctions.

Definition 1. Epistemic relation ST (t) |=E Know(p(o) ∧ q(o)) holds iff

o ∈ P+(t) ∧ o ∈ Q+(t) or o ∈ P±(t) ∧ o ∈ Q±(t) ∧ λ++ = 1

Definition 2. Epistemic relation ST (t) |=E Bel(p(o) ∧ q(o)) holds iff

o ∈ P±(t) ∧ o ∈ Q±(t) ∧ λminBel ≤ λ++ < λmaxBel

Definition 3. Epistemic relation ST (t) |=E Pos(p(o) ∧ q(o)) holds iff

o ∈ P±(t) ∧ o ∈ Q±(t) ∧ λminPos < λ++ < λminBel

In laymans terms the epistemic relation for Know operator is met when either,
the agent observed o being p and q at moment t, or the properties have not been
observed and the object always exhibited these properties in the past. Epistemic
relation for Bel operator is met when properties have not been observed at
moment t and they happened often in the past. Epistemic relation for Pos
operator is met when properties have not been observed at moment t and they
happened sometimes in the past.

Parameters 0 ≤ λminPos < λminBel < λmaxBel ≤ 1 are fixed and should be
set according to the limitations presented in [5,6,7]2.
1 As opposed to absolute truths or formal modal logics.
2 Additionally it is assumed λmaxPos = λminBel.
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3 Pragmatic Limitations

Grounding the strongest belief of knowledge requires a substantial evidence.
In particular, expressing such a certainty should involve a specific, strictly re-
stricted, cognitive stance of the speaker. These fundamental confinements main-
tain a precise understanding of basic statements like ‘I know that object o ex-
hibits property p’ (Know(p(o))) or ‘I know that object o exhibits property p and
property q’ (Know(p(o) ∧ q(o))).

In order to maintain clarity, we further define the notions of complete, partial
and incomplete observations:

Definition 4. At a time point t ∈ T , given properties p, q ∈ P , and a given base
profile BP (t) we call the observation:

– a p-defined observation, iff o ∈ P x(t), where x ∈ {+,−}
– a p-undefined observation, iff o ∈ P±(t)
– a pq-complete observation, iff it is p- and q-defined observation
– a pq-partial observation, iff it is p-defined and q-undefined or p-undefined

and q-defined
– a pq-incomplete observation, iff it is p-undefined and q-undefined

Focusing on modal conjunctions, the Grounding Theory specifies two under-
lying stances that allow a proper grounding of the belief of knowledge (e.g.
Know(p(o) ∧ q(o))). First, reflecting the pq-complete observation of the proper-
ties in a given object o and at a particular point of time t. Second, reflecting
the pq-incomplete observation with all past pq-complete observations support-
ing only the appropriate model3. The former situation is obvious, as an agent
that directly perceives a particular state of the external environment can, with-
out any doubt, utter its highest certainty. However, the latter situation seems
to be questionable, as it completely neglects the existence of partial observa-
tions, i.e. observations in which one of the properties is not directly observed
(o ∈ P± ∨ o ∈ Q±).

To visualise the problem of incomplete observations let us consider a simple
example (See Table 2). In particular, focusing on experience limited to 10 ob-
servations of an environment comprised of a single object o with two properties
p and q. Further, let us assume that both features p and q are directly observed
only in t = {1, 3, 7, 8} and in these observations object o always exhibited prop-
erties p and q. At t = 11, the agent can conclude that it lacks a direct complete
observation of o (o ∈ P±(t) and o ∈ Q±(t)) coinciding with past complete ob-
servations ({1, 3, 7, 8}) that all involve o exhibiting both, p and q. Consequently,
according to the Grounding Theory the set C equals C++ and λ++ = 1 (See
Section 2), allowing the agent to properly ground Know(p ∧ q).

However, a deeper analysis discloses that in partial observations at t = {2, 6}
object is known not to exhibit property q (the state of p is unknown). As such,

3 For instance, grounding Know(p(o) ∧ q(o)) in time point t requires that ∀t̂<t o /∈
P±(t̂) ∧ o /∈ Q±(t̂) ⇒ o ∈ P+(t̂) ∧ o ∈ Q+(t̂)).
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Table 2. Exemplary experience history

t 1 2 3 4 5 6 7 8 9 10 11

p + + + + + +
q + - + - + + + +

the agent has a direct observation of o not exhibiting property q. Moreover,
despite the underlying unobserved realisation of property p in the external world,
the agent already has a past experience that explicitly contradicts the statement
Know(p∧q). This directly leads to the conclusion that the agent (with experience
defined in Table 2) should not state it’s certainty considering the property q, and
the epistemic satisfaction relation for statement Know(p∧q) should not be met.

In the following section, we address the identified problem of partial observa-
tions in the process of grounding modal statements.

4 Pragmatic Extension

Despite the fact that partial observations do not provide a direct evidence of
a particular state of the external world, they are still a valuable source of in-
formation (See Sec.3). Moreover, certain situations of their neglection result in
grounding of counter-intuitive modal statements, in particular, statements that
are not adequate to the gathered empirical experience (See Table 2).

As aforementioned, partial observations should affect the cognitive stance of
an individual agent. Following this idea we introduce a set of common-sense
postulates against partial observations that are required for a proper grounding
mechanism. Further, we extend the classical model defined in the Grounding
Theory by incorporating a few basic modifications to the definition of the epis-
temic satisfaction relation of Know, extension to the cardinality of grounding
sets Cxy, and modification to the calculation of relative grounding strengths λxy.

Whenever the agent (focused on a pair of properties p and q) registers a only
p-defined (or q-defined) observation, it automatically activates the mental mod-
els of possible realisations of the q-undefined (p-undefined) state. The strength
of such activation depends on the gathered experience from the pq-complete
observations, as they serve as the only means of precise knowledge.

Fig. 1. Partial observation influence on the cognitive stance of the agent

In general, we further extend the procedure of grounding of modal conjunctions
to compensate for the existence of partial observations, both in current, and past
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experiences. Proposed approach assumes that the extension of the classical ground-
ing process ofmodal conjunctions should followa fundamental set of guidelines.We
propose five postulates, that underlie the essences of the intended changes:

P1: Having a past experience that explicitly contradicts the statement of knowl-
edge, e.g. Know(p ∧ q), should result in not grounding this statement.

P2: Having a current pq-partial observation should allow the agent to ground
it’s beliefs concerning the conjunction of p and q.

P3: Past pq-partial observations should affect agent’s cognitive stance, such that
the relative strength of a model should be lowered by opposing observations.

P4: Lack of pq-complete observations should result in the inability of the agent
to ground statements that relate to conjunctions of properties p and q.

P5: Lack of pq-partial observations and pq-incomplete observations should result
in classical definitions of grounding of modal conjunctions.

First of all it should be stressed, that in the classical model of grounding the agent
registering a pq-partial observation is not able to ground a modal conjunction
statement (See P2). However, due to the co-activation of mental models for
modal conjunctions (See Fig.1) we claim that even though the agent registered
the state of one of the observed properties it is still able to reason about the
state of both properties. Second, in a situation that the agent lacks pq-complete
observations, consequently lacks the adequate mental models, any of the partial
observations is unable to trigger any of the Cxy (See P4). Third, postulates 1, 3
and 5 are a direct consequence of the proposed approach (See Fig.1).

4.1 Modification

In the proposed model we assume a uniform distribution of probability of obser-
vation, i.e., only observing a particular property in a given object. Consequently,
having enough observations allows the agent to properly estimate the underlying
tendencies in the external world.

The cardinalities of the grounding sets depend strictly on the current situa-
tion. As such, the strength of a particular mental model triggered in the agent is
shaped by the collected experience and modulated by the current observation:

Definition 5. For BP (t) being the current observation we can define the strength
φ of grounding sets as follows:

φ++ =
{

card(C++) + μ+
p card(C+±) + μ+

q card(C±+) o 
∈ P−(t) ∧ o 
∈ Q−(t)
0 otherwise

φ+− =
{

card(C+−) + μ−
p card(C+±) + μ+

¬qcard(C±−) o 
∈ P−(t) ∧ o 
∈ Q+(t)
0 otherwise

φ−+ =
{

card(C−+) + μ+
¬pcard(C−±) + μ−

q card(C±+) o 
∈ P+(t) ∧ o 
∈ Q−(t)
0 otherwise

φ−− =
{

card(C−−) + μ−¬pcard(C−±) + μ−¬qcard(C±−) o 
∈ P+(t) ∧ o 
∈ Q+(t)
0 otherwise
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Value μx
φ ∈ [0, 1] is the influence from the φ-defined observation on the possible

positive (+) or negative (-) realisation x ∈ {+,−} of the unobserved property.
The influence μx

φ of a particular pq-partial observation relates to the observed
tendency in the collected empirical knowledge. In particular, utilising the past
observations the agent is able to estimate the conditional probabilities of a par-
ticular realisation of the φ-undefined observation. Consequently, it uses equations
given by Definition 6.

Definition 6. Conditional probability estimators are defined as:

μx
p = card(C+x)

card(C++∪C+−) μx
¬p = card(C−x)

card(C−+∪C−−)

μx
q = card(Cx+)

card(C++∪C−+) μx¬q = card(Cx−)
card(C+−∪C−−)

in case the delimiters from the aforementioned fractions are 0 then absolute
probability estimators are calculated:

μx
p = μx

¬p = card(C+x∪C−x∪C±x)
card(C++∪C−+∪C±+∪C+−∪C−−∪C±−)

μx
q = μx

¬q = card(Cx+∪Cx−∪Cx±)
card(C++∪C+−∪C+±∪C−+∪C−−∪C−±)

Having defined the cardinalities of the grounding sets φxy (x, y ∈ {+,−}), we
can now define the relative grounding strengths that compensates for the pq-
partial observations. Modified relative grounding strength of a mental model ‘px

and qy’ is:

λxy =
φxy

φ++ + φ+− + φ−+ + φ−− , where x, y ∈ {+,−} (7)

Finally, we can extend the definition of the epistemic relation (See def. 1,2,3) in
order to utilise the information gathered in the past pq-partial observations and
possible pq-partial current situation:

Definition 7. Epistemic satisfaction relation ST (t) |=E Know(p ∧ q) holds iff

o ∈ P x(t) ∧ o ∈ Qy(t) ∧ λ++ = 1, where x, y ∈ {+,±}.4

4.2 Relation to the Classical Definition

Presented extension introduces a straightforward modification to the definition
of relative grounding strengths compensating for the existence of partial obser-
vations. Moreover, the extended model allows to maintain the underlying mech-
anisms of the classical grounding. In particular, the original model is a case of
the extended model, i.e., without partial observations(See Theorem 1).

Theorem 1. When sets Cxy, x = ± ∨ y = ±, are empty, modified relative
grounding strength (eq. 7) is equivalent to relative grounding strength (eq. 6).
4 Similairly for (p ∧ ¬q) : x ∈ {+,±}, y ∈ {−,±}, λ+− = 1, for (¬p ∧ q) : x ∈
{−,±}, y ∈ {+,±}, λ−+ = 1, and for (¬p ∧ ¬q) : x, y ∈ {−,±}, λ−− = 1
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Proof. As sets Cxy, x = ±∨y = ± are empty, then the introduced modifications
φxy = card(Cxy) (See def. 6) and λxy equal in both equations. �
Additionally, the proposed extension satisfies the postulate P1 and allows the
agent to ground only the adequate modal levels, i.e., maintaining the common
sense interpretations of grounded statements, despite the existence of partial
observations (See Theorem 2).

Theorem 2. When the set C−± or C±− is not empty, then λ++ < 1 and
epistemic relation for Know(p ∧ q) is not met.5

Proof. As one of the sets C−± or C±− is not empty, then the introduced mod-
ification on the cardinalities of grounding sets C−+, C−− or C+− is non zero.
Consequently, the relative grounding strength of the mental model for p ∧ q is
lower λ++ < 1 then the required threshold for the modal level of knowledge
(Know). �

5 Computational Examples

To illustrate the proposed modifications we present 3 examples (table 3), each
representing a set of 11 observations (similarly to the example in sec.3).

Table 3. Three exemplary experiences gathered from 11 time moments

t 1 2 3 4 5 6 7 8 9 10 11

Example 1 p + + + - + + -
q + + + + + +

Example 2 p + + + + + + +
q + + + + + + +

Example 3 p + + + - - + - -
q + - + - +

Within Example 1, time moments 3, 4, 7 and 9 contain observations where
both properties were known. Only these moments shall be included in grounding
sets (eq. 5). Within all of these moments the object possessed both p and q, hence
λ++ (eq. 6) is equal to 1 and statement Know(p(o) ∧ q(o)) is allowed. On the
other hand, we have two partial observations for moments 5 and 10 neglecting
p(o)∧ q(o). These observations are included within the newly defined grounding
strengths (def. 7), consequently the knowledge statement is not allowed.

Example 2 presents a situation where old definition (def. 1) does not support
Know(p(o)∧q(o)) while new definition (def. 7) does. Agent observed the property
p at moment 11 and had not observed the property q. According to the new
definition this does not deny grounding Know(p(o) ∧ q(o)) statement.

5 Similarly for all the other possible statements of knowledge, i.e., Know(p ∧ ¬q),
Know(¬p ∧ q), and Know(¬p ∧ ¬q).
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Example 3 presents a situation where both properties are rarely known (at
moments 1, 3 and 4). When they were observed together, it often happened
that the object exhibited p and q. On the other hand it often happened, that
only one property was known. In such situations usually the object did not
exhibit property p. Old definition of grounding sets results in λ++ = 0.66, that
allows Bel(p ∧ q) statement. New definition includes partial observations and
changes agent’s certainty significantly, giving λ++ = 0.36 and allowing only
weaker Pos(p ∧ q) statement.6

6 Conclusions

We proposed slight modifications to the grounding theory [5,6,7]. Modifications
were inspired by the need to include incomplete observations in the process of
constructing agent’s cognitive stance. Our changes extend the cognitive abil-
ities of an agent to incorporate partial observation in the grounding process.
We extended the existing model of choosing cognitive material taking part in
grounding of modal conjunctions and propose a set of renewed definitions that
consider incomplete observations. Proposed changes comply with the introduced
pragmatic and common-sense requirements. In particular, in the extended model
the incomplete observations that contradict the truth of Know(p(o) ∧ q(o)) are
included in the grounding sets and disallow the usage of such statements. The
introduced modifications also influence agent’s cognitive attitude in the case of
modal operators of possibility and belief.
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Abstract. Most available motif discovery algorithms in real-valued time
series find approximately recurring patterns of a known length without
any prior information about their locations or shapes. In this paper,
a new motif discovery algorithm is proposed that has the advantage of
requiring no upper limit on the motif length. The proposed algorithm can
discover multiple motifs of multiple lengths at once, and can achieve a
better accuracy-speed balance compared with a recently proposed motif
discovery algorithm. We then briefly report two successful applications
of the proposed algorithm to gesture discovery and robot motion pattern
discovery.

1 Introduction

Motif discovery (MD) can be informally defined as efficiently finding unknown
approximately recurring patterns in long time series with no prior knowledge
about their locations. Constrained Motif Discovery was introduced in [13]. In
CMD, the goal is to find unknown approximately recurrent patterns but utiliz-
ing a set of constraints on motif locations. One way to introduce these constraints
when no prior knowledge is available is to use a change-point discovery (CPD)
algorithm and then search for the motifs around the discovered change points.
The rationale for this approach is that a motif occurrence is – by definition
– expected to be different than the neighboring subsequences in the time se-
ries and hence change scores are expected to be high around the boundaries of
motif occurrences. By utilizing this insight, motif discovery can be achieved in
strictly linear worst-case time [13]. In this sense a CMD algorithm can be used
in conjunction with a CPD algorithm to solve the general motif discovery prob-
lem. CMD has applications in activity detection [11], gesture recognition [16],
Human-Robot Interaction [12], among other fields.

The main contribution of this paper is the introduction of a novel motif dis-
covery algorithm that can solve the CMD problem without requiring an upper
bound on motif lengths. The paper also introduces a quantitative method to
compare different MD and CMD algorithms and shows that the proposed al-
gorithm can provide a better speed-accuracy balance compared with a recently
proposed CMD algorithm.

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 417–426, 2012.
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In this paper we define a motif as a pattern that occurs in the time series at
least twice. Motif occurrences need not be exact replicas because of the prob-
able existence of noise or outliers but the distance between these occurrences
(using some predefined distance function) must be significantly higher than the
distances between them and other subsequences of the time series of the same
length. For a more formal definition of a motif, please refer to [13].

The rest of this paper is organized as follows: Section 2 gives the problem state-
ment. Section 3 situates the proposed method within existing research. Section 4
introduces the proposed algorithm and section 6 evaluates it using the technique
proposed in section 5. The paper is then concluded.

2 Problem Statement

The Free-Length Constrained Motif Discovery problem can be stated as follows:
Given a single dimension real-valued time series x (t) of length T and an optional
time series c (t) of length T representing the relative probability of finding a motif
at every time-step, and a distance function d, find all recurrent patterns of any
length lmin < l < T/2.

This statement requires that the algorithm should be able to utilize domain
knowledge of probable motif locations if available but it should be able to discover
motifs even if this knowledge is not available. In the introduction, we highlighted
one way to achieve that using a change-point discovery algorithms and we use
this approach in this paper. The T/2 limit is implicit in motif definition as a motif
must have at least two disjoined occurrences. The limit lmin is not restrictive as
it can be set to a very small number (e.g. 2) and its only purpose is to limit very
short (e.g. single point) motifs that are not expected to correspond to any real
patterns in the data.

The problem statement explicitly states that the input is single-dimensional
but this can be easily alleviated by projecting the input to a 1-D subspace
(e.g. using Principal Component Analysis), as proposed in [15] or by applying
it to every dimension and then combining the results. Given that the proposed
solution is linear, for time-series in which the number of dimensions is much less
than the length of the time series, this later approach will be efficient because
the final across-dimensions motif combination process will be carried out on a
comparatively small number of motifs and will have more flexibility than the
projection approach of [15].

3 Related Work

Unconstrained motif discovery is a known problem in data-mining and several
algorithms have tried to solve it [2],[20],[4] [7], [9] [21]. With the exception of
Gemoda [4] which is quadratic in time and space complexities, these algorithms
aim to achieve sub-quadratic time complexity by first looking for candidate motif
stems using some heuristic method and then doing exhaustive motif detection
instead of motif discovery which is linear in time.



Greedy Stem Extension for Free-Length Constrained Motif Discovery 419

The most used method for finding these stems is based on the PROJEC-
TIONS algorithm [2] which requires discretization of the data (usually using the
SAX [5] algorithm). After discretization, a collision matrix is built that specifies
a measure of similarity between every two subsequences in the time series. The
size of this collision matrix is quadratic in the length of the time series. To reduce
the time and space complexity, the parameters of SAX have to be selected to
ensure that this matrix is sparse which leads to linear time and space complexity.
Two major factors that determine the sparsity of the collision matrix are the
word length (number of symbols per subsequence) and vocabulary size (number
of different symbols) parameters of SAX. Unfortunately there is no way to find
the optimal values of these parameters. Minnen et al. [10] suggested a simple
heuristic to find acceptable values for these two parameters but this heuristic
requires multiple estimations of the sparsity of the distance matrix which can be
time consuming in itself.

To avoid calculating the accurate distance between every two pairs of sub-
sequences (as done in Gemoda [4]), random projections [2] is used to approxi-
mate this distance. The subsequences with high similarity are then used as the
stems for subsequent motif detection. The proposed system differs from these
algorithms on requiring no discretization, and no motif-length or upper limit
parameters. The proposed algorithm also avoids building the collision matrix.
The collision matrix is built using a predefined motif length which makes these
algorithms inadequate for free-length motif discovery without a post-processing
concatenation step.

PERUSE [20] uses a different approach by casting the discovery problem in
probabilistic terms and solving it directly on the real-valued data. This approach
has the advantages of requiring no discretization and discovering motifs of vari-
able sizes. It also uses a stem growing technique to find free-length motifs. One
limitation of this algorithm is that it assumes dense motif occurrences in the time
series. Another limitation is that the algorithm needs to compare each window
of the time series with the rest of the windows which can degrade performance
considerably. The proposed approach was designed to overcome both of these
limitations.

VLMD [19] was recently proposed to find variable-length motifs in time-series.
The algorithm uses exhaustive search of all possible motif lengths and applies an
exact motif discovery algorithm (as defined in [17]) at each length. Even though
the authors have shown that the algorithm can find a few number of interesting
motif lengths, the algorithm is not expected to scale well for longer time series
due to its exhaustive search strategy. Another problem of the algorithm is that
it defines a motif of any length (after [17]) to be the two subsequences with mini-
mum distance. This means that the algorithm cannot find multiple motifs of the
same length. Again, the proposed algorithm overcomes all of these limitations.

Li and Lin [6] recently proposed using the Sequitur [18] algorithm for discov-
ering motifs of variable length using grammar inference after discretization using
SAX [8]. This technique can discover variable length motifs but it requires dis-
cretization and cannot utilize constraints. Another problem with this approach
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is that a small burst of outliers in a single motif occurrence will result in dividing
this motif into two disjoint motifs.

To increase the speed of motif discovery and overcome the need of comparing
all subsequences in the time series, Catalano et al. [1] proposed an algorithm
that utilizes random sampling from the time series. This algorithm was modified
in [13] to utilize constraints leading to the MCFull algorithm. MCFull was shown
to provide higher accuracy than the original Catalano’s algorithm. One problem
that both these algorithms suffer from is the need to specify an upper bound on
motif lengths to be discovered.

Table 1 compares some of the aforementioned algorithms with the proposed
algorithm.

Table 1. Comparison Between Different Motif Discovery Algorithms
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Linear Time † √ √ √ √ √
Linear Space † √ √ √ √ √ √ √
Variable-Length

√ √ √ √ √ √ √
Free-Length

√ √ √
Domain Knowledge

√ √ √
† Linear if the collision matrix is sparse, otherwise quadratic

4 Proposed Algorithm

The proposed algorithm consists of two major stages: stem generation and fi-
nalization. During stem generation, the algorithm generates a set of candidate
motifs with at least two occurrence locations for each. During finalization, the
algorithm remove duplicates, stitches together overlapping motifs and removes
short noise bursts around discovered motifs. The algorithm used in the first and
most crucial stage is called Greedy STem eXtension (G-SteX).

If no constraint is given, the Robust Singular Spectrum Transform (RSST) [14]
is used to discover change points in the time series and generate the constraint
signal c (t).

A set of candidate motif occurrence locations (candLoc) is generated by lo-
calizing local maxima in c (t). Another possible approach is to sample from the
probability distribution generated by normalizing c (t) for a predefined number
of times.
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A set of stem locations is generated from candLoc by collecting all sub-
sequences of length lmin around each member of candLoc. This set is called
sequences. Notice that lmin is a small integer that is used for initialization and
the stems will then be allowed to grow. In our experiments, we selected lmin to
be max (10, 0.00001T ), where T is the length of the input time series. The results
presented were not dependant on the choice of this parameter as long as it was
less than half the discovered motif lengths.

The distances between all members of sequences is then calculated and clus-
tered into four clusters using K-Means. The largest distance of the cluster con-
taining shortest distances is used as an upper limit of distances between similar
subsequences (maxNear) and is used to prune future distance calculations.

The sequences generating the first distance clusters (nearSequences) are then
used for finding motif stems. Each one of these distances corresponds to a pair
of sequences in the sequences set. This is the core step in G-SteX. For each pair
of sequences in the nearSequences set, the first of them is slid until minimum
distance is reached between the pair and then a stem is generated from the pair
using one of the two following two techniques:

The first extension technique is called G-SteXB (for binary/bisection) and it
starts by trying to extend the motif to the nearest end of the time series and
if the stopping criteria is not met, this is accepted as the motif stem. If the
stopping criteria is met, the extension is tried with half of this distance (hence
the name binary/bisection) until the stopping criteria is not met. At this point,
the extension continues by sequentially adding half the last extension length until
the stopping criteria is met again. This is done in both directions of the original
sequences. By the end of G-SteXB, we have a pair of motif occurrences that
cannot be extended from any direction without meeting the stopping criteria.

The second extension technique is called G-SteXS (for sequential) and it ex-
tends the sequences from both sizes by incrementally adding lmin points to the
current pair from one direction then the other until the stopping criteria is met.
At this step it is possible to implement the don’t care section ideas presented
in [2] by allowing the extension to continue for subsequences shorter than the
predefined maximum outlier region length (don’t care length) as long as at least
one lmin points are then added without breaking the stopping criteria.

The stopping criteria used in G-SteX with both its variations combines prun-
ing using the maxNear limit discovered in the clustering step with statistical
testing of the effect of adding new points to the sequence pair. If the new distance
after adding the proposed extension is larger than maxNear, then the extension
is rejected. If the extension passes this first test, point-wise distance between all
corresponding points in the motif stem and between all corresponding points in
the proposed extension part. If the mean of the point-wise distances of the pro-
posed extension is less than the mean of the point-wise distances of the original
stem or the increase in the mean is not statistically significant according to a
t-test then the extension is accepted otherwise it is rejected.

Once G-SteXS or G-SteXB is finished, we have a set of – possibly overlapping
– candidate motifs with at least two occurrences of each. The finalization step of
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G-SteX involves the following four operations running until no further change is
possible on the locations of the discovered motifs or a predefined maximum num-
ber of iterations is reached: Firstly, motif candidates with similar means (mean
distance is less than maxNear) are combined into single motif candidates. Sec-
ondly, overlaps are resolved by removing partial motifs (that are totally covered
by other longer ones) and cutting overlapping sections from motifs of similar
lengths. Occurrences that appear in multiple motifs are then removed and a
local search of optimal occurrence shifts to minimize overall motif distances is
employed. Finally, extra noise regions that may have entered the candidates
around the correct motifs during the extension are removed by carrying a single
G-SteXS extension from the middles of motif occurrences.

The final output of the algorithm is the set of boundaries of discovered oc-
currences of each motif. An optional full motif detection can then be run to find
all occurrences of each motif.

The full implementation of this algorithm in MATLAB is available as part of
the CPMD Toolbox from the authors’ web site [3]. Several test time series and
evaluation routines can also be downloaded as a part of the same package. This
implementation of G-SteX has the advantage of being able to utilize an optional
range of motif lengths when available during the discovery process. This feature
improves the speed of the algorithm when this information is available.

5 Comparing Motif Discovery Algorithms

Comparing motif discovery algorithms is not a trivial task. For example, a MD
algorithm that finds a hundred occurrences of a 5-points motif with a single point
shift will have 200 errors if compared directly with the ground truth. Another
algorithm that finds exactly only 61 occurrences and fails to find the rest may
be considered better if only false positives and negatives are counted. This may
or may not be appropriate depending on the application. The inadequacy of
false positive and false negative based evaluation criteria (including precision,
recall and F-measure) calls for a more appropriate evaluation criteria when these
measures are not adequate.

In this paper, we propose to use a mutli-dimensional criterion for evaluating
MD algorithms assuming that ground-truth information about the motifs and
their occurrences is available.

For each of the discovered motifs, four quantities are calculated:

– Correct Motifs: The number of discovered motifs that completely cover at
least some occurrences of a single ground truth motif.

– Covering None: The number of discovered motifs that cover no parts of any
ground truth motif.

– Covering Partially: The number of discovered motifs that cover only parts
of some occurrences of a single ground truth motif.

– Covering Multiple: The number of discovered motifs that cover occurrences
from multiple ground truth motifs.
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Based on the application, one or more of these dimensions may be more impor-
tant than the others. For example, in gesture discovery it is necessary to discover
the complete gesture and hence motifs in the covering-multiple set should be
treated harshly but in an imitation learning task that involves a higher-cognitive
planner, these motifs may be counted as correct motifs because the boundaries
between acts are not important in this task.

These four criteria are calculated from the view-point of the discovered motifs.
We also calculate two criteria from the ground-truth motifs view point: Fraction
Covered is the fraction of occurrences of each one of the ground-truth motifs that
is covered by discovered motifs. Extra Fraction is the fraction of the discovered
motif occurrences used in calculating the fraction covered that are not covering
a part of the ground truth occurrence.

6 Evaluation

Our first evaluation experiment considered comparing G-SteXB and G-SteXS
using synthetic data. We generated 500 timeseries with varying lengths (between
20000 and 50000 points each), varying noise levels (from zero to 1 P-P variance
normal noise), varying outlier percentage (from 0 to 1%) and varying scoring
localization errors (from 0 to 20). Within each timeseries three different motifs
were embedded of lengths between 50 and 100 points. Only four occurrences of
each motif were implanted.

In the first experiment, both G-SteXB and G-SteXS were used to discover mo-
tifs in the first 100 timeseries of this set and the six evaluation criteria discussed
in the previous section were calculated. Fig. 1 shows the average of these results
over the complete set of timeseries tested. If we limit ourselves to the number
of correct motifs (as defined in the previous section), G-SteXB is slightly better
than G-SteXS (that this difference is not statistically significant).

Because G-SteXS is more conservative, it never generates motifs that cor-
respond to just noise in the input but G-SteXS can sometimes generate such
motifs. These results suggest that G-SteXB has lower false positives in terms of

(a) Discovered Motive Covering (b) Fraction Covered of Ground
Truth Motifs

Fig. 1. Comparison between G-SteXB and G-SteXS on synthetic data
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(a) Fraction Covered (b) Extra Fraction

(c) Execution Time

Fig. 2. Comparison between G-SteXB, G-SteXS and MCFull on synthetic data

complete motifs. Nevertheless, if we consider the results from the ground-truth
motifs viewpoint as shown in Fig. 1-B, G-SteXS has both higher true positives
and lower false positives in terms of specific motif occurrences. Depending on
the application, one or the other of these two extension techniques may be more
adequate. In most cases, G-SteXS will find more useful motifs and will tend to
find complete motifs while G-SteXB will be less sensitive to noise (generating
less non-sense motifs).

In the second experiment, both G-SteXB and G-SteXS are compared to MC-
Full which is shown in [13] to be competitive with existing state-of-the-art fixed
length motif discovery algorithms. MCFull was selected for comparison because
it is implemented using the same MATLAB environment and it is one of the
fastest CMD algorithms available [13]. For MCFull, we had to provide the cor-
rect motif length upper bound. Fig. 2 shows some of the results obtained from
this experiment (more results are available in the CPMD Toolbox [3]). MCFull
was the fastest algorithm as expected because it utilizes a pre-specified upper
motif length bound that is not available for G-SteX. G-SteXB and G-SteXS
gave significantly higher motif coverage for a slight increase in the false positives
added compared with MCFull (the differences are again statistically significant).

These results suggest that G-SteX algorithms can recover implanted motifs
with an even better false positive/false negative balance than MCFull without
needing a pre-specified upper limit on the motif length. The average execution
time of G-SteXB and G-SteXS is 2 and 4 milliseconds per point on an intel Core
2 Due T9600 machine with 4GB memory running windows 7 64-bits OS. From
Fig. 2, it is clear that in both evaluation criteria, G-SteXS had lower variance
compared with G-SteXB which can be a useful feature for some applications.
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To evaluate G-SteX on a real-world application, we utilized a dataset con-
taining seven patterns representing seven different hand-gestures. Each gesture
was executed ten times during a 20 minutes free hand motion session. Two ac-
clerometers were attached to the back of the hand and the tip of the middle
finger while the subject was executing the gestures. The data was sampled 100
times/second leading to a 120000 points 3D time-series. The time-series was con-
verted into a single space time series using PCA as proposed in [15]. G-SteXS
was applied to this time-series and it recovered 16 motifs. The longest six of
them corresponded to six of the seven gestures embedded in the data (with a
discovery rate of 85.7%) and five of them corresponded to partial and multiple
coverings of these gestures.

As another application, motion patterns were collected from a differential
drive robot simulator moving around an empty arena and executing one of three
different motions at random times (a circle, a triangle and a square). Ten sessions
with four occurrences of each pattern within each session were collected and G-
SteXB was applied to each session after projecting the 2D time-series into a
1-D time-series as in the previous case. The algorithm discovered 6 motifs. The
longest three motifs corresponded to the three motion patterns in the data with
an average covering of 93.5%, two patterns corresponded to partial coverings of
the circle motif with 0.07% extra noise added to it. The final discovered pattern
did not correspond to any specific motion pattern but represented periods in
which the robot was moving in a straight line during its random walk.

7 Conclusion

This paper presented a novel constrained motif discovery algorithm called G-
SteX with two variations that differ in the way motif stems are extended to
generate the final motifs. The proposed algorithm has the advantage of requiring
no pre-specified motif length range for its operation. Comparison between the
G-SteX (in its two variations) and the MCFull algorithm on synthetic data with
known ground-truth information shows that G-SteX can achieve higher motif
discovery (true positives) for only a slight increase in the false positives even
though MCFull requires an upper-limit on the motif length. Applications of the
proposed algorithm to gesture discovery and robot motion pattern discovery
were also presented and G-SteX was able to discover 85.7% of the gestures and
93.5% of the motion patterns present in its input.
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Abstract. Automatic emotion sensing in textual data is crucial for the
development of intelligent interfaces in interactive computer applications.
This paper reports a high-precision, domain-independent approach for
automatic emotion sensing for “events” embedded in sentences. The pro-
posed approach is based on the common action distribution between the
subject and object of an event. We have incorporated semantic labeling
and web-based text mining techniques, together with a number of ref-
erence entity pairs and hand-crafted emotion generation rules to realize
an event emotion detection system. Moreover, a hybrid emotion detec-
tion engine is presented by incorporating a set of predefined emotion
keywords and the proposed event-level emotion detection engine. The
evaluation outcome reveals a rather satisfactory result with about 73%
accuracy for detecting the Happy, Sad, Fear, Angry, Surprise, Disgust,
and Neutral.

Keywords: emotion sensing, web mining, natural language processing,
event.

1 Emotion Sensing from Textual Data

In the past, many studies have been conducted to detect a user’s affective states
automatically from textual data. Some using “keyword-spotting” techniques [2],
but the results are not satisfactory. Keyword-spotting approach apparently can’t
apply to sentences without clearly-defined affective keywords. A number of stud-
ies applied emotion theories to determine emotions of interactive agents in in-
teractive systems [3,4].

Liu et al. [4] reported a rather interesting approach to detect sentence-level
emotion based on a large-scale common sense knowledgebase, ConceptNet. The
approach uses real world knowledge about the inherent affective nature of every-
day situations (such as “getting into a car accident”) to classify sentences into
basic emotion categories.

Wu et al. [1] proposed a novel approach for sentence-level emotion detec-
tion based on the semantic labels (SLs) and attributes (ATTs) of entities of a
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sentence. To distinguish the emotions of happy and unhappy, the SLs are manu-
ally classified into three categories, Active SLs (e.g., obtain, reach, lost, hinder),
Negative SLs (e.g., no, never), and Transitive SLs (e.g., finally, but, fortunately).
ATTs of an entity are obtained automatically from a lexical resource, WordNet
[4]. The results show the degree of accuracy is rather high. The proposed ap-
proach exploited modern Natural Language Processing (NLP) technologies and
is one of the rare studies that dealt with sentence-level emotion detections with
high precision.

However, in our opinion, the major issues that might limit the performance
and applicability of this approach in wider contexts include (1) the need of
affective-annotated sentences as training sample, and (2) the use of attributes
(ATTs) as the sentence-level emotion-invoking ingredients.

As the first step for our endeavor towards a robust emotion sensing engine from
free-texts using web mining approaches [7], this study proposes a novel approach
for detecting emotion of an individual “event” embedded in English sentences
such as “a student fails his exams”, “a girl saw a diamond”, “a cat was chased
by a dog”, “a mouse encounters a cat”, etc. We adopt the “common actions”
between the event participants as the major cue to determine the event-level
emotions. In the following sections, the underlying principles of our approach
will be elaborated.

2 Emotion Sensing Based on Common Action
Distributions between Event Participants

In this section, we will elaborate on the underlying principles and detail processes
of our methodology for automatically sensing emotions of events embedded in a
textual sentence. We first present here a typical scenario to illustrate the steps
to achieve our goal. In any English sentence, the verb of a sentence typically
indicates a particular “action” performed by one event participant to the other
participant. For example, in the sentence, “The girl saw a viper snake”, the
action is a “sighting action”, with two entities, “the girl” as the subject and
“a viper snake” as the object. While we often intuitively assume that the girl
would often be terrified while meeting a viper snake, but how can a computer
understand this?

Let us investigate why a girl would usually be terrified when she sees a viper
snake. One way to reason is that the snake “usually” performs certain undesir-
able actions (e.g., bite, paralyze, attack, or kill) but “never” performs desirable
actions (e.g., love, feed, or supply) on a girl. Contrarily, a kid would usually
be happy when she sees his/her mother since she “usually” performs desirable
actions but “rarely” performs undesirable actions on a baby. The real-life prob-
ability distribution of actions perform by a subject to an object is termed as
the “Common Action Distribution (CAD)” in this paper. In practice, knowing
the CAD between the subject and the object in a specific event would allow a
computer to reasonably guess the emotion invoked. For example, if the CAD
between a vampire and a girl is close to that between a cat and a mouse, the
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emotion of a girl when she saw a vampire should most likely similar to that of a
mouse when it saw a cat. As compared to the relevant work by Wu et al. [1], our
approach adopts the common actions between two event participants instead of
using their attributes as the underlying features to determine the emotions.

Based on the above analysis, it appears the success of our approach for emo-
tion detection would hinge on the ability of a computer to automatically retrieve
the CADs between two entities that participate in an event. While people may in-
tuitively believe that CADs between entities are difficult or impossible to obtain
without extensive human annotations, we resort to web-based text mining and
semantic role labeling techniques [2,3,8] that fortunately provide a convenient
solution to achieve our goal. First of all we introduce the overall flow diagram
for our proposed emotion detection engine, as shown in Figure 1. First, we select
a number of entity pairs (e.g., cat and dog, girl and spider, etc.) as the Ref-
erence Entity Pairs (RE-Pairs). For each RE-Pair, the CAD is obtained using
web-based text mining techniques. For each RE-Pairs, possible emotion-invoking
events that often occur between the two entities are enumerated and manually
assigned with emotions to form a set of “Emotion Generation Rules”. In the
emotion sensing stage, the subject and object of a target event, termed as the
Target Entity Pair (T-Pair), in a sentence is first recognized automatically using
semantic role labeling techniques. The CAD of the T-Pair is obtained using web-
based text mining techniques. The emotion of the target event is assigned based
on the “Emotion Generation Rules” (EGRs) of the RE-Pairs with best match
on the CAD to that of the T-Pair. In the following, the underlying principles
and detail operations of the proposed framework will be elaborated.

2.1 Web-Based Text Mining for Common Action Distributions
(CADs) between Entities

We apply web-based text mining techniques to retrieve common actions between
two given entities. In the past, studies based on variations of text mining ap-
proaches have been investigated to retrieve different types of knowledge (e.g.,
[9]). Given the vast amount of textual data available on Web, we believe that
the actions of two given entities described in web pages shall give a roughly
normalized distribution of their common interactions. In the text mining ap-
proach, given a target event with two particular entities (the target subject and
target object), the first step of finding the common actions between them is to
accumulate raw sentences possibly describing activities participated by them.
This is done by formulating a set of effective “lexico-syntactic” patterns which
unambiguously describe the activities. These descriptions can be written either
in “passive” or “active” style, depending on whether the target subject is pre-
sented in an active or passive role in the sentence. In the passive-style, a sentence
describes an action which the target object acts upon the target subject. In the
active-style, the action is reversed. For example, considering a case where we in-
tend to detect the emotion of a target event, “a girl saw a diamond”. In this case,
the target subject is “a girl” and the target object is “a diamond”. Sentences
with an active-style includes “a girl bought a diamond”, “a girl lost a diamond”.
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On the contrary, examples of sentences with a passive-style includes “a diamond
cut a girl”, “a girl was lured by a diamond”. Common actions accumulated in
the active style and passive style are processed separately.

Fig. 1. Illustrative diagram for the proposed approach for sentence-level emotion sens-
ing

We demonstrate more examples to illustrate the process for obtaining the
common actions between two particular entities. Considering an attempt to de-
termine the emotion of a mouse in a target event, “a mouse saw a cat” where
“a mouse” and “a cat” are the target subject and target object respectively. To
retrieve passive-style sentences which describe the actions that a cat frequently
does to a mouse, effective lexico-syntactic query strings would include “a mouse
was * by a cat”, “the mouse is * by the cat”, “the mouse is * by a cat”, “the
cat * a mouse”, “a cat * the mouse” and so on. With these query strings, we
would be able to accumulate a huge number of raw sentences from Web search
engines. Sample sentences shown in the snippets of Web search results include:

A mouse was chased by a cat.
The mouse was killed by the cat.

From these results, we know that the common actions that a cat would frequently
act upon a mouse include chasing, eating, killing, harassing, and so on. Since
it is commonly known that a mouse would be fear in a target event “a mouse
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saw a cat”, we can generalize this situation to obtain an emotion model like the
following: Given “chase”, “eat”, “kill” and “harass” as the passive-style common
actions between S (target subject) and O (target object), in an target event that
S is meeting O, the emotion of S is “fear”.

In many situations, particularly when the target object rarely serves as an
agent that can actively perform an action, the number of the passive style sen-
tences are not sufficient enough to provide a convincing CAD. In such a case,
we would use active-style syntactic patterns to accumulate sufficient common
actions that the subject frequently acts upon the object. For example, consider
a target event, “a girl receives a diamond”, where “a girl” and “a diamond” are
the target subject and target object respectively. Since the web search results
provide very few sentences using passive-style lexico-syntactic patterns as de-
scribed above, we instead resort to queries based on active-style lexico-syntactic
patterns including “girl * a diamond”, “girl * diamond”, “diamond was * by the
girl”. Sentences retrieved would include:
girl desires a diamond.
girl loves the diamond.

Based on these results, we know that the common actions that a girl would
frequently act upon a diamond include love, desire, want, and so on. Since it is
commonly believed that a girl would be happy in a target event “a girl receives a
diamond”, we can generalize this situation to obtain another event-level emotion
model like the following: Given “love”, “desire”, and “want” as the active-style
common actions between S (target subject) and O (target object), in a target
event that S is receiving O, the emotion of S is “happy”.

2.2 Accumulating CADs for Selected Reference Entity Pairs
(RE-Pairs)

We select a number of reference entity pairs (RE-Pairs) with which possible
emotion-invoking events that often occur between them are enumerated and
manually assigned with emotions to form a set of “Emotion Generation Rules”.
The CAD between a RE-Pair is obtained by using the web-based text mining
approach described above. It is required that the interactions between the two
entities in a RE-Pair are widely described in web pages such that CAD would reli-
ably represent the un-biased distribution common actions between them. There
are two set of RE-Pairs given in our emotion recognition system, namely the
“passive-style RE-Pair set” and the “active-style RE-Pair set”. The former con-
tains common actions of a Re-Pair retrieved from the passive-style sentences,
and the latter contains those from the active-style sentences. The scope of the
RE-Pair set needs to widely cover different emotion-invoking scenarios such that
all the desired emotion categories can be sensed based on the matching of CADs
of a target pair (T-Pair) and RE-Pair. For each RE-Pair, a number of “Emo-
tion Generation Rules” (EGRs) are manually constructed. For example, Table 1
gives a list of example EGRs for a RE-Pair, “cat and dog”. Rule 1 says that the
emotion of a cat when it meets a dog is “Fear”; Rule 2 says that the emotion of
a cat when it bites a dog is “Angry”.
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2.3 Recognition of Subject, Object and Verb in a Sentence Using
Semantic Role Labeling Techniques

In a real-life application when the emotions for free-text sentences are to be de-
tected automatically, the subject, verb, and object of an event can be obtained
using semantic role labeling technique. A general overview of the state-of-the-
art semantic role labeling techniques has been discussed fully in [2,3,8]. Simply
speaking, in any sentence, a verb (predicate) dominates an event. The verb’s
syntactic arguments are usually associated with the participants of the event. A
semantic role is the relationship of a syntactic argument with the verb. One com-
monly utilized scheme for specifying the semantic roles is PropBank annotation
[10]. In PropBank annotations, the arguments of a verb are labeled sequentially
from ARG0 to ARG5, where ARG0 is usually the subject of a transitive verb;
ARG1, its direct object, etc. A variety of adjunctive arguments, such as ARGM-
LOC for locatives, and ARGM-TMP for temporal information, are also tagged.
As an illustrative example, the set of semantic roles for the sentence, “I saw
a girl in the park this morning” based on the PropBank style markup, can be
presented as:

[ARG0 I] [Target saw] [ARG1 a girl] [ARGM-LOC in the park] [ARGM-TMP
this morning]

Table 1. Emotion Generation Rules (EGRs) based on a Reference Entity Pair, “cat”
and “dog”

Rule Target Action Emotion of subject
(Verb synonym group) (cat)

1 Meet (encounter, join, see, connect) Fear
2 Bite (nip, pierce, pinch, squeeze) Angry
3 Kill (slay, murder, slaughter, destroy) Angry
4 Escape (evade, flee, abscond) Happy
5 Begin (start, commence) N/A

2.4 Matching of CADs among Entity Pairs

During the emotion recognition stage, the emotion of the subject in a target event
is assigned based on the similarity comparison between the Common Action
Distribution of the Target Pair (T-Pair, i.e. the event participants) with those
of the RE-Pairs. The emotion of the subject in a target event is based on the
RE-Pairs with most similar CAD to that of the T-Pair. For instance, for a target
event, “a girl met a wolf”, suppose that the CAD that a wolf frequently acts on a
girl is similar to that of a RE-Pair, “a cat” and “a dog”, the emotion of the girl,
which is “fear”, is assigned according to the Emotion Generation Rules (EGRs)
of the RE-Pair, “a cat” and “a dog”. The comparison of CADs can be achieved
by using “Mean Square Error (MSE)” or “KL divergence” algorithms which are
commonly adopted to compare histograms [12]. For a T-Pair, if the passive-style
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sentences outnumber the active-style sentences, the matching of the CADs to
the RE-Pairs is based on the “passive-style reference pair set”, and vice versa.

In practice, the matching for the CADs between the T-Pair and RE-Pair are
based on a coarse-grained verb categorization. Targeting at emotion sensing ap-
plications with the big-six emotions [10], including Happy, Sad, Surprise, Angry,
Fear, and Disgust, we manually grouped widely-used verbs into 9 different cate-
gories roughly according to their “degree of pleasure” from positive to negative.
The core of this categorization process is to group verbs that have an “affection”
overlap according to the emotion categories to be automatically sensed in an
application. For example, consider two different events, “A mouse is chased by
a cat” and “A mouse lost his baby”. If the emotion categories desired to be
sensed are merely “Happy” and “Unhappy”, both verbs, “chase” and “loss” can
be classified into the same group, say “negative actions”. However, for a system
to classify four emotion categories, “Happy”, “Fear”, “Disgust” and “Sad”, the
verb “chase” and “loss” may better be classified to different categories so as
to distinguish sadness-invoking events to fear-invoking ones. Thereby, in gen-
eral, when more emotions are considered, more fine-grained verb categorization
becomes necessary. At this stage, the criteria for the refinement of verb catego-
rization have been informal and intuitive. Table 2 shows a verb categorization
scheme and example verbs which we propose for a system that aims to detect
the emotions of “Happy”, “Sad”, “Angry”, “Fear”, “Surprise”, “Disgust”, and
“Neutral”.

3 Evaluations

To evaluate the performance of the proposed methodology we have conducted
the following evaluation experiments. We recruited about 100 university under-
graduate students (mostly freshman) majoring in different fields to participate
in the online evaluations to determine the accuracy of the emotion of an event
obtained using the proposed approach. The evaluations were carried out with a
collection of a variety of common events that a person encounters in daily lives.
Such a design is particularly tailored for the emotion detection in chatting room
applications. The objects of the events are accumulated using web mining tech-
niques based on a number of heuristic lexico-syntactic patterns. Each sentence
is parsed by a semantic role labeling tool to automatically identify the object
of the event described in the collected sentences. We use a publicly available
semantic role labeling tool, ASSERT [2] to perform the task. For example, with
a query string “she bought a * yesterday”, we receive a set of sentences that
contain the desired objects such as “chicken nuggets”, “i-pod”, etc.

The advantages of this web mining approach for accumulating the objects as
compared to a dictionary lookup are multifold. First of all, the objects described
in Web pages cover a wide spectrum of terms and concepts which is way beyond
that of lexical resources such as WordNet. Many modern terms and domain
specific terms, such as Wii, iPhone4S, Mercedes S600, Rolex, and Chanel, which
can be found in daily conversations were also obtained easily. Secondly, the
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modifiers to the noun phrase of the object are captured together. This would
allow us to test the robustness of an emotion recognition system dealing with
events such as “She saw a drunk driver on the street”.

The kinds of emotions chosen in this evaluation is the big-six emotions [15],
including Happy, Sad, Surprise, Angry, Fear, and Disgust which are commonly
used in chatting room related applications. Totally, there are 6 passive-style ref-
erence entity pairs and 4 active-style reference entity pairs. The evaluation is
based on automatically composed sentences that describe different events link-
ing a human subject with the objects collected. For example, when we use I
(no gender), boy, and girl as the subjects, sample sentences being “I saw a car
accident”, “A boy plays a Wii”, “A girl buys a hamburger”, etc. are composed
dynamically. By randomly combining a verb with the different subject and ob-
ject collected (roughly 1700 or so), we easily generated a huge number of test
sentences for the evaluation experiments.

For each sentence, an assessor was required to fill in the online assessment form
to assess the degree of satisfactory of the emotion yielded by the system for the
sentence. Degree of agreement on evaluation of the automatic emotion assign-
ment is based on a 5-point Liker scale with the statements listed by categories of
“strongly agree”, “agree”, “neutral”, “disagree”, and “strongly disagree”. When-
ever a dynamically generated sentence is meaningless (for example, an ant plays
a computer) or beyond the knowledge of the assessor, he or she is allowed to skip
the question. A score of 5 indicated that they strongly agreed with the emotion
outcome generated by our approach, and 1 meant that they strongly disagreed.

Figure 2 lists the evaluation results for the two different experiments respec-
tively. For the first session of the assessment where the emotions were given

Fig. 2. Evaluation results
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Table 2. Categories for the verbs in CADs, from Categories 1 (most positive) to
Categories 9 (most negative), for emotion sensing applications for the big-six emotions

1 2 3 4 5 6 7 8 9
Love Sing Save Begin Find Put Hide Challenge Shout
Marry Dance Create Conduct Group Run Astonish Warn Leave
Wed Solve Aim Deliver Increase Evolve Addict Worry Pollute
Engage Ease Collect Emphasize Live Change Decrease Compete Remove
Congratulate Cooperate Buy Expect Meet Lean Examine Forget Lie
Entertain Ripen Accept Express Assign Sit Evaluate Disturb Abandon
Greet Ride Espouse Prepare Classify Finish Bear Bite
Encourage Guarantee Access Plan Tolerate Kick

Ask Acquire Grow Fall Hate
Open Abound Kill
Want

Most Positive −→ Most Negative

randomly, the average score of the evaluation is approximately 1.8 on the five
point scale (72.11% of assessors “strongly disagree” and “disagree”). For the
second session of the assessment where the emotions are given by our emo-
tion detection system, the average rating of the evaluation is approximately 3.8
(72.76% of assessors “strongly agree” and “agree”). The evaluation findings in-
dicate clearly that the precision of the emotion detection system based on the
proposed approach using the common actions was rather satisfactory.

4 Conclusions

This paper proposes an event-level textual emotion detecting approach based
on the common action distribution between event participants. We accumulate
these common actions by adopting a web-based text mining approach. No need
of any large-scale lexical sources or knowledgebase is required in the proposed
framework. Our results indicate that the approach for event-level emotion de-
tection is very robust and has achieved a high precision ratio.
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ence Council of Taiwan under grants NSC 98-2221-E-001-010-MY3. The authors
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Abstract. To date, the majority of sentiment analysis research has
focused on English language. Recent studies, however, show that non-
native English speakers heavily support the growing use of Internet.
Chinese, specifically, is poised to outpace English as the dominant lan-
guage online in a few years’ time. So far, just a few isolated research
endeavors have been undertaken to meet the demands of real-life Chi-
nese web environments. Natural language processing research endeavor,
in fact, primarily depends on the availability of resources like lexicons
and corpora, which are still very limited for sentiment analysis research
in Chinese language. To this end, we are developing a Chinese common
and common sense knowledge base for sentiment analysis by blending the
largest existing taxonomy of English common knowledge with a seman-
tic network of English common sense knowledge, and by using machine
translation techniques to effectively translate its content into Chinese.

Keywords: AI, NLP, KR, Sentiment Analysis, Sentic Computing.

1 Introduction

Sentiment analysis deals with information retrieval and knowledge discovery
from text using data mining and natural language processing (NLP) techniques
to distill knowledge and opinions from the huge amount of information on the
World Wide Web [1]. Last year, the number of Chinese web users soared to 450
million (more than a third of China’s population), according to Wang Chen,
head of China’s State Council Information Office. The United States of Amer-
ica boast just under half that many, but since English is more widely spoken
globally, a majority of sites are published in that language. Statistics culled by
the marketing firm Internet World Stats1, in fact, show that, with Web use in
China growing at such a rapid rate, it could take less than five years for Chinese
to become the most popular language on the Net (Fig. 1).

1 http://internetworldstats.com
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Hence, the opportunity to capture the opinions of Chinese web users about
social events, political movements, company strategies, marketing campaigns,
and product preferences is raising more and more interest both in the scientific
community, for the exciting open challenges, and in the business world, for the
remarkable fallouts in marketing and financial market prediction in the Middle
Kingdom. The limited availability of resources like lexicons and corpora in Chi-
nese language, however, makes such research endeavor even more challenging
than English sentiment analysis. Mining Chinese opinions and sentiments from
the Web, in fact, is an extremely difficult task that involves a deep understand-
ing of most of the explicit and implicit, regular and irregular, syntactical and
semantic rules proper of the Chinese language.

Besides syntactical rules, one of the main hurdles to overcome in Chinese
sentiment analysis research is the lack of both Chinese common knowledge bases
and Chinese common sense knowledge bases. Common knowledge represents
human general knowledge acquired from the world, e.g., 犬瘟热是国内动物疫
病 (canine distemper is a domestic animal disease). Common sense knowledge
is some obvious thing that people normally know but usually leave unstated,
e.g., 猫可以捕猎老鼠 (cat can hunt mice) and 猫是可爱的 (cat is cute). It
is through the combined use of common and common sense knowledge that
we can have a grip on both low and high level concepts in natural language
sentences and, hence, effectively communicate with other people without having
to continuously ask for definitions and explanations. Common sense knowledge,
moreover, enables the propagation of sentiment from affect words, e.g., 高兴
(happy) and伤心 (sad), to general concepts, e.g.,生日礼物 (birthday gift),高中
毕业 (school graduation), 癌症 (cancer) and 犬瘟热 (canine distemper), which
is useful for tasks such as sentiment elicitation and polarity detection.

In thiswork,we blendProBase [2], the largest existing taxonomyofEnglish com-
mon knowledge, with ConceptNet [3], a natural-language-based semantic network
of English common sense knowledge, and use an augmented string-to-tree model
to effectively translate the newly built knowledge base into Chinese. The structure
of the paper is as follows: Section 2 presents related works in the field of sentiment
analysis and knowledge base design in Chinese language, Section 3 explains mo-
tivations and strategies behind the development of a common and common sense
knowledge base and illustrates the machine translation techniques adopted, Sec-
tion 4, eventually, comprises concluding remarks and future directions.

2 Related Work

The growth of online Chinese social media such as Weibo2, QZone3, and Renren4

is fostering the proliferation of many business and research activities around the
field of Chinese sentiment analysis.

2 http://weibo.com
3 http://qzone.qq.com
4 http://renren.com
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Fig. 1. An infographic by Nextweb showing that, with Chinese Internet growth rising
at the rate it is, it could be less than five years before Chinese becomes the dominant
language on the Internet
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The automatic analysis of user generated contents such as online news, re-
views, blogs and tweets in Chinese language, in fact, can be extremely valuable
for tasks such as mass opinion estimation, corporate reputation measurement,
political orientation categorization, stock market prediction, and customer pref-
erence study in the Middle Kingdom. Distilling useful information from such
unstructured data, however, is a multi-faceted and multi-disciplinary problem
as opinions and sentiments can be expressed in a multitude of forms and com-
binations in which it is extremely difficult to find any kind of regular behavior
[4]. A lot of conceptual rules, in fact, govern the expression of opinions and sen-
timents in Chinese language and there exist even more clues that can convey
these concepts from realization to verbalization.

Most of current approaches to Chinese sentiment analysis rely on rather un-
ambiguous affective keywords extracted from an existing knowledge base or set
of documents [5,6,7,8,9,10,11] or from a purpose-built lexicon based on a domain-
dependent corpus [12,13,14,15,16]. Such approaches are still far from being able
to perfectly extract the cognitive and affective information associated with nat-
ural language and, hence, often fail to meet the golden standard of human an-
notators.

The main aim of this work is to build possibly the most comprehensive re-
source of common and common sense knowledge in order to perform a domain-
independent clause-level analysis of Chinese opinions and sentiments on the Web.
Previous attempts to build a similar resource have been made by HowNet [17],
an online common sense knowledge base unveiling inter-conceptual relations and
inter-attribute relations of concepts as connoting in lexicons of the Chinese and
their English equivalents, and ConceptNet55. Such knowledge bases, however,
simply contain common sense knowledge and lack common knowledge, which
is particularly useful for the sentiment analysis subtasks of topic and feature
spotting.

3 Building the Knowledge Base

In standard human-to-human communication, people usually refer to existing
facts and circumstances and build new useful, funny or interesting information
on the top of those. This common knowledge comprehends information usually
found in news, articles, debates, lectures, etc. (factual knowledge) but also prin-
ciples and definitions that can be found in collective intelligence projects such
as Wikipedia6 (vocabulary knowledge).

However, when people communicate with each other, in fact, they also rely
on similar background knowledge, e.g., the way objects relate to each other in
the world, people’s goals in their daily lives and the emotional content of events
or situations. This taken for granted information is what we call common sense,
obvious things people normally know and usually leave unstated.

5 http://conceptnet5.media.mit.edu
6 http://en.wikipedia.org
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3.1 English Common Knowledge

Attempts to build an English common knowledge base comprehend both re-
sources crafted by human experts or community efforts, such as WordNet [18],
a lexical knowledge base of about 25,000 words grouped into an ontology of
synsets, or Freebase [19], a social database of 1,450 concepts, and automatically-
built knowledge bases, such as WikiTaxonomy [20], a taxonomy of about 127,000
concepts extracted from Wikipedia’s category links, or ProBase7.

ProBase contains about 12 million English concepts learned iteratively from
1.68 billion web pages in Bing8 web repository. The taxonomy is probabilistic,
which means every claim in ProBase is associated with some probabilities that
model the claim’s correctness, ambiguity, and other characteristics. The proba-
bilities are derived from evidences found in web data, search log data, and other
available data. The core taxonomy consists of the “IsA” relationships extracted
by using syntactic patterns such as the Hearst patterns [21]. For example, a seg-
ment like “artists such as Pablo Picasso” can be considered as a piece of evidence
for the claim that ‘pablo picasso’ is an instance of the concept ‘artist’.

3.2 English Common Sense Knowledge

One of the biggest projects aiming to build a comprehensive common sense
knowledge base is Cyc [22]. Cyc requires knowledge engineers working on some
specific languages, and contains just 120,000 concepts as this is labor inten-
sive and time consuming. A more recent project is Open Mind Common Sense
(OMCS), which has been collecting pieces of knowledge from volunteers on the
Internet since 2000 by enabling the general public to enter common sense into
the system with no special training or knowledge of computer science. OMCS
exploits these pieces of common sense knowledge to automatically build Con-
ceptNet, a semantic network of 173,398 nodes (Fig. 2). WordNet contains very
detailed descriptions of every word’s various senses but it does not include enough
generalWeb information. ProBase, which provides more concepts, includes pieces
of knowledge that match general distribution of human knowledge. ConceptNet,
in turn, contains implicit knowledge that people rarely mention on the Web,
which is a good complementary material to ProBase.

To this end, in this work we blend ProBase and ConceptNet and, hence, build
a comprehensive knowledge base that can be seen as one of the first attempts
to emulate how tacit and explicit knowledge are organized in human mind and
how this can be exploited to perform reasoning within natural language tasks.
Providing a machine with a database of millions of common and common sense
concepts, in fact, would still be not enough for it to be intelligent: it needs to be
taught how to handle this knowledge, retrieve it when necessary, make analogies,
and learn from experience [23].

7 http://research.microsoft.com/probase
8 http://bing.com
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Fig. 2. ConceptNet represents the information in the Open Mind corpus as a directed
graph where nodes are concepts and labeled edges are assertions of common sense that
interconnect them

3.3 English Common and Common Sense Knowledge

In this work, we focus on IsA relationships to build a semantic network of com-
mon knowledge, which we call Isanette (IsA net) [24]. It represents hyponym-
hypernym relationships as a 2,715,218× 1,331,231 matrix having instances (e.g.,
‘pablo picasso’) as rows and concepts (e.g., ‘artist’) as columns. Performing rea-
soning on Isanette as it is, however, is not very convenient as it is a very large and
fat matrix that contains noise and multiple forms, since all of the evidences are
automatically extracted from the Web. To this end, we firstly clean it by apply-
ing different NLP techniques and, secondly, enhance its consistency and further
reduce its sparseness by adding complementary common sense knowledge.

We build Isanette out of 23,066,575 IsA triples extracted with the form
<instance, concept, confidence score>. Before generating the matrix from these
statements, however, we need to solve two main issues, namely multiple word
forms and low connectivity. We address the former issue by processing both sub-
jects and objects of triples with OMCS lemmatizer, which groups together the
different inflected forms of words (different cases, plurals, verb tenses, etc.) so
that they can be stored in Isanette as a single item. In case of duplicates, we
simply consider the triple with higher confidence score. As for Isanette’s connec-
tivity, if we want to apply dimensionality reduction techniques on it in order to
find similar patterns, we would like the matrix to be as less sparse as possible. To
this end, we firstly want to get rid of hapax legomena, that is instances/concepts
with singular out-/in-degree.
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These nodes can be useful for specific tasks such as finding the meaning of
uncommon instances or give an example of a rare concept. For more general
reasoning tasks, however, hapax legomena are very bad as they enlarge dimen-
sionality without providing overlapping information that can be useful for finding
similar patterns and perform analogies. In this work, we choose to discard not
only hapax legomena but also the other nodes with low connectivity, in order to
heavily reduce Isanette’s sparseness.

In particular, we used a trial and error approach and found that the best
trade-off between size and sparseness is achieved by setting the minimum node
connectivity equal to 10. This cut-off operation leaves out almost 40% of nodes
and makes Isanette a strongly connected core. Moreover, we exploit dimension-
ality reduction techniques to infer negative evidence such as ‘carbonara’ is not a
kind of ‘fuel’ or ‘alitalia’ is not a ‘country’, which is very useful to further reduce
Isanette’s sparseness and improve reasoning algorithms.

3.4 Chinese Common and Common Sense Knowledge

As a subsumption common knowledge base, Isanette lacks information like a
‘dog’ is a ‘best friend’ (rather than simply an ‘animal’) or a ‘rose’ is a kind of
‘meaningful gift’ (rather than simply a kind of ‘flower’), that is common sense
that is not usually stated in web pages (or at least not that often to be ex-
tracted by Hearst patterns with a high enough confidence score). To overcome
this problem, we enrich Isanette with complementary hyponym-hypernym com-
mon sense knowledge from ConceptNet. In particular, we extract from the Open
Mind corpus all the assertions involving IsA relationships with a non-null confi-
dence score, such as “dog is man’s best friend” or “a birthday party is a special
occasion”. We exploit these assertions to generate a directed graph of about
15,000 nodes, interconnected by IsA edges [25].

To merge this subsumption common sense knowledge base with Isanette, we
use blending [26], a technique that performs inference over multiple sources of
data simultaneously, taking advantage of the overlap between them. Blending
combines two sparse matrices linearly into a single matrix in which the informa-
tion between the two initial sources is shared. This alignment operation yields a
new strongly connected core, C ∈ Rm×n, in which common and common sense
knowledge coexist, i.e., a matrix 340,000 × 200,000 whose rows are instances
such as ‘birthday party’ and ‘china’, whose columns are concepts like ‘special
occasion’ and ‘country’, and whose values indicate truth values of assertions.

The last step to build our knowledge base for Chinese sentiment analysis is to
effectively translate the pieces of English common and common sense knowledge
so far obtained into Chinese. Because Isanette contains a lot of multiple-word
concepts, a word-based [27] or a phrase-based [28] machine translation tech-
nique would not be suitable. Hence, we go for a fuzzy syntax-based model [29]
(Fig. 3). Such technique exploits the GHKM algorithm [30] for extracting (min-
imal) string-to-tree translation rules from a triple (f , et, a), where f is the
source-language sentence, et is a target-language parse tree whose yield e is the
translation of f , and a is the set of word alignments between e and f .



444 E. Cambria et al.

Fig. 3. A sample string-to-tree translation operated by the adopted fuzzy syntax-based
model. Rules used are listed on the right.

The basic idea of GHKM is to obtain the set of minimally-sized translation
rules which can explain the mappings between source string and target parse tree.
The machine translation technique adopted, in particular, uses fuzzy matching
to calculate similarity. While 0-1 matching assigns similarity 1 for exact matches
and 0 for mismatch, and likelihood matching directly utilizes the likelihood to
measure the similarity, we go one step further by adopting a measure of deep
similarity, computed using latent distributions of syntactic categories.

Huang et al. [31] proposed this method to compute the similarity between
two syntactic tag sequences, used to impose soft syntactic constraints in hier-
archical phrase-based models. Analogously, we borrow this idea to calculate the
similarity between two syntax-augmented machine translation (SAMT) syntac-
tic categories, and then apply it to calculate the degree of matching between a
translation rule and the syntactic category of a test source string for purposes
of fuzzy matching.

Such procedure, termed deep similarity matching, allows to represent each
category by a real-valued feature vector, instead of directly using SAMT-style
syntactic categories. With the real-valued vector representation for each SAMT-
style syntactic category, the degree of similarity between two syntactic categories
can be simply computed as a dot-product of their feature vectors. This compu-
tation yields a similarity score ranging from 0 (totally different syntactically) to
1 (totally identical syntactically), which ultimately allows a better translation
of multi-word concepts from English into Chinese.

4 Conclusions and Future Work

In this work, we blended together English common and common sense knowledge
and used an augmented string-to-tree model to effectively translate such knowl-
edge into Chinese, in order to build probably the most comprehensive resource
for Chinese sentiment analysis.
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In the future, we plan to carry out a thorough evaluation of the resource, which
is currently underway. Further research studies are now planned to investigate if
a better trade-off between size and sparseness of the resource can be found. At
the same time, we plan to explore multi-dimensionality reduction techniques to
perform reasoning on the knowledge base.

Even if we manage to teach a machine 15 million and such things, in fact,
it will still be not enough for it to be intelligent: it needs to be taught how
to handle this knowledge, retrieve it when necessary, make analogies, and learn
from experience.
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Abstract. Rapid growth of blogs in the Web 2.0 and the handshaking between 
multilingual search and sentiment analysis motivate us to develop a blog based 
emotion analysis system for Bengali. The present paper describes the 
identification, visualization and tracking of bloggers’ emotions with respect to 
time from Bengali blog documents. A simple pre-processing technique has been 
employed to retrieve and store the bloggers’ comments on specific topics. The 
assignment of Ekman’s six basic emotions to the bloggers’ comments is carried 
out at word, sentence and paragraph level granularities using the Bengali 
WordNet Affect Lists. The evaluation produces the precision, recall and F-Score 
of 59.36%, 64.98% and 62.17% respectively for 1100 emotional comments 
retrieved from 20 blog documents. Each of the bloggers’ emotions with respect 
to different timestamps is visualized by an emotion graph. The emotion graphs 
of 20 bloggers demonstrate that the system performs satisfactorily in case of 
emotion tracking.  

Keywords: Emotion, Tracking, Blog, Bengali WordNet Affect. 

1 Introduction 

Human-machine interface technology has been investigated for several decades. 
Scientists have found that emotion technology can be an important component in 
artificial intelligence [20]. Recent research has placed more emphasis on the 
recognition of nonverbal information, and has especially focused on emotion reaction. 
Though emotions are not linguistic things, the most convenient access that we have to 
them is through the language [22].  

Nowadays, in the Natural Language Processing (NLP) communities, several research 
activities on sentiment and/or emotion analysis are in full swing. Sentiment of people is 
important as it has great influence on our society. Recently, the identification of the 
temporal trends of sentiments on different topics has drawn attention of NLP 
communities [8] [6]. The perspectives of sociology, psychology and commerce along 
with the close association among people, topic and sentiment motivate us to investigate 
the insides of emotional changes of people over topic and time [29]. 

In psychology and common use, emotion is an aspect of a person's mental state of 
being, normally based in or tied to the person’s internal (physical) and external 
(social) sensory feeling [30]. The determination of emotions expressed in the text is 
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itself a challenging issue as emotion is not open to any objective observation or 
verification [19]. Moreover, the same textual content can be presented with different 
emotional slants [9]. Hence, the actual challenge lies in the identification of the true 
emotional stances from text [1].  

On the other hand, emotion analysis is becoming a recent sub discipline at the 
crossroads of information retrieval [21] and computational linguistics [25]. 
Information is concerned not only with the topic of a document but also with the 
emotion it expresses. It has a rich set of applications such as tracking users’ emotion 
about products or events or about political candidates as expressed in online forums, 
customer relationship management, stock market prediction, social networking etc. 

Emails, weblogs, chat rooms, online forums and even twitter are being considered 
as the affective communication substrates to analyze the reaction of emotional 
catalysts. Blog is becoming one of the crucial communicative and informative 
repositories of text based emotional contents in the Web 2.0 [13].  The reason may be 
the explosive growth of the social media content on the Web in the past few years. 
Many blogs act as the online diary of the bloggers reporting daily activities. 
Sometimes, blog posts are annotated by other bloggers. The blog is therefore 
considered in our present attempt for analyzing the reactions of users’ emotions 
associated with various timestamps. 

The present task involves the identification, visualization and tracking of bloggers’ 
emotions with respect to time. The blog posts are collected from the Bengali web blog 
archive. The sections of the bloggers’ comments for a given topic contain nested tree 
like structures along with distinguishable and useful information regarding individual 
blogger such as document identification number (#docid), section (#sectionid) and 
timestamp (#tid). The topic and comments with respect to each of the bloggers are 
visually represented based on the timestamp. The emoticons and their corresponding 
emotion tags are stored manually in a separate knowledgebase and are used for 
sentential emotion tagging. 

It is said that sentiment is typically a localized phenomenon that is more 
appropriately computed at the paragraph, sentence or entity level granularities [14]. 
Thus, we have identified Ekman’s [7] six basic emotions from the bloggers’ 
comments at sentence and paragraph level granularities using the information of word 
level constituents. The word level lexical information was acquired from the Bengali 
WordNet Affect Lists [5]. The lexicon based baseline system achieves the precision, 
recall and F-Score of 59.36%, 64.98% and 62.17% respectively while evaluating 1100 
emotional sentences. It was observed that the baseline system suffers due to the 
presence of inflected Bengali surface words in the text. Therefore, we have employed 
an open source Bengali shallow parser   for identifying the root forms of the words. 
The morphology based baseline system was improved by achieving the average F-
Score of 3.13% with respect to all six emotion classes. We have considered the 
individual comment section of a blogger as a separate paragraph. Thus, the sentence 
level emotions that are acquired from word level are assigned to the corresponding 
comment sections at the paragraph level. 

The cumulative emotions acquired from the user comments at a particular time 
instance are termed as emotional intensity. The emotional intensities with respect to a 
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specific blogger are ordered based on the temporal ordering of the associated 
timestamps. Based on such temporal ordering, the emotions of a blogger are 
represented using a graph. The time based plotting of the emotions in graphical 
structure shows the change of emotions with respect to a specific blogger as well as 
the change of emotions for different bloggers on the same topic at the same or 
different timestamps. The manual evaluation of the tracking through emotion graphs 
shows that the system satisfactorily demonstrated the tracking of bloggers’ emotions.  

The rest of the paper is organized as follows. Section 2 describes the related work. 
The acquisition of bloggers’ information from the nested comment sections is 
discussed in Section 3. Automatic emotion tagging of the bloggers’ comments and 
evaluation are described in Section 4. The generation and analysis of emotion graphs 
are discussed in Section 5. Finally, Section 6 concludes the paper. 

2 Related Work 

Major studies on Opinion Mining and Sentiment Analysis have been attempted with 
more focused perspectives rather than fine-grained emotions [18]. A related study of 
sentence level emotional affinity was carried out using emotion lexicon and 
handcrafted rules [15]. Whitelaw et al. [23] constructed a lexicon that provides 
appraisal attributes for terms. The authors have used them as features for 
classification along with the bag-of-words model. Leopold et al. [12] has shown that 
the pre-processing steps like stemming and lemmatization have been found to be 
detrimental to classification accuracy. In contrast, the present technique based on the 
Bengali WordNet Affect Lists has been improved by incorporating morphological 
knowledge into account. 

Yahoo! Kimo Blog was also used as corpora to build emotion lexicons [26] [27] 
[28]. In their studies, emoticons were used to identify emotions associated with 
textual keywords. We have also prepared a similar type of knowledgebase for storing 
the emoticons and their associated emotion tags. Opinion mining at word, sentence 
and document levels from news and web blog articles classifies the blog posts into 
topic and genre independent manner [11]. We have explored the potentiality of 
emotional words towards sentence and paragraph level granularities.   

In case of tracking and visualization, Mishne and de Rijke [17] proposed a system, 
MoodViews to analyze the temporal change of sentiment. MoodViews analyzes 
multiple sentiments by using 132 sentiments used in LiveJournal. Although our 
concept of the emotion graph is similar to MoodViews, we focus on temporal 
relations between bloggers’ comments associated with similar or different types of 
emotions. Havre et al. [10] proposed a system called ThemeRiver that visualizes 
thematic flows along with time-line. Although our approach is different from 
ThemeRiver, we focus on visualization of emotion flows of the bloggers on a given 
topic based on time. The temporal sentiment identification from social events has 
been carried out in [8]. In contrast, we have explored the visualization and tracking of 
the bloggers emotions in Bengali instead of considering any coarse grained sentiments 
(positive or negative).  
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But, all the above-cited works have been at-tempted for either English or Chinese. 
Recent study shows that non-native English speakers support the growing use of the 
Internet   and the rapidly growing web users from multilingual communities focus 
the attention to improve the multilingual search engines on the basis of sentiment or 
emotion. Under the domain of multilingual sentiment analysis, work has been carried 
out for several European languages. Mihalcea et al. [16] explore the possibility of 
rapidly developing resources in the target language by relying on the resources in 
English whereas Banea et al. [2] creates lexicon for sentiment analysis in Romanian 
using a bootstrap method. 

To the best of our knowledge, Bengali is the sixth popular language in the world, 
second in India and the national language of Bangladesh. Though the emotion 
analysis task for Bengali has been started [3], at present, no work on emotion tracking 
has been carried out for Bengali or for any Indian language. The present task and 
methodologies would help in the development of emotion analysis systems for other 
Indian languages as well. 

3 Pre-processing of Corpus 

The blog documents are retrieved from the Bengali web blog archive [31] and are 
stored in the format shown in Figure 1. Each of the blog documents is assigned a 
unique document identifier (docid#) followed by a section devoted for topic and 
several sections devoted for different users’ comments. Each comment section 
consists of several nested and over-lapped sub sections that also contain the bloggers’ 
comments. Each of the comment sections of an individual blogger is uniquely 
identified by the notion of section identification number (secid#). Each section 
contains the user identification number (uid#) and the associated timestamp (tid#).  
 

-<DOC docid = xyz> 
       +<Topic>…. </Topic> 
       -<User Comments id=UC1> 
              -<U uid=1, tid=t1, secid=UC1>….   
                   -<U uid=2, tid=t2, secid=UC1.1>…</U>  
                   -<U uid=3, tid=t3, secid=UC1.2>…</U>  
                          -<U uid=1, tid=t4, 

secid=UC1.2.1>…</U> 
                         …. 
                      </U> 
         </User Comments> 
       +<User Comments id=UC2> 

       +<User Comments id=UC3>  
        … 
</DOC> 

 

Fig. 1. General structure of a blog docu-ment 
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All the comment sections (identified by the tag <User Comments id=UC#>) in the 
individual blog documents refer to a single topic. However, in the present task each 
comment section has been considered as a separate unit by assuming that no inter 
emotional impact exists among the various comment sections within a single blog 
document.  

We have considered the individual comment section as separate paragraph that 
contains several emotional sentences. The sentences that are present in the bloggers’ 
comment sections were already annotated during the development of Bengali 
emotional blog corpus [4]. Hence, by default, each of the comment sections is 
assigned with all types of emotions that are present at the annotated sentences of that 
section. A total of 1100 emotional sentences on eight different potential topics 
(Comics, Politics, Sports, Movies, Music, Buzz, Short Stories and Miscellaneous) 
with respect to 20 different bloggers are considered for conducting our present 
experiments. 

A portion of the whole annotated blog corpus [4] containing 20 blog documents 
with 1100 sentences is considered in the present task. Each sentence of the corpus was 
annotated with the emotional components such as emotional expression 
(word/phrase), intensity, associated holder and topic(s). Ekman’s six emotion classes 
(anger, disgust, fear, happy, sad and surprise) along with three types of intensities 
(high, general and low) were considered for the sentence level annotation. As the 
sentences were collected from the blog posts, the writers of the blog posts are 
assumed as the default additional emotion holders [25]. The document level topic and 
corresponding bloggers’ comments are retrieved, filtered from the blog documents 
and stored in XML file format as shown in Figure 2.  

 

Fig. 2. XML structure of a blog document 

The whole system is represented by several user friendly interactive interfaces. The 
first step is to select the target blog document from the blog archives. The comments 
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of each of the bloggers in the selected document are separated based on the #uid 
information. Separately, a knowledge base (as shown in Table 1) for the emoticons 
was also prepared by experts after minutely analyzing the Bengali blog data. Each 
image link of the emoticon in the raw corpus was mapped into its corresponding 
textual entity in the tagged corpus according to their proper emotion types using this 
knowledge base. The knowledgebase has also been used during the emotion tagging 
of the sentences by considering each of the emoticons as a separate word.  

Table 1. Knowledge base for emoticons 

              Emoticon Tags 

      , :-) <emo_icon_happy>      happy 
      , :-S <emo_icon_sad>        sad 
     :-@, :-a <emo_icon_ang>        anger 
     :-$, :-D <emo_icon_dis>         disgust 

     :’(, :-F <emo_icon_fear>        fear 
     :-O, :-P <emo_icon_sur>        surprise 
      , :-| <emo_icon_ntrl>        neutral 

 
Our aim is to identify the bloggers emotions at various timestamps from the 

comment sections provided with respect to a topic. Therefore, we have passed the 
sentences of the bloggers’ comments to a lexicon based emotion tagging system for 
identifying the sentence and paragraph level emotions. 

4 Emotion Tagging Based on Bengali WordNet Affect 

The emotion tagging system is based on the lexical words found in the Bengali 
WordNet Affect Lists (Beng_WAL) [5]. The Beng_WAL has been developed from the 
affect wordlists already available in English. It is organized in six basic emotion 
classes such as anger, disgust, fear, joy, sadness and surprise. The representation of 
the emotional words and synsets of the Beng_WAL is as follows (in Figure 3). 

 

Fig. 3. Example of a Translated Bengali Synset 

If a word in a sentence is present in any of the Bengali WordNet Affect lists; the 
sentence is tagged with the emotion label corresponding to that affect list. The 
evaluation of the baseline system based on the Beng_WAL is shown in Table 2. It has 
been observed that the baseline system suffers from the identification of the lexical 
keywords as the Bengali words are morphologically rich in nature. Thus, we have also 
incorporated an open source morphological analyzer in our baseline system. Thus, the 
algorithm has been modified a bit. If any word is not found in any of the six lists, each 
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word of the sentence is passed through the morphological process to identify the root 
form which is again searched in the Bengali WordNet Affect lists. If the root form is 
found in any of the six Bengali WordNet Affect lists, the sentence is tagged 
accordingly. Otherwise, the sentence is tagged as non-emotional or neutral.  

The average F-Score of the baseline system has been improved by 3.13% with 
respect to the six emotion classes after incorporating the morphology. It has been 
observed that due to the fewer number of word level instances in some of the affect 
lists (e.g., fear, disgust, surprise), the performance of the system gives poor results 
even after including the morphological knowledge. The comparative results of the 
baseline and morphology based systems for 1100 test sentences were shown in Table 
2. It has been observed that though the morphological system outperforms the 
baseline, both the systems sometimes fails to capture the emotional expressions 
inscribed in sentences. The reason may be the metaphoric use of emotion or the 
ungrammatical structure of some blog sentences. The system suffers due to the lexical 
coverage of the Beng_WAL in handling the colloquial words and idioms. 

Table 2. Precision (Prec.), Recall (Rec.) and F-scores (FS) (in %) of the Baseline and 
Morphological systems for six emotion classes on the test set 

Categories Baseline Morph 
Prec. Rec. FS FS 

anger 61.32 67.17 63.54 67.32 
disgust 53.44 62.07 57.89 60.12 
fear 57.78 65.66 62.84 66.08 
joy 65.36 69.59 67.42 69.77 
sadness 64.21 67.31 65.02 68.21 
surprise 54.09 58.10 56.33 60.34 
Average 59.36 64.98 62.17 65.30 

 
The evaluation results of the baseline and morphology based systems show that 

both the systems perform satisfactorily for the simple sentences containing single 
emotional expression. The error analysis suggests that not only the rich morphology 
but also the free phrase order nature of Bengali restricts the baseline system to capture 
the metaphoric presence of the emotions. The baseline system suffers in 
disambiguating the emotions for complex and compound sentences, as no full-fledged 
dependency parser is available in Bengali. 

The emotion tagging system tags the emotional sentences of the bloggers’ 
comments. All the sentence level emotions are assigned at paragraph level. It has been 
observed that different emotions are associated with different paragraphs or comment 
sections associated with different timestamps. Thus, we planned to analyze the 
emotional changes of a blogger with respect to time and emotions of different 
bloggers on a given topic at the same or different timestamps. 
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5 Generation of Emotion Graph 

Ekman’s six different emotions are tagged at the sentence level. By hypothesis, 
temporal relations also exist among the comments that are associated with ordered 
timestamps. The emotions between each of the timestamps are represented using a 
graphical format. The paragraph level emotions acquired from the user comments are 
represented based on the temporal relations provided by the timestamps. Considering 
each and individual bloggers’ section as a separate paragraph, the sentential emotions 
are assigned at the paragraph level. As the comment sections with respect to a single 
blogger are ordered according to the associated timestamps, the emotions are also 
represented based on the timestamps. 

The number of emotions present in the individual comment sections is used for 
emotional intensity. The X axis and the Y axis in the emotion graph represent the time 
and emotion intensity respectively. Six separate colors are used for showing six 
emotions in the generated graph (as shown in Figure 4). The manual evaluation of the 
generated emotion graphs for 20 bloggers shows that the system performs 
satisfactorily in tracking emotions with respect to time. 

 

 

Fig. 4. Emotion Graph of a blogger with respect to the associated timestamps 

6 Conclusion 

In the present work, we have reported our work on identification and tracking of 
bloggers’ emotions from Bengali blog documents. An emotion tagging system along 
with the lexical word level keyword spotting technique has been described in this 
work. From the overall analysis, it is observed that the approach can be applied for 
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other Indian languages. The metaphorical analysis concerning genre of the corpus to 
identify sentence level emotions are the future areas to be explored. More emotion 
annotated data is required to improve the performance of the system as well. Though 
the system performs satisfactorily in case of tracking emotions of the bloggers, the 
dependency among the bloggers’ emotions is to be analyzed for capturing the reasons 
of emotional changes. The hypothesis of the present model will be used in future for 
developing a topic driven emotion tracking model. 
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Abstract. The paper presents a question-answer approach to programming of 
designer activities during collaborative designing of software intensive systems. 
Efficiency of a conceptual work can be essentially increased if the human part 
of the work will be fulfilled as an execution of a special kind of programs by 
“intellectual processors” which use models of question-answer reasoning. Such 
approach was investigated and evolved till an instrumental system providing the 
pseudo-code programming of intellectual processors combined with computer 
processors.  

Keywords: Conceptual designing, precedent, pseudo-code programming, ques-
tion-answering, reasoning, software intensive systems. 

1 Introduction 

The development of software intensive systems (SIS) is an activity the specificity of 
which is being reflected in a sufficient measure by the technology «Rational Unified 
Process» (RUP) [1].  The specificity includes the following features: 

• collective activity of designers which fulfill different actions by playing corre-
sponding roles (architect, system analyst,  programmer and many others) in frames 
of definite scenarios; 

• normative modeling of such activity in the form of workflows the typical units of 
which are tasks with guides for their repeated decisions; 

• usage by designers several hundred  of typical tasks (for example, in RUP about 
500 units only for conceptual designing) the enormous quantity of examples of 
which should be decided collaboratively in the coordination; 

• necessity to generate by designers the  new ideas and to solve creatively new tasks 
(not only typical tasks) which evolve their personal and collective experience. 

The list of specific features can be continued but the named of them are sufficient for 
explaining the author suggestions described below. First of all one can agree that 
activities of the designers connected with their work with enormous quantity of typi-
cal and creative tasks, should be automated.  
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Many approaches and instrumental means for the automation of such work are ex-
isted and used.  For example in RUP the automation is being supported by the usage 
of the networking access to the Experience Factory the units of which (templates, 
guides and the others) are being applied in decisions of current tasks. Except of that 
the specialized toolkit is accessible on any workplace of designers group. But all of 
these means do not contain means of programming for the tasks being solved on a 
conceptual stage of designing. 

The extremely low degree of success in the development of SIS (a little more 30%) 
indicates that new approaches and means are needed for the positive changing of the 
existed situation [2]. One of directions of the positive change can be connected with 
the creation and usage of means for programming the designer activity especially in 
the conceptual designing. By the other words, the degree of automation will be posi-
tively increased if the designer will play the role of the “processor” which executes 
the programs managing the designer activity. 

In this paper such role of the designer is being named as an intellectual processor 
(I-processor) the essence of which is constructively defined below. Executing of this 
role is supported by a system WIQA (Working In Questions and Answers) which 
provides the collaborative execution of workflows by the group of I-processors and 
corresponding computer processors (K-processors) in the client-server medium [3]. 

2 Related Works 

The idea of the designer model as I-processor is inherited by the author from a set of 
publications [4], [5] and [6] where described the model human processor (MH-
processor) as an engineering model of the human performance in solving the different 
tasks in real time. 

The especially known application of the MH-processor is Executive Process-
Interactive Control (EPIC) described in detail in [6]. Means of EPIC support the pro-
gramming of the human interaction with the computerized system in the specialized 
command language Keystrok Level Model (KLM). A set of basic KLM actions in-
cludes the following operators: K ‒ key press and release (keyboard), P ‒ point the 
mouse to an object on screen, B ‒ button press or release (mouse), H ‒ hand from 
keyboard to mouse or vice versa and others commands.  MH-processor is defined [4] 
as a system of specialized processors which solve the common task collaboratively. 
One of these processors is a cognitive processor providing mental reasoning the type 
and content of which are not specified.  

It is necessary to underline that I-processor is similar to MH-processor and in-
cludes the cognitive processor also. But the existence and work of this component of 
I-processor are revealed through reasoning of the question-answer type. This feature 
is one of the main differences between MH-processor and I-processor. Another im-
portant difference is a set of basic commands which includes typical commands of the 
pseudo-code algorithmic language. There are two ways for managing the designer 
activity the one of which is based on question-answer reasoning (QA-reasoning) 
which is registering by designers in WIQA and coming back to support the work of  
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I-processors. The second way is aimed at the creation of pseudo-code programs being 
executed by I-processors.  

Moreover, interactions of I-processor with K-processor are being implemented in 
WIQA with the usage of a model of QA-reasoning as in its free form so in pseudo-
code program form. QA-reasoning in all versions of their usage supports the interac-
tion of designers with own experience and with its computer models. 

3 Question-Answer Reasoning 

The choice of QA-reasoning as the basic form for I-processor is determined by the 
intention to model the dialog nature of consciousness. For that the implicit  
QA-reasoning accompanying the cognitive processes inside I-processor should “be 
translated” and transferred to K-processor as an obvious QA-reasoning.  Attempts to 
support the dialog nature of reasoning should help in the coordination of human-
computer interactions in the collaborative work of I-processor and subordinated        
K-processor.  

Ensuring of the named coordination implements by means of WIQA aimed at 
modeling and using of QA-reasoning in conceptual decisions of tasks in the develop-
ment of SIS. The other useful interpretation of WIQA is a QA-processor which pro-
vides the collaborative work of I-processors and corresponding K-processors. 

Combining of processors is schematically presented in Fig. 1 which is inherited 
and adapted from Fig. 1 of the ACM SIGCHI Curriculum for Human-Computer In-
teraction [7].  

 

 
 
 
 
 
 
 
 

Fig. 1. General question-answer scheme of CHI 

In scheme the question is understood by the author as the natural phenomenon 
which appears (in human brains) at the definite situation when the human interacts 
with the own experience. In this case the „question“ is a symbolic (sign) model of the 
appropriate question. Used understanding helps to explain the necessity of fitting the 
„question“ in QA-processes. Implicit questions and answers exist in the reality while 
„questions“ and „answers“ present them as sign  models. 

Any unit of QA-reasoning in WIQA presents the decision of the corresponding 
task and therefore such unit is implemented as the question-answer model (QA-
model) of this task. In general case the task can include subtasks each of which  
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presents by the own QA-model. In current time of the development process all solved 
and solving tasks with their QA-models are registered in the server of WIQA and any 
component of the tasks tree or any QA-model is accessible to any designer at the cor-
responding client place. Such components as interactive objects are visually accessi-
ble (for I-processors) through the interface form presented in Fig. 2. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Presentation of QA-reasoning 

This form fulfils the role of an inter-mediator between I-processor and QA-
processor. The interface language of WIQA is Russian therefore fields of the screen-
shot are marked by labels. Any K-processor has the access to the content of the tasks 
tree and QA-models through direct requests to QA-database or with the use of object-
relational mapping (C# classes). 

4 Precedents as Basic Form of Designer Activity 

The intention to increase the success of the SIS development by the collaborative 
work of I-processors (used corresponding K-processors) should take into account the 
suitable presenting and modeling the units of the designer behavior. On a deep per-
suasion of the author the precedents should execute functions of such units. 

Any activity is a naturally-artificial process created on the base of a definite set of 
precedents the samples of which are extracted from the appropriate experience and its 
models. Such role of precedents is explained by the following definition: “précédents 
are actions or decisions that have already happened in the past and which can be re-
ferred to and justified as an example that can be followed when the similar situation 
arises” [8]. There are causes for belief that models of precedents (as units of experi-
ence) are based on “natural programs” (N-programs) created on the natural language 
in its algorithmic usage (N-language). 

One can notice that precedents are the natural form of the behavior for their reuse 
by the human. Such naturalness should be inherited in program models of precedents 
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which should be being created on an algorithmic language similar to N-language. In 
the author opinion the class of pseudo-code programming languages (P-languages) is 
a better class of algorithmic languages for creating of programs (P-programs) for 
design precedents (DP). In WIQA each precedent is connected with the decision of 
the definite task in the definite “place” of the tasks tree of the SIS designing. 

The use of the precedent as a basic unit of the human interaction with own sur-
rounding demands to choose or build adequate patterns for precedents representations. 
In describe case the appropriate patterns should provide the intellectual mastering of 
precedents and their natural using by designers in their collaborative work. The neces-
sary model for the definite precedent (and DP also) can be created on the base of the 
following logical scheme (pattern):  

 

 
 
 
 
 
 
 
 
 

This logical pattern is a human-oriented scheme the human interaction with which 
activates the internal logical process on the level of the second signal system in hu-
man brains.  

But the designer interaction with this precedent model is only one type of actions 
which are useful for the usage of DP in designing. Therefore DP-models need to cre-
ate on the base of the framework which integrates a number of useful patterns. Such 
framework investigated by author is presented in the Fig. 3 where the logical scheme 
plays the role of the framework kernel. 

 

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Structure of precedent model 

This integral model includes the following useful components of precedent models: 
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creation, PL ‒ adequate logical formula, PG ‒ graphical (diagrammatic) scheme(s), 
PQA ‒ question-answer model, PI ‒ source code and PE ‒ being executed code. All of 
these components are included to the typical materialization of the precedent sample 
in the knowledge base (precedents base) of WIQA. 

The important part of the logical scheme is a reaction plan of the designer(s) be-
havior which should be coded in the precedent model for the future reuse. Very often 
the scheme of such behavior is presented as the plan of the reaction. If the plan in-
cludes conditions and-or cycles then, its text is better to write in the pseudo-code lan-
guage similar to the natural language in its algorithmic use. In this case the reaction 
plan will have the form of P-program. 

The difference of P-programs for I-processor from programs for K-processors and 
from programs for EPIC can be shown (as typical example) by the following instruc-
tion fragment provided the task analysis in its stepwise refinement: 

P: “QA-analysis of task”: 
O1.Create the initial statement T(Z)of the arisen task Z. 
O2. Include copy of the initial statement T(Z) to the 
list LT of texts waiting their analysis. 
O3. Take the first text T from the list LT for its analy-
sis 
O4. Extract (and formulate)the next question Q from the 
text T. 
O5. Include the extracted question Q to the list LQ of 
questions. 
O6. If “extraction is not finished” then goto “O3”. 
O7. Reorder list LQ for rational formulating the answers 
O8. Take the first question Q from the list LQ 
O9. Formulate answer A for taken question Q 
.  .  .  .  .  . .  . .  .  .  .  .  .  . 
O14. Exclude text T from list LT 
O15. If “analysis is not finished” then goto “O3” 
O16. End 

This example indicates that the work is fulfilled by the human who uses computer 
assistants. Let’s mark that the reaction plan in the form of P-program is being created 
often as a technique for solving the major task of the corresponding precedent.  

The other important task in precedent reuse is connected with the search of the 
suitable model including its choice in a set of alternatives. Hence, a set of effective 
and handy means should be accessible for designers for writing and fulfilling  
P-programs supporting the work of designers with precedents models and their com-
ponents.  

Means of I-processor should support QA-interactions of the human with the prece-
dent in its reuse process.  The major part of such interactions consists of the execution 
of P-programs embedded to the current precedent sample. The main executor of P-
programs is the designer who fulfills the role of I-processor. 
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5 Question-Answer Processor 

The system WIQA has been developed previously as QA-processor for the conceptual 
designing of the SIS by the method of conceptual solving the project tasks [3]. This 
method is based on the stepwise refining and QA-reasoning which are being evolved 
in the frame of incremental designing.  

Processor WIQA has been implemented in several versions. Elaborations of two 
last versions were based on architectural views of QA-model and the usage of the 
repository, MVC, client-server and interpreter architectural styles.  

Moreover in created versions have been used object-oriented, component-oriented 
and service-oriented architectural paradigms.  

One of the last versions named as NetWIQA has been programmed on Delphi 6.0 
and the second version (named as WIQA.Net) has been created on C# at the platform 
of Microsoft.Net 3.5. 

The structure of WIQA, its functional possibilities and positive effects are de-
scribed in the publication [3]. The features of WIQA are reflected by its general com-
ponents structure presented in Fig 4.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Components structure of WIQA 

One of the latest application helps to designers to create and use models of prece-
dents with of embedded actions. Pseudo-code programming means are implemented 
as plug-ins which supports the writing of pseudo-codes in QA-model forms and their 
interpreting or compiling in interactions with DP-models. 

6 QA-Means of Pseudo-code Programming 
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actions of the designer with the corresponding precedent. In WIQA the normative 

Basic components of WIQA 

Editors: text
&graphics 

Orgstructure Web-shell 

Simulator of expert 
system 

Library of    
patterns 

Means of evolving 
(components, data, agents) 

Translators of 
pseudo-codes 

Visualization 
means 

Base of    
Precedents 

Plug-ins of Application 

QA-database 



464 P. Sosnin 

 

way for interactions is QA-reasoning. Hence is better to adapt the means of            
QA-reasoning for their use in pseudo-code programming (P-programming). For such 
adaptation it is necessary to find the ways for emulations (with the help of              
QA-reasoning) data and operators of the appropriate language of P-programming. The 
first step of the realized emulation (in WIQA) is presented in Fig. 5.  
 

 
 

 
 
 
 
 
 
 

 

Fig. 5. Object-relation mapping of QA-database unit 

This step includes the object relational mapping of necessary units which are cho-
sen in QA-database for presentations of data and operators in P-programs. After map-
ping any line of source code of P-program s existed as an object (class) formed at C#. 
Such materialization of the line inherits all attributes of the appropriate unit (“task” Z, 
“question” Q, “answer” A or the unit of the others subtypes) in QA-database. Moreo-
ver, this set of attributes can be expanded by additional attributes {AAi} which can be 
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utes”. So except the field “description” for writing the line of the source code this line 
has a number of useful normative attributes (type of line “N”, unique index name 
“NJ”, owner of unit, time of last changing and the others) and additional attributes 
(for example, for the data unit its type and other corresponding characteristics). The 
usefulness will be increased if the presentation of any data or any operator of P-
programs includes two connected parts which correspond to “question” and “answer”. 
Objects with named features are defined in WIQA as QA-model of data (or shortly 
QA-data). 

In order to underline that QA-data is used for writing the lines of the source code  
in P-programs the subtypes “D” , “O” and  the corresponding subtype “V” (value) for 
data and operators were included to the set of types of QA-data.  While D-lines and 
O-lines are used for descriptions the V-lines are used for registering the values for 
variables and facts of executions of operators. 
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6.2 Medium of P-programming 

Means for P-programming have been developed and embedded to WIQA as its evolu-
tion. The creation and use of P-programs are being fulfilled in the operational medium 
presented in Fig. 6.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Operational medium for P-programming 

Creating of the definite P-program is beginning from the choice of the point in the 
tasks tree and the declaration of the new task for this program. The index name of this 
task (1) will be used as the initial address for computing the index names for any line 
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Any P-program in any its state can be load (6) to the interpreter for the execution. 
Any executed operator of P-program is visualized in the special area (7) of the inter-
preter and in any time the designer can declare the new synonym for the chosen key-
word (8). There are other useful possibilities accessible for the designer in the main 
interface forms presented above in Fig. 3. 
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Source code of 
P-program

Editor of P-programs 

Indexation

Interpreter of P-programs

Main interface form

P-program

Executed operator 

Synonyms 

System of interruptions 

Tasks 

P-program 

(1)

(8)

(4)

(5)

(7) 

(6)

(6)

(2) 

(3)

human 

questions 

answers 

I-processor 



466 P. Sosnin 

 

7 Conclusion 

This paper represents new means of programming which are aimed at increasing the 
effectiveness of the designer activity. Such means based on QA-reasoning widely 
used in conceptual solutions of project tasks. Programming of the conceptual activity 
helps to increase the level of its automation and by that to reduce quantity of semantic 
faults and defects in designer solutions. The suggested means manage the designer 
who should fulfill the role of I-processor working under control of P-programs in 
decisions of typical project tasks. 

The offered means are adapted at understanding of the designer activity as the 
work based on precedents. Therefore P-language is defined and built as the object-
oriented language the potential of which is sufficient for the expression of the neces-
sary semantics. P-programming is being applied as to the precedents already mastered 
by designer and for the precedents being created during designing.  

Possibilities of P-programming are implemented in the instrumental system WIQA 
supported the work of designers with the precedent base in the corporate network. 
Means of P-programming include the interpreter of P-programs for their execution by 
designers and the compiler of P-programs for the computer execution. The offered 
means have confirmed the practical usefulness in the development of a number of 
SIS, including “Multi-agent system for simulation of surrounding the sea vessel” and 
“Question-answer expert system for ship collision avoidance”. Means of                   
P-programming was used for developments plug-ins “System of human-computer 
interruptions” and about 400 guides embedded to WIQA and also for the creation a 
set of P-programs for a number of specialized systems. 
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Abstract. AIDA stands for animation and images to develop algo-
rithms. It is a languge of algorithmic CyberFrames, Animation Scenes,
and CyberFilms within the Filmification modeling (F-modeling) environ-
ment where pictures and moving pictures are used for the representation
of features of computational algorithms and data structures. Generic pic-
tures of the algorithmic super-characters are used to compose compound
pictures defining algorithmic steps. The generic and compound pictures,
as well as their series, are developed and acquired in special galleries
of an open type where supportive pictures of embedded clarity annota-
tions are also included. The acquisition is oriented to enhancing users
perception, comprehension and cognition within works on developing
application models, corresponding algorithms and programs. In this pa-
per, a general scheme of the F-modeling environment on data/knowledge
acquisition and examples of pictures from the galleries are presented. A
new case of such acquisition related to program in pictures for the sparse
matrix-vector multiplications is also presented and some technigues for
creating embedded clarity annotations are explained.

Keywords: programming in pictures, Algorithmic CyberFilm, AIDA.

1 Introduction

Intelligence of software for computational engineering, as for other computa-
tional fields, is usually based on a collection of decision support technologies
for application researchers and practitioners in creating reliable models and cor-
responding programs, and in performing relevant experiments and simulations.
The aims of the technologies are to enable people for making faster and better
decisions, as well as for producing robust solutions. Such technologies are embed-
ded in languages of specification and modeling, in special supportive tools and
unified environments, as well as in some systems of data/knowledge acquisition.
Roughly, these languages, tools, and systems can be divided to two subsets: one
with orientation to make decisions instead of users and another with orientation
to help users in making their own decisions (see, for example, [1-5]). In fact, a
majority of the technologies include features of both types with some prevalence
of one of them.

One of ways to support the application programmers in their decisions is so-
lutions enhancing their perception, cognition, and comprehension abilities. This

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 467–476, 2012.
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is abilities to integrate, analyze, and act on large amounts of data from vari-
ous sources at once [6]. Existing programming environments based on UML and
other diagrams are still not easy with abstract, necessity to possess specific skills
for putting together different views, and with understanding dynamical processes
through static structures [7-8]. In addition, they are not so good in displaying
large amounts of data to be useful for enhancing the above mentions abilities.
Among examples of some successful enhancing, analogical representations of pro-
grams, a semiotic analysis of comics and self-assembling tiling can be mentioned
[9-10]. A variety of papers where the concept of putting human needs first is
applied and where a necessity for uniting scientific and artistic sides to obtain a
balance between usefulness and attractiveness of technologies can also be pointed
[11]. Another important thing of the software intelligence is related to forms of
data/knowledge acquisitions within the corresponding environments and tools.
In conventional programming environment such acquisitions are usually reduced
to adding new items in libraries of components, classes and/or procedures. These
items of black-box types are useful in general, but not so supportive in enhancing
perception, cognition, and comprehension abilities of the users.

AIDA language and its F-modeling environment support pictures and mov-
ing pictures as super-characters for representing features of computational algo-
rithms. Within this approach some ”multidimensional data spaces” are traversed
by ”fronts of computation” and necessary operations are performed during these
traversal processes. Generic pictures of the algorithmic super-characters are used
to compose compound pictures (called Algorithmic CyberFrames) defining algo-
rithmic steps. Compound pictures are assembled into special series of Algorith-
mic CyberScenes and an Algorithmic CyberFilm. AIDA stands for animation
and images to develop algorithms and, as a Japanese word with meaning re-
lated to space/time, points to some closeness of forms representing models and
algorithms. Research results and experiments with representing various types of
algorithms in pictures, etc., which are a background of AIDA concepts, can be
found in [12-16] and other papers. AIDA is a language of modeling, coding, and,
in some part, documentation.

In this paper we consider some intelligent aspects of AIDA and its environ-
ment with a focus on data/knowledge acquisitions which have influence on users
perception, comprehension, and cognition abilities. To present our methods of
enhancing the abilities, we select a type of most difficult pictures which can be
involved within such acquisitions. These pictures are related to a sparse matrix
format and an algorithm of sparse matrix vector multiplication.

2 AIDA Programming: A Brief Overview

As we have already mentioned in the Introduction, AIDA language is a basis
of the F-modeling environment where pictures and moving pictures are used
as super-characters for more direct representation of features of computational
algorithms and data structures. There are compound pictures to define algo-
rithmic CyberFrames and generic pictures to define the contents of compound
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GR, PD[    ]= GR[            ]; P[    ]= node(     )
GR, PD[    ]= GR[            ]; P[    ]= node(     )

GR, PD[    ]= D[    ] + 1; P[    ]= node(     )
GR, PD[    ]= D[    ] + 1; P[    ]= node(     )

-1
-1

-1
-1

S

GR
D[    ] =  
GR[            ]; GR

D[    ]= D[    ] + 1; P[    ]= node(     )

Main View

Algorithmic Dynamics 
View

Algorithmic Command 
View

Algorithmic Interface 
View

?
?

?

?
? ?

?

?

Fig. 1. A structure scheme of AIDA program format

pictures. Compound pictures are assembled into special series of Algorithmic
CyberScenes and an Algorithmic CyberFilm. Fig.1 depicts a structural scheme
of AIDA program format. The top-right series of frames represents Main (Inte-
grated) view of an algorithm. Many super-characters involved in the view are
intuitively understandable and do not require serious efforts for memorization.
However, some of them are not so intuitively understandable. In addition, dif-
ferent people can have different levels of cognition and perception. To enhance
the comprehension of the super-characters and their compositions, each picture
of the Main view frames is supported by corresponding meaning annotation (in
Fig. 1 pointed by a question mark) and/or by a series of frames of the bottom
layer views. On the bottom layer there are Algorithmic Dynamic, Command
and Interface views. They are also to clarify (if necessary) meaning of corre-
sponding super-characters. Series of frames of Dynamics view clarify meaning of
CyberScene super-characters by presenting animation of CyberScene skeletons
(space data structures and traversal schemes of computational flows on these
structures). Series of frames of Command view disclose some details related to
application values of variables and formulas (actions) that are attached to the
space-time points of the skeletons. Series of frames of Interface view represent
extended vision of input/output operations that define the algorithmic interface
with external world, as well as how a software component based on the algorithm
should look from outside. It is important to note that each frame and/or a series
of frames of the bottom layer views can have their own embedded clarity anno-
tations. For example, a template program in C++, implementing computations
presented by animation of Dynamic view, can be displayed as such annotation.
Another example is special cover compound pictures which can be put before
and/or after a series of CyberFrames to clarify their semantics as a whole.

In fact, the Main view is a compact (integrated) combination of algorithmic
features presented by the bottom layer views. The language of this view, that is
a set of super-characters and rules of their composition within CyberFrames, is
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a very-high level language which, in a sense, can be used independently for pro-
gramming and generating the executable code. All other views and annotations
are involved only on demand. This means that after some practice with this
language the users can define algorithms and perform numerical experiments
without watching algorithmic skeleton animations and other view CyberFrames,
and without reading various types of the embedded clarity annotations.

Within the F-modeling environment, the application users usually do not cre-
ate frames, algorithmic skeletons and necessary template programs, but take
and assemble them from galleries (libraries). For these users, the programming
is reduced to defining sizes of the space structures, declaring variables on these
structures, specifying operations on traversal nodes, including input/output op-
erations, and attaching new annotations. An essential aspect of the environment
is various opportunities for users to present important features of their applica-
tion models, including features of possible input parameters and corresponding
simulation algorithms. Very often, such features do not have a direct influence
on the code generation, but very useful for readability and understandability of
AIDA programs. Immediate access to these features simplifies visual debugging
of the programs, modifications and maintenance of them, as well as inspections
of external examiners.

3 Current Forms of Data/Knowledge Acquisition
in F-Modeling Environment

Intelligent aspects of the F-modeling environment are based on a collection of
the following decision support technologies:

– An open set of algorithmic super-characters and editors of CyberFrames
– CyberScenes and editors of CyberFrame series
– Template programs of CyberScenes
– Algorithms of automatic checking the compatibility of different views
– Code generation from CyberFilm specifications
– Galleries and clarity annotations
– Libraries of CyberScenes, CyberFilms, and template programs.

All these technologies are based on some types of data/knowledge acquisition be-
ing implemented through extensions of the galleries and ontology type libraries.
Editors, checkers, and the code generator (all together) can be considered as
Unified Knowledge Management system designed to take into account such ex-
tensions. The acquisition is not performed through independent adding a piece of
information resources (a super-character, a CyberFrame or a CyberFilm) into a
gallery or a library with consequent attaching links (associations) to other pieces,
but through simultaneous adding a cluster of the pieces oriented to a few dif-
ferent galleries and libraries. This means that from very beginning intra-cluster
links are designed to efficiently perform some predefined operations and tasks. In
general, F-modeling environment is developed as Active Knowledge (Electronic)
Book where users can quickly find necessary information resource, understand it
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and immediately use (re-use) for new goals. Now the data/knowledge acquisition
for this book is performed by the environment developers. End users can also
make some contributions but only under special refereeing control.

AIDA type representations have been applied to a large variety of algorithms
including algorithms on general graphs, trees, pyramids, particles-in-cells, as well
as to sequential and parallel matrix multiplications, solving algebraic and partial
differential equations, cellular automation-like algorithms, etc. This experience
was used to create basic versions of the galleries and libraries. In this paper we
consider a new algorithm to show applicability of our approach once more and
to disclose how pictures are created for acquiring by our galleries and how AIDA
can become more specialized for operations with sparse matrices.

4 Sparse Matrix-Vector Multiplication in the AIDA
Integrated View

There are a number of formats for the sparse matrix representation [17]. In
this case study we use the Yale format where three one-dimensional arrays are
involved to define the sparse matrix content. Fig. 2 presents some explanation of
this format and Fig. 3 shows an AIDA integrated view of sparse matrix-vector
multiplication. In this program there is a declaration section and an algorithmic
section. The declaration section consists of two top rows declaring five 1-D space
structures and one 0-D space structure of the algorithmic activities. In addition,
on each 1-D structure an integer variable is declared (A, C, R, V, M on structures
st1, st2, st3, st4, and st5, respectively) and a size of the corresponding structure
is pointed. The 0-D structure of name st0 is defined for some activity, but no
variables are associated with it.

For given m by k sparse matrix B having n0 nonzero elements, the following arrays are applied:

- A of length n0 contains the nonzero elements of sparse matrix B, stored contiguously in the row-major order,

- R, an integer array of length m+1 where R[i] contains the index in A of the first nonzero element of row i.
  Row i of the original matrix extends from  A[R[i]] to A[R[i+1]-1],

- C, an integer array of length n0 contains the corresponding column numbers of each nonzero element  of A.

7  0  9  0
0  0  0  2
0  3  0  4
0  0  2  0

A = [7 9 2 3 4 2]

R = [0 2 3 5 6]
C = [0 2 3 1 3 2]For a 4 by 4 sparse matrix B = the arrays are:

Fig. 2. A sparse matrix format

The algorithmic section consists of seven rows representing three subsections
for the input of initial data, the sparse matrix-vector multiplication, and the
output of the result. The input subsection includes two scenes represented by
two icons (and three rows). The first icon represents three types of activity on
space structures st1, st2, and st3. Each activity is defined by operations presented
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in corresponding rows to right of the icon. They are the inputs of initial values
for variables A, C, and R. Before each input there is a micro-icon of a triple-circle
which points places of algorithmic activity in the space structures and informs
that operations of each activity are defined as collective ones where all nodes of
the same color are involved as a whole for each operation. For example, the first
operation defines the collective input of A for all nodes of the st1 structure from
a txt-file. The input operation has two attributes to show a source of the getting
data (in this case, it is a file micro-icon) and a specific name (ID) of the data item
(in this case, it is A.txt). In a case of applying one-circle micro-icons, operations
of the activity are defined as individual ones where each node of the same color
is involved independently (performs the same operation in parallel). In a similar
way, the second icon represents one type of activity on space structure st4. This
is to input values of V from a V.txt. To see dynamical features (of the algorithm)
which are behind the scene icons, that is space structures and flashing nodes of
activity within the structures, the corresponding scene animation can be called.

The subsection of the sparse matrix-vector multiplication is presented by one
scene icon requiring the specification of three operations. Two operations (on
half-flashing nodes) are related to decision making operations about which nodes
have to be involved at the next step of computation and which type of involve-
ment is expected. The first half-flashing operation assigns a node for data reading
(for contour-flashing activity) in the st2 structure if the number (column) of the
node is greater than the value of R on the left contour-flashing node in the st3
structure and if this number is also less or equal to the value of R on the right
contour-flashing node in the st2 structure. The second half-flashing operation
assigns a node for data reading in the st4 structure if the number (row) of the
node is equal to the value of C on a contour-flashing node of the st2 structure.
The third operation to be specified for the scene icon is the dot product, the sum
of multiplications of appropriate pairs, of A and V on the contour-flashing nodes
in structures st1 and st4. The micro-arrows under the SUM sign show that the
nodes for the pairs from the structure st1 are selected in the left-to-right style
and the nodes from the st4 structure are selected in the top-to-down style. The
result of the dot product is assigned to variable M on full-flashing nodes of struc-
ture st5. To see how the space structures are involved and where the operations
have to be specified, the scene CyberFrames can be displayed (on the same or
on the second monitor) as a set of tiled pictures of Fig. 4 or as corresponding
animation.

The output subsection includes one scene represented by a corresponding icon.
This icon requires one type of activity to be specified on nodes of space structure
st5. This specification is done in the corresponding row after a micro-icon of the
triple-circle to right of the icon. This is to output the results of computation
(variable M) to a monitor by a collective operation on nodes of structure st5. In
general, the format of input/output operations has left and right sides. The left
side is for defining a receiver (target) of data and the right side is to define sender
(source) of data. An arrow frame pointing to the left and embracing this type
of operations is to support the operation perception. Generic pictures (icons)
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Fig. 3. AIDA Integrated view of sparse matrix-vector multiplication

of super-characters in the Integrated view are supported by special annotations
explaining their meaning (as it is provided by this section text) and, for scene
icons, by animation (as it is shown in the next section).

5 Sparse Matrix-Vector Multiplication in the AIDA
Dynamic View

The Algorithmic Dynamic view is a series of CyberFrames representing dynam-
ical features of computation behind the scene icons of the Integrated view. For
each icon of the input/output subsections, such features are presented by one
CyberFrame where all nodes of a 1-D space structure are flashed. So, the most
important part of the skeleton view is the dynamics related to the third icon rep-
resenting the matrix-vector multiplication without input/output and depicted by
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Fig. 4. AIDA Dynamic view of sparse matrix-vector multiplication

Fig. 4. In Fig. 4 the series of CyberFrames is started with a cover CyberFrame
representing the scene icon, space structures involved and parameters related
to their sizes, as well as some text explanation of why they are involved. The
cover CyberFrame does not have any influence on the code generation, but is
used to simplify understanding the other CyberFrames and to check compati-
bility of the space structure mentioning here and in the integrated view. It can
also be supported by auxiliary frames of embedded clarity annotation. For ex-
ample, it can be a text-based explanation of sparse matrix format presented by
Fig.2. After this cover frame there are twelve steps of computation represented
by twelve CyberFrames. The CyberFrames show a skeleton of the algorithm by
displaying three types of activity which should be defined on the space structures
(appropriate flashings are applied if the tiles are observed as animation).

The first type is represented by the half-flashing nodes of the st0 structure;
a corresponding operation has to define places and types of activity at the next
frame. Some arrows at the next frame show them and are interpreted as as-
sume that these are decisions of the half-flashing operation from the previous
frame. CyberFrames 1,2,4,5,7,8,10, and 11 are related to the first type of ac-
tivity. The second type is represented by the counter flashing nodes pointing
space positions where data are available for reading. For example, in the first
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CyberFrame the half-flashing is related to the decision operation based on data
from two left nodes of structure st3. All CyberFrames have nodes related to data
for reading, however, in frames 2,5,8, and 11 they are not attractively depicted
because of the gray-white format of the paper. The third type is represented by
the full flashing nodes where data are available on reading and writing. Cyber-
Frames 3, 6, 9, and 12 are related to this type of activity performed on nodes
of structure st5. For example, in CyberFrame 12 this type of activity is defined
for the bottom node of structure st5 where corresponding operation can read
data from contour-flashing nodes of structure st1 and st4. The Dynamic view
is some explanation of the computational scheme (the traversal of the space
structures) based on a limited number of nodes in the structures. To enhance
such explanation, the CyberFrames have some background/foreground images
to clarify computational steps based on activity of the half-flashing type. These
images include some comments to operations on decision making, including il-
lustrative data at nodes and in nodes, as well as special arrows showing relations
between the illustrative data and conditions for selecting the next frame activity.
The illustrative numbers inside nodes are to make reference to possible values
of variables on these nodes and the illustrative number at nodes are to make
references to possible positions of the node involved. Usually, such images do
not have influence on the code generation, but are important for understanding
algorithms. This technique is also used for CyberFrames of the Integrated and
other views. In addition to the background/foreground images which are explic-
itly integrated into the CyberFrames, there are additional images of embedded
clarity annotations which are called on demand. The editors of the CyberFilm
programming environment provide necessary support to users for attaching the
explicit and implicit annotations.

6 Conclusion

AIDA programming is a process of assembling a set of visual super-characters
into series of compound pictures to represent different algorithmic features. In
this paper we have shown how generic and compound pictures can be created
to be included into F-modeling environment galleries and how they should be
supported by embedded clarity annotations and the algorithmic dynamic view.
A scene icon of sparse matrix-vector multiplication has been introduced and the
integrated and dynamic views as series of compound pictures have been created.
A template program implementing a traversal scheme on nodes of sparse ma-
trix structures has been added into the corresponding library. To enhance users
perception of the pictures and views, 1) a cover frame (supported itself by an
embedded clarity annotation) for the dynamic view as a whole and 2) special
comments images and illustrative data at and in structure nodes on independent
frames have also been created. The annotations and comments introduced don’t
have influence on the code generation, but can be really supportive in under-
standing meaning of picture based algorithms including operations with sparse
matrices.
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Abstract. The goal of this paper is to define the platform specifications dealing 
with medical information sharing both from research viewpoint and in terms of 
local health care. The purpose of this research work is based on doctor - patient 
relationships: VDS - Virtual Medical Doctor System. At this stage the platform 
is only used for scientific purposes. 

In particular, we assume the integrated design of the platform based on dif-
ferent levels (layers), which may be interconnected through the information 
flows (or links). The first level (the lower) involves the construction of a VDS 
platform. Based on this system it is possible to foresee a number of extensions 
such as social network for scientific research design, and risk analysis tool. 

Keywords: Doctor-patient relationship, VDS, Virtual Medical Doctor System, 
Human user interaction, Action decision model. 

1 Introduction 

The present work is focused on designing and developing a decision support system 
tool able to analyse data collected from different sources. One of this application is 
developed in medical field with VDS (Virtual Doctor System) developed in medical 
field applications. Starting our study from the existing data source and discover other 
data sources in order to make a more complete and exhaustive analysis. One main 
point is the interaction with medical Doctors to extract the knowledge base and  
criteria to be implemented on the system. Since the heterogeneity of collected data a 
creation of different separated Data Mart including specific data for each expected 
analysis typology is built. At the end a part of this system will be implemented in an 
Open Source Software called Pentaho used as a Proof of Concept of this study. 
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In order to achieve this goal the following steps are carried out based on these es-
sential steps:  

• Requirements analysis and collection; 
• Data sources identification;  
• System design; 
• Proof-of-concept implementation. 

2 Research Conceptual Foundations and Methodology 

Italy and Japan have two very different cultures, however, they have many similarities 
in the way they consider elderly people. Japan and Italy share the same strong rela-
tionships among family members, both have great respect for old parents and very 
often elderly are going to pass many of the last years of their life under the direct care 
of their beloved ones. This situation is resulting in needs of more domicile care for the 
elderly and a distributed assistance to be performed by Medical Doctors (MD). These 
MD are often generalist and very few ones have received special training for geriatric 
treatments. When one of their elder patients requires special assistance (i.e. urology) 
they send him to a clinic or to a specialist resulting in an extra cost for care and in a 
waste of time as well as in a source of stress for the patient. 

Vast majority of the patients requires more health monitoring and screening espe-
cially in particular situation (i.e. summer time, flu pandemic exploits, etc.) where they 
are more vulnerable. In exceptional situations such as natural disasters (i.e. earth-
quakes, floods, etc.) elderly people needs to be located, assisted and supported with a 
special care since they’re often limited in mobility and because of their critical health 
conditions. More the increase of the average age of the population pushes the cost of 
the healthcare assistance higher and higher causing politics to seriously consider more 
budgets cuts as only solution to a rapidly increasing of welfare costs with MD and 
hospital struggling to guarantee an average level of service to the elderly. In a few 
words, today, elderly people are only seen, by politics, as an increasing source of 
problems resulting in a bad feeling for younger generation. Japan share with Italy the 
same awareness of the problem, both they have seen their population to became older 
and welfare costs are continuously increasing the National Debt (225% of the GP for 
Japan and 118% for Italy) and both known that this situation may only became worst: 
more elderly, more needs of assistance, more money for healthcare, less money for 
investments, less opportunity to grow the economy, less feeling for a better future, 
less money to have children to young couples resulting in an increase of the average 
age of the population: a vicious loop. 

This loop could be interrupted by increasing the level of assistance to the elderly 
reducing at the same time the cost for it providing a new technology able to act simul-
taneously in three directions: 

1. Increase the screening and monitoring level of the health conditions of the elderly 
people, allowing early warning on possible pathologies (i.e. prostatic cancer, Alz-
heimer, hypertension, diabetes, etc.) . 
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2. Provide direct assistance to elderly people (diagnosis, psychological support, 
treatment monitoring. 

3. Provide support in case of natural disaster by providing for most vulnerable pa-
tients: identification of their health conditions, clinical and psychological support 
as well a immediate point of contact with a MD that make them feeling not aban-
doned. 

This paper is focused on the development of a possible technology able to provide the 
above-mentioned actions. 

The methodology decision support tool is based on doctor - patient relationships 
that is very well expressed in the Japanese study of Virtual Medical Doctor System.  
In particular, we assume the integrated design of the platform based on different lev-
els (layers), which may be interconnected through the information flows (or links) as 
presented in the following figure 1. 

• The first level (low) involves the construction of a VDS platform that will act as 
the core of the entire technology.  

• VDS will have an avatar base interface (a) able to create a realistic representation 
of the patient both form the physical and the psychological point of view (b), the 
avatar based interface will be responsible to create an empathy (d) among the pa-
tient and the MD (real or simulated one) necessary to guarantee the perfect model-
ling of the real patient health condition. 
 

 

Fig. 1. Logical Scheme of the platform 

Japanese VDS is designed to provide two main ontologies: physiological (vital da-
ta) and psychological (mental data) representation of the patient, Italian team will ad a 
third one specifically designed to represent the environmental condition of the patient 
living situation (i.e. pollution, radiation, temperature, humidity, noise, etc.). This sys-
tems will allow the possibility to remotely monitor the conditions of the patient from 
a single, and even a distributed, point of control. Real Medical Doctors (MDs) will 
monitor initially the conditions of the patients and, using the mental cloning metho-
dology, will be possible to create a complex decision support system (DSS) able to 
support MDs to address patients correctly. The main purpose of this project will be 
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not to substitute MDs but to help them to deal with more patients more effectively 
providing first level screening and a single point of contact with their patients. A pa-
tient will have its well known and trusted avatar as representation of his MD and  
beyond him several MDs and specialist will monitor him reducing the stress of visit-
ing several MDs when a specialist will be necessary. This system has also a self im-
provement and a learning loop since the knowledge base will be constantly improved 
by adding more and more medical records and more and more cases. This huge 
amount of medical records will be also available for researcher since various patients 
will be correlated with their physiological and environmental living condition result-
ing in a complex Virtual Clinic with thousand of patients under monitor. Based on 
this system is possible to foresee a number of extensions such as social network for 
scientific research designing, a platform for investigating possible pandemic scenario 
or simply a coordination point for delivery healthcare remotely in case on natural 
disaster. 

This point is very well addressed considering its technological design: based on 
Cloud Computing and designed to take advantages from portable devices (i.e. Android 
OS), this application will have great potential in case of a natural disaster. Within few 
hours from the event is possible to re-establish 3G networks allowing elder patients to 
connect back to the VDS. A scared, and potentially injured patient, could connect back 
to its MD avatar, communicating his vital, mental and environmental parameters and 
receiving first aid instruction, psychological support (i.e. I am not alone, some one is 
taking care about me, etc.) and inform relatives about his current conditions. At the 
same time MDs, supervising the VDS, from a safe place (and potentially distributed) 
could be addressed on the more critical patients leaving general support to the non criti-
cal ones directly to the Knowledge Based Artificial Intelligence. 

3 The VDS and Related Technologies 

The VDS system is designed to work together with the corresponding human medical 
doctor in comprehensive coherency using the VDS before to outpatient diagnose and 
after to classify these diagnosis into classes. So called Simple cases classes could be 
addressed directly by VDS that would take conclusion and set the diagnosis procedure 
and appropriate action (e.g., issue drugs to the patient) supervised by the MD using a 
set of reports. More Complicated cases will require to have the MD to participate in 
the final decision. In such cases, the system sends the diagnosis reports to the MD and 
provides an appointment to the patient in the hospital queue. The system reads the 
queue data at the management centre of the hospital reception assigning the patient to 
the MD queue, if the Doctor later found that the assignment was appropriate (check 
mark OK) then the system learned that the decision is appropriate, however, by cer-
tain feedback from the doctor the system can learn from the doctor’s feedback. The 
system will provide a window at the doctor office for performance evaluation in order 
to enforce the learning procedure for the system and, at the same time, such evalua-
tion would provide an effective learning mechanism to increase the reasoning proce-
dure for the diagnosis. Another important issue will be related to the MD Profiling.  
 



 Improving Healthcare Using Cognitive Computing Based Software 481 

 

Using MD Profiling it will be possible to create different specific representation of the 
various MD, as in real life. Since knowledge management would be based (i.e., 
mimic) on a specific Medical Doctor (i.e. Dr. John Doe), therefore, it would be stored 
in a specific Ontology Management System. So when another MD will doing the 
outpatient diagnosis (i.e. Dr. Jack Smith) then his profile of decision making related 
to that Doctor would be used (i.e., recalled). In this way will be possible to accurately 
mimic and categorize various physicians’ actual practices. The VDS System would to 
simulate patient - doctor interactions using a virtual face (avatar) of an actual MD 
with pre- assigned virtual version of that medical doctor able to communicate and 
interact with the patient.  The actual facial real-time created images of the MD will 
be synchronized with a spoken language in the same style of the actual physical doc-
tor is created. The style mimics the actual doctor emotional expression as well his/her 
diagnosis style. Also the MD speaks in natural accent with emotions based on the 
patient mental mode, estimated by the patient profile (age, gender, ego data), and 
his/her situation automatically measured by data resembles (blood pressure, body 
weight, body temperature, and thermal analyzer), at the same time several environ-
mental variable will be collected in order to create a broader view of the patient living 
situation. These devices are assembled to the patient desk chair where it would sit on, 
allowing measurements to be collected and transferred through network connection to 
the virtual doctor system.  

Of course the diagnosis and treatment done by the VDS will be strongly based on 
the actual diagnosis and guidelines specified by real doctor and validated on based 
scenarios collected in advance. Such specification, which will be specifically made 
under Medical supervision, will be implemented in the VDS using specific Syntax 
Languages that is an open standard for representation of medical knowledge. In such 
ways the MD diagnosis guidelines are represented as a collection of medical logic 
modules (MLMs): each MLM will represents a single decision that is grouped into 
three categories: maintenance, library, and knowledge used by the inference engine to 
better mimic the MD attitude and diagnosis.  

4 System Description 

4.1 Analysis and Requirement Collection 

Requirement Analysis play a fundamental role developing the system and it will  
characterize the architecture and data organization. We will conduct a careful system 
requirement analysis through existent documentation of the VDS and a series of in-
terview at doctors and/or biologists to better understand analysis parameter and ex-
pected results. We will also conduct a study in order to gather, to organize, and to 
analyse parameters from the environmental context that VDS will provide us. The 
output of this phase will be a document specification used as guideline in order to 
develop this work. Requirements play an important role so we must understand and 
use each domain application specific term.   
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4.2 Data Source Identification 

During this phase is essential to know where data are stored and how can be used 
inside the DW. Different data can be extracted from different source with different 
technology and different representation model. Each data knowledge of stored data. 
Fundamental principle of data warehousing is the concept of integrated data that al-
low us to transform general data into end user useful information. This result will be 
obtained through reconciliation process that consist of integration, cleaning and trans-
forming all available data in a consistent manner. 

4.3 System Design 

Design phase will be divided into different steps: 

• First phase we design the backend, that consists of ETL (Extract Trans for Load) 
modules. 

• In the second step we conceptually design the DW, data organization and structure 
data into the DW. Main study of this part will be dimension analysis and attribute. 

• In the third step we have to logically design the DW, to choose the Star or Snow-
flake structure and the dynamicity of each dimension in a proper manner. 

• Last step is the system design analysis from OLAP, through Mining and Reporting 
depending on requirements. 

4.4 Proof-of-Concept Implementation 

At the end of this research study, we will use all the specifications gathered during 
requirements collection to make some real cases analysis hypothesis; this is useful in 
order to provide wide and complete view of system functionalities and to obtain the 
Proof of Concept. 

5 Design of a Decision Model Tool 

The first step of research activity will concern the VDS network and validation of its 
operations through the implementation and testing in medical care areas, at the pub-
lic/private laboratories. Patients and MDs specific behaviours as well as with some 
critical situations, related to the definition of patient's diagnosis parameters, will be 
tested in both countries: Japan and Italy pointing out similarities and differences. 

Following the VDS Validation and Verification phase against real-life situations, 
VDS will be used to train doctors, using the platform as a simulation environment, 
providing Physiological, Psychological and Environmental data of real and simulated 
patients to the MDs. The VDS will be validated with reference to real case studies in 
an experimental campaign specific for each country; it will be tested to assess the 
impact on various  performance measurement such as: reduction of waiting times in 
the laboratory, variation of user number in queue, variation of service's level and 
readiness of medical answers for some diseases like flu, bronchitis and other diseases 
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that do not require specialist visits. In addition it will be tested the possibility of using 
the system to route through specialist if the investigated parameters are not aligned 
with those characteristic of normal situations, or can not be restored to normality by 
simple medical knowledge. 

A further development is related to the design of platform extensions in order to 
enable: 

1. Collection and acquirement of new knowledge about new therapies or new dis-
eases. 

2. Collection and acquirement of information from the field about symptoms related 
diseases diagnosed. 

3. Collection and acquirement of new knowledge of possible side effects about ther-
apy 

4. Remote monitoring about patients’ current health condition in case of an emer-
gency or a natural disaster, case classification, first-aid support. 

5. Simulation on possible effects of pandemic infections (i.e. SARS, A1-N1, etc.) on 
most fragile population. 

This research work will extend the VDS original Ontology by adding more informa-
tion regarding the environmental variables. In this way the VDS will be enabled also 
to increase the number of parameters used by VDS to perform processing and to 
monitor the phenomena identifying the possible environmental hazards (i.e. pollution, 
radiation, etc.). 

In the first case we might expect to collect in the layers the geospatial information 
that will enable the VDS to expand its knowledge correlating this information in the 
form of cause/effect diagrams as well as performing regressive analysis. In the second 
case, depending on the symptoms experienced by the patient or from the diagnosis 
made in a specific period in a certain area, it will be possible to aggregate this infor-
mation and make analysis of correlations (with events that occurred) to study phe-
nomena and, potentially, to forecast the possible evolution. The design of these layers 
will necessarily assume the use of an appropriate simulation approach enabling the 
possibilities of a multi-scenarios analysis. 

It's clear that these applications will affect the design of platforms for sharing the 
research ideas, like social networks, which may share information through blog and 
forums. The platform may share experiences of different national and international 
scientific communities in the field Medical creating a network with existing plat-
forms. The scientific documentations, such as papers published in various scientific 
panel, diagnostic studies and data might be contained in the cloud environment, 
shared and accessible to researchers in order to enhance the quality of the DSS’s in-
ternal inference engine. Beside the core, made by VDS, this project would like to 
define a platform where researchers may have access, upon registration, with an abil-
ity to modify and to upload the results of the latest innovations in medical science 
and, at the same time, where other users, such as operators and local medical officials 
may have easy access to check for updates and various international experiences link-
ing to the results obtained using the VDS as a “Virtual Clinic” in order to help MD to 
identify best experiences and/or drugs to cure and to prevent certain forms of disease. 



484 R. Revetria et al. 

 

6 Case Study 

Since the Italian Health Care expenses are always constantly increasing this implies 
the necessity that such expenses must be controlled. It means that having a model tool 
able to help in managing for a great amount of these healthcare expenses is very im-
portant. In addition, considering the great number of elderly people in Italy as regards 
the whole Italian population our study focus on build a model at low cost able to 
manage from home all patients having pathologies where hospitalisation isn’t re-
quired , but such patients can be managed in “remote” manner from a system-model 
able to satisfy the user and to solve associated problems. 

This users-patients target, as it will be analysed, in normal conditions enters in 
health care emergency system trying to receive answers, but instead always in the 
critical patients management path are included, implementing a resources waste of 
healthcare system. 

The following data are showed depending on patients age target, kind of 118 emer-
gency calls system, and so forth are referred to Liguria Region regards 2008 year 
(only 2010 for Savona province). To implement this analysed model on an area such 
Liguria region is very significant since the high percentage of elderly people living. 

At the present time: 

• great reduction of financial transfers from central administration; 
• need to found new asset in order to manage the hospitals healthcare expenses;  
• excess of  “required” healthcare services; 
• absence of charge for medical health services eliminating the value perception to 

the system itself; 
• absence of a “filter” system to the patients directly sent to the hospital  rather than 

an absence of minimum culture of self-management of more banal symptoms and 
pathologies manageable at home; 

• media aiming to “dramatize” situations of medical need; 
• absence of synchronization of system and diagnostic process; 
• duplication of diagnostic tests, time and resources waste in the patient management 

during its investigation path on its disease state; 
• over esteem trend to the diagnostic investigation; avoiding accurate differential 

diagnosis (since emergency department resources are overwhelmed),  but the use 
of as many as possible clinical test hoping to find the problem in a probabilistic 
way through the big amount of the carried out  clinical test. 

Outcomes: 

• lot of resources waste in patient handling from home to the hospital; 
• overburdened of diagnostic services and patients afferent departments (DEA emer-

gency room), overcrowding phenomenon; 
• great increase of medical health expenses not targeted to patient treatment and to 

the effective improvement of itself.  

Patient path from the problem perception to its resolution. 
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At the present time, every system and organization managing (118 Emergency call, 
doctors on duty) information flow of medical support applicant knows that in the 
majority of cases, the problem is perceived heavy from the user (red and yellow codes 
for the 118) doesn’t correspond to the real patient clinical state. 

This absence of criticality is highlighted even before the beginning of hospital di-
agnosis process, but from the arrival on the site (patient home) of basic means of aid  
(bma) or advanced  means of aid (ama). 

 

Fig. 2. Route of the patient from the problem to its solution 

The particular impact of elderly people for emergency requests highlights that al-
ways is an “help” request. 

With “help” the customer need to be supported , as for example on advices on as-
sumed drugs dosage, reassured as to the over esteemed symptomatology, it means 
readdressed to a more correct self assessment of its perceived health state, is intended.    

Case study: 
It is considered a patient relatively elderly and normally in therapy for pathologies 
linked to the age, having a clinical stable state living at home alone or with a con-
sort/partner in the same clinical state or even more complex one. 

The problem beginning produces the start of user path, that not always has in its 
time scheduling and procedures a coherency fluency and quickness execution from 
request and answer. 

1. The patient has a problem/perceives a problem; the first difficulty is who’s to call? 
to whom to refer? 

Normally the flow diagram for problems linked to the health care field  (not impor-
tant or emerging one  (should follow) the following path: 
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Call to family doctor (from Monday to Friday from  8.00 to 20.00 and for other 
times and days, call to doctor on duty), that for lots of call could solve on the tele-
phone questions, doubts, and so forth without the need of medical home or patient 
transfer to the hospital. 

Criticalities:  

2. Call at the “Family doctor” 

• I don’t find the family Doctor; I don’t know his office study telephone number or 
other “Health Aggregates Offices”, where the family doctor has other offices. 

• I speak with the secretary not with the doctor. 
• I won’t be recalled by the doctor. 

3. Call at the “Doctor on duty” 

• I don’t know how to call the Doctor on duty (I don’t’ know his telephone number, 
city number or toll free one). 

• His telephone number is always busy and I must wait long time before  receiving 
an answer. I think: “Nobody will respond to me”, “Nobody has interest for me”, 
with consequent “anxiety” rising. 

• I don’t know working days and hours of  “Doctor on duty”. 

Initially the patient had only one doubt, one request of explanation, the desire to have  
advice; the lack of response  and  the reinforcement of the need of having it, changes 
the parameters of the request that are noticed as urgent and imminent: “I have a prob-
lem, I must talk with somebody; somebody must listen to me”. 

4. call to the 118 (only number for national territory emergency) (immediate answer  
to the user) that usually becomes the  user “shelter”. 

The 118 service as structural and prerogative organization takes care of getting all 
calls from the medical emergency; another of 118  activities it is included also to 
give advice but principally it is oriented to codify, in the less possible time the gravity 
of the problem and send the most suitable help for the patient in the less time possible 
so that he could be treated and stabilized already in his territory, and then transfer him 
towards the hospital for the subsequent treatment (diagnostic work up, diagnosis, 
therapy, recovery and dismissal).  

The celerity of the answer, and the possibility of talking with someone, is certainly 
one of the elements that the user that has no need of “emergency” (bma and ama) 
believes important. Indeed, the 118 is not the place where to ask only advice; as pre-
viously mentioned, the first of its prerogatives is the dispatch of suitable and qualified 
rescue vehicles, in the minor time possible. As a matter of fact one of the management 
software used in the operative centrals follow a list of questions particularly aimed to 
understand the principal pathology and most critical, making a photograph of the most 
possible scenery it is being described and send rapidly rescue. 
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Fig. 3. Comparing of the route of the patient problem with or without VDS 

For example, on the usage of central operative software that use the procedure and 
protocol for dispatch (i.e. protocol proQA): 

• This, as one of the first questions they have to ask is: “118 good morning, where do 
I send the ambulance”,  starting the conversation with a lot of questions based on 
the protocol for the presumed pathology; and not “good morning 118 how do you 
feel today, I am here to listen to you”. The result for the patient that finally has 
reached to talk with someone, even after various attempts with other suitable offic-
es that could give an answer/advice (doctor), is that the fear of not being heard will 
make the client to overestimate the own symptomatology with the hope and need 
of someone that comes to help him ( in listening) taking the risk of “cheating” the 
118 system. 

Even though the new 118 operative protocols have created questions that do not "in-
duce"  the patient to the affirmative answer, i.e. "do you have chest pain?" (if the 
patient has not understood one question he will answer yes). 
We have to remember that the patient has called because he needs help and for a 
question that he has not well understood, answering “yes” implies a better condi-
tion  regards a negative answer "no", since for the patient in this moment “yes”= help, 
and “no”=no help. 

Open questions (new 118 Operative Protocols) that don’t advise the patient a pre-
dictable easy answer (for example where do you have pain?) is preferable. 
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However, forcing the system is relatively easy since the different Operative Protocols 
give some quick code procedures and/or the over estimation of the clinical situation. 

In case of doubt, it is possible to assign to the patient a greater severity (red or yel-
low), with the subsequent dispatch of emergency vehicles (bma-ama). 

It means that a great percentage  of 118 phone calls: dispatch of emergency ve-
hicles of ambulance to the place where the emergency occurred (example patient 
home) and consequent back to the hospital for other clinical exams, could be ma-
naged, without big problems, at the beginning through a system tool, based on  a 
quick answer of a “Patient Service-VDS”, dedicated and customized on patient. 

In the example of the use of integrated VDS it is possible to consider the following 
scheme: 

An intervention that can be solved with one phone call but basically could instead 
involve 3-6 persons of health care service and 1-2 emergency rescue vehicles only for 
first emergency and during hospitalization phase at least 7 persons: 

• 2 nurses (1 triage 1 ps); 
• 2 doctors (i.e. doctor, medical specialist); 
• 1-2 technicians (i.e. lab, radiology); 
• 1 operator social health. 
 

Besides the use of various equipment for the diagnosis definition.  
 

 

Fig. 4. Management of the patient problem with integration of VDC and standard mode 
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7 Results Analysis 

In this way the results created by the use of VDS as a “Virtual Clinic” will be imple-
mented in the VDS knowledge base resulting in an innovative form of medical  
interaction between MD and patients. In other word it will be possible to outline an 
innovative “shared mental model" made of several interacting layers consisting of: 

1. A “Virtual Clinic” of local/particular medical experiences obtained from or simu-
lated by mean of the VDS able to reproduce the MD behaviour as well as the  doc-
tor - patient interaction; 

2. An high-level global network designed to enable sharing, amplification and cata-
lyst for new ideas where result of experience and trials conducted can be shared, 
updated and directed towards the effective treatment of different diseases; 

3. A technological platform where the interactions between the two layers consisting 
mainly of information exchanges and experiences both at the top level and at the 
low level will positively affect the experiences of MD and scientist to be prepared 
to response to unexpected natural or anthropogenic disasters with the help of simu-
lation, case studies and direct experimentation. 

8 Conclusion and Future Developments 

All these activities will consider other further development to improve the system. 
First, the system could be published in a Cloud environment to be fully available from 
every part of the world. The queries could also be submitted through mobile devices 
such as PDAs or smart phones, ensuring a delocalized accessibility. Through this 
study you can also encourage the processes of de-hospitalization with significant im-
provement in patient welfare and reduced costs to the health system. The system 
could also be used from National Civil Protection to monitor people health in case of 
particular emergency (Flooding, earthquake). Results of the system as well memo-
rized into the DW could be published in an aggregate manner through social networks 
for scientific research in order to share knowledge with other colleagues.  
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Abstract. The goal of this research was to develop a system that will automati-
cally measure changes in the emotional state of a speaker, by analyzing his/her 
voice. Natural (non-acted) human speech of 77 (Dutch) speakers was collected 
and manually splitted into speech units. Three recordings per speaker were col-
lected, in which he/she was in a positive, neutral and negative state. For each 
recording, the speakers rated 16 emotional states on a 10-point Likert Scale. 
The Random Forest algorithm was applied to 207 speech features that were ex-
tracted from recordings to qualify (classification) and quantify (regression) the 
changes in speaker's emotional state. Results showed that predicting the direc-
tion of change of emotions and the change of intensity, measured by Mean 
Squared Error, can be done better than the baseline (the mean value of change).  
Moreover, it turned out that changes in negative emotions are more predictable 
than changes in positive emotions.  

Keywords: automatic speech classification, emotion recognition, natural  
human speech. 

1 Introduction 

Imagine that your telephone can continuously recognise the emotions you feel, 
through classifying acoustic features in your voice. The possibilities would be end-
less. You could use your phone to get insights in your own emotional well-being. 
Your telephone could be your therapist by listening to your voice and assess your 
emotional well-being. It could perhaps prevent you from depression by contacting 
your friends or a professional to help you or give you assignments to feel better. Your 
phone could also be a social coach, giving you lessons and ratings in how to use your 
voice to come across positive and enthusiastic instead of lethargic and negative. The 
current research stems from this vision.  

The field of emotion recognition by machines is called affective sensing [11]. Be-
sides the envisioned application indicated above, many other applications of emotion 
recognition are possible, for example emotion recognition in speech is used in call 
centers to detect anger in the voice of employees and to give them appropriate feed-
back [14]. Emotion recognition is useful in real-time conversations with embodied 
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agents in human computer interaction, for example in computer games, but also in 
(web) applications with virtual therapists.  

In the multidisciplinary research of emotion, many definitions of emotions exist. In 
this article, emotion is considered as elicited by a particular stimulus and relatively 
intense and short lived [6]. 

Many approaches and techniques are available in emotion recognition research. 
Emotional expression can be investigated in many different modalities, like gesture, 
posture, facial expression and speech; e.g.: [3], [10], [11], [13], [14]. In [11], the au-
thors claim that affective sensing systems can recognize emotions in human voices 
and facial expressions better, if semantic features are analyzed as well, besides the 
standard analysis of sound patterns (like prosody and energy levels), and pattern 
matching or statistical machine learning techniques in facial expressions. Besides 
adding semantics to the emotion recognition process, it seems that multimodal emo-
tion recognition gains higher accuracy than uni-modal emotion recognition. For ex-
ample in [3] it is shown how emotion recognition through the multiple modalities: 
facial expressions, body gesture and speech, produces higher accuracy than through 
any of the single modalities. There are still big steps to be made in research in uni-
modal emotion recognition, for example in speech recognition. In [14] the main chal-
lenges in automatic emotion recognition from speech are discussed; how to segment 
audio files, how to extract the relevant features in these speech units and how to clas-
sify and train databases with emotional speech. In [1] the authors go deeper into one 
of these issues: which features in speech are the most important for high accuracy in 
emotion recognition systems? All of these emotion recognition systems analyze indi-
vidual uni- or multimodal emotional fragments of human speech, facial expressions or 
body gestures.  

In this article, the focus is on a single modality, namely speech. One reason for this 
is that speech is easy to capture/collect. A second reason is that it is easier to process, 
compared to images/video, which is important for the envisioned application that uses 
a telephone processor. The ultimate goal is to develop a system that will automatically 
measure changes in the emotional state of a speaker, by analyzing his/her voice. To 
achieve this goal the following research questions are addressed: 1) How accurate can 
the designed intelligent agent predict if a certain emotion in human speech is becom-
ing weaker or stronger? 2) How accurate can it predict how substantial the change is?  

The paper is organized as follows: in Section 2 the approach to the problem is de-
scribed, explaining the key steps: data capturing, data segmentation, feature extraction 
and data modelling. Section 3 describes the results. In Section 4 the results are inter-
preted and some conclusions are made. In Section 5, challenges, possible extensions 
to and other applications of this research are discussed. 

2 Method 

In the current research the standard approach that is used in pattern recognition was 
followed, [5]: capturing data from sensors (in this case: microphones), data segmenta-
tion (in this case: manual splitting or recordings into meaningful pieces and labelling 
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them), feature extraction (converting each recording into a vector of features of fixed 
length), preparation of training sets, developing classification and regression models. 
In the current experiments, Random Forests were used, [2, 7], for their superior accu-
racy, good generalization properties and ease of training. An alternative method to 
Random Forests could be Support Vector Machines (SVM) with some well chosen 
kernel functions, [12]. However, algorithms for training SVM are very sensitive to the 
choice of learning parameters and are computationally more demanding than Random 
Forests.  

2.1 Data Collection 

The speech samples used in this research were collected from 77 participants (Dutch 
university students and employees, 44.2% women, mean age: 26.77 years) during a 
laboratory study in which the participants were induced with positive, neutral or nega-
tive emotions. The speech of the participants was recorded with a ZOOM H1 voice 
recorder, through a clip-on microphone, with the automatic gain control on. Partici-
pants were informed that their speech was recorded during the experiment, so that the 
researcher could write out their answers afterwards. However, the participants were 
not informed that their speech was recorded for the purpose of emotion recognition by 
a machine. In this way, naturally occurring speech was collected. This is beneficial 
for this study, because it does not have the pitfalls of acted emotional speech. Acted 
speech elicits how emotions should be portrayed, not necessarily how they were por-
trayed. Also, acted emotions do not emerge in the body and mind of the individual as 
naturally occurring emotions do. Another advantage of this data collection is that the 
participants own ratings of their emotions were collected. Each of the 77 participants 
recorded 3 short messages (containing their name, age and the city), while being in 
one of the 3 emotional states: "neutral" (entering the lab), "positive" (after watching a 
short "positive" movie), and "negative" (after watching a short "negative" movie). 
After their recording, each subject rated his/her emotional states on an Emotion  Re-
port Form containing the following 16 emotions: sadness, fear, shame, contentment, 
guilt, happiness, disgust, despair, positivity, enjoyment, irritation, hope, anger, pride, 
negativity, anxiety. Ratings were made on a 10-point Likert scale (1 = none, 10= a 
great deal). 

2.2 Data Segmentation 

The speech units were cut manually, starting exactly at the first phoneme spoken by 
the subject and ending directly after the last phoneme was spoken; periods of silence 
at the beginning and at the end of each recording were manually removed. The units 
differ in length for each subject, varying from 2 to 8 seconds. Each speech recording, 
originally stored in a wav format (stereo, 44.100 Hz frequency sampling), was con-
verted into a single vector of numbers (signals from the two channels were combined 
into one: s_mono=(s_left + s_right)/2) and stored in Matlab.  
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2.3 Feature Extraction 

In order to apply any classification or regression algorithm to our recordings, each 
recording had to be converted to a vector of fixed length of sound features. It was 
difficult to say beforehand, which features would be most successful. Therefore al-
most all features that could be found in the available literature on analysing affective 
speech: [1], [3], [8], [10], [9], [11], [13], [14], were used. These features were calcu-
lated in two steps:  

(1) each recording was split into a sequence of short segments (10 milliseconds 
long), and a number of procedures were applied to each segment to calculate, among 
others, features like: fundamental frequency, energy, formants, cepstral coefficients.  

(2) the values of the computed features were aggregated over the duration of the 
whole recording. The aggregates included mean, median, standard deviation, skew-
ness. 

The following table provides a complete overview of speech properties and aggre-
gates that were used in the current experiments. 

Table 1. All 207 speech features used by the classification algorithm 

23 Speech Properties 9 Aggregates for each Speech Property 
F0 (Fundamental Frequency) Mean 
I (Sound Intensity, measured on the logarithmic 
scale) 

Median 

E (Sound Energy, measured in sound units) Standard deviation 
F1, F2, F3 (first 3 formants) Skewness 
B1, B2, B3 (bandwidth of first 3 formants) Kurtosis 
MFCC0-MFCC12 (13 Mel Frequency Cepstral 
Coefficients) 

Q1 (mean of the smallest 20% of values) 

SR (speech restarts) Q5 (mean of the biggest 80% of values) 
 Shimmer (period to period variability) 
 Rise (percentage of times next value is bigger 

than the previous one) 

2.4 Training Sets 

After calculating all features for each recording, the final training set was prepared for 
developing classifiers or regression models. The following 2 problems were ad-
dressed: 

Classification: Develop, for each of the 16 emotional states, a classification proce-
dure, which, when applied to two recordings S1 and S2 will determine if the emotion-
al state in S2 is "more present" than in S1 (has higher intensity value). 

Regression: Develop, for each of the 16 emotional states, a regression procedure, 
which, when applied to two recordings S1 and S2 will estimate the difference of the 
intensity of the emotional state between S1 and S2. 
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Additionally, it was assumed that both recordings, S1 and S2, are coming from the 
same speaker and the input for the classification and regression procedure consists of 
the differences between feature vectors of S1 and S2, and not the original values. In 
other words, the change in emotional state has to be predicted from the change in 
feature vectors. The main reason for this assumption was caused by the scarcity of 
data: for each subject there were only 3 recordings and (big) interpersonal differences 
in speech features would dominate the subtle changes that reflect emotional states. 

The training set was constructed as follows. Let S1, S2, S3 denote 3 recordings of 
the same subject. This triplet leads to 3 input vectors: S1-S2, S1-S3, S2-S3, and the 
corresponding output values: E1-E2, E1-E3, E2-E3 (in the regression task), or +1  
or -1 (in the classification task), depending on the sign of the difference (cases where 
the difference was 0 were ignored). In total, the training set used for developing our 
regression and classification models had 225 records. 

2.5 Modelling Data with Random Forests 

The concept of Random Forests was introduced by Leo Breiman in 2001 [2], and 
since then it became one of the most prominent technique for solving classification 
and regression problems [7]. The key idea behind this technique is a construction of 
many (hundreds) of de-correlated classification or regression trees and then aggregat-
ing their predictions. This leads to models with very good accuracy. The construction 
of a random forest of K trees for a set on N records is as follows:  

Repeat steps (1) and (2) K times to develop K trees: 

(1) draw a random sample of N records (with replacement) from the 
available data, 
(2) develop a classification or regression tree for the data sample in the 
following way: (a) whenever a splitting attribute has to be chosen, con-
sider all possible attributes and select at random one of the top L best 
attributes, (b) whenever a node covers M (or less) records don't split it 
anymore. 

When a Random Forest is applied to new data, outputs of all trees are either averaged 
(in case of regression), or the most frequent output label is chosen as a result (in case 
of classification). The Random Forest procedure involves 3 parameters: the number of 
trees to be developed, K, the number of best splitting attributes L, and the limit on the 
leaf size, M. Usually, the values of these 3 parameters are established experimentally 
with help of plots such as Figure 1. The figure represents the evolution of errors of 6 
families of trees that are developed for the leaf size limit set to 1, 2, ..., 6 and L=50. It 
can be seen that M=4 and K=150-200 are the best parameters. In practice, the choice 
of value of K (the number of trees) is not critical: it has to be sufficiently big and 
further increase of this value has no impact on the tree accuracy. In this case, K was 
set to K=200. The optimal value of L was determined experimentally, by trying val-
ues L=25, 50, 75, 100; the best results were achieved for L=75. Finally, the choice of 
the minimal number of records in a leaf, M, was most difficult: it strongly depends on 
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the emotional state that we wanted to model (different states needed different values 
of M). To choose this value, the following heuristic was used. For each emotion, 6 
values of M (1, 2, ..., 6) were tried, choosing the one that was best (had smallest aver-
age error) in the interval of 150-200 trees.  

To avoid data overfitting the out-of-bag error estimates were used, as described in 
[7]. These estimates are computed as follows. Each tree from a random forest is 
trained on a sample of data (a "bag"). Because data is sampled with replacement, 
some records are not used in the training (they are "out-of-bag") so they can be used 
as a test sample to estimate the accuracy of the trained tree. Clearly, each tree is 
trained and tested on a different sample; therefore the average accuracy of all trees, 
measured on "out-of-bag" samples, gives a very reliable estimate of the true accuracy 
of the random forest. 

 

Fig. 1. The evolution of errors of 6 families of trees 

3 Results 

The results of our experiments are summarised in Tables 2 and 3. In case of classifi-
cation models, the error was measured by the percentage of misclassified cases. This 
error was then compared to the baseline error: the error made by the base classifier 
that always predicts the most frequent category. In case of regression models, the 
error measure was the Mean Squared Error, MSE. The baseline model was defined as 
a constant function equal to the mean value of the predicted variable. 
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Finally, the Relative Error Reduction (RER) was calculated, which is defined as 
the ratio (BaselineError-ModelError)/BaselineError. 

Table 2. Results of the classification problem. Error is measured by the ratio of misclassified 
records (misclassification rate). 

Emotion Baseline Model RER
sadness 0.4024 0.3629 13.24%

fear 0.3924 0.2764 24.19%
shame 0.4397 0.2543 45.10%

content 0.3109 0.3083 1.67%
guilt 0.3578 0.3792 -7.69%

happiness 0.4341 0.3943 -2.25%
disgust 0.2628 0.2596 2.44%
despair 0.3889 0.3545 18.37%

positivity 0.3418 0.3299 2.99%
enjoyment 0.399 0.3875 7.41%
irritation 0.3113 0.2671 6.38%

hope 0.3242 0.369 -11.86%
anger 0.3514 0.2995 0.00%
pride 0.2442 0.2529 -4.76%

negativity 0.3714 0.2981 7.69%
anxiety 0.3168 0.2629 9.80%

Table 3. Results of the regression problem. The Mean Squared Error measure is used (MSE). 

Regression Baseline Model RER
sadness 9.1392 8.4424 6.82%

fear 12.1157 10.4567 15.17%
shame 2.7825 2.4092 12.45%

content 12.7282 11.4304 8.61%
guilt 4.2478 4.1774 5.71%

happiness 15.7575 14.2415 9.79%
disgust 16.5909 14.3896 12.85%
despair 7.5872 6.8613 10.93%

positivity 15.3961 14.167 8.54%
enjoyment 17.1388 16.0236 5.18%
irritation 8.2867 6.9223 12.22%

hope 10.0526 9.8482 5.96%
anger 10.4548 9.3617 8.69%
pride 7.8706 7.4807 4.75%

negativity 13.6128 12.0076 14.86%
anxiety 15.0084 13.086 12.53%

3.1 Most Important Features 

The Random Forest algorithm provides a powerful mechanism for measuring the 
importance of attributes that are used in the modelling process [7]. To measure the 
importance of an attribute, its values are permuted and the original accuracy of the 
model (measured on out-of-bag samples) is compared to the accuracy of the model on 
the modified data (on the same out-of-bag samples). The observed difference between 
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both accuracies is strongly related to the importance of the attribute: the bigger the 
difference the more important the attribute.  

With the help of this method, the importance of each attribute was found and cal-
culated, for each emotion. Due to lack of space only the most frequent attributes that 
were used by Random Forests will be listed. More precisely, for each model, the five 
most important attributes are listed,  all 32 lists (16 for classification and 16 for re-
gression) were concatenated and frequencies of the attributes on the list were com-
puted. The most frequent attributes are listed in Table 4. The identification of the 
most informative features has 3 objectives: (1) verification of our findings with the 
existing literature, (2) simplification of the implementation of the automated system 
for monitoring emotions, (3) better understanding of the emotion-speech relation. 

Table 4. Most important attributes in classification and regression models of detecting 
changing emotions and their intensity 

Most important attributes Frequency 
M2std: the standard deviation of the 2nd cepstral coefficient 38 times 
M6mean: the mean value of the 6th cepstral coefficient 16 times 
PU: the period to period variability(shimmer) of  speech energy 12 times 
I: the speech intensity 12 times 
M6: the 6th cepstral coefficient 12 times 

4 Conclusion 

In this research, the goal was to develop a system that will automatically measure 
changes in the emotional state of a speaker, by analyzing his/her voice. Natural hu-
man speech was collected in a laboratory study, from microphones and manually 
splitted and labelled into meaningful pieces. In total, 207 speech features were ex-
tracted. The Random Forests algorithm was used to address a classification problem 
(out of 2 recordings, which one has the highest emotional value?) and a regression 
problem (from recording S1 to S2, estimate the increase in each emotional state).  

Results showed that predicting the direction of change of emotions can be done 
about 7% better than the baseline (the most frequent class label), while predicting the 
change of intensity, measured by the Mean Squared Error, can be done about 9.7% 
better than the baseline (the mean value of change).  Moreover, it turned out that 
changes of intensity in negative emotions are more predictable than changes in posi-
tive emotions: the relative error reduction rate for these two groups was 11.2% and 
7.1%, respectively. At first sight, these error reductions could seem relatively small, 
but in fact they are not. Given the modest size of the training set (only 3 recordings 
per person) these improvements are quite remarkable, together with the fact that the 
performance is significantly better than a random guess. Moreover, in the field of 
affective sensing these improvements are quite substantial, for example see significant 
relative error reduction rates of 7% in [4].  

In general, it is much easier to detect changes in negative emotions than in positive 
ones. This is beneficiary for the envisioned application, where an intelligent agent 
needs to detect negative mood, to prevent the user from depression or to council the 
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user into a positive mood. Occurrence of emotions like fear, shame, and despair can 
be predicted, on average, 29.2% better than the baseline; change in their intensity can 
be predicted about 12.9% better than the baseline. Some emotions are very difficult to 
predict. For example, guilt, happiness, hope, and pride seem to be not predictable at 
all (see Table 2). 

5 Discussion 

The biggest challenge in our research was a very scarce set of recordings: just 3 
records per subject. We believe that with the increase of the size of available data the 
accuracy of our models would dramatically improve. In practice, this should be easy 
to achieve: potential users of the final system will have to "tune" it to their specific 
voice and emotional states by providing, numerous speech samples with labels in the 
training phase. 

A validation experiment has been started, to investigate how humans perform on 
the same data. Will humans perform better or worse than the machine learning algo-
rithm? For which emotions can changes be detected better (or worse) by humans than 
machines? We expect the machine algorithm to perform better on these data, because 
humans can not find semantic cues in these recordings. Also, the acoustic emotional 
cues are difficult for humans to hear, because the recordings sound like the speakers 
are repeating a memorised sentence, a bit monotonic/non-emotional.  

Other possible applications are: a warning system or a voice-based monitor of phy-
siological functions. For example, when a person is angry, aggressive or just furious, 
the smart phone could generate alerts or warnings like: "you are too excited to drive a 
car, operate heavy machinery or talk to your children". We hypothesise that these 
warnings/alerts make the biggest impact if they are composed by the user itself. Fur-
thermore, we expect that there is a direct relation between voice characteristics and 
physiological states of a person, like breath rate, blood pressure, heart  rate, sugar 
level and cholesterol level. We would like to experimentally verify and quantify this 
assumption, so we could build a very cheap monitoring device which would translate 
observed characteristic of speech into values of physiological parameters. Moreover, 
the machine learning algorithm could be used in a computer game to acquire informa-
tion about the emotional state of the player via his/her voice to either verify if the 
intended effect of the current game level/environment is really there in the player, or 
to adjust the game level/environment to the current emotional state of the player.  

The current research stems from the vision of an application, where speech is cap-
tured, while the person is communicating through a phone, to detect the current mood 
of a person. Most smart phones offer the possibility to capture the facial expression as 
well, via the video camera. If this could be incorporated in the envisioned application, 
multimodal emotion recognition, through speech and facial expression, would be 
possible. Processing videos requires a lot of computing power though. Therefore, on 
the short term, real-time multimodal processing seems only feasible by applying fa-
cial recognition techniques to detect emotions in photos/still images taken of the user.  
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Moreover, in a follow up study, more audio files of the same speaker will be ac-
quired, for better accuracy of the system. Besides the speaker's self evaluation of his 
or her emotional state, it would be interesting to supplement the self-evaluation with a 
psychophysical measurement, like the Galvanic Skin Response. Finally, trying Sup-
port Vector Machines as an alternative modelling method is also part of future work. 
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Abstract. Caring for a depressed person may have substantial impact on the 
health and well-being of the caregiver. In this paper, an ambient agent model is 
proposed that supports caregivers, to prevent or decrease the burden in them 
and promote their well-being. The agent integrates a domain model of the func-
tioning of the caregiver and the care recipient and their interaction, and exploits 
model-based reasoning to assess the caregiver’s state in order to generate dedi-
cated actions that are tuned to the circumstances. 

Keywords: Integrative ambient agent model, caregiver stress, caregiving inter-
actions, intelligent support. 

1 Introduction 

Ambient Intelligence applications in the health area usually focus on providing sup-
port for persons suffering from some disease or mental disorder (e.g., [1]). For the 
mental health area applications have been designed to monitor and support persons 
suffering from depression (e.g., [2]). However, often also persons in the daily envi-
ronment of a depressed person are affected and may experience a heavy burden as an 
informal caregiver. In the therapeutic area also support for such informal caregivers, 
such as partners or family members has been developed; see, for example [7]. This 
paper focuses on these informal caregivers.  

An ambient agent model is presented to provide support to caregivers, based on 
monitoring and assessing the situation of both the caregiver and care recipient, and 
determining dedicated support actions. The ambient agent model uses a computational 
model for caregiving interactions, adopted from [3], and exploits model-based reason-
ing to monitor and assess the situation, and guidelines adopted from [7] in order to 
generate support actions (based on these assessments) that are tailored to the persons 
and their states. 

In the paper, first in Section 2 the integrative ambient model to support caregivers 
is introduced. Next, in Section 3 the effective treatments incorporated in the support 
model are discussed. In Section 4 simulation results for different types of scenarios 
are discussed. Section 5 addresses formal verification of the simulation results. Fi-
nally, Section 6 ends the paper with a conclusion. 
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2 The Integrative Ambient Agent Model  

This section focuses on the integrative ambient agent model used to support caregiv-
ers. A basic element in the ambient agent model is the integration of the domain 
model within it. By incorporating the domain model, an ambient agent gets an under-
standing of the processes of its environment [1], [2]. Basically, there are two different 
ways to integrate a domain model within the agent model [4]. First, the domain model 
is used as a basis to perform analysis of the human’s states and processes by reason-
ing about observations and specific sensors (analysis model). Second, the domain 
model is used as a foundation to provide support for the human (support model). 
These two models are used within the two corresponding components within the am-
bient agent model. Fig. 1 (dotted arrows, left hand side) shows these two types of 
integration of the domain model in the ambient agent model. A third way of using the 
domain model is to simulate human behaviour in order to test the ambient agent 
model (dotted arrow in Fig. 1, right hand side).  

In Fig. 1, the solid arrows indicate information exchange between processes. In the 
ambient agent model, another component is introduced, namely a support action re-
pository. This additional component keeps track of the generated support actions 
given by the ambient agent to the caregiver. Note that there are two incoming arrows 
into the analysis component. The first arrow provides information about the environ-
ment (care recipient stress, personality and resources), the second arrow provides 
information about already provided support to the caregiver (from the support action 
repository). The outcome of the analysis component has the form of assessments, and 
is used as input for the support component, another incoming arrow for the support 
component provides the already selected support actions and their frequency from the 
support action repository. The outgoing arrows from the support component define 
provided support actions to the caregiver and the support action repository. The sup-
port action repository will update the frequency of provided support action from this 
information. In the next section, the details of the analysis and support component 
will be discussed.  

 

 

Fig. 1. The integration of a domain model within an agent model 
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2.1 The Analysis Component 

First the analysis component is addresses; see Fig. 2. To be able to analyse the dy-
namics of the caregiver’s and care-recipient’s conditions, an ambient agent should be 
equipped with a domain model. In this case the domain model introduced in [3] is 
used.. Based on this knowledge, the ambient agent is able to have some understanding 
of the human processes and actions.  Hence, the model for analysis should in princi-
ple include approximately the equivalent concepts as in the domain model. Note that 
not all concepts that exist in the domain model can be physically observed by the 
ambient agent [4]. For example, the level of ‘experienced personal gain’ is not some-
thing that is explicitly observable in the real world. To overcome this issue, the agent 
approximates values for such non physically observable variables by using beliefs 
derived using the integrated domain model. To capture important essences in analyz-
ing caregivers’ states, the following concepts are needed: (1) observations of primary 
stressors, caregiver personality and personal resources, (2) beliefs in (problem and 
emotional focused) coping characteristics, (3) beliefs in emotional exhaustion (short 
and long term), (4) beliefs in burden, (5) beliefs in experienced and expected personal 
gain, (6) beliefs in stress (short and long term), and (7) beliefs in social support. As 
can be seen, these concepts are similar to the concepts explained in [3], but as a form 
of integration embedded in observations or beliefs. For example, the concept of belief 
about a value V at time t for the variable of the domain model named 
long_term_stress is named belief(long_term_stress, V, t) in the analysis compo-
nent. Using these embeddings of domain concepts, the ambient agent model is able to 
assess a caregiver’s conditions and provide this information as inputs to the support 
component, using dynamical relations between such beliefs based on the correspond-
ing dynamical relations in the domain model. For example, suppose in the domain 
model the following relation is given, specifying how state variable y depends on state 
variables x1, x2, x3: y(t+Δt) = y(t) + f(x1(t), x2(t), x3(t)) ∆t. Then this is integrated in the 
analysis model as (where →→ denotes a temporal causal relation): 

belief(x1, V1, t)  ∧ belief(x1,V2, t) ∧ belief(x3, V3, t) →→  belief(y, f(V1,V2,V3), t+∆t) 

Fig. 2 provides an overview of such dynamical relations in the analysis model. Note 
that for simplicity of notation here the values of the states are not mentioned. 

2.2 The Support Component 

The support model (see Fig. 3) can be specified in two different manners. First, the 
ambient agent can select support using the following causal representation: 

assessment(x1, V1)  ∧ V1 > threshold_assessment_1 ∧  .....  

assessment(xk, Vk)  ∧ Vk > threshold_assessment_k ∧ 

frequency_provided_support_A < threshold_frequency_support_A    →→    support_action(a1) 

Here x1,…xk represent the assessed conditions, V1,...,Vk represent observed or  
estimated values, and a1 represents a support action. From this representation, the 
ambient agent will activate support that matches the conditions expressed in the  
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antecedents. Note that all threshold values can be specified by a user.  The frequency 
of provided support can be obtained from the action repository, and aims to discon-
tinue from providing a specific support if the caregiver shows no improvement after 
previously receiving the same support. It provides a mechanism to diversify support 
provided by an ambient agent.  

 

Fig. 2. Overview of the Analysis Model for the Caregiving Processes 

Another approach to specify a support model is in a numerical manner, using the 
weighted networks. For this approach, each support action (e.g., a1) will receive a 
summation of weighted input (y) from a set of selected assessments (xi). For this, a 
continuous logistic function can be used, as in [14]. 

y(t) =∑ ௜ݔ ௜ . ௜ݓ  (1)

f(t) =ቀ ଵଵାୣషሺ౯ሺ౪ሻషሻ െ ଵଵାୣቁ . ሺ1 ൅ eିሻ (2)

where w is a weight vector, σ is a steepness and τ  a threshold parameter. In this 
choice, a common practice is followed (logistic function) but other types of combina-
tion functions can be specified as well. For this approach, the connection between the 
agent’s assessment results and support actions is represented as follows: 

assesment(x1,V1) ∧ .... ∧ assesment(xk, Vk) →→  support_action(a1, f(V1, ..., Vk)) 

where f(...) represents a combination function.  
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Results from the continuous logistic function will be evaluated, where a support 
action with the highest value will be chosen. However, to allow flexibility in provid-
ing support, users could choose more support actions with the second or third highest 
values. The details of the support component can be found in Section 3.2. Fig. 3 
shows the relationship between results from the analysis component (assessments) 
and support actions.  

 

 

Fig. 3. Overview of the Support Model for a Caregiver  

3 Concepts and Effects in Support for Informal Caregivers  

This section explains how the proposed model incorporates characteristics of effective 
treatments for family caregivers in general and those specific to caregivers of depressed 
persons. By specifying these characteristics of effective treatments for caregivers, the 
proposed model should be as effective as possible to current standards and knowledge. 

3.1 Important Concepts in a Support Model  

Zarit and Femia [15] describe four characteristics of effective treatments for caregiv-
ers: a psychological approach, multidimensionality, flexibility and sufficiency. The 
psychological approach refers to practicing new skills and behaviours by caregivers in 
a group or one-to-one interventions with a psychotherapist. Multidimensional inter-
ventions are interventions that address multiple stressors and risk factors that affect 
the caregiver, instead of just one stressor or risk factor. Flexibility means that an  
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effective treatment is flexible in its set up: it should not be a scripted protocol inter-
vention, but the intervention should be adjustable to the needs of the caregiver [11]. 
Sufficiency can refer to provision of ongoing support to caregivers, for example, by 
ongoing support groups, follow-up sessions of an intervention. These four characteris-
tics have been integrated in the proposed support model for family caregivers of de-
pressed persons as follows: 

The psychological approach can be found in the indirect referral to support groups 
by the ambient agent and in the direct support actions of ‘reinforce problem focused 
coping’, ‘realistic expectations’ and ‘increase personal resources caregiver’. The sup-
portive actions are set up in a way that the caregiver is instructed, how to apply gen-
eral theories to his/her own specific situation and to stay motivated to make plans how 
to implement these new skills. The ambient agent also gives the caregiver feedback 
on how he/she is implementing the new skills. The proposed model is also multidi-
mensional, in that it focuses on many possible stressors and risk factors of the care-
giver (personality, finances, coping skills, thinking skills, own health). Flexibility in 
the proposed model can be found in the continuous monitoring of the caregiver by the 
ambient agent and therefore continuous adjustment of the intervention to the needs of 
the caregiver. Finally, sufficiency is also integrated in the proposed model by provid-
ing ongoing support to the caregiver. Sufficiency and flexibility are the main advan-
tages of the proposed model. The multidimensionality and psychological approach are 
still open for new insights from research.  

Next, it is explained how characteristics of treatments, especially, for caregivers of 
depressed persons were integrated into the proposed model. Cuijpers [7] describes an 
intervention for family caregivers of depressed persons, based on his experience. There 
are eight ways for caregivers to deal with the depressed person they care for, which are 
shown (translated from Dutch) in Fig. 4. These eight steps are integrated in the proposed 
model, as well as the seven ways as Cuijpers describes to relieve the burden or stress 
experienced by the caregiver, shown in Fig. 4 (translated from Dutch) [6].  

 
 
 
 
 
 
 
 
 
 

 
 

Fig. 4. Eight steps in the intervention of family caregivers of depressed persons and seven ways 
to relieve the burden or stress experienced by the caregiver  

The current support model consists of multiple supportive actions advised by the 
ambient agent to the caregiver. The first support action is called “increase personal 
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resources caregiver”. This support action is aimed at teaching the caregiver to manage 
stress, which will decrease the burden. Examples are teaching the caregiver to make a 
to-do list and becoming more assertive, like in points 5 and 7 of the left column in 
Fig. 4. This will affect the caregiver’s personality (as in changing his/her stress reac-
tions: now he/she gets well organised, and more assertive) and the caregiver’s social 
and financial resources (as in getting financial/practical help from friends/family).  

The second support action is called “reinforce problem focused coping caregiver”. 
Here the ambient agent teaches the caregiver how to learn to apply problem focused 
coping instead of emotion focused coping and gives feedback. Research shows that 
coping is a learnt behaviour, see a review in: [13].  Examples are:  text messages or 
instruction movies on phone/through emails, in which it is shown how to deal in cer-
tain situations or dialogues with the depressed person. Also the ambient agent will ask 
to plan and report the new skills the caregiver has to apply, so it can monitor the 
newly developed skills and give feedback to the caregiver. This support action de-
creases the caregiver’s emotion focused coping and increases the caregiver’s problem 
focused coping: increases. These skills fall under points 2-5 in the left column of Fig. 
4 and 1,3,6,7 in the right column.  

The third and fourth support actions are called “realistic expectations and self-care 
caregiver”. In these actions, the ambient agent gives information about the illness so 
the caregiver gets an understanding of the behavioural patterns and needs of the de-
pressed person (corresponding to point 1 in the left column of Fig. 4). Also the ambi-
ent agent teaches the caregiver to take care of him/herself (physically, emotionally, 
and mentally) and asks for reports and plans and gives feedback (point 6 in the left 
column of Fig. 4, points 2, 4 in the right column). Examples are: text messages or 
movies on phone/through emails, in which examples of the behaviours of other de-
pressed persons are given, like how fast they recover or relapse. Giving tips in self-
care, like taking a time-out, finding social support, eating healthy, exercising regularly 
and learning relaxation exercises. These support actions increase the caregiver’s ex-
perienced personal gain, because (s)he experiences less disappointments as the care-
giver learns to have more realistic expectations towards the depressed person [10]. 
The caregiver’s short term emotion exhaustion will also decrease.  

The fifth support action is aimed at other persons than the ‘main’ informal care-
giver, namely other (possible) caregivers, friends of the ‘main’ caregiver, or a special-
ist like a doctor or therapist. This support action is called giving warning and refers to 
the ambient agent giving information to another person than the caregiver it is sup-
porting. This information contains a warning signal that the depressed person and the 
caregiver both need support from others. The effect of support from an ambient agent 
to the caregiver will be dealt with in the next section.  

3.2 Dynamics Specifications of the Effects from a Support Model  

Using the support concepts introduced in the previous sections, it is possible to spec-
ify computational properties to visualize the effects from the support provided by a 
support agent. The dynamic specifications of an agent-based support can be structured 
pertinent to the purposes of the support, namely; (1) to reduce long-term exhaustion in 
a caregiving process, (2) to develop problem-focused coping skills, and (3) to im-
prove personality attributes that reduce the physiological signs of stress [6], [8], [13].  
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Support to Reduce Long-Term Emotional Exhaustion. In this case, the support 
agent aims to reduce further negative influences that cause emotional exhaustion. 
From Table 1, the support agent will provide important advices and suggestions to 
regulate self-care (Sc), to increase external personal resources (Ep), and to foster more 
realistic expectations. The effect of short-term emotional exhaustion (EsH) after fol-
lowing agent’s support is estimated after adding a new support parameter, δSA  and a 
self-care effect into  equation 3. This indicates that when self-care, Sc(t) →1 and 
δSA→1, then the short-term emotional exhaustion (EsH) is recuced to zero. Another 
important effect after following the support is having more external personal re-
sources. Thus, a new caregiver personal resource (GgR) can be expressed as having a 
combination of existing resources (GpR) and external resources (Ep).  

EsHA(t) =  MdA(t).(1-PgNA(t)).(1-δSA.Sc(t)) (3)

GgRA(t) = δEA. GpRA(t) + (1-δEA).Ep(t) (4)

The new value of experienced personal gain (EpN) depends on a combination of the 
previous equation (12) in [3] and a support contribution when a person is capable to 
achieve realistic expectations (Re).  

EpNA(t+Δt)=EpNA(t)+ ϑ.(δRA .[(Pos ((ScpA(t)-  GpSA(t))– 
        EpNA(t)).(1- EpNA(t))) - Pos(- ((ScpA(t)-GpSA(t)) –  
       EpNA(t)).EpNA(t))] + (1-δRA).Re(t).(1- EpNA(t))Δt. 

(5)

Support to Reduce Dependency on Emotional-Focused Coping Skills: In order to 
visualize the effect when a person follows agent’s advices to reinforce problem-
focused skills, both new problem-focused (PfC) and emotional-focused coping (EfC) 
skills are calculated as follows: 

PfCA(t)  = GpPA(t).(1-((1-δFA.Rp(t)).BdA(t))). (6)

EfCA(t) = (1-GpPA(t)).BdA(t).(1-δFA.Rp(t)). (7)

where δFA determines the influence of the acceptance in change coping skills and Rp 
represents reinforce problem focused coping skills, Bd represents burden and GpP 
represents the caregiver personality.  

Support to Reduce Physiological Signs of Stress: For this type of support, changes 
in both the caregiver personality and resources are needed. In this case, a new care-
giver personality (GpP) is calculated by combining the existing personality, and the 
positive personality (Cp) from the support. 

GpPA(t)  = δPA .GpPA(t) + (1-δPA).Cp(t) (8)

In addition to this, δEA, δRA  and δPA  are support-acceptance parameters;  it repre-
sents a person’s ability to accept respectives changes from the support.  
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4 Simulation Results  

The ambient agent model presented in Section 3, integrating the domain model as de-
scribed in Section 2 was implemented in Matlab in order to perform simulation experi-
ments. For the simulations, the functioning of the designed system was explored in in-
teraction with three fictional types of caregivers (caregiver 1, 2 and 3: CG1, CG2 and 
CG3. Both caregivers 1 and 2 are ineffective caregivers and susceptible for long-term 
stress in a caregiving process (low in positive personality and resources), while care-
giver 3 is an effective caregiver. Caregiver 1 ignores the support provided by the intelli-
gent support agent, and caregiver 2 follows the support. In addition to this, information 
about the care-recipient’s (CR) stress buffer and long-term stress has been used to 
measure the outcome of the agent support (as in [2]). The care-recipient’s stress buffer 
represents a process of support protecting the care recipient from potentially adverse 
effects of stressful events (stressors). Therefore, many studies have shown that a high 
stress-buffer level will reduce the development of care recipient long-term stress level in 
future [6][9]. In the simulations, the care recipient is experiencing negative events 
(stressors) and expects supports from a caregiver (also facing incoming stressors).  

Table 1. Initial Values for the Simulation Experiments 

 Caregiver 1 
(CG1) 

Caregiver 2 
(CG2) 

Caregiver 3 
(CG3) 

Care recipient 
(CR) 

CG personality 0.2 0.1 0.8 - 
CG personal resources 0.2 0.1 0.7 - 
CG empathy 0.3 0.3 0.7 - 
CR personality - - - 0.3 
CR coping skills - - - 0.1 

 
Several parameters that can be varied to simulate different characteristics were set 

as:  tmax = 1000 (to represent a monitoring activity up to 42 days), Δt = 0.3, regulatory 
rates = 0.5, flexibility rates = 0.2, and support-acceptance rates = 0.3. These settings 
were obtained from several experiments to determine the most suitable parameter 
values for the model. In addition, the weighted network is implemented in the support 
model to select the most appropriate support. All caregivers receive support by the 
agent after half of the simulation period. 

Below, the outcome of the simulation experiment with CG2 and the CR is shown. 
The other simulations with CG1 and CG3 can be found in Appendix A [16]. In the fol-
lowing case (see Fig. 5) an ineffective caregiver follows the provided support from a 
support agent. After following the recommended advices, the caregiver improves his / 
her ability to provide support. One of the precursors to explain this outcome is the 
increasing caregiver’s personal gain. It is consistent with the findings that suggest that 
caregiving satisfaction encourages a caregiver to provide more support [10], [12]. In 
addition to this, by following the specific advices, the caregiver is helped to apply more 
focused-coping skills, which later on influence the development of positive relationship 
focused coping. In many reports in the literature, problem-focused coping skills give a 
positive outcome in a caregiving process, for both caregiver and care recipient.  
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Fig. 5. An ineffective caregiver (CG2) with support, and a bad care recipient (CR) 

5 Verification of the Simulation Results 

In order to verify whether the model indeed generates results that adhere to psycho-
logical theories, a set of properties have been identified from related literature. These 
properties have been specified in a language called Temporal Trace Language (TTL). 
TTL is built on atoms referring to states of the world, time points, and traces. This 
relationship can be presented as holds(state(γ, t), p) or state(γ, t) |= p, which means that 
state property p is true in the state of trace γ at time point t [5]. It is also comparable to 
the Holds-predicate in Situation Calculus. Based on this, dynamic properties are for-
mulated using a hybrid sorted predicate logic approach, by using quantifiers over time 
and traces and first-order logical connectives such as ¬, ∧, ∨, , ∀, and ∃. A number 
of simulations including the ones described in Section 4 have been used as basis for 
the verification of the identified properties and were confirmed. Note that tb and te are 
the initial and final time point of the simulation. 

VP1: Monotonic Decrease of Long-Term Stress 
For all time points t1 and t2 between tb and te in trace γ1 

if at t1 the value of  the caregiver’s long-term stress is R1 and at t2 the value of the 
caregiver’s long-term stress is R2 and t1 < t2, then R1 ≥ R2 

∀γ: TRACE, ∀R1, R2: REAL, t1,t2:TIME 

[state(γ,t1) |= long_term_stress(cg, R1) &  state(γ,t2) |= long_term_stress(cg, R2) & 

 tb ≤  t1 ≤ te & tb ≤ t2 ≤ te & t1 < t2  R1 ≥ R2] 

By checking property VP1, one can verify whether a caregiver’s long term stress 
decreases monotonically over a certain time interval. For example, the caregiver’s 
long-term stress turned out to decrease over the second half of the trace for caregivers 
that have received and accepted the provided support or for an effective caregiver.  
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VP2:  Decrement of a Caregiver’s Long-Term Stress Below a Certain Level x 
A time point t exists such that for all t1>t the value of long-term stress is at most  
level x. 

∀γ1: TRACE, ∃t ∀R: REAL [tb <  t < te  & ∀t1:TIME>t   

[t ≤  t1 ≤ te  &  state(γ,t1) |= long_term_stress (cg, R1)  R1 ≤ x ] 

Property VP2 can be used to verify whether a variable eventually approaches some 
(given) value. In the experiments reported here, x = 0.3 was used as a borderline value 
for long-term stress to assume a caregiver is effective to provide social support. In 
many cases, after following the advices, the caregiver will reach this borderline value. 
A number of more specific other properties have been identified and verified, such as 
the following ones, which compare cases with a specific type of support and cases 
without. Note that formalisation of such comparison properties makes use of the pos-
sibility to explicitly refer to traces in the language TTL; this is not possible in the 
usual temporal logical languages. 

VP3: Effect of Problem Coping Skills on a Caregiver’s Long-Term Stress  
After a caregiver has followed the programme to improve problem focused coping 
skills for some time, the long-term stress level is more reduced than for a caregiver 
who does not. 

∀γ1,γ2: TRACE, ∀R1, R2: REAL, t1,t2:TIME 

[ state(γ1, t1) |= support_problem_coping  & state(γ2, t1) |= not support_problem_coping & 

state(γ1, t2)  |= long_term_stress(cg, R1) & state(γ2, t2)  |= long_term_stress(cg, R2) &  

t1 < t2   R1 < R2 ] 

VP4: Effect of Realistic Expectation on Emotional Exhaustion 
After a caregiver has followed the support programme to reduce unrealistic expecta-
tion, the long-term emotional exhaustion is more reduced than for a caregiver who 
does not. 

∀γ1,γ2: TRACE, ∀R1, R2: REAL, t1,t2:TIME 

[state(γ1, t1) |= support_realistic_expectation  &   

state(γ2, t1) |= not support_realistic_expectation  & 

state(γ1, t2)  |= long_term_emotional_exhaustion(cg, R1) &    

state(γ2, t2)  |= long_term_emotional_exhaustion (cg, R2) &  

t1 < t2   R1 < R2] 

VP5: Effectiveness of Support on Provided Support to the Care Recipient  
A caregiver who follows the suggested support by an agent will provide better support 
to the care recipient than a caregiver who does not. 

∀γ1,γ2: TRACE, ∀R1, R2, d: REAL, t1,t2:TIME 
[[[state(γ1, t1) |= support_realistic_expectation  & state(γ1, t1) |= support_problem_coping & 
state(γ1, t1) |= support_add_personal_resources] &   
state(γ2, t1) |= not support_realistic_expectation  | state(γ2, t1) |= not support_problem_coping |          
state(γ2, t1) |= not support_add_personal_resources ] &   
state(γ1, t2)  |= long_term_stress(cg, R1) &    state(γ2, t2)  |= long_term_stress(cg, R2) &  
t1 < t2   R1 < R2] 
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6 Conclusion 

In this paper, an ambient agent model was proposed that supports caregivers for de-
pressed persons and promote their well-being. Caring for a depressed person may entail 
a serious risk for the health of the caregiver. The designed ambient agent integrates a 
domain model of the functioning of the caregiver and the care recipient and their inter-
action. It exploits model-based reasoning to monitor and assess the caregiver’s state 
using this computational model. Based on these assessments dedicated support actions 
are generated that are tuned to the circumstances, thereby taking into account guidelines 
from psychological theories about social support and stress buffering.  

Although some applications have been designed to support persons with a depres-
sion, automated support for caregivers has not been addressed, as far as the authors 
know. The model introduced here was evaluated by conducting a number of  
simulation experiments for different scenarios and types of caregivers, and formal 
verification of the outcomes of these experiments. These outcomes show that using 
the advices provided by the ambient agent results in improvement in the situation in 
comparison to not using such advices; for verification of this type of comparison 
properties (which are not representable in other temporal languages; see also [5]) the 
language TTL and its software environment [5] has been succesfully used. 
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Abstract. corporation is operated based on the strategy for having an enterprise 
to be sustainably growing. The workers who are employees and managers run 
several tasks simultaneously based on the workflow reflected on their 
experience and knowledge. Such workflow’s tasks affect each other 
interactively due to invocation of an interrupt. When the multiple workflows are 
overlapped, the continuity of the active task is interrupted. The evaluated 
interruption invokes positive or negative effect according to the context of the 
tasks. In this paper we discuss the attributes of the tasks interruption, to provide 
an assistance in resuming or sustaining (i.e., interrupted) task work from 
interruption by the system to achieve suistabanle workflow and possible 
optimization.  

1 Introduction 

Interruption is occurred by breaking the continuity of the current operation based on 
workflow. In other words the interruption involves in partial participation within the 
engagement between the task and the agent employing that task. This disengagement 
can participate to produce another workflow that would make the interruption task be 
part of the workflow. Interruption is formalized through two parametric views that are 
time and context. The time parametric view is related the interruption impact on the 
work processing time. This time parametric view is represented as positive (i.e., affect 
in forwarding manner on the workflow) or negative (i.e., affecting the backward 
manner on the workflow). The representation of this time parametric view is reflected 
through a cognitive map model. The cognitive map model indicates semantic relation 
between causal interruption and impact to the workflow. The parameter related to the 
context is defined as the subjective relation of the interruption to workflow affect. 
Interruption is classified in the knowledgebase according to the company case studies 
collected from company doing business. The context of the workflow is different by 
strategy of the enterprise. Interruption invokes new activity that has process related to 
the context. The workflow consists of a set of tasks to achieve the objective by steps. 
The steps for goal in Lewin theory represent “cognitive structure” as workflow [1]. 



 Interruption Theory for Improving Work Efficiency by Reasoning Workflow 515 

 

The interruption on the cognitive structure expects success or failure. The tasks are 
action or process for operating the workflow such as development, communication, 
checking other work or searching information. Business enterprise consists of a set of 
workflow that we called multiple workflows. These multiple workflows are 
component of the whole enterprise decision making. The multiple workflows are 
operated simultaneously by the workers who are employees and managers. These 
workflows contribute to construct business or enterprise workflow that is used to do 
decision making based on input parameters (or values), specifying the appropriate 
decision making. The values of these parameters are articulated from knowledgebase 
decision making strategies. These strategies are collected from knowledgebase 
expertise (experts), and represented as input values to workflow for producing relative 
decision making. When an interruption is occurred, the priority is changed by the 
context of the interruption. A workflow has several innate values that are profit or 
acquisition of the desire in the future or recent appeared. Individual human profile 
that is skill, experience, role or environment is related as essential items for the 
workflow to get high value result from the achieved workflow. The criticality of the 
interruption affects the priority of the workflow. If the value of affected workflow by 
the interruption is higher than the value of the original workflow, the criticality of the 
interruption is high. Interruption invokes new process and it generates new scenario 
for adjusting actual environment that includes new process. The generated tasks 
progress or reduce the values of the active workflow by the interruption. The value for 
organization is calculated by aggregating the values related to workflows. The 
estimated total value for each workflow effects the decision making for the criticality 
of the interruption. When a non-critical interruption is occurred, a worker can decide 
whether the generated process by the interruption is started or this interruption is 
rejected. If the critical task is occurred by the interruption, the continuity of the actual 
operation is disturbed by the occurred interruption and the interruption imposes to 
produce and to operate new task as prior task. Interruption also invokes to reduce the 
human working memory with time in cognitive psychology as one of the backward 
manner on the workflow [2]. The working memory is a limited-capacity system in 
which some resource is shared between processing and storage based on trade-off: 
Performance decreases when the concurrent memory load increases by interruption, 
and any increase in difficulty of processing results in a loss of information from short-
term storage memory [3]. The relation of both the time and the degree of the 
decreasing memory is represented by Ebbinghaus’s Forgetting Curve [2]. The 
negative effect of the lacked working memory is appeared when the past task is 
resumed from interruption tasks. Authors are previously proposed the GUI for 
assisting the recalling past activities by indicating the historical desktop environment 
[4]. The optical short period interruption is also frequently occurred by overlapping 
each object window in computer operation [5]. Changed situation by interruption 
generates the mismatch of the workflow because the environment is influenced by 
negative or positive interruption. Even if the interrupted work is just resumed without 
reducing the short-term memory, the objective of original workflow may not be 
achieved or sustained in different environment. In order to improve the gap of 
between different workflows, this paper discusses the effect of the interruption and 
how to assist the decision making for selecting appropriate action by considering the 
context of the interruption. 
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2 Consideration of Interrupted Work 

In order to simplify the context of the interruption, the document submission in the 
office work is assumed. The workflow of the document submission work can be 
classified the hierarchical layers by the span of the workflow such as monthly, 
weekly, daily and so on. Figure 1 shows the relation of each layer workflow and its 
contents. The upper layer workflow consists of the detailed workflows and the order 
number for operating detailed workflows is assigned. Operating time and limited time 
in the workflow of this situation are parameter as criteria for defining the context of 
each achievement. The operating time indicates the consumed time to execute each 
task on the workflow such as document creation time, correcting information time, 
thinking time or communication time. The limited time is predetermined for the 
objective or the rule based on enterprise strategy by each task. Each task is ordered 
appropriately according to the workflow to complete the tasks by time limit. The 
negative interruption in this situation means consuming the operating time to exceed 
the time limit. The recalling time for the progress of the past task before the 
interruption is included into this negative effect in the time aspect on the workflow. 
The positive interruption in time parametric view means extending usable time for the 
limited time of the workflow. The usable time is extended by shorten the operating 
time and to extend the time limit. The positive interruption for the tiredness that 
generates the delay operation improves the usable time by eliminating the extending 
factor of the operating time such as resting or refreshing. The negative interruption for  
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the detailed workflow influences the other detail workflow to advance the upper layer 
workflow. If the needed time to operate each task is shorten by the negative 
interruption, the schedule of the surrounded workflows must be adjusted by skipping 
remaining tasks, extending the limited time of the active detailed workflow or 
sacrificing the time and tasks of the other detailed workflow. 

For example, the work for monthly document submissions is assumed as the upper 
layer workflow. This workflow has three sub workflows that are to create daily report, 
working time report and reimbursement form. Each sub-workflow has following 
parametric condition based on defined workflow in assumed situation and each these 
workflows have each some tasks and order. The time limit of the daily report is 17:30 
and the estimated operating time for the creation time is two and a half hours. The 
creation time of the working time report and the reimbursement form is a half hour. 
Both time limits for these two works are 13:00.  In order to complete all works from 
8:30 to 12:00 that is the starting time for lunch break, these workflows must be 
scheduled. Firstly the daily report is created for reference from the working time 
report and the reimbursement form. After finished first workflow, the other 
workflows are stared in random order. If the operation for creating the daily report is 
interrupted by meeting period of thirty minutes, the objective of the upper layer 
workflow cannot be achieved because of consuming enough time for operation. In 
order to resolve this issue, previous workflows must be changed. For example, the 
operating time is shorten by adjusting the scheduled tasks, the starting time for daily 
report is moved to the afternoon, the operating time is extended by using the time for 
lunch break or demonstrating requisition for extending the time limit. 

3 Structure for Supporting Decision Making 

When the situation of the active workflow is changed by the interruption, the 
similarity of the situation between the operating workflow and the effected 
environment is reduced by interruption. The objective of the workflow may not be 
achieved by operating with mismatch workflow in restarting the interrupted work. 
This issue can be resolved by recommending similar expertise workflow from 
knowledgebase. Figure 2 shows the proposed system for assisting appropriate 
adaptive workflow to actual situation. The active workflow is progressed from 
process 1 (A-P1) to process 3 (A-P3) on the workflow A (WA). The workflow B 
(WB) is started after completed process 4 (A-P4) in prescheduled order as an upper 
layer workflow. The workflow C is interruption that has positive and negative effect 
to other workflows. The system observes and retrieves the changed situation in time 
aspect among the workflows. In order to recommend the appropriate action from the 
similar workflow to the recent situation, the similarity of the interruption context is 
computed. That similarity for the interruption context is computed by applying 
regularized Singular Value Decomposition (SVD) [6]. If the interruption that has 
negative impact to the actual workflow on the context, the appropriate workflow is 
reasoned according to the similarity computation from the expertise workflow. That 
expertise workflow is contained to the knowledge database with classifying case 
studies collected from enterprise experiences. The context of the interruption is 
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categorized for classify the similar case in the knowledgebase by giving weight to the 
important factor based on the expertise. The worker’s situation in interruption is used 
as input data to compute the similarity of the adaptive scenario according to the 
weight. The ranking of the similar scenario is recommended from the system for 
supporting worker’s decision making. The weight is adjusted dynamically for 
appropriate decision making by repeating evaluation in the recommendation. The 
cognitive map model for the interaction of the interruption effect improves the 
accuracy to reason the similarity by applying the relation of the causal and effect.  
The set of the scenario policy is recommended from the system by estimating the 
reasoning with actual situation and similar situation. This recommendation from 
knowledgebase assists for human decision making on the interruption. The adjusted 
new process can be created by merging simultaneous workflow and aligning the 
cognitive map as multi criteria. The similarity of the active workflow and the other 
workflow is not changed by the positive interruption to the workflow because the 
positive interruption sustains the original workflow even the situation is changed. 
Therefore, the workflow of the positive interruption (positive workflow D) is added to 
similar situation workflow as a recommended relevant task through the feedback to 
the knowledge database.  

 
Fig. 2. Skeleton for proposed support system 
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4 Conclusion and Future Works 

Interruption is encountered regular activities and it is occurred frequently. A beginner 
worker has less experience on decision knowledge to resume workflow after an 
interruption. Even if the work of an expert worker is interrupted, the accuracy of  
the decision making for appropriate action is reduced according to the context of the 
interruption or the worker's negative condition such as reducing memory. The 
decision based on small amount estimation invokes the gap of the upper layer 
workflow. For example the total limited time is reduced by concentrating the detailed 
workflow. The expert knowledge and experience is needed to estimate appropriate 
next action in dynamic changed situation by the occurring interruption. The proposed 
approach is an improvement for the changed situation of the workflow by utilizing 
knowledgebase. The knowledgebase is used to narrow the target area to retrieve 
adaptive information for the worker by reasoning similarity between a worker’s 
profile and relevant contents in the interruption. The knowledgebase can have the 
criteria for improving the efficiency of the interrupted workflow by computing the 
relative appropriate knowledge relevant to the need of workers. Therefore the worker 
can get the adaptive information for the interruption of the original workflow from the 
system without contriving ways to request adaptive information from the 
knowledgebase. Although this paper focused on the time parametric view, there are 
several types for the context of the interruption such as mentality of the workers or 
physical issues related to the workflow. The degree of the effect by the interruption 
differs greatly in individuals. In order to improve the usability of the recommendation 
for changed workflow, the system must include the interaction of several contexts and 
retrieve individual parameter for adjusting similar workflow. Interruption that has a 
criticality is discussed for the purpose of improving work efficiency. However, a non-
critical interruption may important for other workflow or individual mental 
satisfaction. In forthcoming paper we would formalize interruption theory model and 
present concrete results as case studies in real business. 

Moreover, in the near future, this study will consider further attributes to expand 
the interruption context by retrieving many case studies collected from real enterprise.  
The balance of selecting these attributes depends on the priority raking of these 
attributes that we need to investigate and report in next paper. 
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Abstract. Theory of mind based reasoning is crucial for humans that interact 
with each other. Also in the domain of multi-agent systems the importance of 
theory of mind based reasoning has been stressed, for instance in the process of 
selecting appropriate actions. In this paper, a theory of mind based approach is 
presented which goes beyond the capabilities of currently existing agent-based 
theory of mind approaches by adding certainties to predicted states, and predict-
ing over a longer period of time thereby generating multiple predictions using 
the theory of mind model. This approach has been applied to the domain of 
fighter pilots whereby intelligent opponents are developed to facilitate dedicat-
ed training for F16 fighter pilots. 

1 Introduction 

In multi-agent system, the problem of individuals selecting an appropriate action giv-
en the current state of affairs of the world and the behavior of other agents is a far 
from trivial task. Agents have to consider the actions that will most likely be per-
formed by other agents, and select their own action accordingly. Castelfranchi [5] 
states that agents can take models of other agents actions into account in various 
ways: it can be used to anticipate to the behavior of the other agent (for instance ex-
ploiting the other agent’s action) or it can be used to influence the other agents beha-
vior (for instance inducting the other agent to drop a certain goal). Imagine a scenario 
whereby there are two fighter planes that are flying towards each other, called red and 
blue respectively. If red anticipates that blue will fire a missile, red might take precau-
tions. On the other hand, if red knows that performing a certain maneuver will likely 
avoid the missile from being fired by blue he might perform that maneuver.  

A variety of authors have developed models that try to come to coordinated efforts. 
For instance, Parker [9] introduces an approach that takes into account previous ac-
tions performed by other agents. Veloso, Stone, and Bowling [10] present an algo-
rithm to anticipate on the needs of teammates in RoboCup Soccer and select actions 
accordingly. However, these approaches do not have an explicit representation of the 
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behavioral model and internal decision process of the other agents. Humans are 
known to use such behavioral model to coordinate their behavior, which is commonly 
referred to as theory of mind (see e.g. [2]). Within several research domains, theory of 
mind models have been utilized to obtain good coordinated effort between agents. In 
the (serious) gaming domain for instance, various approaches have been proposed 
(see e.g. [8; 6; 7]). 

The main purpose of this paper is to go beyond the current state of the art in such 
theory of mind based approaches and to apply this approach to agent-based training 
environments of fighter pilots. To be more specific, in this paper an action selection 
mechanism is introduced based upon theory of mind that extends the approaches men-
tioned above by: (1) the ability to express a BDI-based behavioral model of the other 
agent with explicit certainties of the states (modeled by means of numerical values); 
(2) is able to look ahead for a large number of steps, thereby combining the theory of 
mind model with a world model as well as the prospected actions of the agent itself, 
and (3) provides a thorough evaluation of the approach in the domain of fighter pilots, 
whereby agents are developed as part of a training environment for F16 fighter pilots 
and can act as an intelligent opponent. 

This paper is organized as follows. The modeling approach used throughout this 
paper is explained in Section 2. Section 3 expresses the fighter pilot case study. In 
Section 4 the model itself is explained whereas in Section 5 the results obtained using 
the proposed model are presented. Section 6 presents the verification of these results, 
and finally, Section 7 is a discussion. 

2 Modeling Approach 

In order to model the approach as introduced an expressive language is used, called 
LEADSTO [4], based on a variant of Executable Temporal Logic [1]. The basis of 
this language consists of causal relations of the format α →→e, f, g, h β, which means: 

if state property α holds for a certain time interval with duration g, 

then  after some delay (between e and f) state property β will hold for a certain time interval of length h. 

where α and β are state properties of the form ‘conjunction of literals’ (where a literal 
is an atom or the negation of an atom), and e, f, g, h non-negative real numbers. In order 
to evaluate the proper function of the model, the language TTL is used [3]. This 
predicate logical language supports formal specification and analysis of dynamic 
properties, covering both qualitative and quantitative aspects. TTL is built on atoms 
referring to states, time points and traces. A state of a process for (state) ontology Ont 
is an assignment of truth values to the set of ground atoms in the ontology. The set of 
all possible states for ontology Ont is denoted by STATES(Ont). To describe sequences 
of states, a fixed time frame T is assumed which is linearly ordered. A trace γ over 
state ontology Ont and time frame T is a mapping γ : T → STATES(Ont), i.e., a sequence 
of states γt (t ∈ T) in  STATES(Ont). The set of dynamic properties DYNPROP(Ont) is the  
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set of temporal statements that can be formulated with respect to traces based on the 
state ontology Ont in the following manner. Given a trace γ over state ontology Ont, 
the state in γ at time point t is denoted by state(γ, t). These states can be related to state 
properties via the formally defined satisfaction relation |=, comparable to the Holds-
predicate in the Situation Calculus: state(γ, t) |= p denotes that state property p holds in 
trace γ at time t. Based on these statements, dynamic properties can be formulated in a 
formal manner in a sorted first-order predicate logic, using quantifiers over time and 
traces and the usual first-order logical connectives such as ¬, ∧, ∨, , ∀, ∃. A special 
software environment has been developed for TTL, featuring both a Property Editor 
for building and editing TTL properties and a Checking Tool that enables formal veri-
fication of such properties against a set of (simulated or empirical) traces. 

3 Case Study 

As this paper is part of a larger research effort to generate more human-like agents to 
improve the quality of tactical training simulators for the Royal Netherlands Air 
Force, the model is tested against a case study in the domain of air-to-air combat.  

In the case study, two aircraft of opposing forces fly their missions. One aircraft, 
flown by a human, is designated as Blue. The opponent, designated Red, is controlled 
by an agent equipped with the theory of mind model as developed in this paper. Both 
aircraft have radars to detect each other. In the case study, simple radar models have 
been used that always detect other aircraft in a 3600 area around the aircraft within an 
unlimited distance. Blue and Red have different missions: Blue has a defensive mis-
sion while Red has an offensive mission. The goal of Blue is to defend its airspace, 
while Red’s goal is to get past Blue to its objective. Both Blue and Red want to sur-
vive and to kill the opponent if possible. However, Blue has orders on how and when 
to attack any detected aircraft expressed by means of so-called Rules of Engagement 
(RoE). RoE are used to reduce the chance of friendly fire or other incidents.  

An important aspect of the scenario is the Forward Line of Own Troops or FLOT. 
The FLOT basically is a line dividing the friendly territory from enemy territory. The 
Rules of Engagement of Blue dictate that Blue can only attack aircraft that cross the 
FLOT and come to Blue’s side of the FLOT. It can be reasonably assumed that such 
aircraft are hostile and thus valid targets for an attack. Blue’s behavior, to a large 
extent, is therefore determined by his RoE which can therefore be used as a basis for 
the mental model that Red uses to make predictions on the other agent’s actions. It 
will not attack Red if Red remains on the far side of the FLOT and only attacks if Red 
crosses the FLOT.   

4 Model for Action Selection Using Theory of Mind 

The Action Selection model which utilizes theory of mind based reasoning consists of 
a number of processes, submodels and states, as illustrated in Figure 1. 
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Fig. 1. Overview of model 

Essentially, the decision cycle of the agent starts with the updating of its current 
beliefs about the world which is performed by means of the process maintaining 
world info. Thereafter, this information is used to determine what situations the agent 
could end up in after this situation, given his own, and the other agents’ actions and 
their influence upon the world, done in the process generating hypothetical situation. 
Then out of these hypothetical situations, the most desirable is selected in the process 
selecting most desirable situation. Once this most desirable situation is selected, the 
action accompanying this situation is performed.  

The theory of mind module, the key element of the model presented in this paper, is 
used to generate the hypothetical situations. As the opponent has such a large impact 
on these hypothetical future situations, the theory of mind module is essential to pre-
dict his actions and thus his influence on the hypothetical situations. The search 
through the state space of potential situations is guided by a desirability function, 
which indicates how good a situation is from the viewpoint of the agent. As the agent 
has to operate in real time, the generation of new hypothetical situations is halted after 
a certain time limit has been reached. Below, first the three processes high-level 
processes are explained whereby in the generation of hypothetical situation the 
Theory of Mind module is explained in more detail. 
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4.1 Maintaining World Info 

The process of action selection starts with building up the beliefs on the world state 
using observations. The model receives from the environment periodically a set of 
predicates that represent the perception of the agent. These percepts are modeled as 
object-attribute-value triples, so that there is a uniform, expressive representation of 
the outside world available to the agent. An example is that if the speed of the agent’s 
aircraft is 100 m/s, the agent receives the predicate observation(red, speed(ownship, 100)).  

From these percepts a set of viewpoint-independent world info beliefs are derived, 
using a world model. These beliefs are of the form belief(AGENT, WORLD_INFO), where 
AGENT is an identifier referring to whom the belief belongs to and WORLD_INFO an ob-
ject-attribute-value triples, like with perception. An example of a belief of the agent 
red on world info is the position of an object, represented as belief(red, position(Object, X, 

Y)), with X and Y being the absolute coordinates of the object. The world model is a 
set of rules that dictate how certain world info elements can be derived from percepts 
and other world info elements.  

4.2 Generating Hypothetical Situations 

To select a new action, as many hypothetical situations as possible are generated 
within the time limit that is set. Formally this can be expressed as (note that in case 
the e,f,g,h values accompanying the LEADSTO arrow are omitted, standard values of 
0,0,1, and 1 are assumed): 

LP1: As long as the time limit has not been reached, the process continues 
A:AGENT, D:REAL, T:REAL, Tmax:REAL 
desire(A, generating_situations) ∧ belief(A, time_since_start(T)) ∧ belief(A, maxi-
mum_time_for_generating(Tmax) ∧ T < Tmax 
→→ desire(A, generating_situations) 

A hypothetical situation is a predicted world state based on the actions of the relevant 
actors and the predicted influence of those actions on the world state. For example, 
the position of an aircraft in a future hypothetical situation depends on its previous 
position, its speed, its heading and the action of its pilot (does he turn left or right, 
etcetera). A hypothetical situation is identified by an ordered list of the actions of each 
of the agents involved. For example, a possible hypothetical situation is represented 
by the predicate situation( [transition( [action(red, turn_left), action(blue, turn_right) ] ) ], which 
represents the hypothetical situation after Red turns left and Blue turns right one time 
step from the current moment. For each hypothetical situation a set of beliefs is 
formed on the state of the world in that situation, which can then be used to determine 
the desirability of this situation. These are the same kind of beliefs as used to 
represent the current, real world state but their actual values are interpolated using an 
action effect model.  This model is a set of rules that describe how a certain belief on 
world info changes, given a previous situation and an action that is performed. The 
beliefs that are derived are of the form belief(AGENT, holds_in(SITUATION, WORLD_INFO) ), 
meaning that AGENT believes that WORLD_INFO, an object-attribute-value triplet, holds 
in SITUATION.  
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Note that not all hypothetical situations are formed (i.e. every possible combination 
of sequences of actions), as that would lead to combinatory explosion. Instead, the 
generation of (beliefs on world info for) hypothetical situations is reduced by predict-
ing the opponent’s action and by selecting only the most desirable hypothetical situa-
tion to continue reasoning with. 

Starting with the current situation, situation([]), the “hypothetical” situation that is the 
result of zero transitions, the first step is to determine the opponent’s action, which is 
predicted via the theory of mind module as explained below. The action that follows 
from the theory of mind module is then coupled with every possible action of the 
agent itself and for each of these possible actions, a new hypothetical situation is con-
siders and the beliefs on its world info are derived. More formally:  

LP2:  generating hypothetical situations from the current situation 
A:AGENT,Aown:ACTION, Aenemy:ACTION, Info:WORLD_INFO, S0:SITUATION, S1:SITUATION 
desire(A, generating_situations) ∧ belief(A, possible_actions(Aown)) ∧ belief(A, current_situation(s0)) ∧ 
belief(A, predicted_enemy_action(s0, Aenemy) ) ∧ set_of(Aown, Aenemy, Set) ∧ 
belief(A, action_effect(S0, Set, world_info(Info))) ∧ list_of(S0, Set, S1)  

→→   belief(A, holds_in(S1, world_info(Info)) ∧ belief(A, considered_hypothetical_situation(S1)) 

Each hypothetical situation S for which beliefs on world info are derived is stored as 
belief(A, considered_hypothetical_situation(S1)). The next step is to derive what the opponent’s 
action would be (using the theory of mind module explained in Sections 4.2.1 and 
4.2.2. This results in a single action from the opponent. Eventually, after the first ite-
rations, there are N + 1 considered hypothetical situations, where N is the number of 
possible actions for the agent. Each of these hypothetical situations is assigned a desi-
rability value in the range [0, 1]. In each subsequent iteration, the most desirable con-
sidered hypothetical situation that has not been selected before is selected. For this 
selected situation, N more hypothetical situations are generated for each possible 
action of the agent, the opponent action in the selected situation is predicted using the 
module again, and the world info beliefs resulting from these actions are derived. The 
selected situation is marked so that it will not be selected for generating more situa-
tions anymore. More formally:  

LP3: Generating further hypothetical situations from other hypothetical situations 
A:AGENT Aown:ACTION, Aopponent:ACTION, I:WORLD_INFO, Sn:SITUATION, Sn+1: SITUATION 
desire (A, need_for_reasoning) ∧ belief(A, considered _hypothetical_situation(Sn)) ∧   
belief(A, most_desirable(Sn)) ∧ not( belief(A, has_been_selected(Sn)) ) ∧ belief(A, possible_action(Aown)) ∧ 
belief(A, predicted_opponent_action(sn, Aopponent) ) ∧ set_of(Aown, Aopponent, Transition) ∧ 
action_effect(Sn, Transition, world_info(I) ) ∧ list_of(Sn, Transition, Sn+1) 

→→   belief(A, holds_in(Sn+1, world_info(I)) ∧ belief(A, considered_hypothetical_situation(Sn+1)) ∧ belief(A, 
has_been_selected(Sn)) 

This process of selecting the most desirable considered hypothetical situation, gener-
ate it successor hypothetical situation by combining all possible own actions and pre-
dicting the opponent action and derived world info beliefs continues until the time 
limit is reached and desire (A, need_for_reasoning) no longer holds. 

Below, it is explained how the theory of mind model works in order to derive the 
actions of the opponent. 
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4.2.1 Determining the Opponents Observations 
In order to determine the observations of the opponent, the viewpoint-independent 
world info beliefs for the given hypothetical situation are converted to viewpoint-
dependent beliefs on opponent perception using the rules of the perception model. An 
example of such a rule is to derive a relative position of an object (is it to the left or 
right of the opponent) from the beliefs on the coordinates of that object. 

As the beliefs on the opponent mental states have a degree of belief value assigned 
to them, the beliefs on opponent perception needs to be assigned such degree of belief 
values. While more complex functions can be used for this assignment, for now the 
assignment method is simple: beliefs on opponent perceptions that hold are assigned 
the value 1, all others the value 0. 

4.2.2 Determining the Opponents Actions 
On the basis of the estimated opponent’s perceptions and the opponent model, the 
various mental states of the opponent can be predicted. For the time being, the focus 
is on predicting the actions the opponent will take in a given hypothetical situation.  

The beliefs on the opponent’s perceptions have a degree of belief as described 
above. The degrees of belief on the opponent’s mental states are then calculated via 
the causal dependencies between the mental states. The degree of belief is a real value 
in the range [0, 1] indicating how certain the agent is the opponent has these beliefs. 

The opponent model is a causal model on what kind of mental states the opponent 
can have and what the causal relations are between these mental states. This model is 
represented in the agent as a set of beliefs. These beliefs represent the knowledge the 
agent has on how the opponent thinks and reasons.  

The beliefs on mental states are of the form belief(A:AGENT, holds_in(S:SITUATION, 

M:MENTAL_STATE), D:REAL), where A is the agent having this belief, M the mental state the 
belief is about, S the hypothetical situation the mental state holds and D the degree of 
belief. The model follows the Belief-Desire-Intention framework, so the mental states 
the beliefs refer to are either beliefs, desires or intentions. The terms of type 
MENTAL_STATE have either the form belief(A:AGENT, I:WORLD_INFO), the form desire(A:AGENT, 

D:DESIRE), the form intention(A:AGENT, I:INTENTION) or the form action(A:AGENT, C:ACTION), 
where DESIRE, INTENTION and ACTION are the sets of respectively the possible desires, 
possible intentions and possible actions agent A can have. 

To represent the knowledge the agent has about the interaction between mental 
states in other agents or humans, the agent has a set of beliefs on causal relations be-
tween mental states. As with mental state beliefs, these beliefs consist of three parts, 
with the first part indicating the owner of the belief and the last part the degree of 
belief. The second part differs in that it consists of a pair of mental states that are 
supposed to be causally linked, with the first mental state being a cause to the second 
mental state. An example of such a belief on causal relation is belief(A, causal_relation ( 

desire(B, engage), intention(B, engage) ), 0.5), which represents A’s belief with a degree of 
belief of 0.5 that if B desires to engage, he will have the intention to engage. 

Using the degrees of belief of the beliefs on the opponent’s observations and of the 
causal relations between the opponent’s mental states, the degrees of beliefs of the 
opponent’s mental states for a given hypothetical situation can be calculated with (1): 
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In formula (1), dob(S,B) is the degree of belief B in situation S, σ is the steepness 
parameter, τ is the threshold parameter. WS,B is calculated with formula (2). 
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Where N is the number of beliefs that cause belief B, dob(ci, b) is the degree of belief 
of the causal relation from belief i and belief B and dob(i) the degree of belief of i. 

With every generation of a new hypothetical situation, the beliefs on opponent ob-
servations are derived from the world info beliefs of that situation, from which the 
mental states they share a causal relation with are derived using formula (1). After 
that, all beliefs on mental states with a causal link with the derived beliefs on mental 
states are updated, and so on, after all beliefs on mental states in the opponent model 
of are derived. 

At the end of the causal chains defined by the opponent model are the beliefs on 
the opponent actions. The action with the highest degree of belief is selected and 
marked as the predicted opponent action for that particular hypothetical situation. 

4.3 Selecting Most Desirable Situation 

As mentioned in the part explaining generating hypothetical situations, each hypo-
thetical situation is assigned a desirability value, which is used to guide the search 
process. This desirability value represents the agent’s subjective appraisal of a certain 
(hypothetical) situations and consists of both rational and emotive aspects. Also, at 
the end of the reasoning process, when the time limit has been reached, the most de-
sirable hypothetical situation and the first agent action in the list of transitions that 
establishes this hypothetical situation is then executed, so that the current situation is 
nudged a bit towards this highly desirable hypothetical situation. After this the whole 
process starts again with maintaining world info, generating hypothetical situations in 
which opponent actions are predicted and so on.  

Selecting the most desirable hypothetical situation is simply done by taking the one 
with the highest desirability value. Calculating the desirability value is done with (2): 


=

=
N

i
ii desSddeswSd

1

),()()(  (2)

d(S)   Total desirability of situation S 
d(S, desi) Desirability of situation S in regards to desire desi 
w(desi) Weight for desire desi 
N  number of desires 

The idea is that the desirability of a situation is fully dependent on what the agent’s 
desires are and thus that this desirability can be divided into multiple values, one for 
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each desire, that are then combined using a weighted summation to get a final value in 
the range [0, 1]. 

The exact number and nature of the desires is domain specific, as not every possi-
ble human desire is relevant for each application. For example, the desire for survival 
plays a large role in the case study of this paper, but in other (non-military) domains, 
it might be advisable to choose to model other desires. 

5 Results 

The model described in this paper has been implemented and tested in a tactical figh-
ter simulator for the use case described in Section 3. Hereby the setting was that the 
automated agent using the theory of mind module controlled red which flew against a 
human-controlled aircraft, designated Blue. The exact specification of the Theory of 
Mind model utilized can be found in appendix A1. To both test the added value of the 
theory of mind aspect of the model and its robustness, four different configurations of 
the use case have been used. In configuration A, the human pilot is instructed to 
comply to the mission briefing, i.e. respect the Rule of Engagement of only attacking 
Red when it crosses the FLOT and to not cross the FLOT himself. Also, the theory of 
mind aspect is inactive; instead the agent assumes in every hypothetical situation that 
Blue does not turn and fires a missile whenever Red is in Blue’s weapon range. In 
configuration B, the theory of mind aspect is inactive as well, but the human pilot is 
instructed to not comply to the mission briefing, i.e. to ignore the FLOT and directly 
engage Red. In configuration C and D the theory of mind aspect is made active in 
order to predict opponent actions, with the human pilot being compliant in configura-
tion C and non-compliant in D. 

5.1 Parameter Settings 

In the opponent model, the reasoning of the human pilot regarding the FLOT, his RoE 
and other factors have been modeled. For the sake of brevity the details of the oppo-
nent model has been left out of the paper. 

For the use case, three desires have been defined: desire(red, engage), desire(red, 
survive) and desire(red, objective). The weights for the desires are: W(desire(red, 
engage)) = 0.1, W(desire(red, survive)) = 0.3, W(desire(red, objective)) = 0.6.The 
values for the desirability for each desire are calculated using the threshold function 
th(σ,τ, V), which is defined as: 
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σ Steepness parameter 
Τ Threshold parameter 
V Input value 

                                                           
1  http://www.cs.vu.nl/~mhoogen/tom/appendix_iea_aie_2012.pdf 
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Below the functions for the three desires used for the test scenario are described. 

Desire to engage: Red has the desire to engage enemies. The closer Red is to its op-
ponent and the more the opponent is in front of Red, the better the situation is for Red 
with regards to its desire to engage. The detailed formula used to calculate this value 
is expressed as follows: 

)),0,(1)(1()),5.0,(1(),( bbddd VthrVthrengageSd στσ −−+−=  (4)

r The ratio between how the distance and the bearing influence the desirability. 
Vd The distance between Blue and Red, derived from the world info on the posi-

tions of Blue and Red. 
τ d The max distance from Blue where it is still possible for Red to reach Blue. 
σd  = 10 / τ d2

   
Vb The number of degrees between Red’s nose and Blue’s position (bearing), 

based on Red’s belief on world info. 
σd  = 10/1803  

Desire to fulfill objective: As Red has the mission to get to an objective, the closer 
Red is to that objective, the higher the desirability to fulfill objective. The detailed 
formula is shown in Appendix A.  

Desire to survive: As an agent mimicking human behavior, Red has a desire to sur-
vive. Blue can kill Red by means of missiles, so it is desirable for Red to have the 
distance between it and any missile Blue fires as large as possible. If no missile has 
been fired, Red is save in that situation. Again, the details are shown in Appendix A. 

5.2 Behavior 

Figure 2 shows the behaviour of Red and Blue in the four configurations.  
In each configuration, Red starts north of the FLOT (the horizontal line in the mid-

dle) and flies southeast towards the objective south of the FLOT. Blue starts to the 
south of the FLOT, facing westward while circling clockwise to patrol the area be-
tween the FLOT and the objective. 

In configuration A, Red moves away from Blue as soon as Red gets into Blue’s 
weapon range. As Blue is compliant and thus does not cross the FLOT, both aircraft 
hover around the FLOT. In configuration B, Blue heads straight for Red, who avoids 
Blue as without theory of mind it will not assume that Blue will not attack him. 

The behavior of Red with the theory of mind aspect activated behaves markedly 
different, as the agent will not see Blue as a threat while being on the north side of the 
FLOT. In configuration C, Red only starts moving away from Blue when Red crosses 
the FLOT. Later on, nearer to the objective, Red decides to engage Blue who, after 

                                                           
2  The steepness parameter needs to be divided by the threshold parameter as keeping the steep-

ness at 10 would mean the threshold function is very flat. 
3  180 degrees is the maximum deviation from an aircraft’s nose. 
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Red gets successfully behind him a few times, flies away to the west, after which Red 
continues to the objective. In configuration D, Red once again sees no threat in Blue 
north of the FLOT and manages to get a lead in the race towards the objective, with 
an evasive maneuver at the end.  

These examples show that using the theory of mind module contributes to a more 
intelligent behavior of the agent, as 1) the agent gets much closer to the objective 
while using the theory of mind module than without using it and 2) the agent reacts 
more appropriate to Blue’s behavior. 

6 Verification 

In this section, it is investigated whether the model indeed shows the behavior as in-
tended in the design of the model. These properties are used to verify the internal 
correctness of the model  For the sake of brevity, not all formalizations are shown. 

 
P1: Updated world model lead to predicted hypothetical situations 
In case the agent obtains an update with respect to the world model, then hypothetical 
situations are generated using the theory of mind module. Formally:  
 

∀γ:TRACES, t:interval 

[ state(γ, t) |= world_model_update 

    ∃t2:interval ≥ t [ (state(γ, t) |= hypothetical_situation_generated) &  

                  ∀t’:interval > t & t’ ≤t2 [state(γ, t) |≠ world_model_update] ] ] 
 
P2: Hypothetical situation lead to action being selected 
Once a number of hypothetical situations have been generated, eventually an action 
will be selected by the agent. 

Fig. 2. Flight paths of Red (agent) and Blue (human) in different configuration. White horizon-
tal line is the FLOT, Red’s objective is at the bottom of the white vertical line, Sred and Sblue 
indicating the starting positions of Red and Blue. 

A: no theory of mind, compliant opponent. 
B: no theory of mind, non-compliant opponent. 

C: theory of mind, compliant opponent  
D: theory of mind, non-compliant opponent. 



532 M. Hoogendoorn and R.-J. Merk 

 

P3: Actions lead to updated world model 
Once a new action has been selected, the agent will receive an updated set of percep-
tions. 

All the properties expressed above were formally verified against the traces generated 
in the simulation runs (i.e. the four traces representing the different settings), and 
were shown to hold. 

7 Discussion 

In this paper, a theory of mind based model has been developed which can be utilized 
to create intelligent agents that can anticipate on the actions of other agents. Hereby, 
several aspects were represented in the model that move beyond the current state of 
the art in agent-based theory of mind modeling: the model about which reasoning 
takes place incorporates certainties, and the model is used to reason ahead a number 
of steps. The model has been applied to the domain of fighter pilots, thereby showing 
that it can truly contribute to more intelligent behavior. 

Future work is to create a more elaborate evaluation of the approach by means of 
real fighter pilots, to see how they judge the intelligence of the behavior of the agents. 
Furthermore, the idea is also to make a coupling to more sophisticated models for 
instance to represent the agent’s awareness of the situation Finally, applications in 
different domains are also envisioned. 
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Abstract. Our intelligent decision-making approach (IDMA) is an instance of 
cognitive computing. It applies causality as common sense reasoning and fuzzy 
logic as a representation for qualitative knowledge. Our IDMA collects raw 
knowledge of humans through psychological models to tailor a knowledge-base 
(KB). The KB manages different repositories (e.g., cognitive maps (CM) and an 
ontology) to depict the object of study. The IDMA traces fuzzy-causal infe-
rences to simulate causal behavior and estimate causal outcomes for decision-
making. In order to test our approach, it is linked to the sequencing module of 
an intelligent and adaptive web-based educational system (IAWBES). It is used 
to provide student-centered education and enhance the students’ learning by in-
telligent and adaptive functionalities. The results reveal users of an experimen-
tal group reached 17% of better learning than their peers of the control group. 

Keywords. Fuzzy-causal reasoning, psychological models, decision-making, 
knowledge-base, cognitive map, ontology, student model, content model. 

1 Introduction 

Cognitive computing aims at developing a coherent mechanism inspired by the mind's 
capabilities [1]. Moving from ignorance to knowledge, dealing with uncertainty, prob-
lem solving, and decision-making are a sample of cognitive reasoning [2]. Causality, 
our awareness of what causes what in the world and why it matters [3], represents a 
baseline for predicting and explaining certain consequences given specific conditions. 
Both causes and effects represent instances of common sense, the knowledge that 
every person assumes his/her neighbors also posses [4]. Common sense reasoning, a 
sort of reasoning we all perform about the everyday world [5], is the basic engine to 
deduce causal outcomes. Both knowledge and reasoning are often qualitatively cha-
racterized (i.e., expressed by natural language terms and sentences to acquire, state 
and reveal the meanings people give to their world and their experiences [6]). 

This context is taken into account for the realization of our IDMA in the form of 
intelligent system for decision-making applicable in sciences ranging from social to 
applied, such as education. Thus, we present next a sample of related works, our con-
ceptual model, its underlying items, a trial to test our approach, and the conclusions. 
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2 Related Works 

With the purpose of shaping the context of our IDMA and distinguishing its contribu-
tions, a set of similar works is given in this section. So we identify some works re-
lated to decision making in the field of cognitive computing and cognitive reasoning, 
followed by causality and qualitative knowledge applications, besides the use of CM.  

Wallach et al. adapt the Learning Intelligent Distribution Agent, a model of human 
cognition, to tailor both affective and rational features of moral decision making [7]. 
They show how moral decisions are made in many domains using the same mechan-
isms that enable general decision-making. Likewise, our IDMA is able to depict dif-
ferent kinds of features for decision-making. We also pursue to apply our IDMA in 
several domains by a general framework to depict knowledge and make reasoning. 

Senglaub et al. outline a hybrid reasoning model for human decision-making, 
based on the C.S. Peirce’s philosophical work, for computational representations or 
emulations of human cognition [8]. In the same way, we sketch a hybrid model be-
cause combines causality with fuzzy knowledge in order to reasoning about an issue. 

Concerning the use of common sense for decision-making, Ramachandran applies 
Markov decision processes to scan KB, represented by semantic networks, for enabl-
ing reinforcement learning agents to learn optimal behaviors [9]. But in IDMA, we 
tailor CM and an ontology as the causal and semantic KB repositories respectively.  

Osman and Shanks study how people weight base-rate information when they es-
timate causal strength and make judgments or inferences about the likelihood of an 
event [10]. However, our IDMA encourages people to express causal bias and judg-
ments about how a concept exerts another in linguistic terms. 

Premchaiswadi et al. define a framework for transforming decision-making state-
ments into a set of qualitative sentences and probability inequality constraints for 
inference in a Bayesian Network [11]. In contrast, our IDMA applies a deterministic 
and inductive reasoning mechanism based on fuzzy logic and causality. 

Al shayji and El Zant apply fuzzy logic to cope the uncertainty and reasoning prob-
lems for decision-making. They extract vague information in the form of fuzzy concepts 
and relationships to state them in an ontology [12]. Likewise our IDMA represents the 
meaning of fuzzy terms and causal relationships by means of an ontology. 

Dubois and Prade propose a model of fuzzy relation equations and causal reason-
ing based on possibility theory and the twofold fuzzy sets for handling uncertainty in 
diagnosis problems [13]. In comparison, the IDMA adds an underlying principle of 
causality to estimate uncertainty as a variation of the consequent fuzzy linguistic term.  

Tsadiras and Kouskouvelis design a fuzzy CM to analyze the integration of Turkey 
into the European Union [14]. Nevertheless, such a CM version is not a real fuzzy 
logic implementation, as the one used in the IDMA. Our IDMA applies a fuzzy rules-
base CM version that blends fuzzy logic with the principle of causality. 

Sobecki and Fijałkowski develop an approach to schedule courses, where students 
express their needs and preferences by several kinds of parameters, so the system 
recommends the sequence of courses to be taken [15]. Similarly, our IDMA supports 
the sequencing module of an IAWBES to evaluate the available options of content to 
teach a concept and choose the most promising option for being delivered to student. 
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3 Conceptual Description 

In this section we set the architecture and performance of our IDMA. The IDMA is 
deployed as a multi-agent system (MAS) [16], which is able to interact with end-user 
and systems by the reception and delivering of messages based on a sort of agent 
communication language [17]. The IDMA plays requester and responder roles. 

As requester, the IDMA demands information and services to functional systems to 
acquire, represent, and access features of the object to be modeled, such as: user, 
learning object (LO). As responder, applicative systems (i.e., those that provide spe-
cialized services to end-users, such as education) request evaluate alternatives and 
make decisions to the IDMA (e.g., respectively: estimate the learning impact that 
different LO produce on the user’ learning, choose the best LO to be delivered). 

Such roles are fulfilled by four kinds of agents: 1) interface: it performs requester 
and responder roles; 2) management: it holds support functions to feed, administrate 
and access the repositories of the KB such as the ontology; 3) mapping: it tailors a 
CM to shape the causal model to be analyzed; 4) engine: it triggers a simulation of 
fuzzy-causal effects to study the behavior of the model and estimate causal outcomes. 

The performance of the IDMA is illustrated in Fig. 1 as a workflow, where mes-
sages and access to KB repositories (e.g., CM, ontology, and working memory of the 
fuzzy-causal simulation) are pictured respectively by wide and thin arrows.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The workflow of the IDMA is accomplished as follows: 1) End-user provides personal 
features to functional systems; 2) functional systems forward personal features data to interface 
agent; 3) it forwards data to management agent; 4) it stores data and update KB repositories; 5) 
it commits and informs to interface agent; 6) it informs “IDMA is ready” to applicative sys-
tems; 7) end-user interacts with applicative systems; 8) they request evaluation and decision-
making to the interface agent; 9) it request the generation of a CM for each option to be eva-
luated to mapping agent; 10) it automatically tailors a CM for each option to be evaluated; 11) 
it commits and informs to interface agent; 12) it triggers engine agent; 13) it requests KB data 
to management agent; 14) it access requested data from KB; 15) it forwards KB data to engine 
agent; 16) it requests the CM of each option to be evaluated to mapping agent; 17) it access 
requested CM; 18) it forwards CM to engine agent; 19) it evaluates each CM by fuzzy-causal 
simulation and choose the best option; 20) it commits and informs the decision to interface 
agent; 21) it forwards the decision to applicative systems; 22) they interpret decision and 
achieve the corresponding action during their interaction with end-user. 
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4 Application Domain 

Our IDMA is designed as a general mechanism to analyze and reason for intelligent 
decision-making applications. However, the description of its components and the 
explanation of its performance are illustrated by the application of the IDMA to the 
educational domain. So we shape a profile of the application domain in this section. 

The student-centered paradigm pursues to enhance the apprenticeship of students 
by taking into account their cognitive strengths and weakness, needs, preferences, and 
goals. Thus, the paradigm advices to tailor educational curricula, lectures, support, 
assessment, and evaluation in such way they satisfy students’ requirements. 

IAEWS is an artificial intelligence approach to deploy the student-centered para-
digm. It intelligently adapts interfaces, content, trials, assistance, and examination 
based on students’ likings and constraints in order to increase students’ learning [18]. 

The sequencing is a key module of the IAWEBS for a successful teaching-learning 
cycle, because of it decides what the student is going to do next. For instance, it 
chooses the LO that offers the most profitable students’ learning achievement. This 
function claims the evaluation of the available LO options and the decision of which 
of them is the best LO option for being delivered to student. Such applicative tasks 
are candidates to be made by our IDMA, as it is explained in the rest of the paper. 

5 Knowledge Acquisition 

Before making a decision, it is necessary to model the subject of decision. Thus in this 
case, the applicative tasks are described by the features of the student and the content. 
They are collected by a knowledge acquisition framework. It is implemented by func-
tional systems and the interface and management agents of the IDMA as follows.  

In the case study, four domains of features are considered to depict the student: 
learning preferences, cognitive skills, personality traits, and knowledge. Whereas, two 
domains of features are used to set the educational content: concept and LO option. 

With the aim at achieving certitude of the nature, attributes, and measures of the 
features, the functional systems account psychological models, pedagogical criteria, 
and web graphic design items to outcome a student model, a content model, and an 
ontology, which are reflected as part of a KB, by means of the next instruments [19]: 

• The Gardner’s Multiple Intelligence model (GMIM) is used to estimate eight in-
stances of the learning preferences domain (Gardner, 1983). 

• The Wechsler Adult Intelligent Scale (WAIS) is applied to measure eleven skills of 
the cognitive domain (Wechsler, 2002). 

• The Minnesota Multiphasic Personality Inventory version 2 (MMPI-2) is ac-
counted to analyze forty three traits of the personality domain. 

• The Taxonomy of Learning Objectives (TLO) is enhanced to identify seven levels 
of domain knowledge mastered by students. 

• A set of guidelines for using learning technologies with multimedia (GULTM) is 
accounted to depict properties of the concept to be taught and LO option domains. 
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6 Knowledge Base Organization 

By means of the interaction between user (e.g., student and pedagogue) and the five 
functional systems, the features from student and content are acquired. The features 
are characterized by means of: concepts, relations, and measure-values. Such know-
ledge is added into the KB through the steps 1 to 5 of the workflow set in Fig. 1. Thus 
in this section, we describe the organization of the KB based on [20]. 

The KB is composed of several repositories to organize the application domain 
knowledge, such as: the student model, the content model, the ontology, the CM of 
each LO option to be evaluated, and results of the simulation decision-making 
process. Most of the repositories store raw data of the student, LO, CM and results by 
means of eXtended Markup Language (XML) documents. But the semantic definition 
of the items stored in those repositories is stated in the ontology repository. The se-
mantic definition is made by sentences of the Web Ontology Language (OWL).  

As regards with the student model, it contains three XML repositories: 1) record 
depicts personal data of the student; 2) assessment records the behavior, responses, 
and outcomes developed by the student during the sessions held with the IAWBES; 3) 
knowledge reveals the prior and the learned domain knowledge gained by the student 
during the teaching-learning experiences (lectures) provided by the IAWBES; 4) pro-
file represents the main features of the learning preferences, cognitive, and personality 
domains. This repository is complemented by ten more (e.g., one for preferences, four 
for cognitive, and five for personality) that offer detailed knowledge of such domains. 

Concerning the content model, it owns two repositories: 1) meta-taxonomy shapes 
the hierarchy of classes and properties to characterize LO; 2) taxonomy describes the 
features of a LO option, so there is one taxonomy repository for each LO option. 

The CM repository shapes the topology of a CM by the id that identifies the items 
(e.g., cause and effect concepts, fuzzy rules-base) of the causal relationships. The 
results repository stores the linguistic values that instantiate the level and variation 
states of the concepts held in the CM along each point of time ti of the simulation. 

Essentially, the ontology is encoded by four kinds of OWL sentences: class, Data-
typeProperty, FunctionalProperty, and class instances. The first is used to define a 
class and inheritance relationships with ancestors classes. The second and third are 
two options to define properties and attach them to a class. The fourth is applied for 
defining a specific object of a class, whose properties have instantiated values. 

The ontology represents the meaning of fuzzy rules-bases (i.e., they have a cause-
effect rule per each linguistic value that instantiates the antecedent), concepts (i.e., the 
features used to describe the student and content models), causal relationships (i.e., 
they identify the cause concept and the effect concept, besides the fuzzy rules-base 
that describes the relationship), series of linguistic terms (i.e., they mold the universe 
of discourse “UOD” of a fuzzy variable), linguistic terms (e.g., the fuzzy value at-
tached to a linguistic variable), the type of relationship (e.g., fuzzy, causal), the type 
of concept (e.g., level, variation), terms (i.e., they are used to label concepts), asso-
ciate terms (i.e., composed terms), version (i.e., special attributes used to depict LO). 

The management of the KB is accomplished by repository management agents, 
such as the ontology agent that is fully detailed in [21]. 
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7 Cognitive Mapping 

The applicative tasks (e.g, evaluation of LO options and selection of the best one) is 
fulfilled by two processes: cognitive mapping and fuzzy-causal reasoning simulation. 
The earliest is explained in this section; whilst the latest is pointed out in the next one. 

Conceptually speaking, the application domain is claimed as a teaching-learning 
cycle, where LO represent the cause, the student’s mental faculties the effect (i.e., 
because of they are stimulated) and also the cause (i.e., due to they are used to learn), 
and the student’s apprenticeship the effect (e.g. a specific concept to be learned). 

Such a conceptual environment is shaped as a CM, whose topology embraces three 
tiers of concepts (e.g., like a three-layer artificial neural network). Where the first tier 
contains concepts that characterize the LO to be evaluated; the second tier holds con-
cepts that describe the student; the third tier owns the concept to be taught (learned). 

Based on the steps 7 to 11 of the workflow pictured in Fig. 1, the mapping agent 
receives the id of the LO options, the id of the student, and the id of the concept to be 
taught as parameters wrapped in a message. Afterwards, it automatically tailors the 
CM structure that corresponds for the LO to be evaluated. The cognitive mapping 
process draws the topology of the CM according to the concepts and relationships 
stated in the repositories of the student model, content model and ontology. A sample 
of the CM’s topology tailored by the mapping agent is explained as follows:  

The first level contains two types of concepts to represent the LO: general and spe-
cific. General concepts are features that describe the concept to be taught (e.g., in this 
case they are five adjectives: abstract, abundant, complex, technical). Specific con-
cepts characterize a given option of LO authored for teaching such a concept (e.g., in 
this case they are eight adjectives: dynamic, static, constructive, declarative, linguis-
tic, non-linguistic, sonorous, visual).  

The second level models the student by a sample of concepts corresponding to 
three domains: 1) learning preferences: auditory, logical, linguistic, visual; 2) perso-
nality: hysteria, psychasthenia, social introversion, depression; 3) cognitive: causal 
reasoning, intelligence quotient (IQ), auditory memory, visual memory. Concerning 
the third level, it only includes the concept to be learned, as the goal to be achieved. 

As regards with the topology characterized by causal relationships, concepts of the 
first layer only exert concepts of the second layer. Thus, there are 156 unidirectional 
causal relationships (13 * 12) between both layers. Concepts of the second level bias 
the concept of the third level, so there are 12 causal relationships (12 * 1) between 
both tiers. However, there are more causal relationships, such as feedback and auto-
feedback between concepts of the second level and the one of the third. It means that: 
concepts of the second tier influence each other and themselves, so there are 144 
causal relationships (12 * 11 + 12); and the concept of the third tier exerts concepts of 
the second level and itself, thereby there are 13 causal relationships (12 + 1).  

In resume, the topology of the CM sample contains: 3 tiers, 26 concepts, and 325 
causal relationships, where all the relationships are defined by their respective fuzzy 
rules-base. The CM holds unidirectional and bidirectional causal relationships be-
tween couples of concepts, besides of itself causal relationships for many concepts. 
Thus, the CM is a tool for modeling system dynamics, whose attributes are set in [22]. 
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8 Decisions Making Engine 

Decision-making represents a chance towards a given goal. It implies the existence of 
at least two options or action courses to accomplish an objective. So it is needed the 
evaluation of the available alternatives based on some criteria and profit. In this sec-
tion, we show how the IDMA makes decisions through the evaluation of the LO op-
tions authored to teach a specific concept and the selection of the best LO. Therefore, 
once the LO options relying on their respective CM, the steps 12 to 22 of the 
workflow drawn in Fig. 1 are fulfilled to evaluate the LO and compare their results. 

First of all, the state of the concepts is initialized with level, variation, or both val-
ues. Such values are measured during the application of the knowledge acquisition 
framework and are stored in the KB. A level is a qualitative value assigned to the state 
of a concept to show how intense is its presence in a point of time ti. A variation re-
veals a sense and a qualitative degree of change after a short time tj- ti, (j = i +1). Thus, 
the state of concepts that describe the LO are only instantiated by levels because of 
the content is static along the lecture; whereas the state of concepts that characterizes 
the student and the concept to be learned are qualified by both level and variation due 
to they are altered during the lecture. So a UOD with six levels (e.g., {so low, low, 
medium, high, so high}) are linked to the state of concepts that describe LO and the 
student; a UOD with seven levels (e.g., {ignorance, knowledge, comprehension, ap-
plication, analysis, synthesis, evaluation}) is associated to the state of the concept to 
be taught; a UOD with eleven variations (e.g., decreases: so much, much, regular, 
little, and so little, holds, increases: so little, little, regular, much, so much)) is joined 
to the state of concepts that depict the student and the concept to be taught. 

Thereafter, the simulation of causal effects is started and along discrete increments 
of time t1… tn the causal effects on the state of the effect concepts (i.e., concepts bi-
ased by others) are estimated until a stable status is reached (i.e. when the state of 
each concept does not change, a loop of values appears) or a chaotic situation is faced.  

Thus, during each point of time t1, causal inferences (CI) and fuzzy inferences (FI) 
are computed according to the mathematical foundations detailed in [22], as follows: 
1) the levels attached to the state of concepts in the first tier exert the state of concepts 
in the second tier as a variation estimated by CI; 2) the variations given to the state of 
concepts in second and third tiers bias the state of concepts in second and third tiers as 
a variation computed by CI; 3) the levels assigned to the state of concepts in second 
and third tiers exert the state of concepts in second and third tiers as a variation made 
by CI; 4) the variation and level provided to the state of concepts in second and third 
layers bias the level allocated to the state of concepts in second and third tiers by FI. 

The state of concepts in the first level never changes; but, the level and the varia-
tion appointed to the state of concepts in second and third levels could change along 
the simulation. It means, the former level and variation (i.e., those used for initializing 
the state in t0) given to the state of the concept to be learned (i.e. the one of the third 
level) could be altered (e.g., from analysis to synthesis, from holds to increase much).  

Finally, the question: which is the best LO option? The decision is made by choos-
ing the LO whose simulation achieved to its CM outcomes at tn the highest level and 
the longest positive variation estimated as the final state of the concept to be learned. 
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9 Case Study 

The support for decision-making given by our IDMA has been tested in the educa-
tional arena. It has been the responsible for deciding the most profitable LO to teach 
the student. Thus, according to the framework sketched in Fig. 1, it receives messages 
sent by the sequencing module of an IAWBES (e.g., the applicative system) before 
delivering a lecture to the student. The application of the workflow is illustrated next.  

Our institution encourages graduates to make research as thesis and projects. But, 
most of them are living in several cities of the country. So we decided to use Internet 
to make a call for participation and provide a course.  

Firstly, we launching a campaign to invite subjects interested in updating their do-
main knowledge related to the “scientific method”. Several hundreds of people were 
aimed for participating of the free e-training. However, just 200 graduates enrolled by 
filing an e-form with personal data, which was stored in the record repository. 

Secondly, applicants answered the preferences, personality, cognitive, and domain 
knowledge tests by interacting with the functional systems. The collected data were 
stored in student model repositories. Unfortunately, during the process 75% of the 
universe gradually deserted and only 50 people made up the population (N).  

Thirdly, a course about “philosophy of the science” was delivered to the population 
in order to train them in the use and interaction with e-learning systems. Simulta-
neously, an introductory course was designed. It holds ten basic concepts (e.g., hypo-
thesis, law, theory). Four options of LO were authored to teach each concept. The first 
stimulates objectivism learning, the second the constructivism learning, the third pri-
vileges sonorous linguist content, and the fourth prefers the visual messages. 

Fourthly, only 18 participants fulfilled the training. Thus, they set the sample (n) 
and were randomly split into two comparative groups: control (C) and experimental 
(E). Moreover, a pre-measure concerning their prior knowledge of the basic concepts 
(PK) was made to the participants. The functional system measured the level of mas-
tering held by the individual through the UOD with seven levels given by the TEO. 
But, the linguistic terms were converted to digits (e.g., 0 for ignorance…). So a par-
ticipant got a PK sum between [0, 60], and the PK sum of a group was [0, 540]. 

Fifthly, the stimuli were provided to the participants through the delivering of just 
one LO option for each basic concept. However, the LO learned by C members were 
randomly chosen, and the LO taught to E members was selected by the IDMA. 

Sixthly, based on the instruments and criteria used in the pre-measure, a post-
measure was made to participants for estimating their final knowledge of the basic 
concepts (FK). Thereby, the difference between FK and PK reveals the learning 
gained (LG) by the participant and the whole group.  

Seventhly, a statistical process was computed and the results were interpreted. As a 
sample of such outcomes several parameters concerning to the PK, FK, and LG are 
outlined in Table 1, besides three concepts of the student model.  

Finally, although C group held more PK, 44% high IQ, and greater intercept (a) 
than the ones estimated for E group; at the end, E group overcame the disadvantage 
and achieved a higher learning FK and LG, and better Person’s coefficient (r), linear 
regression slope (b) and overcoat the statistical significance (p).  
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Table 1. Main statistical measures outcome by comparative groups during the test 

Criterion Control group Experimental group 
Pre-measure  PK: Sum 42; mean 4.67 PK: Sum 38; mean 4.22 
Post-measure FK: Sum 174; mean 19.33 FK: Sum 198; mean 22
Learning gained LG: Sum 132; mean 14.67 LG: Sum 160; mean 17.78 
Logical preference 44.4% so high, 55% high 44% quite high, 44% high, 11 medium 
Depression trait 22% high, 22% medium, 55% low 11% high, 22% medium, 66% low 
IQ skill 44% high, 22% medium, 33% low 11% high, 22% medium, 66% low 
Pearson’s coefficient r  = 0.554 r  =0.828 
Statistical significance p  =0.122 P  =0.0059 
Linear regression Post = a 13.7 + b 1.22 Pre-measure Post  = a 7.72 + b 3.28 Pre-measure 

10 Conclusions 

Decision-making is an activity that human beings and organizations daily make. Intel-
ligent support systems are concerned with research, theory, modeling and practice of 
a better decision-making. Our IDMA is an instance of such kind of systems, whose 
underlying items are fuzzy and causal knowledge and reasoning. It includes a frame-
work to guide the collection of features, the organization and management of know-
ledge, the modeling of the features as a CM, the evaluation of options and the  
selection of the best one, as it was shown in the case study: 17.5 % better learning was 
achieved for people who were benefited from the IDMA. Automatic acquisition of 
features and the application of the IDMA to different domains are being planned. 
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Abstract. This paper describes an approach for the camera motion estimation 
and moving object detection via tracking of the local image regions through the 
image sequence. The propose algorithm consists of two parts. First image of the 
sequence is used to compose a triangular grid which vertices are used as a 
feature points. Grid is optimized in order to increase number of elements in the 
regions with higher level of details. This grid is then used as an initial for the 
next frame in order to track local features. Neighborhood of each vertex is used 
to generate color distribution model which is used as a feature vector for 
tracking. In the second part of the proposed algorithm grids of two consistent 
frames used to estimate motion of correspondent grid vertices in order to form a 
motion field. This field is used to find dominant motions and make assumptions 
for background-foreground motion. Background motion is then used to estimate 
camera motion parameters. 

Keywords: camera motion estimation, feature tracking. 

1 Introduction 

Camera motion estimation is an important issue for several video analysis tasks 
such as indexing and retrieval purposes, motion compensation, scientific film 
analysis and many others. From an aesthetical point of view, camera motion is often 
used as an expressive element in film production. Motion content can be used as a 
powerful cue for structuring video data, similarity-based video retrieval, and video 
abstraction.  

Motion estimation and motion pattern classification problem has been extensively 
investigated by the scientific community for semantic characterization and 
discrimination of video streams. Moving object trajectories have been used for video 
retrieval [1–3]. Camera motion pattern characterization has been efficiently applied to 
video indexing and retrieval [4–7]. However, the main limitation of the latter methods 
is that they deal only with the characterization of the detected camera motion patterns, 
without explicit measurement of the camera motion parameters. As a result, the 
acquired information is of limited interest, since it can be used primarily for video 
indexing and retrieval. 
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There are different types of camera motion: rotation around one of the three axes 
and translation along the x and y-axis. Furthermore, zoom in and out can be 
considered as equivalent to translation along the z-axis. Existing methods can be 
classified as optical flow methods and feature correspondences based approaches. Let 
us also mention recursive techniques based on extended Kalman filters [8] which 
track camera motion and estimate the structure of the scene. In the case of an 
uncalibrated camera, interesting approaches are described in [9, 10]. The use of 
optical flow avoids the choice of “good features”. In [11] differential approaches of 
the epipolar constraint are described. In [12], the optical flow computed between two 
adjacent images in a video sequence is linearly decomposed on a database of optical 
flow models. The authors of [13] propose a comparison of algorithms which only use 
optical flow for estimating camera. 

In this work we present an approach for recovering grid-based structures from 
images. This structure is then used for estimating 3D camera motion. Our approach is 
based on decomposing image into the local regions and fixing geometrical relations 
between them. Initial grid is updating througth the image sequence.  

2 Camera Model 

In this work we considered eight-parameter perspective model defined as follows: 
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Where ( )1
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1 , yx and ( )22 , ii yx  are the coordinates of the same point in to consequent 

frames at t1 and t2 respectively and (a0,…,a7) are the motion parameters. Various 
motion models can be derived from this mode. For example, in case of a6=a7=0 it is 
reduced to affine model, and setting a2=a5, a3=-a4 and a6=a7=0 will give us a 
translation-zoom-rotation model. 

In [14] any vector field is approximated by a linear combination of a divergent 
field, a rotation field and two hyperbolic fields. The relationship between motion 
model parameters and symbol-level interpretation is established as: 
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Error in estimation parameters is defined as: 

( ) ( )
=
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Where N is number of corresponding points, ( )111 , iii yxp =  and ( )222 , iii yxp =  are the 

corresponding points in first and second frames, a=(a0,…,a7) is a transformation 
parameters vector and f() is a transformation function defined by (1). 

Using this model definition, problem of camera motion estimation could be 
formalized as the error minimization problem: 
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(4)

Where M defines estimated camera motion parameters.  
It is well known that, by taking some particular point p as the origin of the 

coordinate system with coordinates z, any infinitely differentiable function ƒ(x) could 
be approximated using Taylor series: 
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The matrix A which consists of a second partial derivatives of the function is also 
called Hessian matrix of the function at p [15]. 

In approximation of (5) the gradient of f is easily calculated as 

( ) bAzzf −=∇  (7)

In Newton’s method gradient is set to 0 to determine the next iteration point. 
The gradient of error function ε with respect to parameters a has components 
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Taking second order partial derivatives gives 
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It is conventional to remove the factors of 2 by defining 
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Making [a]=1/2A in equation (7), in terms of which that equation can be rewritten as 
the set of linear equations  
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SVD is used to compute transformation parameters form overdetermined set of linear 
equations (12). 

In the proposed work initial translation was estimated prior to pan-tilt-zoom 
estimation based on center of gravity of corresponding feature points in consistent 
frames. To remove outliers voting idea was used. After finding correspondences 
between frames each pair of matching points “votes” for its offset. Then points with 
small number of offset votes are discarded. 

However, prior to camera motion estimation a set of correspondent points has to be 
determined.  

 

Fig. 1. Main algorithm scheme 

Computing integral 
image for level of 

details 

Composing initial 
grid 

Computing 
descriptor vectors 
for grid vertices 

Finding vertex 
motion vectors 

Updating grid 

Analyzing motion 
of connected 

vertices

Foreground-
background motion 

classification 

Dominant motion 
detection 

Camera motion 
estimation 

Frame 1 Frame 2 … 

Camera motion 
parameters 

grid 

grid 

Optimizing grid 



548 A. Vavilin, L.-M. Ha, and K.-H. Jo 

 

3 Algorithm Description 

In the proposed work image is described by set of feature points connected with a 
rigid grid. Vertices of the grid are represent features used for tracking and 
neighborhood of each vertex forms its description vector.  

Main algorithm scheme is shown in Fig.1. First image in a sequence is used to 
compose the initial grid. Process starts with making a grid composed from equilateral 
triangles. Then the position of each vertex is updated to the local maximum of level of 
details [14,15] for some neighborhood. Radius of neighborhood is selected as 1/3 of 
minimum length among the edges, connected to this vertex. Level of details for 
neighborhood B is defined as follows: 
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where ( ) ( )yxIyxII x ,,1 −+=Δ and ( ) ( )yxIyxII y ,1, −+=Δ . Example of level of 

detail image and initial grid are shown in Fig.2(b) and Fig.2(d). 
Position of grid vertices is then modified in order to move them to the local peaks 

of detail density function: 
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where N(x,y) is a neighborhood of point with coordinates (x,y). Example of this 
function is shown if Fig.2(c). 

New coordinates V’ of vertex V were selected from its neighborhood R(V) 
according to the following equation: 
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(15)

Example of updated grid could be found in Fig.2(e). On the same time, if the 
amount of details presented in vertex neighborhood is higher than a predefined 
threshold all edges in connected triangles are separated into two parts forming 4 
new triangles (Fig.2(f)). Finally, all triangles are optimized in order to match two 
criteria: 

- all angles should be between 40 and 70 degrees 
- all edges length rates in triangle should belong to (0.8,1.2) 

Process repeats until detail level for each vertex will be less than threshold.  
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Fig. 2. Processing example: input image (a), gradient image (b), evaluation function for feature 
selection (c) initial grid, (d) grid with vertices moved to local maximum and (e) grids with 
disjointed elements for one iteration (f). 

To minimize computational time for grid vertex position update and feature vector 
computation summed area tables [16] which could effectively utilized by using GPU 
computations [17] are used. Grid computed for the first image is then used as the 
initial for the second one. Offset between corresponding vertexes in consistent frames 
gives us motion field. Each motion vector votes for its direction. Connected vertexes 
with similar motion directions are more likely belong to 

(a)

(b)

(c)

(e) 

(f) 

(d) 
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Vertex descriptor vector is formed from color probability distribution for its neighborhood. 
Vertexes are tracked between consequent frames using mean-shift algorithm. Motion vectors 
computed from correspondent vertices are analyzed in order to find dominant motion and detect 
local motion patterns. Regions with similar motion vectors are grouped and tracked together 
(see Fig.3 for detais).  

  

Fig. 3. Motion analysis example: input image (a), tracked grid (b), regions of similar motion 
(c).  White color used to show regions with no motion and red color shows region with not 
enough information to track 

(a) 

(b)

(c)



 Camera Motion Estimation and Moving Object Detection 551 

 

4 Experimental Results 

All experiments were done on Intel Core 2 Duo with 2Gb memory. Program was not 
optimized for the maximum performance, thus, computational time could be 
decreased. To evaluate matching quality several types of experiments were done. First 
group of tests considered planar camera motion (translation and rotation around 
camera optical axis). Image sequences with camera smoothly by shifted by 20 cm in 
different directions and rotated by 20 degrees around its optical axis were made To 
evaluate quality of camera motion estimation average and maximum absolute errors 
were computed. Results for all groups of tests are shown in Table 1. 

Second group of tests was used to evaluate algorithm performance for full 3d 
camera motion with known real camera trajectory. Three kinds of scenes were used: 
static scenes, scenes with moving objects and scenes with high amount of natural 
objects (trees, grass etc).  

In the last group of tests image sequence with predefined camera motion trajectory 
was used to evaluate error depending on number of grid vertexes used for matching. 

Table 1. Computational error (cm) 

 
Planar 
motion 

3D motion 
Static scene Moving objects Natural scene 

Average absolute 
error 0,59 0,44 0,59 4,61 

Maximum absolute 
error 0,6 3,7 3,93 9,02 

 
Table 1 shows that the proposed method can effectively estimate camera motion 

for scene with moving objects. However, its weak point is natural scenes with small 
number of geometrical objects. 

5 Conclusions 

The proposed paper describes grid-based approach for camera motion estimation. 
Proposed algorithm could be used in various applications such as stereo matching, 
camera motion compensation, background model generation etc. Using non-arbitrary 
triangular grid allows us to add more elements in informative regions with high level 
of details while preserving small number of tracking points in regions with small level 
of details which are bad for tracking.  

In future work we would like to investigate the effect of different kind of grids (ex. 
rectangular grid) and vertex tracking methods for motion estimation results. 
Additionally, context analysis could be used for effective motion estimation in scenes 
with complex motion (background parts moving with different velocities in addition 
to multiple moving objects). 
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Abstract. Criminal activities are unevenly distributed over space. The
concept of hotspots is widely used to analyze the spatial characters of
crimes. But existing methods usually identify hotspots based on an ar-
bitrary user-defined threshold with respect to the number of a target
crime without considering underlying controlling factors. In this study
we introduce a new data mining model – Hotspots Optimization Tool
(HOT) – to identify and optimize crime hotspots. The key component of
HOT, Geospatial Discriminative Patterns (GDPatterns), which capture
the difference between two classes in spatial dataset, is used in crime
hotspot analysis. Using a real world dataset of a northeastern city in the
United States, we demonstrate that the HOT model is a useful tool in
optimizing crime hotspots,and it is also capable of visualizing criminal
controlling factors which will help domain scientists further understand-
ing the underlying reasons of criminal activities.

Keywords: Crime Hotspot, Hotspots Optimization Tool, Geospatial
Discriminative Pattern, Footprint.

1 Introduction

The use of crime hotspots—spatial locations of high crime concentration [3]—is
a key component in the study of criminal related problems. The existence of
hotspots is due to the nature that criminal activities are unevenly distribution
over space. The reasons driving the distribution of crime incidents have been
explained in relation to the interaction of target and offender and the strength
of guardianship [5]. An accurately identified crime hotspot map will significantly
benefit police practise such as threat visualization, police resources allocation,
and crime prediction, etc. [4].

However, commonly used hotspots identification methods such as point
mapping, thematic mapping, and kernel density estimation (KDE) rely on a
user-defined threshold and none of them have taken the underlying controlling
factors of crimes into account. There is a potential error when using user-specified
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thresholds because the contrast between hotspots and normal areas may be ill-
defined. For example, if a block with more than ten crime incidents a year is
identified as a hotspot, then is there a large difference between this hotspot and
the blocks that have nine crime incidents a year? A better way to accurately
locate hotspots is to identify them not only by the criminal density, but also
considering the underlying controlling factors.

In this paper, we introduce a new data mining model, Hotspots Optimization
Tool (HOT)(Fig. 1), to improve the identification of hotspot by optimizing its
boundary through the spatial footprints of patterns of crime driving factors.
In the proposed method, a pattern means a combination of values of relevant
variables. And patterns capable of identifying hotspots out of non-hot (nor-
mal) areas from the spatial perspective are called Geospatial Discriminative
Patterns (GDPatterns) [7]. The HOT method adaptively optimizes the crime
hotspots while searching for GDPatterns between crime hotspots and normal
areas. Using a real world six-year dataset of a northeastern city in the United
States, we demonstrate that the HOT model is a useful tool in optimizing
crime hotspots, and it is also capable of visualizing criminal controlling factors
which will help domain scientists further understanding the underlying reasons of
criminal activities.

Fig. 1. The framework of Hotspots Optimization Tool (HOT). The boundaries of
hotspots are updated using GDPatterns according to the optimization rules.

The rest of the paper is organized as follows. In Section 2 related works are
discussed. Section 3 introduces the data representation and formal definition
of the research problems. The Hotspots Optimization Tool is also presented in
section 3. Our experimental results are discussed in Section 4. And in Section 5
we conclude the paper and discuss future research directions.

2 Related Work

Classic criminal theories, such as the Routine Activities Theory [5], conclude
that three concepts contribute to crime: accessible and attractive targets, a
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pool of motivated offenders, and lack of guardianship. The concepts of “tip-
ping point”[10] and “disorder”[17] explain why adjacent areas of crime hotspots
are at higher risk. A recent work done by [16] also discusses how an area is
affected by the activity scope of offenders.

The Spatial and Temporal Analysis of Crime (STAC) program [2] is one of
the earliest and widely used hotspot mapping applications. STAC uses “standard
deviational ellipses” to display crime hotspots on a map and does not pre-define
spatial boundaries. But some studies [9] show that STAC may be misleading
because hotspots do not naturally follow the shape of ellipses. Another popular
hotspot representation method is thematic mapping, in which boundary areas
(geographic boundaries like census blocks or uniform grids) are used as the ba-
sic mapping elements [12]. Compared to point mapping, thematic mapping uses
aggregate data, and spatial details within the thematic areas are lost. Also, the
identified hotspots are restricted to the shape of thematic units. Kernel density
estimation (KDE) [18] aggregates point data inside a user-specified search ra-
dius and generates a continuous surface representing the density of points. It
overcomes the limitation of geometric shapes but still lacks statistical robust-
ness that can be validated in the produced map [4]. All the above methods focus
only on the target crime data and none of them consider underlying controlling
factors of crime incidents.

Geospatial Discriminative Pattern applies emerging patterns to the spatial
content. Emerging patterns are firstly introduced in [8] and further systemati-
cally studied in [14]. In the work of [7] they adopted the relative risk ratio as the
measure of pattern emergence and use the method in vegetation remote sensing
datasets. In our work GDPatterns are used as a tool to spatially mine the stati-
cally significant difference between target crime hotspots and normal areas with
respect to its underlying related factors. It is the first time that GDPatterns
have been used in the field of crime hotspot study.

3 Methodology

In this section, we will formally define the research problem and then present
the HOT algorithm. To find GDPatterns of a target crime and its associated
variables, a transaction-based geospatial database needs to be built. A widely
used method for representing spatial distribution of entities is grid thematic
mapping [11]. In this work we firstly generate a grid mask to cover the studied
area. Variable data (both target crime and explanatory variables that contain
information about underlying controlling factors of target crime) in the original
spatial dataset is plotted onto a grid map with the same dimension as the mask.
The cell in the grid is assigned as the count of incidents falling into it.

Since the explanatory variables come from very different sources, the range
of their values varies. As with most criminal activities, the counts of cells with
same values in each grid map follow a power-law distribution [6]. A better way to
fairly represent all the variables in one pattern is to categorize them and change
the original values into categorized numbers. Jenks Optimization for Natural
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Breaks Classification [13], a method that is based on natural groupings inherited
in data is used to divide every variable into categories. Using the Nature Break
method the categories’ breaks are identified that best group similar values, and
the differences between categories are maximized.

Finally, with a user-specified threshold, the cells of the target crime grid can
be classified into two classes: hotspots and normal area and a transaction-based
geospatial dataset D is built.

Definition 1. Geospatial database object : A geospatial database object is a
tuple of the form: {x, y, V1, V2, ..., Vn, C}, where x, y indicate the object’s spatial
coordinates, V1, V2, ..., Vn are the categorized values of the explanatory variables,
and C is the class label of target crime. C is 0 if the area is not a hotspot (or
normal area) and 1 if the area is a hotspot. Using C, objects in D are labelled
into the class of Dh (hotspots) if C = 1, or Dn (normal area) if C = 0.

3.1 Geospatial Discriminative Patterns

Here we give a brief introduction of Closed Frequent Patterns [15], GDPatterns
and related definitions.

Definition 2. Transaction and pattern: In a geospatial database, a transaction
T is the group of explanatory variables (V1, V2, ..., Vn) in an object. An pattern
X is a set of values of explanatory variables (e.g. V1 = 1, V3 = 4). For example,
disregarding the class label C, in dataset D each object can be viewed as a
transaction in location (x, y) with a fixed-number of variables.

Definition 3. Support : A pattern is said to be supported by a transaction when
it is a subset of the transaction. For example, given a transaction T { V1=1,
V2=1, V3=2, V4=2, V5=3, V6=5 }, patterns X1 {V1=1, V2=1, V5=3} and X2

{V1=1, V3=2, V4=2 } are supported by T , though X3 {V1 = 1, V5=5, V6=3} is
not because it is not a subset of T . The number of transactions that support an
pattern X is called the support count (suppcount) of X . The support of X is
the ratio of X ′s suppcount and the total number of transactions in a geospatial
database (Formula 1).

sup(X) =
suppcount(X)

τ
(1)

where sup(X) is the support of pattern X and τ is the number of transactions.

Definition 4. Closed frequent patterns : An pattern X is said to be a closed
pattern when none of its immediate super-sets has exactly the same support as
X . A closed pattern can represent a set of non-closed patterns without losing
any support information, because the support of non-closed patterns can be
calculated directly from the closed pattern. Using closed patterns will effectively
reduce the total number of patterns. Furthermore, X is a closed frequent pattern
if the support ofX is greater than a user-defined minimum support threshold (ρ).
We are only interested in closed frequent patterns because infrequent patterns
are likely to be insignificant and may happen by chance.
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The patterns we are looking for should meet two requirements: (1) to signif-
icantly represent the situation or conditions of explanatory variables in objects
in D; (2) to significantly distinguish classes (Dh, Dn) from dataset D. A closed
frequent pattern can satisfy the first requirement. To capture the difference of
classes, the patterns should be more frequent in one class than in another.

Definition 5. Geospatial Discriminating Patterns (GDPattern): In a geospatial
database, a closed frequent pattern X is also a GDPattern if the growth ratio(δ)
of X is larger than a user defined threshold. Here, growth ratio of a pattern is
defined as the ratio of its supports in different classes.

δ =
sup(X,Dh)

sup(X,Dn)
(2)

where δ is the growth ratio; sup(X,Dh) is the supports of closed frequent pattern
X in classDh and sup(X,Dn) is supports of closed frequent pattern X in classDn.

Definition 5. Footprint of a GDPattern: The footprint of a GDPattern X is
the objects that support X in geospatial dataset D (Fig. 2). It is the set of
cells whose correspondent objects support X in the grid map of study area.
Footprints of GDPatterns provide a way to measure the spatial distribution of
those patterns in studied area.

Fig. 2. A example map of GDPatterns Footprints. By selecting Residential Bur-
glary(RB) data as the target crime, nine other variables are used as explanatory vari-
ables from the experiment dataset and 1,500 GDPatterns are mined with a growth
ratio larger than twenty. The red area are RB hotspots with a user defined threshold
and hallow squares with slash lines are footprints of the 1,500 GDPatterns.

Hence, with a rational threshold of growth ratio the GDPatterns mined fromD
are significantly different between classes and are capable of digging out the mean-
ingful information underlying the spatial distribution of target crime hotspots.
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Algorithm 1. The Hotspot Optimization Tool takes as input a geospatial
dataset D, a hotspot threshold h, a hotspot candidate threshold h′, a closed
frequent pattern threshold ρ, a growth ratio threshold δ, and returns a new
set of hotspots Dh, a set of GDPatterns G, and their footprints ψ.

Data: D,h, h′, ρ, δ
Result: Dh, G, ψ
count = 1;1

Generate Dh, Dh′ and Dn;2

while count �= 0 do3

count = 0;4

μ = ∅;5

G = Mine GDPatterns using Dh, ρ and δ;6

ψ = footprints(G);7

for cell c ∈ Dh′ do8

if c adjacent to some cell in Dh and c ∈ D′
h then9

μ = μ ∪ c;10

end11

end12

for cell c ∈ μ do13

if c ∈ ψ then14

Dh = Dh ∪ c;15

count++;16

end17

end18

end19

3.2 Hotspot Optimization Tool

As mentioned above, locating hotspots with a user defined threshold is not
sufficient. Here we introduce a model, Hotspot Optimization Tool (HOT), to
emphasize the identification of hotspots by optimizing user-specified hotspot
boundaries. The practicality of HOT is based on two concepts: firstly, a hotspot
can be considered as a “tipping point”[10] or the source of “disorder”[17] of its
adjacent blocks, which means the adjacent areas have the possibility of being
affected by crimes happening in hotspots. Also, from the point of view of spa-
tial correlations [1], adjacent areas (cells) of a hotspot cell are more likely to
fall into the active range of the same criminals. Therefore these areas (adja-
cent cells) are potential hotspots, especially those with a relatively high crime
density. Secondly, according to the definition, GDPatterns are much more fre-
quent in hotspots than in normal area. Normal areas located in the footprints
of GDPatterns are more likely to be hotspots because in these areas the values
of explanatory variables are the same.

With a target crime being selected, to find hotspots (Dh) we firstly initialize a
threshold of target crime rates. Then we optimize the boundaries of hotspot using
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HOT (Algorithm 1) with the intrinsic discriminative information embedded in
the GDPatterns:

This algorithm does the following:

– Identify areas with a relatively high crime density (Dh′ , areas with high
target crime density that are close to the density in hotspots, line 2);

– Mine GDPatterns based on current hotspot boundaries and draw the foot-
prints of GDPatterns (lines 6 and 7);

– Generate candidate cells(lines 8-12): cells located in Dh′ and adjacent to
some cell in Dh.

– Test the hypothesis for candidate cells (line 14): a candidate cell is inside
the footprints of GDPatterns (ψ);

– If the hypothesis is true, the boundaries of the hotspot are modified by
changing the current cell into a hotspot cell (from Dh′ to Dh) (line 15);

– Iterate until all hypothesis tests are fault (line 3 and line 19).

When the boundaries of a hotspot are changed, a new set of GDPatterns will be
generated based on the modified hotspots, followed by the change of footprints. If
in the current loop the set of GDPatterns is the same as the former loop, it means
there are no new footprints and there will be no “true” from the hypothesis test
(lines 4-10 in Algorithm 1). The HOT will stop and a new optimized hotspot
map is generated.

4 Experiment Results

4.1 Data Preprocessing

The experiments are done using historical data with a time span of six years
(2004-2009) from a northeastern city in the United States. The size of study
area is 130.1 km2 and the approximate population is 600,000. As one of the most
frequently reported and resource-demanding crimes in the studied city (accord-
ing to the city police department report), Residential Burglary (RB, burglaries
target at residential houses) is selected as the target crime. In addition to RB,
total of eight social/criminal features are selected in this study as explanatory
variables with the help of a domain expert. Among those are:

– Commercial Burglary (CB, burglaries that target at commercial sites), Street
Robbery (SR), Motor Vehicle Larceny (MV, crimes against possession inside
vehicles ) and Arrest data (AR) are related criminal data that pictured the
level of activity of crimes. The rates of CB, MV, and ST reflect the strength
of guardianship in the area. Arrest rate is a good indicator for the pool of
offenders.

– Foreclosed Houses (FC, houses that are redeemed by mortgage lender) reflect
the house vacancy conditions and a vacant house has a higher risk of being
broken into than an inhabited one. It is also an indicator of guardianship.
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– The spatial density of RB is affected by the density of population (POP) and
number of houses units (HU). A hotspot map of RB may simply be displaying
locations of high housing density because such areas have a potential higher
RB rate than areas with fewer houses.

– The studied city is a hub of higher education and a significant amount of
houses near universities or colleges are usually rented by students or schol-
ars, which make them easy targets of burglars during semester breaks. The
variable of Distance to Colleges (DC) is used to address this concern.

The original criminal dataset comes as vector maps (points and polygon). A grid
map is made as a mask to cover the whole study area and acts as the background
map for data preprocessing. The cell size selected is 100m× 100m, which results
in a number of 12,984 cells in the study area. There are two concepts to consider
when choosing an appropriate cell size. Firstly, the cell is approximately half
the size of average city block size (19, 873m2) in the studied city, which will
be a good representative of reality. Secondly, with this cell size the number of
cells which fall into the study area is at the same order of magnitude with the
number of RB incidents, which minimizes the loss of spatial information during
aggregation.

4.2 Hotspots Optimization

An initial threshold of RB hotspots is needed to set the initial classes before the
HOT algorithm is used. From the study of [16], a house is under a relatively
higher risk if a burglary happened in the nearby area in the past four months.
Relatively, if three or more burglary incidents happened in the block in one year,
the area is likely a hotspot of burglary. Because the time span of our RB data
is six years, we set an area (cell) to be a hotspot if there are eighteen or more
burglary incidents (h ≥ 18).

Using a support threshold of 0.001, 6,327 patterns are mined out of which top
1,500 are selected with a growth ratio more than twenty (δ > 20), which indicate
with an at least 95% confidence level (1:20) that these GDPatterns will reveal
the difference between hot spots and normal area. We use the threshold of 9 RB
incidents(18 > h′ ≥ 9), half of the initial value used for hotspots, to define the
“potential hot” area (Dh′). In the 6th loop OHS reaches the final condition and
stops (Fig. 3). A final version of the set of patterns is extracted and the growth
ratios of top 1,500 GDPatterns are all greater than 50, which is at least twice
the initial version.

The new hotspot grid map is projected with satellite images of the studied city
and a figure of sample site is extracted and shown in Fig. 4. Using an arbitrary
threshold (h) the red cells are classified into hotspots and cells in same blocks (in
the colour of blue) have been left out. It is reasonable that houses located in the
same block have a similar risk of being broken into. Our optimization method
successfully captures these cells and modifies the hotspot boundaries rationally.
Also, cells which are mostly covered by natural land, parking lots, roads and
highways identified and are not classified into hotspots using our methods.
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Fig. 3. Optimized hotspots map of the studied city. The purple cells are hotspots
initially defined by the user-defined threshold and the blue cells represent hotspots
that are added from candidate areas using HOT.

Fig. 4. A re-projection example of hotspots with satellite images. The purple cells are
hotspots defined by the original threshold and the red cells are hotspots identified using
our optimization method.

5 Conclusion and Future Work

In this paper we present a data mining model –Hotspots Optimization Tool
– to optimize crime hotspots using GDPatterns. It is a first time attempt of
using GDPatterns in crime hotspots analysis. Using a real world dataset we have
proved that our model is capable of identifying crime hotspots by considering the
controlling factors of criminal activities. This is important in criminal analysis
because we can visualize areas that are in danger of becoming unstable and
changing into a pool of criminal activity.

The GDPatterns mined in the process is an information-rich dataset and from
which more details of crime driving factors can be extracted. The optimization
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process is not only a visualizing of crime itself but also an visualization of con-
trolling factors and will help our understanding of the underlying reasons of
criminal activities. In our future work, we will focus on rational structured and
re-organized GDPatterns.

Acknowledgement. The work was partially funded by the National Institute
of Justice (No.2009-DE-BX-K219).
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Abstract. This paper constructs a computational model for spatio-temporal 
constraint reasoning and approximate measuring by quantitative and qualitative 
methods. We develop a spatio-temporal algebra system as an efficient computa-
tional model to unify time-varying events and spatial-varying objects. Several 
computation algorithms and operations for dealing with spatio-temporal con-
straints are proposed. The combined temporal/spatial models are generalized by 
composing point and interval algebra with qualitative and quantitative func-
tions. The time interval relations can be encoded and represented as a neat 
graphical representation. The interval relational-distances were derived for 
comparing similarity between two intervals relations. Base on the temporal 
models and the stage graph with relational-distances, the algorithms are extend-
ed to compute spatial relations between objects in space.1 

Keywords: Temporal Data Model, Intelligent Systems, Temporal/Spatial Data 
Mining, Spatio-Temporal Constraints, Approximate Measuring. 

1 Introduction 

Representing spatio-temporal knowledge is an essential part of many computer appli-
cations. Researchers of artificial intelligence, linguistics, knowledge systems, and 
information science require a time model for knowledge representation and analysis. 
Allen [1] has proposed an interval framework and Vilain and Kautz [3] have proposed 
a point framework for representing indefinite qualitative temporal information. These 
frameworks are influential and have been applied in diverse areas such as multimedia 
database [4], composite services [5], multimodal analysis of human behavior [6], 
semantic web [7], and data mining [2]. In this paper, two fundamental temporal 
frameworks are integrated and extended for spatial representations.  

Constraint satisfaction techniques play an important role in current computer sci-
ence. Many difficult problems involving search from areas such as machine vision, 
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scheduling, graph algorithms, machine design, and manufacturing can be considered 
to be the cases of the constraint satisfaction problem. In our previous work [8], an 
Interval Transitive closure Table and constraint propagation algorithms are proposed 
for temporal reasoning. This point-interval algebra is also extended for spatial con-
straint reasoning. 

2 Representation of Spatio-temporal Relations 

To deal with qualitative temporal representations, we divide the real number in time-
line into three intervals: [-∞, 0], [0, 0] and [0, +∞]. These three intervals were denoted 
by {<}, {=} and {>} for representing the relationship between two time instants. 
Based on the encoding of endpoint relations between intervals, the well-defined inter-
val relations are summarized as qualitative variables. The time intervals are formally 
defined as follows: 

Definition 2.1: Well-defined Interval 
If P is the set of points and ≤ is the usual ordering on P, then [P; ≤] is partially or-
dered. Let a, b ∈ P such that a ≤ b. The set {x | a ≤ x ≤ b} is called a well-defined 
interval of P and denoted as [a, b]. The set {x | a < x < b} is called a pure interval, 
which is the subset of well-defined interval.                                          

Definition 2.2: Endpoint Relations 
If P is the set of points, a binary relation  of two points based on point relations {<, 
=, >}.  Let A:[a, b] and B:[c, d] are two intervals, where a, b, c, d ∈ P. The binary 
relations a⊗b and c⊗d are the duration relations. And the binary relations a⊗c, a⊗d, 
b⊗c, and b⊗d are called endpoint relations. These relations are denoted as As⊗Bs, 
As⊗Be, Ae⊗Bs, and Ae⊗Be respectively.                                               

Based on qualitative point relations, we use an encoding method to generalize and 
prove the 13 interval exclusion relations. Suppose As and Ae are the starting and end-
ing points of the line segment A. And, Bs and Be are those of B. We define a binary 
relation, ⊗, (either <, =, or > for “A is before B”, “A is the same as B”, or “A is after 
B”) of two points. The 13 interval relations introduced by Allen [1] make the binary 
relations hold in the first part of the following table: 

Table 1. Relations between Endpoints of Two Intervals 

As ⊗ Bs As ⊗ Be Ae ⊗ Bs Ae ⊗ Be ID Point-Interval Relations 

< < < < 1 { < } 
> > > > 2 { > } 
> < > < 3 { d } 
< < > > 4 { di } 
< < > < 5 { o } 
> < > > 6 { oi } 
< < = < 7 { m } 
> = > > 8 { mi } 
= < > < 9 { s } 
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Table 1. (continued)  

= < > > 10 { si } 
> < > = 11 { f } 
< < > = 12 { fi } 
= < > = 13 { e } 
= = > > 14 {los} 
< < = = 15 {loe} 
= < = < 16 {ols} 
> = > = 17 {ole} 
= = = = 18 {oo} 

 
The second part of the table has five special cases for bounded relations. The ex-

tended interval relations allow start point and end point of one interval is equal. For 
instance, we use A ols B to represent A is a non-divided atom interval (i.e., the starting 
and the ending points are located at the same position) and B is a interval that could 
contain other sub-intervals. Where A and B meets at the starting point of A (see Figure 
1). These five special cases were not considered in [1]. The situations of points of two 
intervals could have unto 34 = 81 rows in the above table. However, except for the 18 
cases illustrated in Figure 1, others are conflict situations (i.e., it is physically impos-
sible for the situation to occur). For example, a relation (As < Bs, As < Be, Ae > Bs, Ae < 
Be) has conflict between four endpoint relations. 

 
Fig. 1. The 18 Point-Interval Relations 

For an arbitrary pair of points, A and B, located on a 1-dimensional line, there are 
three point relations: A < B, A = B, or A > B, for A is before B, A is at the same posi-
tion as B, and A is after B, respectively. If these two points are located on a 2-
dimensional plane, there exists nine (i.e., 3 * 3) cases. The X and the Y coordinates of 
these two points on the plane are independent. The possible relations between these 
two points on a plane can be denoted as A (<, <) B, A (<, =) B, A (<, >) B, A (=, <) B, 
A (=, =) B, A (=, >) B, A (>, <) B, A (>, =) B, and A (>, >) B, where the first element in 
the pair representing a point relation denotes the order on the X coordinate while the 
second is for the Y coordinate. Considering two line segments located on a 1-
dimensional line, the situation becomes complicated. Since each line segment has a 
starting point and an ending point, we analyze the spatio-temporal relations of two 
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line segments according to these points. Allen's research is the special case of two line 
segments on the 1-dimensional line, with each line segment of length greater than 
zero. 

Considering two line segments on a 2-dimensional plane, according to the above 
table and since the position of these two line segments are independent at the X and 
the Y coordinates, there exists 182 = 324 possible relations between these two line 
segments on a plane. These relations, similar to those of two points on a plane, are 
denotes by pairs as: (< , <), (< , >), (< , d), (< , di), ..., (00 , 01e), and (00 , 00). We 
use these 324 binary relations to model spatial point-interval relations of two lines on 
a plane. Suppose XA and XB are the projection of two segments A and B (Figure 2). YA 
and YB are the projection on Y. XA is {start} to XB and YA is {before} to YB. We rep-
resent the spatial relation between A and B as (A, (s, <),B). 

Relations of n-D objects can be used in object representation and recognition. A 
object in 3-D space can be projected onto y-x, z-x, and y-z planes. The projections 
correspond to surfaces generated from 3D objects. Similarly, a 2-D object is projected 
to x and y axes (Figure 5.5). If we look at two objects in the n-dimensional space, we 
can project the positional relation between these two objects from n directions to n 1-
D space. The projections of 2-D object are x-interval and y-interval, but not the point. 
Thus, an n-dimensional relation can be formularized by a conjunction of n 1-D inter-
val relations. A conjunction of two 1-D relations, which denotes a 2-D relation, has 
132 variations, i.e. {(<, <), (<, >), (<, d),…, (=, fi), (=, =)} where the first element in 
the pair representing a interval relation denotes the order on the X coordinate while 
the second is for the Y coordinate. Similarly, there are 133 3-D relations. 

 

Fig. 2. Projection of two line segments and two 2-D objects a plane 

3 Spatio-temporal Constraint Reasoning 

We denote by before, equal and after(denoted as {<}, {=} and {>}) for representing 
relations between two points. Qualitative variables take these values only. The nota-
tion R1 and R2 denotes the point relations over three points A, B, and C which A R1 B 
and B R2 C. The meaning of some qualitative operators is defined as follows. Some 
values are uncertain and denoted by T. 
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Table 2. Addition of qualitative point relations 

 R2 
  R1 < = > 

< < < T 

= < = > 

> T > > 

 
In order to express more precise relations without losing qualitative information, 

the temporal relations extended with qualitative mechanisms for handling quantitative 
information. To give a concrete form to the topic of temporal representation, consider 
the following variables and equations with quantitative and qualitative information. 

Since any interval relation between two intervals can be identified by four endpoint 
relations As ⊗ Bs, As ⊗ Be, Ae ⊗ Bs, and Ae ⊗ Be, the relations of temporal intervals can 
be identified by different endpoint space respectively. For example, if the endpoint 
relations based on the space {<, =, >} we can obtained the 18 well-defined interval 
relations after eliminating conflict situations. Similarly, if the endpoint relation space 
is {<, =, >, T}, we can derived the 29 transitive relations [8], and can convince the 
Interval Transitive Table which gives the transitive relations constraints is sound. 
Since at most 29 transitive relations out of the relevance of all the 213 disjunction 
relations, we can maintain temporal knowledge efficiently when deciding an indefi-
nite relation on a definite interval relation.  

We develop an O(n)-time algorithm [8] for propagation temporal constraint be-
tween two time events. For solving point/interval algebra networks, we develop an 
algorithm for finding all pairs of feasible relations. 

Definition 3.1: Formal Endpoint Relations with Quantity. 
A formal endpoint relation QE = (ER, VE) is a quantitative-qualitative valuable.  
where ER, is an endpoint relation based on the point space {<, =, >}, and VE is a  
quantity which expresses a quantitative value associated with ER between two end-
points.                                

Let (R1, v1) and (R2, v2) denote two formal endpoint relations, R1 and R2 are two 
qualitative temporal variables, v1 and v2 are two quantity associated with quality. The 
meaning of some quantitative-qualitative calculus operators and equalities are defined 
as follows. 

Table 3. Addition of qulitative-quantitative relations 

    (R2,v2) 
(R1,v1) 

<v2 = >v2 

<v1 <v1+v2 <v1 
<v1-v2, if (v1>v2) 

=, if (v1=v2)  
>v2-v1, if (v1<v2) 

= <v2 = >v2 

>v1 
>v1-v2, if (v1>v2) 

=, if( v1=v2)  
<v2-v1, if(v1<v2) 

>v1 >v1+v2 
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In addition, a quantitative-qualitative equation correctly expresses both qualitative 
equation and quantitative equations by formal endpoint variables and operators. We 
give a set of equations, for an example: 

 Given [dA], [dB] and [AsBs] 
        [As Be] = [As Bs] + [dB] 

  [Ae Bs] = -[dA] + [AsBs] 
  [Ae Be] = -[dA] + [AsBs] + [dB] 

where [dA], [dB], [As], [Bs], [Ae], and [Be] are expressing  duration of A, duration of B, 
begin of A, begin of B, end of A, and end of B respectively.                           

Example 3.1: Considering three temporal interval A, B, and C, following require-
ments are just be known: 

 The duration of A is 20-units length. 
 The duration of B is 10-units length. 
 The duration of C is 16-units length. 
 Beginning of A is before beginning of B for 30 units. 
 End of B is after beginning of C for 13 units. 

In integrated temporal algebra, the information could be denoted as:[dA]= <20 

[dB]= <10  , [dC]= <16 , [AsBs] = <30 , [BeCs] = >13  

We could derive the complete temporal knowledge after following derivation. 
Deriving formal endpoint relations: 

[AsBe] = [AsBs] + [dB] = <30 + <10 = <40  
[AeBs] = -[dA] + [AsBs] = >20 + <30 = <10  
[AeBe] = -[dA] + [AsBs] + [dB] = >20 + <30 + <10 = <20 
[BsCs] = [dB] + [BeCs] = <10 + >13 = <3 
[BsCe] = [dB] + [BeCs] + [dC] = <10 + >13 + <16 = <13 
[BeCe] = [BeCs] + [dC] = >13 + <16 = <3 
[AsCs] = [AsBs] + [BsCs] = [AsBe] + [BeCs] = <27 
[AsCe] = [AsBs] + [BsCe] = [AsBe] + [BeCe] = <43 
[AeCs] = [AeBs] + [BsCs] = [AeBe] + [BeCs] = <7 
[AeCe] = [AeBs] + [BsCe] = [AeBe] + [BeCe] = <23 

Derivation of interval transitive relations: 
Since each interval relations can be characterized by four endpoint relations, we 

can derive the qualitative interval relations using encoding technique enumerated. 

 The quantity of endpoint relations (AsBs, AsBe, AeBs, AeBe) is (<, <, <, <) then 
we obtain (A, {<}, B).  

 The quantity of endpoint relations (BsCs, BsCe, BeCs, BeCe) is (>, <, >, <) then 
we obtain (B, {d}, C).  

 The quantity of endpoint relations (AsCs, AsCe, AeCs, AeCe) is (<, <, <, <) then 
we obtain (A, {<}, C).  
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Complete integrated temporal relations: 

    (A, {<}, B, <20, <10, <30, <40, <10, <20) ⊗ (B, {d}, C, <10, <16, >3, <13, >13, <3) 
   =( A, {<}, C, <27, <43, <7, <23, <7, <23)                                            

4 Spatio-temporal Approximate Measuring 

If we consider two line segments or objects on a plane, based on the relative positions 
of two lines, it is feasible to construct a mechanism to compare the similarity between 
two polygons or two graphs with objects. Therefore, an evaluation mechanism is nec-
essary to compute relation similarity. 

Relations are similar to each other in certain degree. For example, “during” and 
“starts” are similar since the only difference is the starting points of the two intervals 
are different. However, “before” and the inverse of “meets” are not quite the same.  

In Table 1, each of the 13 interval relations and 5 point-interval relations are de-
fined by four “⊗” relations. These relations can be used as a base of our evaluation 
criterion. A relational-distance of two “⊗” relations belong to two different temporal 
relations occurs if those two temporal relations hold different relations in the same 
column of Table 1.  

 
Definition 4.1: A point relation distance (PRD) defined with respect to a point rela-
tion r of index n have n incompatible differences from r. The following table gives a 
definition of point relation distance: 

Table 4. Point Relation Distance (PRD) 

PRD > = < 

> 0 1 2

= 1 0 1 

< 2 1 0

 
Definition 4.2: An extended point-interval relation distance (EPIRD) defined with 
respect to a point-interval or interval relation r of index n have n incompatible differ-
ences from r. Let R and R′ are two interval relations or point-interval relations. The 
encoding point relation of R (see Table 1) is RAsBs, RAsBe, RAeBs, RAeBe, and the encod-
ing point relation of R′ is R′AsBs, R′AsBe, R′AeBs, R′AeBe. We have a EPIRD formula: 

EPIRD (R, R’) = PRD (RAs⊗Bs, R′As⊗Bs) + PRD (RAs⊗Be, R′As⊗Be) + PRD (RAe⊗Bs, R′Ae⊗Bs) + 
PRD (RAe⊗Be, R′Ae⊗Be) 

The index of EPIRD with respect to each temporal relation in Table 1 can also be 
retrieved from the length of a shortest path in a distance graph (see Figure 3). For 
example, relations {d} and {mi} have an EPIRD index (i.e., the number of incompati-
ble differences) of 3. Note that, in the distance graph, the shortest path between an 
arbitrary pair of nodes (i.e., relations) has a length between 1 and 8 since the distance 
graph is to represent the similarity of relations of two interval segments. Note that, in  
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Table 4. Extented Point-Interval Relation Distance between Two Interval Relations 

EPIRD < > d di o oi m mi s si f fi e los loe ols ole oo 

< 0 8 4 4 2 6 1 7 3 5 5 3 4 6 2 2 6 4 
> 8 0 4 4 6 2 7 1 5 3 3 5 4 2 6 6 2 4 
d 4 4 0 4 2 2 3 3 1 3 1 3 2 4 4 2 2 4 
di 4 4 4 0 2 2 3 3 3 1 3 1 2 2 2 4 4 4 
o 2 6 2 2 0 4 1 5 1 3 3 1 2 4 2 2 4 4 
oi 6 2 2 2 4 0 5 1 3 1 1 3 2 2 4 4 2 4 
m 1 7 3 3 1 5 0 6 2 4 4 2 3 5 1 1 5 3 
mi 7 1 3 3 5 1 6 0 4 2 2 4 3 1 5 5 1 3 
s 3 5 1 3 1 3 2 4 0 2 2 2 1 3 3 1 3 3 
si 5 3 3 1 3 1 4 2 2 0 2 2 1 1 3 3 3 3 
f 5 3 1 3 3 1 4 2 2 2 0 2 1 3 3 3 1 3 
fi 3 5 3 1 1 3 2 4 2 2 2 0 1 3 1 3 3 3 
e 4 4 2 2 2 2 3 3 1 1 1 1 0 2 2 2 2 2 

los 6 2 4 2 4 2 5 1 3 1 3 3 2 0 4 4 2 2 
loe 2 6 4 2 2 4 1 5 3 3 3 1 2 4 0 2 4 2 
ols 2 6 2 4 2 4 1 5 1 3 3 3 2 4 2 0 4 2 
ole 6 2 2 4 4 2 5 1 3 3 1 3 2 2 4 4 0 2 
oo 4 4 4 4 4 4 3 3 3 3 3 3 2 2 2 2 2 0 

the distance graph, there are five special edges illustrated in thick curved lines (i.e., 
from relation 00 to 10e, 01s, e, 10s, and 01e). This is due to the fact that, there exists 
no EPIRD element of index 1 of the 00 relation. A thick curved line has a weight of 2, 
instead of 1 as to the regular cases. 

Also, let EPIRD18(ri, rj) be a EPIRD index function takes as input two relations, ri, 
rj ∈ 18REL, and returns a similarity index from 0 to 8. We have: 

    distance = EPIRD18(r1, r2)  
 
 
 
 
 
 
 
 
 
 

Fig. 3. Distance Graph of Well-defined Interval Relations 

We have developed a fast computation mechanism to representation the interval re-
lation distance. Using a bit-slicing representation of the relations, the index of image 
similarity can be computed in a few operations.     
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We use 10, 00, and 01 to represent the comparisons of end points of a line seg-
ment, >, =, and <, respectively. Eight bits are used to represent a relation of two line 
segments on a line. And 16 bits are used to represent a relation of two line segments 
on a plane. For instance, the two relations, d and mi, in the starting and ending point 
relation table in Table 1 can be represented as (10 01 10 01)2 and (10 00 10 10)2, respec-
tively. An exclusive or logical operation is used to compute the similarity syndrome, 
which represents the difference with (00 01 00 11)2. 

An integer array, A, of 28 or 216 elements (for either temporal or spatial relation, re-
spectively) is used to simulate the EPIRD index function . The similarity syndromes 
(represented as unsigned integers) are indices to the array. For instance, A(00 01 00 
11) = 3, which represents that the two relations, {d} and {mi}, have three incompati-
ble error bits at the second and the fourth “⊗” relation. Therefore, one logical operator 
and one direct table lookup compute the relational-distance. The efficiency is very 
important in computing polygon similarity. 

5 Applications for Shape Matching Using Approximations 

2-D shape analysis is useful in a number of applications of machine vision, including 
aerial image analysis, medical image analysis and manufacturing. 

In a spatial resource database, pictures are bitmapped images associated with shape 
representation polygons (SRPs). An image processing mechanism is used to compute 
the shapes of objects in a picture. Each picture has a set of SRPs. This SRP sets is that 
we based on to compute polygon similarity between a query polygon (QP).  

If we consider two line segments on the plane, based on the relative positions of 
two lines, it is feasible to construct a mechanism to compare the similarity between 
two polygons since polygons are made of line segments. Therefore, an evaluation 
mechanism is necessary to compute relation similarity. Suppose the query polygon 
has n sides and a candidate shape representation polygon has m sides, where n and m 
are not necessarily equal. We have 

Definition 5.1:  Let  
SRP = {( a1 S1 a2), (a2 S2 a3), ..., (am-1 Sm-1 am), and (am Sm a1)}  be a relational de-
scription with shape representation polygon SRS, 

where ai , 1 ≤ i ≤ n, are the n sides of the query polygon, and Si ∈ 324REL , 1 ≤ i ≤ 
n, are relations of two line segments project on a plane.                         

Definition 5.2:  Let 
QP = {( b1 Q1 b2), (b2 Q2 b3), ..., (bm-1 Qm-1 bm), and (bm Qm b1)}  be a relational de-
scription with query polygon QP,  

where bi , 1 ≤ i ≤ n, are the n sides of the query polygon, and Qi ∈ 324REL , 1 ≤ i ≤ 
n, are relations of two line segments project on a plane.                              

Definition 5.3: Assume that As, Ae, Bs, and Be are the starting and ending points of the 
two line segments on a plan, we want to define a length ratio function, LR( rix ) and 
LR( riy ): 
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LR( rix ) = (Ae.x − As. x) / ( max(Ae.x, Be.x) − min(As.x, Bs.x))  
LR( riy ) = (Ae.y − As.y) / ( max(Ae.y, Be.y) − min(As.y, Bs.y))  

where As.x and As.y are the X and the Y coordinates of the starting point of project line 
segment A.                                                                          

Definition 5.4: Let function sim(ri, rj) be a similarity function, which takes as input 
two relations, ri, and rj, and returns a similarity: 

ri = rj  sim(ri, rj) = (LR(rix)+LR(riy)) − (LR(rjx)+LR(rjy)) ∨ 
ri ≠ rj  sim(ri, rj) = EPIRD18(ri, rj) * (LR(rix)+LR(riy)) − (LR(rjx)+LR(rjy))      

The similarity function, sim(ri, rj), estimates the similarity between two 2-D project 
line segments or objects on a plan based on distance similarity index and the length 
ratio function. Based on the similarity function, we construct the similarity function 
for polygons and graphs with spatial relationships of objects.  

Definition 5.5: The polygon and projection objects similarity function, psim(QP, 
SRP), takes as input the query graph and the candidate representation graphs, and 
returns an integer: 

         psim(QP, SRP) = i = 1
m sim(QPr.i, SRPr.i)                          

The system is able to handle 2-D shape analysis. 

6 Conclusions 

This paper constructs an algebra system of spatio-temporal interval relations and the 
set of enhanced mechanism for spatio-temporal relation composition. The temporal 
models are generalized by composing point temporal relations with qualitative and 
quantitative functions. Quantitative-qualitative physics is concerned with the dynamic 
behavior of the physical word. The spatio-temporal approximate measuring algorithm 
proposed in this paper can be used in other computer applications for comparing tem-
poral relations and spatial objects. We hope that, the knowledge underlying spatio-
temporal algebra can be used in many computer applications, especially in managing 
spatio-temporal knowledge and reasoning about time and space.  
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Abstract. This paper presents a neurologically inspired human-like agent 
model addressing attribution of actions to agents. It is not only capable of 
attribution of own actions to itself, but also to other agents, as for patients 
suffering from Schizophrenia. The mechanisms underlying the model involve 
ownership states and inverse mirroring to generate a mental image of the agent 
to which an action is attributed. The model is adaptive in that the inverse 
mirroring can develop based on Hebbian learning. The model provides a basis 
for applications to human-like virtual agents in the context of for example, 
training of therapists or agent-based generation of virtual stories. 

Keywords: action attribution, cognitive agent model, ownership states, inverse 
mirroring, schizophrenia. 

1 Introduction 

To design human-like agent models, the fast growing amount of neurological 
literature is a useful source of information. For example, in this way virtual agents 
can be designed with a high extent of biological plausibility, which may show 
realistic shortcomings characteristic for humans. This paper contributes a human-like 
agent model for attribution of actions to agents. In the first place the modelled agent 
is able to attribute own actions to itself and other agents’ actions to them. However, it 
is also possible for the agent model to display false attribution of own actions to other 
agents or other agents’ actions to itself, as sometimes occurs in human agents, for 
example, in those who have symptoms of Schizophrenia; e.g., [6, 8, 9, 10, 21, 24]. 
Due to such variation possibilities, the model covers large parts of the variety in types 
of behaviour as occurring naturally in the overall human population. 

In the neurological literature used as inspiration, two aspects are put forward as 
playing an important role in attribution of actions: (1) prediction of action effects, and 
(2) mirroring of actions of other agents. Concerning (1) it has been found that action 
effect prediction capabilities relate to proper attribution of own actions to oneself 
(e.g., [3], [7], [9], [10], [18] [21], [24]). Concerning (2), note that not attributing a 
self-generated action to oneself is not the same as attributing such an action to 
another agent. Actions may simply be not attributed to any agent (e.g., the wind may 
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have caused it). To attribute an action to another agent, a mental image of somebody 
else performing the action has to be generated. When an action of another agent is 
observed, such a mental image is formed based on the incoming sensory information. 
However, when an own action is falsely attributed to another agent who may even be 
not present, forming this mental image requires a shift from a representation of an 
action from a first-person to a representation from a third-person perspective (mental 
rotation; e.g., [17]). This is the inverse operation of what happens in mirroring where 
a shift is made from a representation from a third-person to a representation from a 
first-person perspective; cf. [5], [14], [15], [16], [17], [20].  

The human-like agent model presented in this paper is based on the perspective 
discussed above in relation to both (1) and (2). For (1) elements of the agent model 
for ownership introduced in [22] were adopted, and for (2) elements from the agent 
model for inverse mirroring introduced in [23]. A further question is how such a 
reverse mental rotation mapping can develop. This is modelled assuming a Hebbian 
learning principle: connected neurons that are frequently activated simultaneously 
strengthen their connecting synapse. In the cognitive agent model described below 
this principle has been adopted to realise an inverse mirroring connection from 
preparation of an action to sensory representation of a similar observed action.  In the 
paper, in Section 2 the agent model is introduced. Section 3 presents some simulation 
results. Finally, Section 4 is a discussion. 

2 The Cognitive Agent Model for Attribution of Actions 

In this section the design of the cognitive agent model is presented. First an example 
scenario used is described, then  modelling format used is introduced, and finally the 
agent model is addressed in detail. 

Example Scenario. The designed agent model will be illustrated for the following 
scenario. Any sensed stimulus s leads to a sensory representation SR(s) of this 
stimulus, which in turn triggers the preparation state PA(a) of an action a as a response 
of the agent; see the causal chain from SR(s) to PA(a) in Fig. 1. The stimulus s can be 
any stimulus s1 from the world, but also a stimulus s2 which is the observation that 
another agent performs action a. In the former case, the arrow from SR(s1) to PA(a) 
models a reactive response of the agent triggered by stimulus s1. In the latter case the 
sensory representation SR(s2) indicates the mental image of another person 
performing the action a, and the arrow from SR(s2) to PA(a) models the agent’s 
mirroring capability for action a; e.g., [14], [15], [20]. When this latter chain of events 
happens (i.e., whenever mirroring takes place), it is assumed that by Hebbian learning 
this will strengthen the reverse connection from preparation PA(a) to sensory 
representation SR(s2) (mental image of the observed action), thus developing inverse 
mirroring capabilities (the dotted arrow).When such a learning process has achieved 
substantial connection strength, the agent’s response on stimulus s1 may have 
changed. When s1 is sensed (in the absence of s2), not only will the agent trigger 
preparation (and execution) of action a as before, but in addition it will generate a 
mental image of another agent performing action a (the sensory representation 
SR(s2)), thus creating a third person perspective on the action. 
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Fig. 1. Overview of the cognitive agent model 

In the model s denotes a stimulus, c a context, a an action, and b a world state 
affected by the action. Examples of contexts are another agent B, or the agent self. The 
effect state b is considered to be positive for the agent (e.g., in accordance with a 
goal). The state properties used in the model are summarised in Table 1. The 
cognitive agent model distinguishes prior and retrospective ownership states for 
actions, indicated by PO(a, b, c, s) and RO(a, b, c, s), respectively (see Fig. 1). These 
states are taken specific for a given action a, effect b, context c, and stimulus s 
(triggering preparation of a). When the context c is self, an ownership state for c 
indicates self-ownership attribution, whereas for context c another agent B, it indicates 
ownership attributed to B. Note that the stimulus s triggering preparation of action a 
can be of any type; for social scenarios, it can be taken as a body state (e.g., face 
expression) of the other agent B. An action effect state b can be any state of the world 
(possibly including body states).  

Table 1. State properties used 

 

Notation Description 
WS(W) world state W   (W is a context c, stimulus s, or effect b) 
SS(W) sensor state for W 
SR(W) sensory representation of W 
PA(a) preparation for action a 
EA(a) execution of action a 

PO(a, b, c, s) prior ownership state for action a with b, c, and s 
RO(a, b, c, s) retrospective ownership state for a with b, c, and s 
EO(a, b, c, s) communication of ownership of a with b, c, and s 

cs(ω) strength of connection ω (from preparation of a to sensory representation of s2) 

 
The prior ownership state PO(a, b, c, s) is affected by the preparation state PA(a) for 

the action a, the sensory representation SR(b) of the (predicted) effect b, the sensory 
representation SR(s) of the stimulus s, and the sensory representation SR(c) of the 
context c; see the four arrows to PO(a, b, c, s) in Figure 1. Similarly, the retrospective 

EA (a) SR (b)  SS (b) PA (a) 

WS (b) 

WS(c) SR(c) 

PO (a, b, c, s)

SS(c) 

WS(s)  SS(s) SR(s)

RO (a, b, c, s) EO (a, b, c, s) 

action execution 

effect prediction 
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ownership state RO(a, b, c, s) is affected by the sensory representation SR(c) of the 
context c, the sensory representation SR(b) of the effect b of the action, the prior 
ownership state PO(a, b, c, s), and the execution EA(a) of the action a; see the arrows to 
RO(a, b, c, s) in Fig. 1. Action prediction is modelled by the connection from the action 
preparation PA(a) to the sensory representation SR(b) of the effect b. Suppression of the 
sensory representation of the effect is modelled by the (inhibiting) connection from 
the prior ownership state PO(a, b, c, s) to sensory representation SR(b). The control 
exerted by the prior ownership state (similar to a super miror neuron function; e.g., 
[13], [15]) is modelled by the connection from PO(a, b, c, s) to EA(a). Finally, 
acknowledging of ownership is modelled by the connection from the retrospective 
ownership state RO(a, b, c, s) to the communication effector state EO(a, b, c, s). 

Connections between state properties (the arrows in Fig. 1) have weights ωk, as 
indicated in Table 2. Here LP refers to the (temporally) Local Properties LP1 to LP10 
presented below. A connection weight ωk  has a value between -1 and 1 and may 
depend on the specific context c, stimulus s, action a and/or effect state b involved. By 
varying these connection strengths, different possibilities for the repertoire offered by 
the model can be realised. Note that usually connection weights are assumed non-
negative, except for the inhibiting connections, such as ω2o which models suppression 
of the sensory representation of effect b (so that you cannot tickle yourself; cf. [3]). 

Table 2. Overview of the connections and their weights 

from states to state weights process LP 

SS(W) SR(W) ω1 representing world state W: 
stimulus s1 or context c 

LP1 

SS(s2), PS(b) SR(s2) ω1, ω representing observed action / 
inverse mirroring 

LP2 

PA(a), PO(a, b, self, s), SS(b) SR(b) ω2, ω2o, ω3 representing effect state e LP3 

SR(s), SR(b) PA(a) ω4, ω5 action preparation/mirroring LP3 

SR(c), SR(s), SR(b), PA(a) PO(a, b, c, s) ω6, ω7, ω8, ω9 prior ownership LP4 

PO(a, b, self, s), PA(a) EA(a) ω10, ω11 action execution LP5 

EA(a) WS(b) ω12 action effect LP6 

WS(W) SS(W) ω13 sensing world state LP7 

SR(c), SR(b), PO(a, b, c, s), EA(a)  RO(a, b, c, s) ω14, ω15, ω16, ω17 retrospective ownership LP8 

RO(a, b, c, s) EO(a, b, c, s) ω18 expressed ownership LP9 

SR(s2), PA(a) cs(ω) η, ζ learning inverse mirroring LP10 

 

Below, the dynamics are described in more detail, following the connections 
between  the states in Fig. 1. This is done for each state by a dynamic property 
specifying how the activation value for this state is updated based on the activation 
values of the states connected to it (the incoming arrows in Fig. 1). The cognitive 
agent model has been computationally formalised in this way using the hybrid 
modeling language LEADSTO; cf. [4]. During processing, each state property has a 
strength represented by a real number between 0 and 1; variables V (possibly with 
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subscripts) run over these values. In dynamic property specifications, this is added as 
a last argument to the state property expressions (an alternative notation activation(p, V) 
with p a state property has not been used for the sake of notational simplicity).  

Below, f is a function for which different choices can be made, for example, the 
identity function f(W) = W or a combination function based on a continuous logistic 
threshold function of the form 

    th(σ, τ, X) =  ( ଵଵା ௘షሺ ೉ ష ሻ  -  ଵଵା ௘ ) (1 ൅  ݁ି) 

with σ a steepness and τ a threshold value. Note that for higher values of στ (e.g., σ  
higher than 20/τ) this threshold function can be approximated by the expression   

th(σ, τ, X) = 
ଵ1൅ ௘െሺ ܺ െ ሻ. In the example simulations, for the states that are affected by 

only one state (i.e., in LP1, LP7, LP8, LP10), f is taken the identity function f(W) = 
W, and for the other states f is a combination function based on the logistic threshold 
function:  f(X1, X2) =   th(σ, τ, X1+X2), and similarly for more arguments. Other types of 
combination functions might be used as well. The first property LP1 describes how 
sensory representations are generated for context c and stimulus s1 (together indicated 
by variable W), and for stimulus s2, which is the action a performed by another agent. 

LP1  Sensory representation for world state W: stimulus s1 or context c   
If the sensor state for W has level V1  
  and the sensory representation of W has level  V2 
then after duration Δt  the sensory representation of W will have  

level  V2  + γ [ f(ω1V1) - V2 ]  Δt. 
 SS(W, V1) & SR(W, V2)  →→ SR(W, V2 + γ [ f(ω1V1) – V2 ] Δt 

LP2  Sensory representation for stimulus s2 indicating another agent’s action a  
If the sensor state for s2 has level V1  
  and  preparation of a has level V2 
  and the sensory representation of s2  has level  V3 
then after duration Δt  the sensory representation of s2 will have  

level V3 + γ (f(ω1V1, ωV2) - V3) Δt. 
SS(s2,V1)  &  PA(a,V2)  &  SR(s2, V3) →→ SR(s2, V3 + γ (f(ω1V1, ωV2) - V3) Δt) 

The sensory representation of an effect state b as described by property LP2 is not 
only affected by a corresponding sensor state for b (which in turn is affected by the 
world state), as in LP1, but also by two action-related states:  

• via the predictive loop by a preparation state, to predict the effect b of a prepared action a  
• by an inhibiting connection from the prior self-ownership state, to suppress the sensory 

representation of the effect b of the action a, once it is initiated (e.g., [3], [8]) 

This is expressed in dynamic property LP3. Note that for this suppressing effect the 
connection weight ω2o from prior ownership state for action a to sensory 
representation for effect b is taken negative, for example ω2o = -1. 
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LP3  Sensory representation for an effect state 
If the preparation state for action a has level V1 
  and the prior self-ownership of action a for b, self, and s has level V2 
  and the sensor state for state b has level V3 
  and the sensory representation of state b has level V4 
then after duration Δt the sensory representation of state b will have 

level V4 + γ [ f(ω2V1, ω2oV2, ω3V3) – V4 ] Δt. 

PA(a, V1) & PO(a, b, self, s, V2) & SS(b, V3) & SR(b, V4)  

→→  SR(b, V4 + γ [ f(ω2V1, ω2oV2, ω3V3) – V4 ] Δt) 

Preparation for action a is affected by a sensory representation of stimulus s 
(triggering the action), and also strengthened by predicted effect b of the action: 
 
LP4  Preparing and mirroring for an action 
If sensory representation of s has level V1  and sensory representation of b has level V2 
  and the preparation for action a has level V3  
then after duration Δt the preparation state for action a will have  

    level V3 + γ [ f(ω4V1, ω5V2) - V3 ] Δt. 

SR(s,V1)  &  SR(b,V2)  &  PA(a, V3)  

→→  PA(a, V3 + γ [ f(ω4V1, ω5V2) - V3 ] Δt) 

Prior ownership of an action a is generated by LP5. 

LP5  Generating a prior ownership state 
If  the sensory representation of context c has level V1 
  and the sensory representation of s has level V2  
  and sensory representation of b has level V3 
  and  the preparation for action a has level V4 and prior ownership of a for b, c, and s  

 has level V5  
then after duration Δt prior ownership of a for c, s, and b will have 

level V5 + γ  [ f(ω6V1, ω7V2, ω8V3, ω9V4) – V5 ] Δt. 

SR(c,V1)  &  SR(s,V2) &  SR(b,V3) &  PA(a, V4) & PO(a, b, c, s, V5) 

→→  PO(a, b, c, s, V3 + γ [ f(ω6V1, ω7V2, ω8V3, ω9V4) - V3 ]  Δt) 

In case the context c is self, the prior ownership state strengthens the initiative to 
perform a as a self-generated action: executing a prepared action depends on whether 
a prior self-ownership state (for the agent self) is available for this action. This models 
control over the execution of the action (go/no-go decision) and can, for example, be 
used to veto the action in a late stage of preparation. This is modelled by LP6. 

LP6  Action execution 
If prior ownership of a for b, self, and s has level V1 
  and preparation for action a has level V2 
  and the action execution state for a has level V3 
then after Δt the action execution state for a will have level V3 + γ  [ f(ω10V1, ω11V2) – V3 ] Δt. 

PO(a, b, self, s, V1)  &  PA(a, V2)  &  EA(a, V3)   

→→  EA(a, V3 + γ [ f(ω10V1, ω11V2) – V3 ]  Δt) 
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Property LP7 describes in a straightforward manner how execution of action a affects 
the world state b. 

LP7  From action execution to effect state 
If the execution state for action a has level V1  and  

   world state b has level V2  
then after Δt  world state b will have  

level V2 + γ  [ f(ω12V1) – V2 ] Δt. 
EA(a, V1)  &  WS(b, V2) →→  WS(b, V2 + γ [ f(ω12V1) – V2 ] Δt) 

 

The following property models how sensor states are updated. It applies to stimulus 
s1, s2 effect b, and context c (indicated by variable W). 

LP8  Generating a sensor state for a world state 
If world state W has level V1  and   

the sensor state for W has level V2 
then after Δt  the sensor state for W will have level V2 + γ [ f(ω13V1) – V2] Δt. 

WS(W, V1) & SS(W, V2) →→  SS(W, V2 + γ [ f(ω13V1) – V2 ] Δt) 

 

A retrospective ownership state takes into account the prior ownership, the execution 
of the action, the context, and the sensory representation of the action’s effect:  

LP9  Generating a retrospective ownership state 
If  the sensory representation of context c has level V1, 
  and the sensory representation of effect state  b has level V2  
  and prior ownership of a for b, c, and s has level V3  
  and the execution state for action a has level V4 
  and retrospective ownership of a for b, c, and s has level V5  
then after Δt retrospective ownership of a for b, c, and s will have  

level V5 + γ  [ f(ω14V1, ω15V2, ω16V3, ω17V4) – V5 ] Δt. 

SR(c,V1) & SR(b,V2) & PO(a, b, c, s, V3) & EA(a, V4) & RO(a, b, c, s, V5) 

→→  RO(a, b, c, s, V5 + γ [ f(ω14V1, ω15V2, ω16V3, ω17V4) – V5 ] Δt)) 

 

Note that LP9 applies to context c that can be self as context, but also another agent B. 
For another agent as context the connection strength ω17 in LP9 is assumed 0 or 
negative; in the simulated scenarios discussed in Section 3 it was taken ω17 = -1. The 
communication to attribute authorship (to any context c) depends on the retrospective 
ownership state as specified in LP10. 

LP10  Communication of ownership awareness 
If retrospective ownership of a for b, c, and s has level V1, 
  and communication of a for b, c, and s has level V2 
then after duration Δt communication of a for b, c, and s will have  

level V2 + γ  [ f(ω18V1) – V2 ] Δt. 
RO(a, b, c, s, V1)  &  EO(a, b, c, s, V2)  

→→  EO(a, b, c, s, V2 + γ [ f(ω18V1) – V2 ] Δt) 
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Finally, it is shown in LP11 how the Hebbian learning process of the connection from 
preparation state for b to sensory representation s2 of an observed action was 
modelled. This takes place using the following Hebbian learning rule, with maximal 
connection strength 1, a learning rate η, and extinction rate ζ (usually taken small):  

Δω  = γ [ ηV1V2 (1 - ω) - ζω ] Δt 

Here V1 and V2 are (time-dependent) activation levels of the connected nodes, and γ  
is an adaptation speed factor. In differential equation format it can be written as ௗௗ௧  = γ [ ηV1V2 (1 - ω) - ζω ]  = γ [ ηV1V2  - (ηV1V2 + ζ) ω ] 

A similar Hebbian learning rule can be found in [11], p. 406. By the factor (1 - ω) the 
learning rule keeps the level of ω bounded by 1. When the extinction rate is relatively 
low, the upward changes during learning are proportional to both V1 and V2 and 
maximal learning takes place when both are 1. Whenever one of them is close to 0, 
extinction takes over, and ω slowly decreases. This is specified as follows: 

LP11  Learning for inverse mirroring  
If the sensory representation of stimulus s2 has level V1, 
  and the preparation for a has level V2, 
  and the connection weight from preparation for a to sensory representation of s2 has level W, 
then after duration Δt  the connection weight from preparation for b to sensory representation 

of s2 will have level W + γ [ ηV1V2 (1 - W) - ζW ] Δt. 

SR(s2, V1)  &  PA(a, V2) & cs(ω, W)  →→  cs(ω, W + γ [ ηV1V2 (1 - W) - ζW ] Δt) 

3 Simulation Results 

This section presents some simulation results for the model described in Section 2. A 
number of simulations have been performed with the focus of simulating normal 
functioning and deviant functioning of the model. Moreover its effect with the case of 
an agent having a poor action prediction capability and satisfactory prediction 
capability is modeled and results are presented here (see also [22]), relating to deviant 
functioning and normal functioning, respectively. For the simulation results shown in 
Figures 2 and further, time is on the horizontal axis and the activation level of the 
state properties on the vertical axis. The initialized connection strengths between 
different states for normal functioning are shown in Table 3 below. 

Table 3. Overview of the connections and their weights 

Connection ω1 ω2 ω2o ω3 ω4 ω5 ω6 ω7 ω8 ω9 

Self 1 0.8 -0.6 0.5 0.8 0.8 1 1 1 1 
Other 1 - - - - - 1 1 1 1 

 ω10 ω11 ω12 ω13 ω14 ω15 ω16 ω17 ω18 ω19 
Self 1 1 1 1 1 1 1 1 1 1 

Other - - - 1 - - - -0.4 - - 

These values are kept fixed throughout the simulation, except the connection 
strength ω which is initialized with 0 and is adapted over time by the Hebbian 
learning rule given in LP10 in Section 2. Other parameters are set as ∆t = 0.1, learning 
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rate η = 0.3, extinction rate ζ = 0.05, speed factor λ = 0.001. A relatively slow value 
0.3 for the update speed parameter γ was applied for external processes (action 
execution, effect generation and effect sensing) modelled by LP6, LP7, and LP8, and 
a fast value 0.6 for γ for the internal processes modelled by the other LP’s. Threshold 
and steepness values for different states are given in Table 4. 

Table 4. Overview Steepness and Threshold values 

State SR(b) PA(a) PO 
(other) 

PO 
(self) 

RO 
(other) 

RO 
(self) 

EA(a) EO 
(other) 

EO 
(self) 

Steepness (σ) 4 4 8 8 20 20 20 40 40 
Threshold (τ) 0.1 0.8 4 3 0.87 3.6 1.5 0.6 0.8 

 

For the initial duration of 50 time units the stimulus s2 for the observed action 
occurs three times for 250 time units alternatively, i.e., for the first 50 time units the 
world state for s2 has value 1 and for the next 250 time units value 0, and so on (see 
Fig. 2) to generate the similar scenario as described for inverse mirroring case in 
Section 3. During these 900 time units the world state for context self was kept 0 (see 
Fig. 2). This represents the situation in which a person observes somebody else 
performing some action (or bodily change) and the mirroring function of the 
preparation state makes the person prepare for this action for him or herself.  

The fluctuation in the activation level of the sensor state repeats the same pattern 
between 0.1 to 0.9 as it only depends (via LP8) upon the world state for observed 
action, which also is repetitive. Due to space limitation those graphs are not included 
here but Fig. 3 shows how the sensory representation for the observed action reacts to 
the situation described above. For this particular case , as the stimulus for observed 
action  remain present for a very short time i.e 50 time points, after attaining higher 
activation level, SR(s2) start declining immediately and as WS(self) is 0 during this 
time hence SR(self) remains 0. Consequently prior other-ownership i.e PO(a, b, other, s) 
did not attain reasonably higher activation level whereas retrospective other-
ownership i.e RO(a, b, other, s) keep on fluctuating similar to SRS(other). Moreover 
prior self-ownership i.e PO(a, b, self, s) and retrospective self-ownership i.e RO(a, b, 

self, s) remain almost 0 during this time (see Fig. 4 and Fig. 5). Due to quite low 
activation of both self and other prior-ownership (Fig. 4), one does not observe any 
action execution for a during this time. 

   

                      Fig. 2. World States                                   Fig. 3. Sensory Representation 
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                 Fig. 4. Prior Ownership                                  Fig. 5. Retrospective Ownership 

As communication of ownership state is directly related to the retrospective 
ownership, it shows similar fluctuating activation level as of RO(a, b, c, s) . 
Furthermore the inverse link from preparation state for action a to the sensory 
representation for the observed action i.e. SR(s2) is not strengthened during this phase 
which reflects the normal functioning of the agent (see Fig.6). Thus in the absence of 
WS(other), SR(other) also remain zero (see Fig. 6) 

 

 

                  Fig. 6. Normal Functioning                                 Fig. 7. Deviant Functioning  

After that, for 200 time units both the world states stimulus for self and other are 
kept 0 from time point 900 to 1100, so that the effect of any stimulus on different 
states is neutralized as shown in Fig. 2. Then after 200 time points the world state for 
self WS(self) is set to 1 while keeping WS(other) at 0. As from now on WS(self) remains 
1, high activation levels for sensory representation for self, prior self-ownership and 
retrospective self-ownership occur. This in turns produces high activation levels of 
action execution for a, i.e., EA(a). Similar behavior can be observed for 
communication of ownership. 

Now to simulate the deviant behavior, again all parameters were initialized with 
the same values as used to simulate normal behavior shown in Table 3 and Table 4 
earlier except the extinction and learning rate: η = 2, ζ = 0.01 respectively. In contrast 
to the previous results, by using these parameter settings the inverse link from 
preparation state for action a to sensory representation of observed action is learnt 
substantially during first 900 time units as shown in Fig. 7. Due to this higher 
connection strength of the inverse link, SR(s2) also gains a higher activation level, 
even in the absence of WS(s2) from 900 onwards (see Fig. 8).  
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Fig. 8. Sensory Representation for Observed 
Action 

Fig. 9. Retrospective Ownership  

Thus, it results in increasing the value of the retrospective other-ownership, i.e. 
RO(a, b, other, s) to 0.69 (see Fig. 9). Hence an agent develops a mental image of 
somebody else performing action a and the same is communicated based on the high 
activation level of the retrospective ownership state. 

4 Discussion 

The human-like agent model presented in this paper incorporates two mechanisms 
that play an important role in attributing actions to agents. In the first place it exploits 
prior and retrospective ownership states for an action based on principles from recent 
neurological theories; this was adopted from [22]. In the second place the agent model 
incorporates an adaptive inverse mirroring mechanism (adopted from [23]) to 
generate mental images of an agent to whom an action is attributed.  

The obtained human-like agent model can be used as a basis for the design of 
virtual agents in simulation-based training or in gaming. For example, a virtual 
patient model can be developed based on the presented model so that, for example, a 
psychiatrist or psycho-therapist (e.g., during his or her education) can gain insight in 
the processes in certain types of patients, or it can be used by a therapist to analyse 
how a certain form of therapy can have its effect on these processes.  
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Abstract. An intelligent network management system consists of mul-
tiple distributed agent is important issue to maintain recent complex
network infrastructures. However, to realize the efficient support of the
management task of the administrators, various knowledge and infor-
mation with respect to the managed network have to be utilized and
integrated in the system. In this paper, we propose the practical design
method and implementation of the Active Information Resource based
Network Management System (AIR-NMS) which consists of activated
information resources in a distributed network environment. The AIR-
NMS realize not only the autonomic management facilities but also the
effective support for administrator. The effectiveness of an implemented
prototypical AIR-NMS is evaluated by experiments conducted on an ex-
perimental network environment. The information resource oriented de-
sign is shown to reduce the burden for administrators by the support to
utilize and manage various information and knowledge in an autonomic
way.

Keywords: AIR-NMS, active information resource, network manage-
ment system, autonomic computing, multiagent system.

1 Introduction

Intelligent applications supporting network / service management are required
to maintain various IT services and their infrastructures because the structures
of systems grow complexity. A distributed agents based network management
system [2] is a basic concept to build the solutions of network management
systems (NMSs). Currently, the autonomic computing paradigm inspired from
biological systems have been proposed[3]. Although there have been many studies
to improve the autonomic features of NMS [4], it still remains a difficult problem
how to manage the systems. As our body sometimes needs a doctor, the network
systems need the human administrators, in order to develop the security policies
and to enhance the performance. Since the administrators should understand
the network status and the control method to manage the network systems, the
NMSs must have the functions to efficiently deal with the status information and
to manage the knowledge about control method. However, the agents do not have

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 586–595, 2012.
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framework to deal with information and knowledge because the concept focuses
on the autonomic behavior [1]. Thus, new techniques for building /developing
an autonomic NMSs to efficiently utilize the knowledge and information.

Hence, we have studied and proposed a new concept of distributed information
resources called Active Information Resource (AIR) [5], and proposed the AIR-
based NMS (AIR-NMS) [7] to overcome the above mentioned problem. The AIR-
NMS consists of two types of AIRs, I-AIR and K-AIR, where the former manages
status information of various network elements, and the latter manages network
management heuristics of human administrators. In this paper, we propose and
discuss the practical design and implementation of an AIR-NMS focusing on
the network fault resolution task, which is an important problem to overcome
for human administrators. In Section 2, the essential concept of designing the
AIR-NMS is presented. Section 3 introduces the practical design of the AIR-NMS
focusing on the fault resolution tasks. The implementation of a prototype system
and evaluation experiments are demonstrated in Section 4. Finally, Section 5
concludes this paper.

2 Design Concept of AIR-NMS

An Active Information Resource (AIR) [5] is an extended entity of a distributed
electric information resources, based on the active feature supported by the
Knowledge of Utilization Support (KUS) and the Function of Utilization Support
(FUS). The KUS consists of meta-level knowledge, i.e., knowledge for handling
information resources and cooperation knowledge with other AIRs. The active
function of an AIR is supported by FUS, which consists of various functions
to process its information resources and for communication between AIRs. By
applying the AIR concept to distributed academic information materials, the
realized AIRs provide intelligent retrieval and shared functions for academic
users [6].

Generally, the administrators have to deal with many kinds of distributed in-
formation allocated in various distributed elements of the network. Using the AIR
concept, a distributed information resource can be extended to an AIR by attach-
ing KUS and FUS, which have been designed with respect to the distributed in-
formation of the network. The realized AIRs for network management tasks can
support a part of the management tasks of human administrators, and as a result,
the burden of the administrators can be reduced in a systematic way [7].

The essential functions of an AIR-NMS are as follows:

(1) Functions to accumulate, manage and utilize distributed status information
of managed networks, such as fault detection, monitoring and traffic mea-
surement.

(2) Functions to deal with various problem solving in network management
tasks, such as network fault resolution and management operation.

To realize functions (1) and (2), we have designed and implemented a network
status Information AIR (I-AIR) and a network management Knowledge AIR



588 K. Sasai, G. Kitagata, and T. Kinoshita

Server PC Printer 

Router 

Knowledge 
Base 

Subnet A Subnet B 

Server PC 

Router 

Status 
Information 

KUS I - AIR I - AIR I - AIR I - AIR 

K - AIR 

K - AIR 

Administrator 

I - AIR 

K - AIR 

Problem Solving of Management Tasks 

FUS 

Router 

Management 
Knowledge 

KUS 
FUS 

Support Request 

Management Support 

(e.g., Fault Resolution) 

Fault Detection, Monitoring, Traffic Measurement 

Fig. 1. Schematic diagram of AIR-NMS

(K-AIR), respectively. Hence, an AIR-NMS is designed and implemented using
I-AIRs and K-AIRs as shown in Fig. 1 [9].

These AIRs deal with the network management task together with an admin-
istrator in two ways. The administrator can send a support request to a K-AIR,
and receive a response of support (Request-based driven mode), or a K-AIR can
receive information of the detected event from an I-AIR, and then cooperate
with other AIRs to solve the problem with respect to the event (Alarm-based
driven mode). To realize effective cooperation among AIRs based on the above
two operation modes, we have to provide a practical design method of the AIR-
NMS for the administrators. In the next section, we describe the design and
implementation of a prototype of an AIR-NMS for a network fault resolution
task to demonstrate a practical design method of AIR-NMSs.

3 Building an AIR-NMS for Network Fault Resolution

The design process of the AIR-NMS is defined as follows:

1. Definition of knowledge and functions of the required AIRs with respect to
the management tasks.

2. Design of knowledge of AIRs.
3. Design of functions of AIRs.
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<sc symptom="unable to send mail">
<cause>unable to resolve name</cause>
<cause>network connection failure</cause>
<cause>over sendable size limit</cause>

</sc>

(a). KSC: Cause assumption.

<cd cause="over sendable size limit">
<dm>
<p>request #//sent_mail_size# from #source#</p>
<p>request #//client/mta/servername# from #source#</p>
<p>request #//sendable_size_limit# from #//client/mta/servername#</p>
<p>true(#//sendable_size_limit# -lt #//sent_mail_size#)<p>

</dm>
<dr>
Sent mail size, #//sent_mail_size#KB, is over sendable size limit,
#//sendable_size_limit#KB, which is set to SMTP server
#//server/mta/name#.

</dr>
</cd>

(b). KCD: Cause diagnosis.

<cm cause="over sendable size limit">
<m>
Setting at SMTP server #//client/mta/servername# can be changed,
because its OS is
#//host/os/name@//client/mta/servername#=(CentOS,Fedora)
and its MTA is #//server/mta/name@//client/mta/servername#=(Postfix, Sendamail, Qmail)

,
by following operations ...

</m>
</cm>

(c). KCM: Means planning.

Fig. 2. Examples of described network management knowledge of the K-AIRs

4. Implementation of agents corresponding to AIRs.
5. Integration of AIRs to build an AIR-NMS.

According to the agent-oriented design of AIRs, a prototypical AIR-NMS is
designed in this section, focusing on the network fault resolution task.

3.1 Design of K-AIRs for Network Fault Resolution Tasks

The management knowledge used in these subtasks are defined as the combina-
tion of the following knowledge description elements, Symptom, Cause, Diagnosis
method and Means. Here, we design the following three types of K-AIRs for the
fault resolution task.

A KSC-AIR deals with management knowledge KSC to assume the conceiv-
able causes from an observed symptom. A KSC consists of a Symptom and the
conceivable Causes assumed to be the origin of the symptom. Fig. 2(a) shows
an example description of KSC for the case of the symptom “unable to send
mail,” which specifies the faulty situation that a user cannot send mail. A KSC
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is structured by the tag <sc> which has an attribute “symptom” indicating a
subject of a symptom, i.e., “unable to send mail” is set to “symptom”. Assumed
conceivable causes is designated by the tags <cause>, and in this example, three
conceivable causes are specified for the symptom “unable to send mail”, i.e.,
“unable to resolve name”, which specifies the cause with respect to the error of
DNS, “network connection failure,” which specifies the cause with respect to a
network connection error, and “over sendable size limit”, which specifies the size
of the sent mail exceeding the mail size limit. The FUS of the KSC-AIR provides
the functions to send the message to other KSC-AIRs and KCD-AIRs where the
observed symptom can be handled.

A KCD-AIR deals with management knowledge KCD to diagnose and verify a
cause assumed by a KSC-AIR. A KCD consists of three descriptions, a Cause, a
Diagnosis Method to verify the cause and a Diagnosis Report to notify the result
of the diagnosis to the administrator. Fig. 2(b) shows an example description
of a KCD for the cause “over sendable size limit,” which specifies the particular
situation that the size of a mail sent by a user exceeds the configuration of
mail size limit. A KCD is structured by the tag <cd> which has an attribute
“cause” indicating a subject of a cause, i.e., “over sendable size limit” is set to
“cause.” The tag <cd> has the child tags <dm> and <dr>, that specify a Diagnosis
Method and a Diagnosis Report, respectively. The child tag <p> of the tag <dm>
indicates the diagnosis processes that are sequentially executed in order to verify
the condition of the cause. The FUS of the KCD-AIR provides the functions to
correct information from the I-AIRs. It sends messages to the KCM-AIRs, and
presents a diagnosis report to an administrator when assumed cause can be
handled.

Finally, a KCM-AIR deals with management knowledge KCM to recommend
the Means for a detected cause to the administrators. A KCM consists of a Cause
and the Means for the cause. Fig. 2(c) shows an example description of a KCM for
the cause “over sendable size limit.” A KCM is structured by the tag <cm> which
has an attribute “cause” indicating a subject of a cause, i.e., “over sendable
size limit” is set to “cause.” The FUS of the KCM-AIR provides th efunctions to
plan the means for a detected cause, and presents the mwans to an administrator
when a detected cause can be handled.

Here, according to the above difinition of AIRs, the following three kinds of
messages, Msg-S, Msg-C and Msg-I, are defined as the message exchange scheme
between AIRs. The Msg-S is a support message of a fault resolution task that
an administrator asks the AIR-NMS to get. The Msg-C is used in the following
two situations. The first is to represent a diagnosis request from a KSC-AIR to
the KSC-AIRs and KCD-AIRs, and the second is to represent a means planning
request from a KCD-AIR to the KCM-AIRs. Note that Msg-C is sent not only to
the KCD-AIRs but also to the KSC-AIRs. This is useful to elaborate the problem.
The Msg-I is used to send an information acquisition request from the K-AIRs
to the I-AIRs.
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<si>
<host>
<name>srvA</name>
<subnet>subnetA</subnet>
<domain>example.com</domain>
<fqdn>srvA.subnetA.example.com</fqdn>
<nic name="eth0">
<ipadress>172.16.0.2</ipaddress>
<netmask>255.255.255.0</netmask>
<status>up</status>

</nic>
<link destination="172.16.0.1" ping_status="reachable"/>

</host>
...

</si>

(a). Status information of IH-AIR.

<host>
<name>WMI</name>
<subnet>Command_Windows</subnet>

<Link>Command_Windows</Link>
...

</host>

<Command_Windows>
<key>/link</key>
<methodname>ping</methodname>
<ok_checkString>0% loss</ok_checkString>
<false_checkString>100% loss</false_checkString>
<checkinfo>
<check>exist</check>
<ok_exist>reachable</ok_exist>
<false_exist>unreachable</false_exist>

</checkinfo>
...

</Command_Windows>

(b). Utilization support knowledge KUS of IH-AIR.

Fig. 3. Examples of the description of IH-AIR

3.2 Design of I-AIRs to Cooperate with K-AIRs

The fault diagnosis and resolution functions of the AIR-NMS are realized based
on the flexible provision of the I-AIRs that handle various information of network
equipment. To realize the flexible provision of the I-AIRs, we have designed an
I-AIR, called IH-AIR which can be instantiated onto various type of hosts and
respond to various type of requests from the K-AIRs. In this section, we explain
the design of KUS and FUS of the IH-AIR to cooperate with the K-AIRs in a
fault resolution task.

Here, we design a set of IH-AIRs which deals with status information of hosts,
servers and clients. Fig. 3(a) shows an example of status information of a host,
which is specified by attributes, such as hostname, subnet, OS, NIC, etc. In a
network fault resolution tasks, we often need temporal status information such as
an occurrence time of the fault. The KUS in an IH-AIR should include knowledge
to acquire, analyze and integrate temporal information. Although the original
behavior of an I-AIR discussed in [8] is more complex, in this paper, it is designed
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Fig. 4. Configuration diagram of prototypical system

focusing on the functions related to cooperation with the K-AIRs. The FUS of
the IH-AIR consists of two kinds of functions, to communicate the K-AIRs and
to acquire the status information required by the K-AIRs. The AIR-NMS is
realized by allocating the designed AIRs to network environment. In the next
section, we explain the implemented prototype system.

4 Experiments and Evaluation

We implement a prototype system of an AIR-NMS for network fault resolu-
tion using the repository-based multiagent framework ADIPS/DASH [10], as
explained in Section 3. The AIRs of the AIR-NMS are designed as various agents
stored in the agent repository. The ADIPS/DASH framework provides a runtime
environment for agents, called the workplace, which operates on a distributed
platform such as a PC allocated over the networked environment. The agents are
instantiated from the agent repository onto the workplaces based on the requests
of users, in order to execute the distributed problem solving tasks.

Fig. 4 shows the configuration of the prototypical AIR-NMS over the experi-
mental network environment, which consists of four client PCs, one server PC,
and one administrator PC, that are depicted as Client1-4, ServerA and Manager,
respectively. ServerA runs CentOS 5 with BIND 9.3.6 for DNS, Postfix 2.3.3 for
SMTP, Dovecot 1.0.7 for IMAP, and Apache 2.2.3 for HTTP server. Client1-4
and Manager runs Windows XP OS.

At runtime of the AIR-NMS, the agents of both the I-AIRs and the K-AIRs
are instantiated onto the distributed workplace of various PCs of the experi-
mental network. Although the K-AIRs can operate on distributed workplaces
in the prototype system, all K-AIRs are instantiated onto a workplace of the
administrator PC.
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To test the capabilities of the prototypical AIR-NMS, we conduct a fault
resolution experiment with actual human users. The experimental network is the
same as the previous experiment, with user playing the role of an administrator
to resolve the given faulty situation. Thereafter, we observe and compare the
results of the operations by human users, called “manual-based operations,”
with those supported by AIR-NMS, called “AIR-NMS-based operations.”

We record the behavior of the user by two cameras and capture the screens
of the PCs to movies. In this experiment, ServerA is implemented as a virtual
machine on the Manager for convenience. The user playing the role as an ad-
ministrator can operate any PC in the experimental environment.

The experimental procedure of the manual-based operation is described as
follows:

Step1. An experimenter set up a faulty situation in the experimental network.
Step2. The experimenter asks the user to resolve the given faulty situation by

telling a symptom and a site of fault occurence.
Step3. The user can operate all of the network’s management functions in the

experimental environment, e.g., internet search, windows utilities, Lin-
ux/Unix utilities, etc.

Step4. The consumption time of the experiment is defined as the duration until
the user recovers the given symptom.

In the AIR-NMS-based operation, the experimenter is allowed to teach the user
how to use the AIR-NMS in Step2.

Five students of Graduate School of Information Science, Tohoku Univer-
sity, participate in the experiment as the users. All of the students have basic
knowledge of network technologies, however, only two of them are familiar with
network management tasks, and the others are not.

The following four cases are selected as the faulty situations:

Cause1. HTTP server process down.
Cause2. Link missing of target Web page.
Cause3. DNS server process down.
Cause4. HTTP port is closed.

Cause1 implies a situation where a HTTP process of ServerA is down, Cause2
implies that the link of a Web page on the ServerA is missing because the target
Web page is removed, Cause3 implies that a DNS server process on ServerA is
down, and Cause4 implies that a HTTP port of ServerA is closed. We select
several cases for respective users, and the users resolve the faults in two ways,
manual-based and AIR-NMS-based operation.

We summarize the results of the experiment in Fig. 5. Fig. 5(a) and Fig. 5(b)
show the distributions of sample data of manual-based and AIR-NMS-based
operation, respectively. The consumption time and the operation steps of the
fault resolution tasks are depicted on horizontal and vertical axis, respectively.
We can see that the time and steps depend on the types of conceivable causes,
and the users can resolve the faults in pretty much the same time and steps
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(d) Operation steps.

Fig. 5. Results of experiment with human administrators

by the AIR-NMS-based operation. It implies that an AIR-NMS can effectively
support the users by guiding them in the fault resolution process. Note that
the two figures are depicted with different scale. Fig. 5(c) and Fig. 5(d) show
the comparison between manual and AIR-NMS-based operation with the time
and steps, respectively. The AIR-NMS shows its effectiveness in most of the
cases, but the result of Cause2 is almost the same because its conceivable cause
“missing link” is comparatively easier than the other.

In this section, we conducted the fault resolution experiment with the pro-
totypical system to validate the effectiveness of the proposed practical design
of the AIR-NMS. From the experiment, it is confirmed that the problem solv-
ing capabilities of the AIR-NMS for the fault resolution task can be realized by
the cooperative problem solving behavior of the AIRs. The results of the time
and steps for the fault resolution tasks imply that the AIR-NMS can efficiently
guide the administrators to the means of the fault resolution. For unskilled users,
the AIR-NMS dramatically reduce consumption time and workload. Actually, it
shows an average 80% reduction of time and steps for the case of an unskilled
user. On the other hand, for skilled users, an average 70% reduction of time and
steps is realized with only one exception. It implies that the AIR-NMS effec-
tively supports the fault resolution task not only for unskilled users but also for
skilled users to greater and lesser degrees. For the distributed large scale network
systems, software multi agent nature of the AIR design is effective because the
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load of the individual AIR does not increase dramatically compared with other
existing centralized NMSs. As described in the previous sections, the effective
support function is realized by autonomous cooperation between K-AIR and I-
AIR that are agent-based designs of KUS and FUS for management knowledge
(K-AIR) and status information (I-AIR). Hence, the proposed practical design
of the AIR-NMS is useful and effective to realize the AIR-NMS, which can deal
with a part of network management tasks to reduce the burden of administrators.

5 Conclusion

Focussing on the fault resolution task of network administrators, the practical
design and implementation of an AIR-based NMS (AIR-NMS) is proposed and
evaluated in this paper. Through the experiment, using a prototypical AIR-NMS,
the AIR-NMS shows the capabilities of resolving faulty situations based on the
cooperation of AIRs to support human administrators. It remains as future work
to extend the capabilities of the AIR-NMS to deal with many kinds of faults and
anomalies of network system by introducing various AIRs.
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Abstract. To support human recollection, we present a data integration
method using a simple information structure called a history structure,
which is constructed from time, keywords, and URI sets. We also present
algorithms that generate history structures from such information usages
as Web searches, twitter, e-mails, calendars, and book purchases and
create a user knowledge space. Based on our approach, we developed
a system called a knowledge-space browser and evaluated whether it
can help users recall a particular day by summarizing that day’s history
structure. Experimental results reveal the usefulness of our approach and
our implemented system.

Keywords: knowledge space, history structure, human recollection, web
search, twitter, e-mail, calendar.

1 Introduction

Memory is crucial for various activities. We think and feel using memory. We
need to recall past memories of particular periods. For example, we may have to
write progress reports about what we have done on particular days or weeks. We
may have to plan anniversaries and recall what we did last year or in previous
years. Or we might simply want to reminisce about the day when we saw our
spouse for the first time. We aim to help users recall the past from particular
periods.

We propose an approach that gathers pieces of the past memory of a day
and visualizes them as a knowledge space to help recollection. We present a
method of data integration using a simple information structure called a history
structure, which is constructed from time, keywords, and URI sets. A history
structure is simply generated from existing information sources. In this paper, we
present a method that generates history structures from such information usages
as web searches, twitter, e-mails, calendars, and book purchases, and create a
user knowledge space from them.
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Below, we explain our proposed algorithms in Sections 2 and 3. The imple-
mentation and examples of the knowledge-space browser are described in Section
3. Our experiments are described in Section 4. We discuss the significance of our
research in Section 5.

2 Generating History Structure

2.1 Gathering Information from Various Information Usages

We gather texts that have time information and express user thoughts or activ-
ities to help them recall their memories.

Web Search. We believe that Web search histories often express user interests
and are thus related to their thoughts or activities. We use Web search histories
(Google queries and search results) to gather information that expresses user
interests. For queries, we extract a time of Web search, query, and query URI by
dividing the query using spaces and generate keywords. For search results, we
extract a time of browsing, browsed page’s title, and page’s URI and generate
keywords from the title of the browsed page using the algorithm described in
Section 2.2.

Twitter. Since tweets generally express the user’s thoughts or activities, we use
all of them except for those starting with @ because they are mainly discourse
and official RTs (Retweets) because they are mainly other’s opinions. We extract
a tweet time, tweet, and its URI and generate keywords from the tweet using
the algorithm described in Section 2.2.

E-mail. E-mails sometimes express the user’s thoughts or activities. We use
the receivers and the subjects of the sent messages because sent messages often
express thoughts or activities. We do not use received messages, because most are
direct mails that are not related to the user activities. We extract the time e-mail
was sent, its receivers and subject, and its URI. For receivers, we simply extract
names and addresses. For subjects, we generate keywords using the algorithm
described in Section 2.2.

Calendar. Calendars or diaries are obviously useful sources for user activities.
We extract a “start time of event, event title, and event URI by simply dividing
the event title into keywords using spaces and adding the original event title as
keywords. We believe that the original event title is meaningful for users.

Book Purchases. Product purchases sometimes help users remember thoughts
or activities. In this research, we focus on book purchases because book contents
are probably related to user knowledge. We extract a time of order/purchase,
title, and ISBN of the book. We generate keywords from the book title using the
algorithm described in Section 2.2.
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2.2 Generating Keyword Algorithm

We developed a generating keyword algorithm that creates a set of keywords
from such texts as the titles of browsed Web pages, tweets, the subjects of sent
e-mails, event titles in calendars, and the titles of books purchased.

Our algorithm extracts noun phrases, adjectives, verbs, and non-Japanese
terms with MeCab, a Japanese morphological analysis tool [1], which outputs
non-Japanese terms as nouns. See Fig. 1.

Text data

Morphological analysis
Stop
list

Noun Adjective Verb

Type 2Type 1 Main verb &
base form

Main
adjective

Change to
Base form

Heuristic based
process Base form

GenerateGenerate noun

p

Keyword
noun phrase

Generate noun
phrase

(non Japanese)

Keywords

Fig. 1. Algorithm of generating keywords

When a term is a noun, a common noun, a proper noun, a noun verbal, a noun
suffix, or a noun number (type 1), it is repeatedly concatenated with previous
terms as a non-Japanese keyword or as a Japanese keyword using heuristics.
When the noun is a noun adverbial or a noun adjective base (type 2), it directly
becomes a keyword. When a term is an adjective and its type is a main adjective,
the base form becomes a keyword. When a term is a verb, its type is a main verb,
and it is equal to the base form, the base form of the term becomes a keyword.
The detailed algorithm is described in [2].

3 Generating Knowledge Space

3.1 Generating Knowledge-Space Algorithm

The idea of knowledge space is based on semantic networks that represent se-
mantic memory in cognitive psychology [4]. We believe that displaying a user’s
knowledge space like semantic networks helps user recollection.
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Fig. 2. Algorithm of generating knowledge space
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The basic algorithms for generating knowledge space connect the keywords
that co-occurred in the history structures. Clusters generated by natural con-
nections help users recall their past.

The basic algorithm is as follows:

– Connect keywords that co-occurred in history structures.
– Keywords that occurred frequently in the history structure are displayed as

larger.
– Different colors correspond to different information sources: light blue for

Web searches, aquamarine for twitter, pink for e-mails, yellow for calendars,
and purple for book purchases. These five colors for each information source
were designed through a preliminary investigation.

– Keywords that occurred in multiple information sources are emphasized in
red.

We designed and implemented two algorithms: displaying all keywords (visu-
alization algorithm 1) and displaying keywords that occur more than once in
history structures and have one or more relations (visualization algorithm 2).
Fig. 2 shows an overview of the two algorithms. This example is part of the next
section.

3.2 Knowledge-Space Browser

We implemented a knowledge-space browser that is comprised of four parts: (a)
a knowledge space display that shows the user’s knowledge space, (b) a history
structure display that lists the user’s history structures, (c) an operation display
on which the user manages the knowledge space, and (d) a selected keyword
display that lists the history structures on which the selected keyword is included.
For the knowledge space, users can change either visualization algorithm 1 or 2
at anytime.

Fig. 3 is an example screen of a user’s knowledge space generated by visu-
alization algorithm 1 on 13/Sep/2010. He prepared to go to a conference that
will be held on 15/Sep/2010 on Sado Island. See Fig. 2. His calendar shows his
plan to go to the university to prepare his presentation. He bought a guide book
of Sado Island in Niigata prefecture. He searched “Sado Island, rental car” and
browsed a page of a “rental car corporation named Island Rental Car” that is
denoted as the cheapest on the island. He tweeted “I will go to Sado Island for
a conference the day after tomorrow.” He booked a rental car at Island Rental
Car by e-mail. The biggest cluster in the knowledge space contains Sado Island,
Island Rental Car, Sado, conference, in red. This cluster shows the main activi-
ties of the user for that day. The biggest (i.e. the most frequent) keyword is trial
version in a different cluster. Such keywords as Photoshop and download are in-
cluded in this cluster, which shows that the user was preparing a presentation
for the conference using photoshop.



Creating User’s Knowledge Space from Various Information Usages 601

Knowledge space display

Histor str ct re displaHistory structure display

Fig. 3. Example of knowledge-space browser

4 Experiment

4.1 Experiment 1

We evaluated the usefulness of our algorithm that extracts keywords.

Method. The subjects were 10 male, computer and information science grad-
uate students aged 22-24.

We generated history structures from five information usages (Web searches,
twitter, e-mails, calendars, and book purchases) using four methods. The com-
parative method (a) extracts only nouns, (b) extracts nouns and concatenates
them using TermExtract [3], which is a Japanese noun phrase extraction tool
that orders the extracted Japanese phrases in importance, or (c) only extracts
noun phrases by our proposed method. Our method (d) extracts concatenated
noun phrases, adjectives, and verbs.

The subjects evaluated whether the generated keywords are appropriate among
five information usages and four methods by five values (5: very appropriate; 4;
appropriate; 3: OK; 2: not very appropriate; 1: inappropriate). Each subject
evaluated 10 history structures * 5 information usages * 4 methods: 200 history
structures.

Results and Discussion. Table 1 shows the average values in Experiment 1.
Our method was the best among all methods. These results suggest the usefulness
of our algorithm for generating keywords.

Except for calendars, there were significant differences among the four meth-
ods (p < 0.01) by a one-way anova. There also were significant differences be-
tween (a) and (c), (a) and (d), and (b) and (d) (each p < 0.01).
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From the comparison of (a) and (c), we found that the noun phrases extracted
by our method are better than nouns; from the comparison of (b) and (c), our
method is better than TermExtract for extracting noun phrases from our data;
from the comparison of (c) and (d), adding adjectives and verbs is better than
only using noun phrases. We found that noun phrases, adjectives, and verbs
must be extracted as keywords rather than only nouns or noun phrases, and
appearance is better than importance as the order of keywords.

Table 1. Result of Experiment 1

(a) (b) (c) (d) our method

Web searches 2.71 2.81 4.02 4.05
Twitter 2.56 2.43 3.56 3.91
E-Mails 2.85 3.26 4.10 4.15
Calendars 3.50 3.54 3.89 4.00
Book purchases 2.78 2.69 3.88 4.18

4.2 Experiment 2

We investigated the features of three visualization methods: a list of history
structures, visualization algorithm 1, and visualization algorithm 2 when the
users can recall memories of a day last week.

Method. The subjects were six male, computer and information science grad-
uate students aged 22-24.

We gathered and generated history structures for each subject from five in-
formation usages: Web searches, twitter, e-mails, calendars, and book purchases.
Three sets of history structures of three days from about one week before were
assigned to three visualization methods.

We asked the subjects to use the history structures display (without showing
other display parts) and explain what they recalled about the day in inter-
views. Next, we repeated the above processes using a knowledge-space display
(visualization 1) and a knowledge-space display (visualization 2). After each ex-
periment, we asked subjects to answer the pros and cons for each visualization
method. Finally, the subjects ranked their answers for the three methods to these
two questions: “Was this method useful to recall the past?” (Q1) and “Was this
method useful to summarize the day?” (Q2).

Results and Discussion. For question 1, all subjects answered that using
history structures was the most useful way to recall the past. Visualizations 1
and 2 were equal; three subjects ranked visualization 1 and three others ranked
visualization 2 second. For question 2, three subjects answered that visualiza-
tion 2 was the most useful, two answered visualization 1, and one answered the
history structures. We think that a list of history structures is useful to recall
the past and that knowledge space is useful to summarize one day. All sub-
jects recommended displaying the history structures and the knowledge space
together.
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We combined user comments for the pros and cons that express the same
meanings. For the list of history structures, “The keywords are ordered chrono-
logically” (4: pros) and “Viewing was difficult” (2: cons). For visualization 1,
“I can get a day’s overview by looking at the clusters” (6: pros), “One cluster
corresponds to a topic” (3: pros), and “I can grasp a day intuitively” (3: pros)
and “Similar clusters need to be combined” (3: cons). For a visualization 2, “The
information is well-organized, and there are many keywords that help recall” (4:
pros), “Visualization 2 is better arranged than visualization 1” (2: pros), and
“This method doesn’t provide enough information” (2: cons).

We think that a list of history structure is beneficial for sequentially viewing
chunks of memory, and a knowledge space is good to see grasp their overview.

4.3 Experiment 3

We evaluated the usefulness of our system to support human recollection when
the users can recall the memories of a day of the previous week.

Method. The subjects were the same six male students from Experiment 2,
which was conducted immediately before Experiment 3.

For Experiment 3, one set of the history structures of five information usages
of one day gathered in Experiment 2 was used. The subjects used the knowledge-
space browser and explained what they recalled about the day in interviews.

The subjects also evaluated the usefulness of the system by answering six
questions on a five-point scale (5: I completely agree, 4: I agree, 3: OK, 2: I
don’t agree, 1: I completely disagree).

Table 2. Results of Experiment 3

Question Mean

Q1 Could you recall your past faster using the system? 4.8
Q2 Could you recall your past easier using the system? 5.0
Q3 Did the system help you recall something that you had forgotten? 4.7
Q4 Do you think that the system is useful? 4.2
Q5 Do you want to use the system again? 4.5
Q6 Do you think that you can recall your past easier using the system? 4.7

Results and Discussion. The evaluation results are shown in Table 2. The
subjects thought the system was useful to support human recollection. In a
knowledge-space browser, a user can choose the visualization algorithm. In this
experiment, three subjects selected visualization 1 and three others selected vi-
sualization 2. Two of the latter subjects changed their choices from visualization
2 to 1 because they thought visualization 2 lacked sufficient information.

The overall results suggest that the combination of display of history structure
and knowledge space is useful to support human recollection.
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5 Related Work and Discussion

This research is a part of a system called Memory-Organizer that helps users
construct “externalized memory” [5][6]. We previously proposed knowledge space
to help users explore their knowledge spaces created from Web browsing history
[7]. We extended this idea and proposed history structures to integrate various
information sources [8]. The differences between the previous research and this
paper are that we presented new algorithms for generating history structures for
five information usages and two visualization algorithms for generating knowl-
edge space. We also developed a new version of the knowledge-space browser
and conducted experiments to determine what users can recall on a particular
day. We found that the overall usefulness of our approach was good and that
the system helped user recollection.

Much research has presented ideas for integrating such information in the
light of Personal Information Management (PIM) [9], to overcome information
overload [10][11]. History structure is simply generated from existing information
sources. Our approach resembles tagging; however, the manual tagging of per-
sonal information is time-consuming. We aim to automatically generate history
structure. Our research and PIM are related to a research topic called lifelogs
that capture a person’s entire lives. Mylifebits [12] is well-known not only as PIM
but also as lifelog research. In typical lifelog research, lifeloggers wear computers
to capture what they have seen and heard. Much research has been conducted
in the context of multimedia or image processing. Our research resembles text-
based lifelog research. Our approach is simple and does not need special devices
to capture information from the real world. Although much research extracts
information from each information source such as web searches, twitter, e-mails,
and calendars, little research extracts and integrates information from those
sources.

The following are our paper’s main contributions. First, we presented a data
integration method using a simple information structure called a history struc-
ture that is constructed from time, keywords, and URI sets. We also developed
algorithms for generating history structures from various information sources
and visualizing user knowledge spaces from them. Second, we developed a
knowledge-space browser based on this approach and combined history structure
and knowledge-space displays to help human recollection. Third, we evaluated
whether our system helps users recall a particular day by summarizing its history
structures. The experimental results revealed the usefulness of our approach and
the implemented system.

Future work is listed below. First, although we analyzed the difference between
visualization algorithms 1 and 2, we did not find out which is better in which user
situation. Second, we need to improve our algorithms for generating keywords
and visualization. Third, we need to examine the system for different periods,
such as a day or a week within the past month.
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6 Conclusions

We presented a data integration method using a simple information structure
called history structure that is constructed from time, keywords, and URI sets
and developed the following: (a) heuristic based keyword generation algorithms
that extract noun phrases, adjectives, and verbs from various information sources;
and (b) two visualization algorithms that create user knowledge spaces from his-
tory structures. We developed a system based on our approach to support human
recollection and evaluated whether it can help users recall a particular day by
summarizing that day’s history structure. The experimental results revealed the
usefulness of our approach and the implemented system.
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Abstract. The article presents an original approach to optical char-
acter recognition (OCR) used in real environments, such as gas- and
electricity-meters, where the quantity of noise is sometimes as large as
the quantity of good signal. This approach uses two algorithms for bet-
ter results. These are a neural network on one hand, respectively the
k-nearest neighbor as the confirmation algorithm. Unlike other OCR
systems, this one is based on the angles of the digits, rather than on
pixels. This makes it insensitive to the possible rotations of the digits,
respectively to the quantity of noise that may appear in an image. We
will prove that the approach has several advantages, such as: insensitivity
to the possible rotations of the digits, the possibility to work in different
light and exposure conditions, the ability to deduct and use heuristics
for character recognition.

Keywords: optical character recognition, gas-meter, electricity-meter,
k-nearest neighbor, neural networks.

1 Introduction

Optical Character Recognition (OCR) is a method to locate and recognize text
stored in an image, such as a jpeg or a gif image, and convert the text into a
computer recognized form such as ASCII or unicode. OCR converts the pixel
representation of a letter into its equivalent character representation. The ben-
efits are straightforward. Many companies have large collections of paper forms
and documents. Another application field is in automation.

Therefore a large amount of research has been carried along time for finding
and improving OCR algorithms. Mori et al. present a very good overview of
the existing OCR systems in [12] to which Blue et al. add a very pertinent and
valuable evaluation in [4]. Regarding the digit recognition, LeCun et al. [10] give
an overview of the existing algorithms. LeCun et al. [5] uses neural networks
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Fig. 1. Several images to be processed by the OCR system

for handwritten digit recognition. Rabiner et al. [13] use Markov models for the
same purpose and Lee [11] use a combination of k-nearest-neighbor, radial-basis
function, and neural networks. Deformable templates have been used by Jain et
al. [9].

1.1 Requirements Specification

This article is based on our experience with a real-life application researched and
developed for several European companies specialized in automation for energy
providers.

Such companies need OCR systems which can work in harsh and real envi-
ronments, such as gas-meters and electricity-meters. There are several problems
with them: they are not uniformly illuminated along the day, they are not uni-
formly exposed within the same shot (some parts are in shade, while some are
over-exposed), the quantity of noise is very high, there is no possibility to fully
train a system for all types of gas-meters etc.

In such conditions, a robust system is highly needed, especially when the
application is real-life and used by large companies with thousands of subscribers.

The size and zoom of the images may vary as well as the font and the color
of the digits. Figure 1 shows several such images.

To summarize, the requirement is to recognize the digits from gas- and
electricity-meters obtained from web cameras in real environments. If the digits
are visible less than 50% of their height, the result will be discarded. The region
for each digit is selected manually.

2 General Algorithm

The flow of the algorithm is depicted in figure 2.
The image is acquired using web cameras mounted in front of the gas- or

electricity-meters and is fed as an input to the OCR system, which enhances it,
processes it and returns the values of two digits: the last one before the decimal
point, respectively the first one afterwards.
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Fig. 2. The general process of character recognition

The process of digit recognition consists of several stages:

image pre-processing which converts the color image to a monochrome one,
prepared for further analysis;

image thinning and segmenting for converting the digit (with a width) to
a segmented line. The angles between subsequent segments will be the input
for both the neural network as well as for the confirmation algorithm;

digit recognition using a neural network returns the most probable value
of the digit with a confidence. We cannot rely solely on this results, therefore
the next step is required;

confirmation of the result using k-nearest neighbor is the stage in which
the value of the digit is computed with a completely different algorithm.

computation of the confidence: In most cases, the values of the two ap-
proached should coincide. However, in practice they are not always the same.
Therefore a principle for accepting either result is required.

2.1 Image Pre-processing

The images display a wide range of colors. Therefore the first step is to convert
them to a monochrome images (containing various intensities of gray). After
the conversion, the general contrast is improved by histogram equalization (for
more details see [14]). Through this adjustment, the intensities can be better dis-
tributed on the histogram. This allows for areas of lower local contrast to gain
a higher contrast without affecting the global contrast. Histogram equalization
accomplishes this by effectively spreading out the most frequent intensity values.
A related technique is the enhancement of the high frequency details (sharpen-
ing). And finally, an adaptive thresholding (see [15]) brings up the digit (along
with some noise).

Further the image is sharpened. What it actually does, however, is to empha-
size edges in the image and make them easier for the eye to pick out – while
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Fig. 3. A quite common case when the noise cannot be set aside the digit itself

the visual effect is to make the image seem sharper, no new details are actually
created.

The final pre-processing step is adaptive thresholding, used to segment an
image by setting all pixels whose intensity values are above a threshold to a
foreground value and all the remaining pixels to a background value.

After this stage, the image is ready for further specific processing.

2.2 Thinning and Segmenting

Quite often, due to the difference in light exposure, the noise is attached to the
digit itself and cannot be removed, like in figure 3.

In this case the quantity of noise is almost equal to the quantity of the digit.
This is the number of pixels with noise is almost equal to the number of digits
representing the digit. Feeding any recognition system with such a distorted
signal would fail priori. Therefore an approach to reduce the noise as much as
possible was necessary, and this is thinning, which is the process of reducing the
digit to a line and subsequently segmenting that line segments of equal size. The
main characteristic of the thinning process is the preservation of the length.

We have come up with an algorithm based on the center of mass of each
region of the digit. This assures a thinning in only one step, preserving the ratio
between the length and the width of the image. The algorithm is as follows:

1. Choose a bordering pixel, preferably starting with the left-most and top-most
one, but not necessarily.

2. Build the smallest square neighboring matrix (NM), containing the selected
pixel and not overlapping and existing neighboring matrix. Each cornering
pixel of the NM must have at most one neighboring pixel (on X and Y
directions, not on diagonal) not belonging to the NM.

3. The mass center is computed for the NM. If the NM is 2x2 and fully white,
any of the pixels may be the mass center.

4. Replace NM with the pixel in the mass center.
5. Repeat from step 1 until there are no more available pixels.
6. Connect the mass centers by lines, resulting a thinned image.

The results of the proposed thinning and segmenting stage is depicted in figure 5.
Afterwards, the angles of the digit are computed. Those are the angles between

each two adjacent segments.
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Fig. 4. The processing of thinning a digit. The blue lines represent the NM’s. The red
pixels are the mass centers.

Fig. 5. The source and the result of thinning and segmenting process for two digits: 2
and 3

Given the consecutive segments u and v, the angle made by them is computed
as the angle between the vectors −→u and −→v :

û, v = −̂→u ,−→v (1)

The angle between two 2D vectors is:

−̂→u ,−→v = arccos

(

u · v
‖u‖‖v‖

)

(2)

where ‖u‖ is the norm of the vector −→u , · is the cross product and arccos, the
inverse or cosine function.

The first segment starts always from the top-most extreme point. That is the
top-most point with only one neighbor. If there are n segments, then there will
be n − 1 angles. The last segment may be or may not be adjacent to the first
one. In other words, the first and the last point may coincide, like in the case of
0 and 8.

The algorithm has been developed in the following manner:

1. Choose the first point as the top-most extreme point.
2. Look at the adjacent point in the clockwise direction on the curve at a

distance of k pixels. (In our project, k = 5).
3. If the line has already been passed, look further clockwise (in other words

”search on another line”). If there are other points, go to step 2.
4. If there are no neighboring points, then stop.
5. repeat from step 2.
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Depending on the digit, the number of segments may vary significantly. The
shortest digits are 1 and 7, the longest one is 8. However, there is no limit
imposed to the number of segments.

2.3 OCR by Neural Network

An artificial neural network involves a network of simple processing elements
(artificial neurons) which can exhibit complex global behavior, determined by the
connections between the processing elements and element parameters. Artificial
neurons were first proposed in 1943 by Warren McCulloch, a neurophysiologist,
and Walter Pitts, an MIT logician.

The input of the neural network consists of the angles between subsequent
segments as computed in equation 2. This approach has several advantages over
the algorithms using the value of each pixel: the input is significantly smaller,
the weight of the noise is reduced and the rotation of the digits does not affect
the neural network architecture and its inputs.

The neural network is a multi-layer perceptron (MLP) with only one hidden
layer. The input layer consists of 35 rows, which is the highest number of angles.
The hidden layer consists of 15 units. The output layer consists of 10 units, one
for each digit. The transfer function for both layers is hyperbolic tangent. The
output layer, with 10 elements, uses softMax function, defined as:

f(xi, wi) =
exlin

i

∑

j x
lin
i

(3)

where xlin
i = βxi is scaled and offset activity inherited from the linear function

f(xi, wi) = βxi + wi.
The learning rule is Fahlman’s quickprop algorithm (see [7]), which is a gra-

dient search procedure that has been shown to be very fast in a multitude of
problems. It basically uses information about the second order derivative of the
performance surface to accelerate the search. The number of epochs was set to
500. Over this number, the neural network becomes overtrained, which is it clas-
sifies the digits in the training set very well, but performs bad on new inputs. The
training set consists of the segmented images from 2 gas- and electricity-meters
taken with web cameras in real conditions.

The tests have been carried out on the images from other 3 gas- and electricity-
meters. The confusion matrix based on the classification of the neural network
is shown in the table 1.

The table 1 states that 0 was classified correctly in 90% of the trials and
as 8 in 10% of the cases. The least correctly classified digit was 3, which was
mistaken for 0 in 20% of the cases, for 4 in 5% and for 8 in 10% of the trials.
Digit 6 was classified correctly for all the experiments. This table gives a clear
idea about the similarities between various digits, such as 0, 3,8 and 9 on one
hand, respectively 1 and 7 on the other hand. These results concorde with the
ones presented by Abdezaleem in [1].
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Table 1. The confusion matrix after the neural network classification

0 1 2 3 4 5 6 7 8 9

00.9 0 0 0 0 0 0 0 0.1 0
10 0.85 0 0 0 0 0 0.1 0 0.05
20.1 0 0.85 0 0 0 0 0.05 0 0
30.2 0 0 0.65 0.05 0 0 0 0.1 0
40 0.1 0 0 0.75 0 0.15 0 0 0
50 0 0 0 0.05 0.95 0 0 0 0
60 0 0 0 0 0 1 0 0 0
70.1 0 0 0 0 0 0 0.9 0 0
80 0 0 0 0 0 0 0 0.8 0.2
90.1 0 0 0 0 0 0 0 0.1 0.8

2.4 Confirmation by k-NN

For confirmation of the result of the neural network, the k-nearest neighbor
(k-NN) algorithm has been used.

The k-nearest neighbor algorithm is amongst the simplest of all machine learn-
ing algorithms. An object is classified by a majority vote of its neighbors, with
the object being assigned to the class most common amongst its k nearest neigh-
bors.

The neighbors are taken from a set of objects for which the correct classifi-
cation (or, in the case of regression, the value of the property) is known. This
can be thought of as the training set for the algorithm, though no explicit train-
ing step is required. In order to identify neighbors, the objects are represented
by position vectors in a multidimensional feature space. It is usual to use the
Euclidean distance. However, as the objects are made of angles, we simply used
the distance between angles, that is the absolute value of their difference. The
k-nearest neighbor algorithm is sensitive to the local structure of the data.

An object (digit) is a vector consisting of the angles computed as in section 2.2
along with their number:

ok = (nk,
̂ak
1 ,
̂ak
2 , ...,

̂ak
nk
) (4)

The distance between two objects:

oi = (ni,
̂ai
1,

̂ai
2, ...,

̂ai
ni
) (5)

oi = (nj ,
̂

aj
1,

̂

aj
2, ...,

̂

aj
nj ) (6)

is

d(i, j) = max(|ni − nj|, | ̂ai
1 − ̂

aj
1|, | ̂ai

2 − ̂

aj
2|, ..., |̂ai

ni
−̂

aj
nj |) (7)

where |a| is the absolute value of a.
If two objects are of different length, the shorter one is filled with null values

until the lengths of the two objects are equal.
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Table 2. The confusion matrix after the confirmation step

0 1 2 3 4 5 6 7 8 9

01 0 0 0 0 0 0 0 0 0
10 0.99 0 0 0 0 0 0.01 0 0.05
20 0 1 0 0 0 0 0 0 0
30.02 0 0 0.98 0 0 0 0 0 0
40 0.01 0 0 0.99 0 0.15 0 0 0
50 0 0 0 0 1 0 0 0 0
60 0 0 0 0 0 1 0 0 0
70 0 0 0 0 0 0 1 0 0
80 0 0 0 0 0 0 0 0.98 0.02
90 0 0 0 0 0 0 0 0.01 0.99

After the confirmation step using the kNN, the confusion matrix looks like in
table 2.

From table 2 we can see that digit 1 was still mistaken for 7 and 9, digit 4 for 1
and 6, and digit 8 for 9 and viceversa. However, the percentages of misclassified
trials is significantly low that after the first step, using the neural network (see
section 2.3).

2.5 Confidence Computation

Both algorithms return a result with some confidence, which is different than
100% in most cases. When the confidence factors are high or when the results
of the 2 approaches are the same, the result is straightforward and requires no
further discussions.

The problems occur when the confidence factors are low and the results differ.
In this case a decision tree is used based mostly on heuristics, such as:

– the length of a digit:

short digits are those digits whose length is less than 20 segments. These
are 1 and 7.

medium-sized digits are the ones consisting of more than 20 segments,
but less than 35. These are 2, 3, 4, 5.

long digits are the ones longer than 35 segments, such as: 0, 6, 8 and 9.

– the position of the last segment relatively to the first one

adjacent segments for digits 0 and 8;
non-adjacent segments for all the other digits.

– characteristics of the curve (open of closed, intersecting or free etc.)

open curve is characteristic to the digits 1, 2, 3, 5, 7.
completely closed curve is the curve for each the first and the last pixel

coincide and it is specific to 0 and 8.
partially closed curve is specific to 6 and 8. Digits 4 may have or not a

closed curve, depending on the font.
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The first important observation is that the total ”length” of a digit gives a
significant clue about its value. The ”length” of a digit is the number of segments
which cover it entirely.

Such a classification is important for several reasons: it brings another glim
to digits analysis and therefore: can be the starting point of an OCR based on
decision trees, and can also be the starting point of an OCR knowledge-based.

Even if the results are similar to others, reported by Impedovo et al. [8],
Bay [3] and Alpadyn [2], the proposed algorithm is very important for its appli-
cations in real life, harsh environments.

The robustness of the algorithm is given by the fact that each recognition
is done by two different algorithms - a neural network approach and a k-NN
algorithm. If the recognized character is the same in both cases, that the confi-
dence of the result is high. Othewise, some heuristics are used within the step
confidence computation. The former two algorithms are very mathematical
and objective, whereas the latter one is rather subjective. It applies a com-
pletely different approach to make a clear distinction between the characters
returned by the previous algorithms if they have different results. The heuristics
used refer to features of digits, such as length, shapes, curves etc.

3 Conclusions

The algorithm was tested on real-life pictures highly distorted from gas- and
electricity-meters. No noise was added manually or for the sake of experiments.
A complete training set was not available since the range of tools used for various
energy measurements is very wide, with no standards regarding the fonts, colors
and sizes.

Another remark is that any recognition system needs a confirmation stage. In
this case, two complementary algorithms have been used: a neural network and
the kNN algorithm.

We proposed a novel approach to OCR based on the angles of the digit, rather
than on the values of the pixels in the image and therefore it is insensitive to the
digit rotation. Although it has been applied specifically to digit recognition, it
can be extended for any character recognition. Its main strength is the robustness
to noise, quite common in real-life applications, where the distortion can be up
to 50%.

In conclusion, the approach has several advantages, such as: insensitivity to
the possible rotations of the digits, the possibility to work in different light
and exposure conditions, the ability to deduct and use heuristics for character
recognition. These make it very good for real life applications, such as OCR of
the gas- and electricity-meters.

Further, combining pixel-based approaches with angle-based method proposed
in this article may lead to improved results.
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Abstract. Mobile sequential pattern mining is an emerging topic in data mining 
fields with wide applications, such as planning mobile commerce environments 
and managing online shopping websites. However, an important factor, i.e., actual 
utilities (i.e., profit here) of items, is not considered and thus some valuable patterns 
cannot be found. Therefore, previous researches [8, 9] addressed the problem of 
mining high utility mobile sequential patterns (abbreviated as UMSPs). 
Nevertheless the tree-based algorithms may not perform efficiently since mobile 
transaction sequences are often too complex to form compress tree structures. A 
novel algorithm, namely UM-Span (high Utility Mobile Sequential Pattern 
mining), is proposed for efficiently mining UMSPs in this work. UM-Span finds 
UMSPs by a projected database based framework. It does not need additional 
database scans to find actual UMSPs, which is the bottleneck of utility mining. 
Experimental results show that UM-Span outperforms the state-of-the-art UMSP 
mining algorithms under various conditions. 

Keywords: Mobile sequential pattern, mobility pattern mining, utility mining, 
mobile commerce environment.  

1 Introduction 

Nowadays mobile devices and wireless applications become indispensable parts of our 
life. Analyzing user behavior patterns in mobile commerce environments becomes an 
important and emerging topic in the data mining field [5, 6, 8, 9, 11]. Extended from 
traditional sequential pattern mining [1, 7], Yun et al. [11] first proposed a framework 
which combines users’ moving paths and purchased services to find mobile sequential 
patterns in mobile transaction sequences. For example, a mobile sequential pattern 
<(A{clothes})(B)(C{lipsticks}> means that the customers often moved through the 
path <ABC> and bought clothes and lipsticks in locations A and C, respectively. 
Mobile sequential pattern mining has many applications, such as planning mobile 
commerce environments and managing online shopping websites. 

Nevertheless, the profits of items are not considered in mobile sequential pattern 
mining. Utility mining [2, 3, 4, 10] is proposed to address this problem in traditional 
transactional data mining framework. Pushing utility mining into mobile sequential 
pattern mining is crucial in many domains, such as mobile commerce environments, 
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metropolitan planning and online shopping websites which sell a wide selection of 
merchandise in different web pages. In the point of view, Shie et al. addressed the 
problem of finding high utility mobile sequential patterns in mobile commerce 
environments by level-wise [9] and tree-based algorithms [8]. Although tree-based 
algorithm UMSPBFG [8] is the currently best algorithm, it still has the following 
drawbacks. First, data compression of MTS-Tree may not be good for sequence data. 
Since the combination of locations and items in mobile transaction sequences are 
complicated and mostly long, they may not be merged into nodes well. Even more, to 
evaluate the badly compressed tree structures is a hard task. Second, UMSPBFG needs 
additional scans of databases to get real utility of patterns, which is the bottleneck of 
utility mining [2, 3, 4, 10]. By the above discussions, we can realize that the tree 
structure is not the best solution for mining high utility mobile sequential patterns.  

In view of this, we propose a novel method named UM-Span (high Utility Mobile 
Sequential Pattern mining). Major contributions of this work are described as follows. 
First, we propose two efficient strategies in UM-Span to catch actual utilities for high 
utility mobile sequential patterns. Thus UM-Span does not need additional scans of 
databases to check actual utilities of patterns. Second, UM-Span generates high utility 
mobile sequential patterns with an efficient projected database based method. 
Complete information of sequences can be recorded in projected databases. Thus the 
strategies can be applied and the performance can be effectively improved. The 
experimental results show that UM-Span outperforms the state-of-the-art mobile 
sequential pattern mining algorithms [8, 11] in different conditions.  

The organization of this paper is as follows. Problem definitions are defined in 
Section 2. In Section 3, the proposed algorithm UM-Span is described in detail. 
Experimental evaluation is shown in Section 4. Conclusions are given in Section 5. 

2 Preliminary and Problem Definitions  

Let L = {l1, l2, …, lp} be a set of locations in the mobile commerce environment and I 
= {i1, i2, …, ig} be a set of items sold in the locations. An itemset is denoted as {i1, i2, 
…, ik}, where each item iv ∈  I, kv ≤≤1  and gk ≤≤1 . Given a mobile transaction 

sequence database D, a mobile transaction sequence S = <T1 T2 ... Tn> is a set of 
transactions ordered by time. A transaction Tj is a triple consisting of a location, a set 
of items and a set of quantities, denoted as (lj, },...,,{},,...,,{ )()()()()()( 2121 jjjjjj hh

qqqiii ). 

It represents that a user made Tj in lj, where nj ≤≤1 . There are h items with their 

quantity values in Tj. The elements in the set of items and the set of quantities are 
one-to-one, that is, the purchased quantity of 

)( jp
i is 

)( jp
q in Tj, where hp ≤≤1 . For 

the sets that have only one element, the brackets could be omitted. Similarly, for the 
transactions without purchased item, we only record the locations that users passed by. 
A path is denoted as <l1 l2 … lr>, where lj ⊆ L and rj ≤≤1 . For example, in Table 1, 

the third transaction in S2, i.e., (C, {i2, i3}, {2, 5}), stands for the user bought two i2 and 
five i3 in location C. The path of S6 is <CDEF>. We use a utility table to keep the unit 
utility for each item. Table 2 is an example utility table. For each item ij in a utility 
table, w(ij) is unit utility of ij.  
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Definition 1. (Loc-item) A loc-item, denoted as lloc{ij}, stands for the item ij is 
purchased in the location lloc, where lloc

∈L and ij∈I. The utility of lloc{ij} in a mobile 
transaction sequence Sj is defined as )(),}{( jjjjloc iwqSilu ×= . 

Definition 2. (Loc-itemset) A loc-itemset, denoted as }),...,,{( )()()( 21 jjj gloc iiil , stands 

for the itemset },...,,{ )()()( 21 jjj g
iii  is purchased in lloc, where lloc

∈ L and 

Iiii jjj g
∈},...,,{ )()()( 21

. The utility of a loc-itemset Y = }),...,,{( )()()( 21 jjj gloc iiil  in Sj is 

defined as  =
= g

k jklocj SiluSYu j1
),}{(),( )(

. Moreover, the utility of Y in a mobile 

transaction sequence database D is defined as  ∈∧⊆
=

)()(
),()(

DSSY j
jj

SYuYu . 

Definition 3. (Moving pattern) A moving pattern P is a sequence of loc-itemsets, 
recorded as >=< }),...,,{(...}),...,,{})(,...,,{( )()()()()()()()()( 212121 rrrnnnmmm grgngm iiiliiiliiilP . 

The utility of P in Sj is defined as  ∈∀
=

XY jj SYuSPu ),(),( . The utility of P in D is 

defined as  ∈∧⊆
=

)()(
),()(

DSSP j
jj

SPuPu .  

Definition 4. (Support) The support of an element e, such as a location, item, 
loc-item, loc-itemset and moving pattern, is denoted as sup(e) and defined as the 
number of mobile transaction sequences that contain e in D. 

Take Table 1 and Table 2 for example, u(A{i1}, S1) = 2× 1= 2. The utility of the 
loc-itemset C{i2, i3} in S2 is calculated as u(C{i2, i3}, S2) = u(C{i2}, S2) + u(C{i3}, S2) 
= 2× 5 + 5× 3 = 25. The utility of C{i2, i3} in the database DB is calculated as u(C{i2, 
i3}) = u(C{i2, i3}, S1) + u(C{i2, i3}, S4) = 25+20 = 45. The utility of the loc-pattern P1 
= <(A{i1})(B)(C{i2, i3})> in S2 is calculated as u(P1, S2) = u(A{i1}, S2) + u(C{i2, i3}, 
S2) = 3 + 25 = 28. The utility of P1 in DB is calculated as u(P1) = u(P1, S2) + u(P1, S3) 
= 28 + 23 = 51. The support of P1 is 2. 

Definition 5. (Mobile sequential pattern) Given a user-specified minimum support 
threshold δ, a moving pattern P is called a mobile sequential pattern if sup(P) δ≥ . 
Length of a pattern is the number of loc-itemsets in this pattern. A pattern with length k 
is denoted as k-pattern. 

In [11], mobile sequential patterns have two implicit properties as follows.  

Property 1. (Path connectivity) A mobile transaction sequence S is said to contain a 
mobile sequential pattern PMSP iff the path of PMSP is an uninterrupted subsequence of 
the path of S.  

Table 1. Mobile transaction sequence database DB 

SID Mobile transaction sequence SU 
S1 < (A, i1, 2) (B) (C, i2, 1) (D, i4, 1) (E) (F, i5, 2) > 54 
S2 < (A, i1, 3) (B) (C, {i2, i3}, {2, 5}) (K) (E, i6, 10) (F, i5, 4) (G, i8, 2) (L) (H, i7, 2) > 132 
S3 < (A, i1, 3) (B) (C, {i2, i3}, {1, 5}) (D, i4, 2) (E) (F, {i5, i6}, {1, 2}) (G) (H, i7, 1) > 72 
S4 < (A, i1, 1) (W) (C, i3, 10) (E) (F, i5, 1) (G, i8, 2) (L) (H, i7, 1) (E, i9, 1) > 59 
S5 < (A, i1, 4) (B) (C, i3, 10) (D, i4, 1) (E) (F, i5, 1) (G) (H, i7, 2) > 73 

S6 < (C, i2, 2) (D) (E, i9, 1) (F, i5, 1) > 31 
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Table 2. Utility table 

Item i1 i2 i3 i4 i5 i6 i7 i8 i9 
Utility 1 5 3 11 18 2 5 1 3 

Property 1 avoids generating the mobile sequential patterns with invalid routes 
since the road map is not used in this work. For example, assume there are two mobile 
sequential patterns P2 = <A{i1}BC{i2}> and P3 = <A{i1}C{i2}>. P2 is contained in S1 
of Table 1, but P3 is not. P3 could not be a mobile sequential pattern since there may 
be no path between A and C directly. 

Property 2. (Path validity). A mobile sequential pattern PMSP is valid if the set of 
items in the first and the last loc-itemsets of PMSP are not empty.  

Definition 6. (High utility mobile sequential pattern, UMSP) Given a user-specified 
minimum utility threshold ε, a mobile sequential pattern PMSP is called a high utility 
mobile sequential pattern, abbreviated as UMSP, if ε≥)( MSPPu . In other words, a 

moving pattern P is a UMSP if ε≥)(Pu  and sup(P) δ≥ . 

For example, if δ = 2 and ε = 50, the moving pattern <(A{i1})(B)(C{i2, i3})>, 
whose support is 2 and utility is 51, is a 3-high utility mobile sequential pattern 
(3-UMSP). Generally speaking, if ε is set to 0, this problem equals to the problem of 
finding traditional mobile sequential patterns.  

Downward closure property [1] of a pattern P is that if P satisfies some constraints, 
the sub-patterns of P must also satisfy the constraints. By the property, the search 
space can be effectively reduced. However utility patterns have no downward closure 
property [2, 3, 4, 10]. A naïve method for finding UMSP is to discover MSP [11] first 
and then find UMSP within the set of MSP. Nevertheless this method is not efficient. 
Thus we introduce the sequence weighted downward closure (abbreviated as SWDC) 
property in mobile transaction sequence databases, which are proposed in [8, 9]. By 
SWDC, downward closure can be applied in the process of mining UMSP.  

Definition 7. (Sequence utility) Sequence utility of mobile transaction sequence Sj, 
which is the sum of utilities of all loc-items in Sj, is defined as 

 ⊆
=

jjloc Sil jjlocj SiluSSU
}{

),}{()( . 

Definition 8. (Sequence weighted utilization) Sequence weighted utilization, 
abbreviated as SWU, of a moving pattern P is defined as 

 ∈∧⊆
=

)()(
)()(

DSSP j
jj

SSUPSWU . 

Definition 9. (High sequence weighted utilization mobile sequential pattern, 
WUMSP) A moving pattern P is called a high sequence weighted utilization mobile 
sequential pattern if sup(P) δ≥  and SWU(P) ε≥ .  

For example in Table 1, the sequence utility of the mobile transaction sequence S6 is 
computed as SU(S6) = u(C{i2},S6) + u(E{i9},S6) + u(F{i5},S6) = 10+3+18 = 31. SWU 
of the moving pattern P1 = <(A{i1})(B)(C{i2, i3})> is computed as SWU(P1) = SU(S2) + 
SU(S3) = 132+72 = 204. If δ = 2 and ε = 50, P1 is a 3-WUMSP.  

Property 3. (Sequence weighted downward closure, SWDC). For any pattern P, if P 
is not a WUMSP, any superset of P is not a WUMSP.  
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Proof: By the definition about SWU, for a moving pattern P, SWU(P) is larger than or 
equal to SWU(P'), where P' is a superset of P. If SWU(P) is less than ε, SWU(P') is also 
less than ε. Similarly, by the definition about support, sup(P) is larger than or equal to 
sup(P'). If sup(P) is less than δ, sup(P') is also less than δ. By the above two 
conditions, if SWU(P) is less than ε or sup(P) is less than δ, SWU(P') or sup(P') must 
be less than ε or δ, respectively.                                            ■ 

Property 4. Assume the complete set of UMSPs and WUMSPs are called SETUMSP and 
SETWUMSP, respectively. SETUMSP ⊆ SETWUMSP. 

Proof: For a moving pattern P in a sequence Sj, u(P, Sj) ≤ SU(Sj). Thus, u(P) = 
≤ ∈∧⊆ )()(

),(
DSSP j

jj
SPu  ∈∧⊆ )()(

)(
DSSP j

jj
SSU = SWU(P). Assume P is a UMSP, we get 

SWU(P) ≥ u(P) ≥ ε, P must also be a WUMSP. Therefore, the complete set of UMSPs 
is contained in the set of WUMSPs, in other words, SETUMSP ⊆ SETWUMSP.         ■ 

Problem Statement. Given a mobile transaction sequence database D, a pre-defined 
utility table, a user-specified minimum support threshold δ and a user-specified minimum 
utility threshold ε, the problem of mining high utility mobile sequential patterns from D is 
to discover the complete set of mobile sequential patterns that satisfy δ and ε. 

3 Proposed Method: UM-Span  

Algorithm UM-Span consists of four main steps as shown in Fig.1. In Step 1, the original 
database is scanned once to find 1-WUMSPs. Then in Step 2, projected databases are built 
with the utility shrinking strategy. At the same time, the loc-items that are impossible to be 
parts of UMSPs are removed from the database. Subsequently, the projected databases are 
scanned to find local high utility loc-items in Step 3. Finally in Step 4, the utility 
accumulation strategy is applied to find UMSPs. In the following paragraphs, we use an 
example to describe the process of UM-Span in details. Take the mobile transaction 
sequence database DB and the utility table in Table 1 and Table 2 for example. Assume the 
minimum support threshold δ is 2 and the minimum utility threshold ε is 100.  

In Step 1 of UM-Span, the database DB is scanned once. SU of each mobile 
transaction sequence, as shown in the last column of Table 1, as well as 1-WUMSPs, 
their support, SWU and utility, as shown in Table 3, are accumulated. At the same 
time, we also find global frequent locations as follows: {A, B, C, D, E, F, G, H, L}. In 
Table 3, there is only one UMSP: F{i5}.  

In Step 2, the projected databases of 1-WUMSPs are built in the same way as [7]. 
Moreover, the loc-items and locations that are not WUMSPs and frequent locations are 
removed. If the path of a sequence is broken since some loc-items or locations are 
removed, the loc-items and locations are called cut-off point. Only the part of a sequence 
from the prefix to a cut-off point is kept by Property 1. Take <C{i2}> in Table 1 for 
example, <C{i2}>’s projected database (abbreviated as <C{i2}>-PDB) is built as 
follows. For S1, C{i2} is in the third transaction, we record the remaining sequence 
<(D,i4,1)(E)(F,i5,2)> into <C{i2}>-PDB. C{i2} is also in the third transaction of S2. 
When we take away C{i2} and its previous transactions from S2, there is still an item 
{i3} bought in C. Thus we record (_,{i3}) for noticing that the location of {i3} is the 
same as the last loc-itemset of its prefix. In S2, since K is not a frequent location, K is 
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removed from S2 and form a cut-off point in S2. Thus the second sequence recorded in 
<C{i2}>-PDB is only <(_, i3, 5)>. When S3 is dealt with, loc-item F{i6} should be 
removed since it is not a 1-WUMSP; However, since F is a frequent location, we only 
remove {i6} and its purchased quantity. Thus < (_, i3, 5) (D, i4, 2) (E) (F, i5, 1) (G) (H, i7, 
1) > is recorded as the third sequence in <C{i2}>-PDB. S4 and S5 do not contain C{i2}. 
In S6, item {i9} is removed because E{i9} is not a 1-WUMSP but E is a frequent 
location. <(D)(E)(F,i5,1)> is recorded as the last sequence in <C{i2}>-PDB. Projected 
databases of A{i1} and C{i2} are recorded in Fig. 2.  

 
Algorithm: UM-Span 
Input: A database DB, a minimum support threshold  and a minimum utility 

threshold  
Output: UMSPs 
 
/* STEP 1: Scan database */ 
1. Scan DB once. Get the set of 1-WUMSPs WUMSP, the set of frequent 

locations FL and 1-UMSPs. Output 1-UMSPs. 
2. For each 1-WUMSP P1-WUMSP in WUMSP, call GEN_PROJDB(P1-WUMSP,DB,WUMSP,FL) 
 
/* STEP 2: Generate projected database */ 
GEN_PROJDB(a prefix Pprefix, a database DB’, a list of WUMSPs WUMSP, a list 
of frequent locations FL) 
1. For each sequence S in DB’ 
2.   SU(S,Pprefix-PDB)=SU(S,DB’), PV(Pprefix,S)=PV(DB’,S). 
3.   For each loc-item LI in S 
4.     If LI is not in WUMSP or FL  
5.       Prune LI. Subtract u(LI) from SU(S,Pprefix-PDB). 
6.       If LI is a cut-off point 
7.         Prune the remaining loc-items in S.  
8.         Subtract utilities of the pruned loc-items from 

SU(S,Pprefix-PDB). 
9.     Else if LI is Pprefix 
10.      Set a flag to start recording the following loc-items into  

       Pprefix-PDB.  
11.      PV(Pprefix,S)+=u(LI). 
12.    Else if the flag is set 
13.      Record LI to S in Pprefix-PDB. 
14. Call SCAN_PROJDB(Pprefix-PDB) 
 
/* STEP 3: Scan projected database */ 
SCAN_PROJDB(a database DB’) 
1. Scan DB’ once. Get the set of local 1-WUMSPs WUMSPL, the set of local 

frequent locations FLL and the set of following elements SETE.  
/* STEP 4: Generate UMSP */ 
Calculate actual utility for each local loc-item by Strategy 2.  

2. For each local 1-WUMSPs LIWUMSP 
3.   New WUMSP PWUMSP= Pprefix+LIWUMSP.  
4.   If u(PWUMSP)≧ , output PWUMSP as a new UMSP. 
5. For each following elements E in SETE  
6.   New prefix PNew= Pprefix+E, Call GEN_PROJDB(PNew, DB’, WUMSPL, FLL) 

Fig. 1. The framework of the proposed algorithm UM-Span 

Table 3. Length 1 WUMSPs 

Loc-item A{i1} C{i2} C{i3} D{i4} F{i5} G{i8} H{i7} 
Support 5 4 4 3 6 2 4 

SWU 390 289 336 199 421 191 336 
Utility 13 30 90 44 180 4 30 
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For calculating the actual utilities of moving patterns, we record a prefix value, 
abbreviated as PV, in the sequences of the projected databases. The definition of PV 
is described as follows. 

Definition 10. (Prefix value, PV) Prefix value of a prefix Ppre in a sequence S’ in 
Ppre-PDB, denoted as PV(Ppre, S’), is the utility of Ppre in the sequence S where S’ is 
derived from S. 

For example, PV(A{i1},S1) = 2×1 = 2 and PV(D{i4},S3) = 2×11 = 22. 

S5

S3

S2

S1

SID

73

68

28

54

SU

4
< (B) (C, i3, 10) (D, i4, 1) 

(E) (F, i5, 1) (G) (H, i7, 2) >

3
< (B) (C, {i2, i3}, {1, 5}) (D, i4, 2) 

(E) (F, i5, 1) (G) (H, i7, 1) >

3< (B) (C, {i2, i3}, {2, 5}) >

2< (B) (C, i2, 1) (D, i4, 1) (E) (F, i5, 2) >

PV<A{i1}>-PDB

S5

S3

S2

S1

SID

73

68

28

54

SU

4
< (B) (C, i3, 10) (D, i4, 1) 

(E) (F, i5, 1) (G) (H, i7, 2) >

3
< (B) (C, {i2, i3}, {1, 5}) (D, i4, 2) 

(E) (F, i5, 1) (G) (H, i7, 1) >

3< (B) (C, {i2, i3}, {2, 5}) >

2< (B) (C, i2, 1) (D, i4, 1) (E) (F, i5, 2) >

PV<A{i1}>-PDB

S6

S3

S2

S1

SID

28

64

25

52

SU

10< (D) (E) (F, i5, 1) >

5
< (_, i3, 5) (D, i4, 2) (E) 

(F, i5, 1) (G) (H, i7, 1) >

10< (_, i3, 5) >

5< (D, i4, 1) (E) (F, i5, 2) >

PV<C{i2}>-PDB

S6

S3

S2

S1

SID

28

64

25

52

SU

10< (D) (E) (F, i5, 1) >

5
< (_, i3, 5) (D, i4, 2) (E) 

(F, i5, 1) (G) (H, i7, 1) >

10< (_, i3, 5) >

5< (D, i4, 1) (E) (F, i5, 2) >

PV<C{i2}>-PDB

(a) <A{i1}>-PDB
(b) <C{i2}>-PDB

 

Fig. 2. Projected databases of 1-WUMSP A{i1} and C{i2} 

Table 4. Local frequent loc-items in <A{i1}>-PDB 

Loc-item C{i2} C{i3} D{i4} F{i5} H{i7} 
Support 3 3 3 3 2 

SWU 150 169 195 195 141 
Utility 28 70 53 81 22 

 
Moreover, since the loc-items that are not 1-WUMSPs are pruned in the projected 

databases, SUs for the sequences in the projected databases should be recalculated to 
get the new SUs after pruning the loc-items. Thus we propose a utility shrinking 
strategy which can make the overestimated utilities, i.e., SWU, be effectively shrunk. 
The utility shrinking strategy can just record the sequence utility after pruning 
irrelevant items in each sequence. The strategy is described as follows. 

Strategy 1. (Utility shrinking) Assume that a sequence S’ in a projected database 
Ppre-PDB is derived from a sequence S by deleting the set of irrelevant loc-items SETir. 
Sequence utility of S’ in Ppre-PDB is recalculated as Eq. 1. 

 ∈∀
−=

irSETxpre xuSSUPDBPS'SU )()()-,( . (1)

Take S2 in <A{i1}>-PDB for example, since the loc-items after K in the original 
sequence, i.e., S2 in DB, are all pruned, SU(S2, <A{i1}>-PDB) is calculated as 132 – 
(10×2 + 4×18 + 2×1 + 2×5) = 28. It can be observed that this value is just the exact 
utility of sequence <(A, i1, 3) (B) (C, {i2, i3}, {2, 5})>, that is the possible maximal 
pattern derived from S2 in <A{i1}>-PDB. 

In Step 3, projected databases are scanned sequentially and local 1-WUMSPs are 
generated from the projected databases recursively. In this example, <A{i1}>-PDB is 
scanned once and local frequent loc-items, as shown in Table 4, are acquired. For 
keeping path connectivity, a list for the loc-items or locations that exactly follow the 
prefix in each sequence is kept during the first scan of a projected database. We call the 
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loc-items or locations following elements. For example, B is a following element in 
<A{i1}>-PDB since only B exactly follows <A{i1}> in the sequences. Thus we can 
only generate one moving pattern <A{i1}B> which satisfies property 1 in 
<A{i1}>-PDB. However it is not a valid mobile sequential pattern by property 2, thus it 
is not a WUMSP. Next, <A{i1}B>-PDB, as shown in Fig. 3 (a), is generated. Then 
<A{i1}B>-PDB is scanned once and the local frequent loc-items are acquired (In this 
example, they are just the same as those in Table 4). The following elements in 
<A{i1}B>-PDB are C, C{i2} and C{i3}, thus two valid WUMSPs, i.e, <A{i1}BC{i2}> 
and <A{i1}BC{i3}>, are generated.  
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Fig. 3. Projected databases of <A{i1}B> and <A{i1}BC{i2}D{i4}E> 

In Step 4, actual utilities of WUMSPs are calculated. To get actual utilities of 
WUMSPs, previous researches [8, 9] have developed two-phase based methods for 
mining UMSP. However, the methods need to perform additional scans of databases 
to find UMSPs from WUMSPs in the second phase, which is the bottleneck of utility 
mining. To conquer this problem, we develop a utility accumulation strategy for 
effectively calculating actual utilities of WUMSPs in UM-Span.  

Strategy 2. (Utility accumulation) Actual utility of a moving pattern PMP, which is 
the combination of a prefix Ppre and a local loc-item LIlocal, in the projected database 
Ppre-PDB is calculated as Eq. 2. 

 −∈∧⊇∀
+=

PDBPSLIS jlocaljpreMP
prejlocalj

SLIuSPPVPu ),(),()(  (2)

By Strategy 2, actual utilities of WUMSPs can be calculated during the first time scan of 
projected databases without additional scans of databases. For example, actual utilities of 
<A{i1}BC{i2}> and <A{i1}BC{i3}> are calculated as u(<A{i1}BC{i2}>) = PV(A{i1}B, 
S1) + u(C{i2}, S1) + PV(A{i1}B, S2) + u(C{i2}, S2) + PV(A{i1}B, S3) + u(C{i2}, S3) = 
2+5+3+10+3+5 = 28 and u(<A{i1}BC{i3}>) = PV(A{i1}B, S2) + u(C{i3}, S2) + 
PV(A{i1}B, S3) + u(C{i3}, S3) + PV(A{i1}B, S5) + u(C{i3}, S5) = 3+15+3+15+4+30 = 70. 
The utilities of the two WUMSPs are less than ε, thus no UMSP are generated.  

The process is recursively performed. When <A{i1}BC{i2}D{i4}E>-PDB (as 
shown in Fig. 3 (b)) is dealt with, a following element F{i5} is obtained and its SWU 
is 107. Thus a WUMSP <A{i1}BC{i2}D{i4}EF{i5}> are generated. Its actual utility is 
calculated as u(<A{i1}BC{i2}D{i4}EF{i5}>) = PV(<A{i1}BC{i2}D{i4}E>, S1) + 
u(F{i5}, S1) + PV(<A{i1}BC{i2}D{i4}E>, S3) + u(F{i5}, S3) = 18+36+30+18 = 102. 
Thus a UMSP <A{i1}BC{i2}D{i4}EF{i5}> is identified. In this way, all UMSPs are 
acquired by recursively mining projected databases.  
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4 Experimental Evaluations 

In this section, we evaluate the performance of the proposed algorithms. The 
experiments were performed on a 2.8 GHz Processor with 3 gigabyte memory, and the 
operating system is Microsoft Windows 7 64bit. The algorithms are implemented in 
Java language. The settings of parameters related to mobile commerce environment 
and utility mining are similar to [11] and [4, 10], respectively. Default settings and the 
descriptions of parameters are listed in Table 5. 

Table 5. Parameter settings 

Parameter Descriptions Default 
D: Number of mobile transaction sequences 50k 
P: Average length of mobile transaction sequences 20 
T: Average number of items per transaction 2 
N: Size of mesh network 8 
nI: The range of the number of items sold in each location 200 
Pb: The probability that user makes the transaction in the location 0.5 
w: Unit profit of each item 1~1000 
q: Number of purchased items in transactions 1~5 
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Fig. 4. Experimental results 

The first part of the experiments is the performance under various minimum support 
thresholds. Minimum utility threshold is set to 1%. The results are shown in Fig. 4 (a). 
With the decrease of minimum supports, the runtime of compared methods increases 
since the number of UMSPs increases. In this experiment, UM-Span outperforms 
UMSPBFG [8] and MSP [11] due to the following reasons. First, the SUs for the 
sequences are decreased during the mining process of UM-Span by Strategy 1, thus 
fewer WUMSPs are needed to be checked. Second, by Strategy 2, UM-Span does not 
need to spend time for additional scans of databases to get UMSPs. The two effective 
strategies make UM-Span more efficient than other methods. 

The second part of the experiments is the performance under various minimum 
utility thresholds. Minimum support threshold is set to 0.1%. The results are shown in 
Fig. 4 (b). It can be seen that UM-Span also outperforms the two compared algorithms. 
Besides, since MSP does not consider utility in the mining process, its execution time 
remains the same.  
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The last part of the experiments is the scalability of the compared algorithms. The 
results are shown in Fig. 4 (c). We can see that when the number of mobile transaction 
sequences increase, the execution time of the compared algorithms increase linearly. 
Thus the compared algorithms have good scalability on runtime. Moreover, UM-Span 
is still the best performer in this experiment. 

By the above experiments, the proposed algorithms are shown to outperform the 
state-of-the-art algorithms UMSPBFG and MSP. In addition, we do not show the results 
about memory usage of the compared methods due to the page limit. The memory 
usage of UM-Span is less than the two compared algorithms since it needs to check 
fewer candidates and then generates fewer sub data structures than UMSPBFG. 

5 Conclusions 

In this research, we proposed a novel algorithm, named UM-Span, for mining high 
utility mobile sequential patterns in mobile commerce environments. Main advantages 
of UM-Span are listed as follows. First, UM-Span applies a projected database based 
framework. By the first proposed strategy, estimated utilities and the number of 
candidate patterns are effectively reduced from projected databases. Second, by the 
second proposed strategy, UM-Span does not need additional scans of database to 
check the actual utilities of patterns. The experimental results show that UM-Span 
outperforms the state-of-the-art high utility mobile sequential pattern mining 
algorithms in different conditions. For future work, we will consider some constraints 
in this scenario and develop efficient and effective algorithms for finding the 
interesting patterns that fit to users’ demand. 
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Abstract. In this paper, the Shapley value method is introduced to power alloca-
tion in cognitive radio (CR) networks. This concept is intended to maximize the
information throughput sustained by each link over the network. In the traditional
approach, game theory is used as a tool to model the interaction between several
players and predict the outcome of the power allocation game. Our solution to
this problem determines the participation of the players in the formed coalition of
secondary users (SUs) in cognitive radio networks by using the Shapley value.
The simulation results show the effectiveness of the proposed power control
policy.

Keywords: game theory, cognitive radio networks, Shapley value.

1 Introduction

Cognitive radio (CR) networks are highly agile wireless platforms capable of au-
tonomously choosing device parameters based on current conditions [1, 8, 11, 18]. For
instance, during any natural disaster in wireless communication, centralized wireless
network may not be available due to the overloaded and/or damaged access points or
base stations. In the CR networks wireless access can be established in areas of the
accessible wireless infrastructure.

We use Fig. 1 to illustrate the CR network, where multiple primary users (PUs) or
wireless providers compete for a shared pool of secondary users. All the secondary users
(SUs) are equipped with cognitive radio technologies. They are usually static or mobile.
The primary users are the infrastructure of wireless operators and then are responsible
to throw unused frequency to the secondary users for a monetary payoff.

Cognitive radio networks provide the capacity to share a wireless channel with the
licensed users in an opportunistic way. The CR networks are envisioned to be able
to provide a high bandwidth to mobile users via heterogeneous wireless architectures
and a dynamic spectrum access (DSA) technology. The users of the CR networks can
either communicate with each other in a multi-hop manner or access the base station.
Therefore, we may categorise the CR application of the spectrum into three possible
scenarios, (a) a CR network on a licensed band, (b) a CR network on an unlicensed
band, (c) a CR network on both a licensed band and an unlicensed band.

Applying game theory to address various problems in CR networks is currently a hot
area [10]. Most games considered in wireless communication systems to data have been

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 627–636, 2012.
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Fig. 1. Spectrum structure of the cognitive radio

applied to address the resource allocation problems in CR systems [5,12]. Furthermore,
multiuser power control problems in these systems are formulated under game theoretic
framework and various of iterative water-filling algorithms are used to obtain the Nash
equilibrium [13, 17]. However, to the best of our knowledge, none of the existing algo-
rithms to calculate the Nash equilibrium have been addressed the hierarchical games,
in which radios interact to maximize their respective payoff following a leader-follower
approach.

In this paper, we examine the problem of power allocation (PA) in the CR networks
on a licensed and unlicensed band with the main emphasis on the concept of hierarchy
of the existing between radios. This problem arises in the following situations: (a) when
the primary and secondary systems share the spectrum, (b) when users have access to
the medium in an asynchronous manner, (c) when operators deploy their networks at
different times, (d) when some nodes have more power than others, such as the base
station. One of the most popular model of the hierarchical spectrum of sharing is the
Stackelberg equilibrium (SE) [6], [16]. This approach was motivated by the fact that
the noncooperative Nash equilibrium (NE) is generally inefficient and nonoptimal. The
Stackelberg equilibrium provides better outcomes as compared to the noncooperative
approach. However, the mathematical framework of the Stackelberg equilibrium is not
suitable for practical use. Therefore, we propose a new scheme of the power allocation
(PA) problem in the CR networks which is based on Shapley’s value vector.

The main goal of this paper is to show that the Shapley values as one of the game’s
solutions of power allocation problem in the CR networks. Following the Shapley value
model, we will discuss the issues of maximizing the effective throughput of the secon-
dary users (SUs) in a licensed band subject to the constraints of the transmission power
and average interference power.

The rest of this paper is outlined as follows. Section 2 concerns the application of the
Shapley value of games to power allocation for the SUs in the CR networks. In section
3, we introduce the optimal power policy to maximize the effective capacity of the SUs
subject to the constraints of the transmission power and the average interference power.
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The simulation results are illustrated in section 4. Concluding remarks are drawn in
section 5.

2 Application of the Shapley Value of Games to Power Allocation
in Cognitive Radio Networks

In this section we investigate applications of the Shapley value of games to power allo-
cation in the CR network.

Our approach is based on two important multiuser channel models, namely: the mul-
tiple access channel (MAC) [3] and the interference channel (IFC).

In the first one, we assume use of the uplink channel in a single-cell multi-carrier
cellular system in which each multiple access channel (MAC) consists ofK transmitters
aiming to communicate with a single receiver using a common channel. There exist N
independent or parallel MACs. None of the transmitters in different MACs interferes
with each other. The channel gain from transmitter i to the receiver over channel n is
denoted by hn

i . Let the channel realizations during the transmission of M consecutive
symbols be constant. All the channel realizations i, i ∈ {1, . . . , k} and n ∈ {1, . . . , N}
are drawn from a Gaussian distribution with a zero mean and a unit variance. Thus, the
power allocated by transmitter i to channel n is denoted by pni . We can formulate the
following condition for the transmitter i, namely

N∑

n=1

pni ≤ Pmax
i ∀i = {1, . . . ,K} (1)

We assume that the noise at the receiver is described by wn
i . It corresponds to the ad-

ditive white Gaussian noise (AWGN) process with a zero mean and variance σ2. The
received signal can be written as

yn =

K∑

i=1

hn
i x

n
i + wn

i ∀n = {1, . . . , N} (2)

where xn
i and hn

i are the transmitted symbols and the channel realization of the trans-
mitted symbols, respectively.

Assuming a single-user decoding (SUD) on channel n for transmitter i, the received
signal to interference plus the noise ratio (SINR) is expressed as

SINRn
i =

pni | hn
i |2

∑K
j�=i p

n
j | hn

j |2 +σ2
∀i = {1, . . . ,K}, ∀n = {1, . . . , N} (3)

The interference channel model (IFC) described by T. S. Chan et al. [7] and by Etkin et
al. [4] consists of a set of K point-to-point links sufficient to produce mutual interfer-
ence due to their co-existence on the same channel. Assuming that N ≥ 1 channels are
available, in the IFC modelN independent or parallel channels exist, where transmitters
in different IFCs do not interfere with each other. In essence, the IFC model corresponds
to the transmission in pairs between nodes over a set of sub-carriers. We assume that
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the channel realization from transmitter i to receiver j on channel n is denoted by bni ,
where n = {1, . . . , N}, and (i, j) ∈ {1, . . . ,K}2. Thus, the received signal at receiver
i is given by

rni =

K∑

j=1

hn
jix

n
i + wn

i (4)

where wi = {w1
i , . . . , w

n
i } is the noise at receiver i over channel n.

Assuming a single-user decoding (SUD) on channel n for transmitter i, the received
SINR can be expressed as

SINRn
i =

pni | hn
ii |2∑K

j�=i p
n
j | hn

ji |2 +σ2
∀i = {1, . . . ,K}, ∀n = {1, . . . , N} (5)

The difference between Eqs. (3) and (5) is that each transmitter knows the channel
realization hn

i for all ∀i = {1, . . . ,K} in the MAC model and hn
ij for all (i, j) ∈

{1, . . . ,K}2 in the IFC model.
In the PA game, the set of players includes transmitters, base stations, and mobile

stations. In general, a game is presented in a normal form as follows:

Definition 1 (Normal form). A game in a normal form is given by {K,S, {uk}k∈K}
and is composed of three elements:

– a set of players:K = {1, . . . ,K},
– a set of strategy profiles: S = S1 × . . .× Sk, where Sk is the strategy set of player
k,

– a set of utility functions: the k-th player’s utility function is uk : Sk → R+ and is
denoted by uk(sk, s−k) where sk ∈ Sk and s−k = (s1, . . . , sk−1, sk+1, . . . , sk) ∈
S1 × . . .× Sk−1 × Sk+1 × . . . Sk.

Considering that players are willing to cooperate to achieve a fair allocation of re-
sources, we impose a condition that the utility function must account for both the inter-
ference perceived by the current players, and the interference that particular player is
causing to neighboring players sharing the same channel.

The utility function is defined as follows:

Definition 2 (Utility function). The utility function is given by

uk(sk, s−k) = −
N∑

j�=k,j=1

pj(sj)Gkjf(sj, sk)

−
N∑

j�=k,j=1

pkGjkf(sk, sj) ∀k = 1, . . .N (6)

where Gkj is the link gain between transmitter j and receiver k, f(sk, sj) is an inter-
ference function given by

f(sk, sj) =

⎧
⎨

⎩

1, if sj = sk, transmitter j and k choose
the same strategy (same channel)

0, otherwise.
(7)
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The above utility function accounts for both the interference measured at the current
user’s receiver and the interference created by the user to others.

As a solution of the coalition for the game a method introduced by L. S. Shapley is
used [14], [15]. The main idea of Shapley’s method lies in the defintion of player use-
fulness for the coalition and rewards assignment which is proportional to their potential
contributions.

We introduce the Shapley value:

Definition 3 (The Shapley value of a game in a normal form). Let v be a game given
by {K, S, {uk}∀k}. The Shapley value of v, Φ(v) = (φ1(v), . . . , φk(v)) ∈ K is defined
by

φi(v) = (K − 1)!
(a− 1)!

K!
σ(C, i) (8)

for each player i, 1 ≤ i ≤ K attached to coalition C couting (a − 1) players as the
a-th player, and σ(C, i) is the usefulness of player i for the coalition C and is given by

σ(C, i) = μ(C) − μ(C\{i}) (9)

where μ(C\{i}) is the reward for coalition C without the i-th player and μ(C) is the
reward for coalition C.

Each coalition can be assigned the usefulness function of all players for the formed
coalition. We assume that the usefulness function of a dummy player is equal to 0.

A formal definition of the influence of the outgoing player for the coalition is given
as follows:

Definition 4 (Influence of the player’s going out into the coalition). For the sake of
the best possible coalition we have observed that the reward of coalition C changes its
value from 1 to 0 after player i is going out of the coalition.

According to the Shapley method [14], [15] we can univocally assign to each game the
imputation which is reasonable partitioning of winnings. The following definition gives
the terms of the player’s participation in the coalition.

Definition 5 (Participation in the coalition). The participation of the player in the
coalition is determined by the values of the Shapley vector.

For a simple example, consider the three-player game with coalition.

Table 1. Player usefulnesses for all possible coalitions

{X} {Y} {Z} {X, Y} {X, Z} {Y, Z} {X, Y, Z}
80 0 80 120 240 80 400

Example 1. Three players are building a coaltion to utilize an existing system.
A participation of each player in the possible coalition is different. Player usefulness
for all possible coalitions are given in Table 1.
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Table 2. Participations of all players in different coalitions

X Y Z
{X, Y, Z} 80 40 280
{X, Z, Y} 80 160 160
{Y, Z, X} 320 0 80
{Y, X, X} 120 0 280
{Z, X, Y} 160 160 80
{Z, Y, X} 320 0 80
Together: 1080 360 960

The participations of players in formed coalitions are as follows:

σ({X}) = 80, σ({Y }) = 0, σ({Z}) = 80
σ({X,Y }, X) = 120 − 0 = 120
σ({X,Y }, Y ) = 120 − 80 = 40
σ({X,X}, X) = 240 − 80 = 160
σ({X,Z}, Z) = 240 − 80 = 160
σ({Y, Z}, Y ) = 80 − 80 = 0
σ({Y, Z}, Z) = 80 − 0 = 80
σ({X,Y, Z}, X) = 400 − 80 = 320
σ({X,Y, Z}, Y ) = 400 − 240 = 160
σ({X,Y, Z}, Z) = 400 − 120 = 280

The participation of all players in different coalitions are given in Table 2. Thus, the
average participation of each player is given by 1

6 (1080, 360, 960). It is just the Shapley
value of this game.

3 The Spectrum Sharing for Cooperative Secondary Systems with
the Use of the Shapley Value

In this section, we investigate the dynamic spectrum sharing in the CR network in which
primary systems lease the spectrum to secondary system in exchange for cooperation
in the PA game.

We assume that a primary transmitter wishes to send information to its primary re-
ceiver either directly with a rate Rdir or by means of the cooperation from a subset
S ⊆ Stot of | S |= k ≤| Stot |= k secondary nodes/transmitters. The primary sys-
tem can divide its data into two parts (1 − α)/bit durations, and αL bit durations with
0 ≤ α ≤ 1. The first part is dedicated to a direction transmission from primary trans-
mitter to the primary receiver whereas the second αL bit duration is again divided into
two parts. One part, consisting of βαL, with 0 ≤ β ≤ 1, is dedicated to sending infor-
mation from the primary transmitter to the primary receiver using the secondary nodes
by means of the distributed space time coding [9]. The remaining α(1 − β)L bits are
devoted to the secondary network for the sake of its own data transmission. The prob-
lem of power allocation in the secondary system of the CR network can be solved by
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maximization of its utility function while deciding about the portion of time-slots α, β
and S ⊆ Stot subset of secondary transmitters.

Given the set S and cooperation parameters α, β, the PA optimization problem is
given by

max
α,β,S

⎛

⎝
C∑

i∈S,i=1

ui(si, s−i)

⎞

⎠ (10)

subject to S ⊆ Stot, 0 ≤ α, β ≤ 1.
The secondary system maximizes its utility function of the formed coalition C by

means of maximization of the achievable trasmission rate along with taking into con-
sideration the cost of the transmitted energy Ec. The optimization problem for the sec-
ondary system can be expressed as

max
si

⎛

⎝
C∑

i=1,i∈S

ui(si, s−i)

⎞

⎠ = max
si

{α(1 − β)

log2

(
1 +

| hS,ii |2 si

σ2 +
∑k

j=1,j�=i | hS,ji |2 sj

)
− Ecsi} (11)

subject to 0 ≤ si ≤ Si,max.
Solving Eq. (11) and assuming that the strategy profile si = pi, we can obtain the

value of power for transmitter i, namely

pi = max

⎛

⎝0,
1 − β

Ec
− σ2

| hS,ii |2 −
∑

j=1,j�=i

| hS,ji |2
| hS,ii |2 pj

⎞

⎠ (12)

In our approach the interaction between the primary and secondary users is modelled as
cooperative game. The coalition maximizes its own utility function. Using the Shapley
value we obtain the participation of each player in the game with the maximal utility
function of the coalition.

p̂i = arg max
i

(ui(p1, . . . , pC)) = f · Φi(v) · pi 0 ≤ pi ≤ Pmax
i (13)

where Φi(v) is the Shapley value for transmitter i and f is a normalizing parameter.

procedure power_allocation;
compute_the_Shapley_value_for_coalition;
repeat

for i := 1 to C do
compute pi from Eq.(12);
find p̂i = f · Φi · pi;
endfor;

until coalition_is_empty;

Fig. 2. An algorithm for power allocation in CR network
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We present an algorithm that first finds a coalition among the transmitters, and fur-
ther, by means of using the Shapley value calculates the participation of each of them
(see Fig. 2). Additionally, our algorithm maximizes the throughput and minimizes the
average interference power.

4 Simulation Results

In this section, we present the simulation results in order to study the performance of
our scheme compared with the Stackelberg equilibria in the same scenario.

We have the following general settings for the simulation. We place the primary
transmiiter BS at coordinates and five secondary users which are uniformely located in
the area 100 m × 100 m. The maximum power for a secondary user is Pmax = 100
mW. The rest of the parameters are set as follows: antenna gain 5, threshold power
3 · 10−7 W. The AWGN at all receivers has the same power W = 5 × 10−7 mW and
the interference power threshold at all receivers is -50 dB.

By means of using the Nash and the Stackelberg equilibria [2] we find the optimal
value of p1i while keeping p21, . . . , p

N
1 fixed and then we find the optimal p21 keeping the

other pn1 (n �= 2) fixed and so on. Such a process guaranteeds to convergence because
each iteration increases the objective function.

We then evaluate how the Shapley vector of the formed coalition affects the power
allocation in the CR networks with a varied number of secondary users. Fig. 3 depicts
the achievable rate for both types of users versus the signal-to-noise ratio for the NE,

Fig. 3. Average achievable rate for both types of users versus the signal-to-noise (SNR) ratio for
the Shapley value, Stackelberg and Nash equilibria approaches
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SE and Shapley value (SV) approaches. As can be seen, the average achievable rate of
Shapley’s vector is comparable to the SE approach.

Figure 4 shows the cumulative distribution function (CDF) of the ratio of the coop-
erative and noncooperative approach. In this scenario, we assume that K = 3 operators
with one primary operator and three secondary users sharing the same spectrum. It is
composed of N = 5 carriers. The entrance of each player to the coalition took place
according to their index values. In order to achieve the CDF in a noncooperative ap-
proach we propose a repeated game in which the players will be added to the coalition
in a strictly defined succession. This succession must guarantee the highest values of
Shapley’s vector.

Fig. 4. Cumulative distribution function (CDF) versus the ratio of the rates determined by the
Shapley and Stackelberg value (noncooperative game) approaches

5 Conclusion

In this paper, we proposed a new approach to power allocation in the cognitive
radio networks. Our approach was based on the Shapley value of games. We also
proposed a use of the algorithm which allows us to the maximization of the through-
put and minimization of the average interference. From our simulation experiments,
we concluded that our model leads to accurate results when the secondary users can
form a game. The future work could also consider more extensive simulation of our
method.
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Abstract. Mining sequential patterns is to discover sequential purchasing 
behaviors for most of the customers from a large amount of customer 
transactions. An example of such a pattern is that most of the customers 
purchased item B after purchasing item A, and then they purchased item C after 
using item B. The manager can use this information to promote item B and item 
C when a customer purchased item A and item B, respectively. However, the 
manager cannot know what time the customers will need these products if we 
only discover the sequential patterns without any extra information. In this 
paper, we develop a new algorithm to discover not only the sequential patterns 
but also the time interval between any two items in the pattern. We call this 
information the time-gap sequential patterns. An example of time-gap 
sequential pattern is that most customers purchased item A, and then they 
bought item B after m to n days, and then after p to q days, they bought item C. 
When a customer bought item A, the information about item B can be sent to 
this customer after m to n days, that is, we can provide the product information 
in which the customer is interested on the appropriate date. 

Keywords: Data Mining, Frequent sequence, Time-gap sequential pattern, 
Transaction database. 

1 Introduction 

Because the capacity of the storage is getting larger, large amount of data can be 
stored in the database. Potentially useful information may be embedded in the large 
databases. Therefore, how to discover the useful information exists in such databases 
is becoming the popular field in the computer science. The purpose of data mining [3, 
5, 6, 8, 9] is to discover the useful information from the large databases such that the 
quality of decision making can be improved. 

A transaction database consists of a set of transactions. A transaction typically 
consists of the transaction identifier, the customer identifier (the buyer), the 
transaction date (or transaction time), and the items purchased in this transaction. An 
itemset is a non-empty set of items. An itemset X is contained in a transaction T, if 
X ⊆ T. A sequence is an ordered list of the itemsets. A sequence s is denoted as <s1, 
s2, …, sn>, where si is an itemset. A sequence <a1, a2, …, an> is contained in another 
sequence <b1, b2, …, bm> if there exist integers i1< i2< …< in, 1≦ik ≦m such that 
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a1 ⊆ bi1, …, an ⊆ bin, and <a1, a2, …, an> is a subsequence of sequence <b1, b2, …, 
bm>. A customer sequence is the list of all the transactions for a customer, which is 
ordered by increasing transaction time. A customer sequence databases contains all 
the customer sequences in an enterprise. 

Mining sequential patterns [2, 4, 7] is to find the sequential purchasing behaviors 
for most of the customers from a customer sequence database. For example, there is a 
sequential pattern “<{computer}{printer}{scanner}> 70%” discovered from the 
transaction database in a computer store, which means that seventy percent of the 
customers bought printer after buying computer, and then they bought scanner after 
purchasing printer. If a customer purchases a computer, then we can use this 
information to predict that this customer will purchase printer in the future, and the 
advertisement about printers can be sent to the customer in advance. Similarly, when 
the customer purchases a printer, the advertisement and promotion about scanners can 
be sent to the customer in advance, such that the customer can come back to the store 
again. However, sequential patterns only provide that the purchased order for most of 
the customers is computer, printer and scanner. We cannot know how long the 
customer will need the printer and scanner after he/she purchasing a computer, such 
that we cannot know when the advertisement about printer and scanner should be sent 
to the customer. 

Therefore, this paper defines the time-gap sequential patterns and proposes an 
algorithm to find time-gap sequential patterns. For example, a time-gap sequential 
pattern “<{shirts, necktie}(20~23){jacket}(56~60){shoes}> 70%” means that seventy 
percent of the customers bought both the shirts and necktie, and then they bought 
jacket after 20~30 time units, and then after 56~60 time units, they bought shoes. The 
definitions about mining time-gap sequential patterns are presented as follows: Let I = 
{i1, i2, …, ij} be a set of all items. A sequence is an ordered list of items, which are 
ordered by transaction time. A time-sequence is a sequence in which each item is 
attached a transaction time, which is represented as <i1(t1), i2(t2), …, in(tn)>, where ik 

∈  I and tk is the time at which ik was purchased (tk-1 ≦ tk, 2 ≦ k ≦ n). A transaction-
time sequence database contains a set of records (e.g., Table 1). Each record includes 
a customer ID (CID) and a transaction-time sequence. A transaction-time sequence is 
a time-sequence which records all the items and their purchased date, which are 
purchased by a customer.  

Table 1. A transaction-time sequence database 

CID Transaction-time sequence 
1 A(5) ,B(10), C(19), D(27), E(32) 
2 A(8), B(13), F(13), C(23), D(31) 
3 A(9), B(14), C(23), D(31) 
4 A(13), B(19), C(29), D(37) 
5 A(15), B(21), F(21), D(28), A(36) 
6 C(16), A(21), B(26), F(26), D(31) 
7 E(18), C(27), A(34), B(40), F(40) 
8 A(18) B(24), F(24) C(27) E(33) 
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A transaction-time sequence c supports a sequence s if s is contained in c. The 
support for a sequence s is the ratio of the number of the transaction-time sequences 
that supports s to the total number of the transaction-time sequences in the database. 
The support count for a sequence is the number of the transaction-time sequences that 
support this sequence. If the support for a sequence s satisfies the user-specified 
minimum support threshold, then s is called a frequent sequence. Otherwise, s is a 
non-frequent sequence. The length of a sequence s is the number of the items in the 
sequence. A sequence of length k is called a k-sequence, and a frequent sequence of 
length k a frequent k-sequence. In general, before generating the frequent sequences, 
we need to generate the candidate sequences, and scan the database to count the 
support for each candidate sequence to decide if it is a frequent sequence. A candidate 
sequence of length k is called a candidate k-sequence. 

A time-gap sequence is a sequence in which the purchased time-gap between any 
two adjacent items in the sequence are recorded, which is represented as <i1, (t1), i2, 
(t2), …, (tn-1), in>, where ik ∈  I and tk is a purchased time-gap between ik and ik+1 (1 ≦ k ≦ n). The length of a time-gap sequence is the number of items in the sequence. 
A time-gap sequence with length l is called time-gap l-sequence. For instance, (a, (5), 
b, (15), d) is a time-gap 3-sequence. A time-sequence <i1(t1), i2(t2), …, in(tn)> with 
length n can be transformed into a time-gap n-sequence <i1, (t2 - t1), i2, (t3 - t2), …, (tn - 
tn-1), in>. A time-gap sequence which is transformed from a transaction-time sequence 
is called a transaction time-gap sequence. 

The time-gap in a time-gap sequence can also be a time interval, which can be 
represented as <i1, (r1), i2, (r2), … ,(rn-1), in>, where ik ∈  I, and rk = lk ~ uk (1 ≦ k ≦ 
n) which is a time-gap between ik and ik+1. For any two time-gap sequences q = <i1, 
(s1), i2, (s2), …, (sn-1), in> and p = <j1, (r1), j2, (r2), …, (rm-1), jm>, if there exists k1 ＜ k2 
＜… ＜ kn, such that i1 ＝ jk1, … and in ＝ jkn, and s1 ⊆  rk1, …, and sn-1 ⊆  rk(n-1), 
then time-gap sequence p contains time-gap sequence q. If a time-gap sequence s 
contains a sub-sequence of a transaction time-gap sequence and the transaction time-
gap sequence is transformed from a transaction-time sequence c, then the transaction-
time sequence c supports the time-gap sequence s. For example, transaction-time 
sequence c = <a(15), b(22), c(26), d(31), e(39)> supports the time-gap 4-sequence s = 
<a, (5~8), b, (3~6), c, (5~8), d>, because s contains time-gap 4-sequence <a, (7), b, 
(4), c, (5), d> which is a sub-sequence of the time-gap sequence <a, (7), b, (4), c, (5), 
d, (8), e > which is transformed from c. 

The support for a time-gap sequence is the ratio of the number of transaction- time 
sequences which support s to the total number of the transaction-time sequences in the 
database. If the support for a time-gap sequence is no less than the minimum support 
threshold, then the time-gap sequence is a time-gap sequential pattern. A time-gap 
sequential pattern with length k is called a time-gap k-sequential pattern. In addition 
to define the time-gap sequential patterns, we also propose an algorithm to find all the 
time-gap sequential patterns from the transaction-time sequence database. Because 
there is no previous approach for mining time-gap sequential patterns, we only 
evaluate the performance for our algorithm in the experiments. 
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2 Mining Time-Gap Sequential Patterns 

In this section, we describe our algorithm for mining time-gap sequential patterns. 
Our algorithm first scans the transaction-time sequence database to count the support 
for each item and find the frequent items, that is, the frequent 1-sequence. After 
permuting and combining every two frequent 1-sequences, all the candidate 2-
sequences can be generated. Our algorithm scans the transaction-time sequence 
database again to count the support for each candidate 2-sequence and find all the 
frequent 2-sequences. For each frequent 2-sequence, our algorithm generates a 2-time 
table for the frequent 2-sequence. A k-time table for a k-sequence < x1, x2, …, xk> (k > 
1) consists of two fields: customer identifier (CID) which support the k-sequence and 
the time points (TPs) which record the purchased time of each item in the k-sequence 
for the customer. For example, Table 2 and Table 3 are the 2-time tables for the 
frequent 2-sequences <AB> and <BC>, respectively, which are generated from Table 
1. Our algorithm uses all the k-time tables to obtain time-gap k-sequential patterns and 
(k+1)-time tables. 

Table 2. The 2-time table for sequence <AB> 

CID Time points 

1 5, 10 
2 8, 13 
3 9, 14 
4 13, 19 
5 15, 21 
6 21, 26 
7 34, 40 
8 18, 24 

Table 3. The 2-time table for sequence <BC> 

CID Time points 

1 10, 19 
2 13, 23 
3 14, 23 
4 19, 29 

 

Fig. 1. The data points from Table 2 scattered in the one dimensional space A→B 
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Table 4. The time-gap table for sequence <AB> 

CID Time-gaps 

1 5 
2 5 
3 5 
4 6 
5 6 
6 5 
7 6 
8 6 

 
After generating all the k-time tables (k > 1), the k-time table for a frequent k-

sequence is transformed into a time-gap table for the k-sequence, which consists of 
two fields: CID and a sequence of time-gaps which are the differences between all the 
two adjacent items in the sequence of a customer. For a record (c, {t1, t2, …, tk}) in a 
k-time table, the transformed record in the time-gap table is (c, < t2－t1, t3－t2, …, tk

－tk-1>). The vector < t2－t1, t3－t2, …, tk－tk-1> in each record can be regarded as a 
data point in a (k-1)-dimensional space. Each dimension represents the gap between 
two purchased time points for the two adjacent items in the sequence. For example, 
the time-gap table for sequence <AB>, which is transformed from Table 2, is shown 
in Table 4. Figure 1 shows the data points in the time-gap table for the frequent 2-
sequence <AB> (Table 4), which is scattered in the one dimensional space A→B. The 
3-time table and the transformed time-gap table for sequence <ABC> are shown in 
Table 5 and Table 6, respectively. The two data points for the two time-gaps in Table 
5 are scattered in the two dimensional space, which is shown in Figure 2. In Figure 2, 
x-axis represents the gap between the purchased dates of items A and B, and y-axis 
represents the gap between the purchased time points of items B and C. 

Table 5. The 3-time table for sequence <ABC> 

CID Time points 

1 5, 10, 15 

2 12, 15, 17 

Table 6. The time-gap table for sequence <ABC> 

CID Time-gap 

1 5, 5 

2 3, 2 

 
After scattering all the data points in the time-gap table for a k-sequence in a (k-1)-

dimensional space, our algorithm partitions the space into some units according to a 
length parameterε, which a unit is denoted as {u1, u2, …, uk-1} and ui= [li, hi ) (1 ≤ i ≤ k-1)  
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Fig. 2. The data points from Table 3 scattered in the two dimensional space 

is the range in the ith dimension. Therefore, each dimension is partitioned into the units 
of the ranges [0, 1 ) and [rj, rj+1 ) (j ≥1, rj+1－rj =ε). For example, suppose the length 
parameterεis set to 3. The two dimensional space in Figure 2 can be partitioned into 9 
units, which is shown in Figure 3. In Figure 3, unit U1 represents the behavior that items 
A, B and C are purchased together; Unit U2 represents the customers bought item A, and 
then they bought items B and C after 1~3 time units; Unit U8 represents the customers 
bought item A, and then they bought item B after 1~3 time units and then after 4~6 time 
units, they bought item C. 
 

 

Fig. 3. The partitioned units for the two dimensional space in Figure 2 

For a data point V=< v1, v2, …, vd> and a unit U={u1, u2, …, ud}( ui= [li, hi ), (1 ≤ i 
≤ d)) in a d-dimensional space, if li ≤ vi < hi for all ui, then the unit U contains the data 
point V. If the number of the data points contained in U is greater than a user-
specified minimum density δ, then the unit U is called a dense unit. If a unit is not a 
dense unit, then the unit can be ignored and removed since this unit cannot represent 
the behaviors for most of the customers. Our algorithm applies CLIQUE [1] to cluster 
the dense units. For a d-dimensional space which has been partitioned into units, our 
algorithm first chooses a starting dense unit as follows: Let a unit be denoted as {u1, 
u2, …, ud}( ui= [li, hi )). The unit whose l1 is the smallest among all the dense units is 
chosen as the starting unit. If there are many units whose l1 are the smallest, then the 
unit whose l2 is the smallest among these units is chosen, and so on. From the starting 
dense unit, the adjacent dense units are continuously expanded and collected into a 
cluster r1 via the 1st dimension until the adjacent unit is not dense. Through the 2nd 
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dimension, our algorithm continuously expands and collects the unit which adjacent 
to each units in r1 into r1 until r1 cannot be expanded, that is r1 cannot form a 
rectangle. After that, r1 is continuously expanded through the 3rd dimension, and so 
on. After the expansion, a cluster r1 can be obtained and r1 is added into a set R. Our 
algorithm continues to choose a starting unit which is not included in R to be 
expanded until all the units are included in R. 

 

 

Fig. 4. Cluster the data points in the dense units 

For example, suppose all the gray units in Figure 4 (a) are dense units in the two 
dimensional space for the frequent 3-sequence <ABC>. The unit u1 is first chosen to 
be expanded through the 1st dimension A→B (Figure 4(b)), and then these expanded 
units are continuously expanded through the 2nd dimension B→C. The expanded 
cluster r1 is shown in Figure 4(c) and the time-gap sequence generated from r1 is <A 
(1~5) B (4~6) C>. Figure 4(d) shows the cluster r2 which another starting unit u2 is 
chosen to be expanded, and the time-gap sequence generated from r2 is <A (1~4) B 
(4~7) C>. The support for a cluster (or a time-gap sequence) is the ratio of the 
number of the data points (or customers) in the cluster to the total number of the data 
points. If the support for a cluster is less than the minimum support, then this cluster 
can be ignored and removed from R, since this cluster cannot represent the customer 
purchasing behaviors. Otherwise, this cluster can form a time-gap sequential pattern. 
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After clustering the customers (or data points) and generating k-time-gap 
sequential patterns, our algorithm prunes the records in k-time tables, which are not 
contained in R, since these records are not useful to generate (k+1)-time-gap 
sequential patterns. If the number of the records in a k-time table is less than the 
minimum support, then the k-time table can be deleted. Our algorithm uses the pruned 
k-time tables to generate (k+1)-time tables. For any two frequent k-sequences p=< Ip1, 
Ip2, …, Ipk> and q=< Iq1, Iq2, …, Iqk>, if Ip2= Iq1, Ip3= Iq2 , …, Ipk= Iq(k-1), then a 
candidate (k+1)-sequence < Ip1, Ip2, …, Ipk, Iqk> can be generated and our algorithm 
performs intersection on the two sets of the CIDs in the two time tables for the two 
frequent sequences p and q. If the number of the CIDs in the intersect result is less 
than the minimum support, then the candidate can be deleted. Otherwise, the two k-
time tables can be joined into a (k+1)-time table for the candidate. If the number of 
the records in the (k+1)-time table is no less than the minimum support threshold, 
then the candidate (k+1)-sequence is a frequent sequence. After that, our algorithm 
transforms the (k+1)-time table into a time-gap table, scatters the data points in the 
time-gap table into a k-dimensional space, and then cluster the dense units to find the 
time-gap sequential patterns about the frequent (k+1)-sequence. 

For example, suppose the minimum support is 50%, that is the minimum support 
count is 4 for Table 1. The frequent sequences <AB> and <BC> can be joined into a 
candidate sequence <ABC>. After performing the intersections on the two sets of the 
CIDs in the two time tables for sequences <AB> and <BC>, which are shown in 
Table 2 and Table 3, respectively, the result set is {1, 2, 3, 4}. Since the number of the 
elements in the intersection result is 4 which is no less than the minimum support 
count, the two time-tables (Table 2 and Table 3) can be joined. The joined table is 
shown in Table 7, which is the 3-time table for sequence <ABC>. Since there are 4 
customers in Table 7, the sequence <ABC> is a frequent sequence.  

3 Experimental Results 

Because there is no previous approach for mining time-gap sequential patterns, we 
only evaluate the performance of our algorithm. Owing to the real data is difficult to 
obtain, we generate the synthetic dataset to perform this experiment. Our synthetic 
dataset is generated by referring the synthetic data generation algorithm [10]. The 
parameters for generating the synthetic datasets are described as follows. For our 
experiment, the number of the distinct items is 1000; The average number of the 
transactions per customer is 45; The number of the customers (or the number of the 
transaction-time sequences) is 10K; The number of the maximal potentially frequent 
sequences is 1000; The average size of the maximal potential frequent sequences is 10 
and the average time-gap between successive two items is 5. Besides, we set the 
length parameterεto be 10 for partitioning the space into units, and the minimum 
density δto be 0.02 for identifying the dense units. Figure 5 and Figure 6 show the 
number of the time-gap sequential patterns generated by our algorithm and the 
execution times for our algorithm, respectively, under the minimum supports from 
0.12 to 0.08.  
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From Figure 5, we can see that the number of the time-gap sequential patterns 
increases as the minimum support threshold decreases, since the number of the 
clusters whose supports are no less than the minimum support increases. From Figure 
6, we can see that the execution time slightly increases as the minimum support 
decreases, since the number of the generated time tables and the number of the 
generated time-gap sequential patterns increase. Our algorithm needs to take more 
time to join the sequences and the time tables when the minimum support is small. 

 

Fig. 5. The number of the time-gap sequential patterns generated by our algorithm 

 

Fig. 6. The execution time for our algorithm 

4 Conclusions 

In this paper, we define the time-gap sequential patterns and propose an approach for 
mining time-gap sequential patterns from a customer transaction database. Our 
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algorithm generates frequent k-sequences (k ≥ 2) and k-time tables for the frequent k-
sequences, which are used to generate frequent (k+1)-sequences and (k+1)-time tables. 
We use CLIQUE clustering algorithm to cluster the representative data points in a 
time-gap tables which is transformed from k-time tables. The time-gap sequential 
patterns can be generated from the clusters with sufficient customers. Therefore, our 
algorithm can discover the time-gap sequential patterns which are the purchasing 
behaviors for most of the customers. The time-gap sequential patterns can be used to 
predict what time the customers will need the products when they purchased some 
other products. 
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Abstract. The detection of moving objects is a critical first step in video sur-
veillance. Numerous background subtraction, frame differencing, optical flow 
algorithms and a number of post-processing techniques (including noise remov-
al, binary morphological operations, and area thresholding) are used to extract 
the moving objects. However, these post-processing methods are time consum-
ing and inefficient in real-time applications; for example, noise removal and bi-
nary morphological operations require scanning the video frame many times. 
The study presents an innovative post-processing technique, using bounding-
box-based morphological operations, for grouping concentrated connected 
components and the removal of spread and small connected components for 
moving objects detection. Results demonstrate that the proposed method is 
more effective and efficient than traditional post-processing methods.  

Keywords: Video surveillance, moving object detection, bounding-box-based 
morphological, post-processing. 

1 Introduction 

Moving object detection (MOD) is the fundamental step in a visual surveillance sys-
tem, as well as in a variety of intelligent applications of computer vision, including 
traffic systems, parking lots, healthcare systems, home-care systems, and homeland 
security. 

The steps of the traditional MOD method include: (1) a differencing image is ob-
tained by background subtraction [1], optical flow [2], frame differencing [3], or hy-
brid methods [4-5]; (2) a thresholding image is obtained using a fixed threshold (FT) 
value; (3) noises are removed by a noise filter (NF); (4) broken objects are grouped by 
binary morphological (BM) operations; and, (5) the bounding box of the moving  
object is obtained by connected component labeling (CCL). If the threshold value is 
determined improperly, many broken objects and noises can be produced. In these 
conditions, the traditional BM operations (erosion, dilation, or a combination of these 
two operations) [6] are employed to remove noises and to merge broken objects. 

                                                           
*  This paper is supported by the National Science Council, R.O.C., under Grants NSC  

99-2221-E-133-002- and NSC 100-2221-E-133-004-. 
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However, these operations are time-consuming for real-time applications unless using 
“hierarchical queues” [7] to speed the implementation. For example, let A denotes a 
binary image and S denotes a structuring element. Suppose the sizes of A and S are N 
× N and M × M, respectively. The time complexity for the dilation or erosion operator 
is N2 × M2. Another problem is determining the shape and the size of the structuring 
element in order to obtain a “good” result. Further, if the objects are slow-moving, 
many broken objects will be produced. If using BM operations for these cases, these 
broken objects will be removed. Hence, innovative bounding-box-based morphologi-
cal (BBM) operations are proposed to merge and recover broken CCs and remove 
small CCs. The BBM operations include BB-based dilation, erosion, opening, and 
closing operations. These operations will be described as follows. 

2 Bounding-Box-Based Morphological (BBM) Operations 

2.1 Geometry-Based BB Merging Method 

The BBM operations are based on a geometry-based BB merging method [8]. The 
geometry types of the BB include (1) intersection at the edge (ET, EB, EL, and ER 
represent the cases where one BB intersects another at the top edge, bottom edge, left 
edge, and right edge, respectively.); (2) intersection at the corner (CLT, CRT, CLB, and 
CRB represent the cases where one BB intersects another at the left-top, right-top, left-
bottom, and right-bottom corners, respectively.); (3) embedding (EO represents the 
case where one BB is embedded into another). The formula of the geometry-based 
BB merging method can be defined as follows. With I and J as sets in the BB, the 
geometry-based BB merging method of I and J, denoted as I ∪BB J, is defined as 
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where min and max represent the minimum and maximum functions, respectively. 

 

Fig. 1. Examples for intersection of the BBs. Figures 1(a) to 1(d) are examples of intersection 
at the corners, while 1(e) to 1(h) are examples of intersection at the edges. 

Figure 1 shows examples for the geometry types of the intersection of the BBs. 
Figures 1(a) to 1(d) show the intersections at the corners, which are represented by 
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CLT, CRT, CLB, and CRB, respectively. Figures 1(e) to 1(h) show the intersections at the 
edges, are represented by ET, EB, EL, and ER, respectively. From the definition of the 
geometry-based BB merging method, if two bounding boxes belong to the above-
mentioned BBs with one of the nine geometry types, a new merged BB is produced. 

2.2 BB-Based Dilation and Erosion Operations 

A discussion of the BBM operations in detail follows for BB-based dilation and BB-
based erosion. These operations are fundamental steps in the BB-based morphological 
processing. With I as the set in the BBs and dD as the set in the dilation constants (left 
constant: dL; right constant: dR; top constant: dT; and bottom constant: dB), the BB-
based dilation of I by dD, denoted by I ⊕BB dD, is defined as 
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Figure 2(a) shows a simple BB. The dashed line in Fig. 2(b) shows the original BB 
for reference, and the solid line shows the result obtained by using the dilation con-
stant. Herein, the left, right, top, and bottom dilation constants are equal. Figure 2(c) 
shows the dilation that is achieved with different dilation constants. The left dilation 
constant is equal to the right dilation constant. The top dilation constant is equal to the 
bottom dilation constant. 

(a) (b) (c)

I(left, top)

(right, bottom)

I BB dD I BB dD

dL dR

dT

dB

dT

dL dR

dB

 

Fig. 2. Example of BB-based dilation operation. (a) Original BB I with left, top, right, and 
bottom coordinate. (b) Result obtained by applying BB-based dilation with equal dilation con-
stants (dD = dL = dR = dT = dB). (c) Result obtained by applying BB-based dilation with different 
dilation constants (dL = dR, dT = dB). 

With I as the set in the BBs and dE as the set in the erosion constants (left constant: 
dL; right constant: dR; top constant: dT; and bottom constant: dB), the BB-based erosion 
of I by dE, denoted as I ΘBB dE, is defined as 
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Figure 3 shows a process similar to that shown in Fig. 2. As before, BB I is shown as a 
dashed line for reference in Figs. 3(b) and (c). The shaded regions with solid lines indi-
cate the results obtained by applying the BB-based erosion operation. Figure 3(b) shows 
the results obtained with equal dilation constants and Fig. 3(c) shows the results obtained 
with unequal dilation constants. (Note that the original BB is eroded down to a line.) 

 

Fig. 3. Example of BB-based erosion operation. (a) BB I with left, top, right, and bottom coor-
dinates. (b) Result obtained by applying BB-based erosion with equal erosion constants (dE = dL 
= dR = dT = dB). (c) Result obtained by applying BB-based erosion with different erosion con-
stants (dL = dR, dT = dB). 

2.3 BB-Based Opening Operation 

Following the fixed thresholding, the binary results can produce much noise pertaining to 
the connected components. These noises may arise from small movements such as leaves 
and tree branches moving in the wind, the environment, the camera’s hardware, light sha-
dows and human shadows. They can be eliminated by the BB-based opening operation. 
The proposed BB-based opening operation is described as follows. The BB-based opening 
of BBs I and J by opening constant c (c ∈ dE and dD), denoted (I, J) οBB c, is defined as 

( ) ( ) ( )( ) ,, DBBEBBBBEBBBB ddJdIcJI ⊕Θ∪Θ=ο  (4)

which indicates that the opening of BBs I and J by c is simply the BB-based erosion 
of I by dE and J by dE, followed by the geometry-based BB merging method, to merge 
the result and the BB-based dilation of the result by dD. 

 

Fig. 4. Example of BB-based opening operation. (a) Original BBs I and J. (b) Result obtained by 
applying BB-based erosion with equal erosion constant for (a). (c) Result obtained by applying 
geometry-based BB merging method for (b). (d) Final result for BB-based opening operation. 
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Figure 4(a) shows two simple BBs, I and J. Note that the two BBs intersect at the 
corner. Figure 4(b) shows the result when the BBs I and J are eroded by equal erosion 
constants. Note that the J BB has been subsequently removed. The result obtained by 
applying the geometry-based BB merging method to Fig. 4(b) is shown in Fig. 4(c). 
Figure 4(c) is dilated by equal dilation constants and the final result of the BB-based 
opening operation is shown in Fig. 4(d). It can be noted that, depending on the dilation 
and erosion constants, either the two intersected BBs are split into two, or the bigger BB 
is retained and the smaller BB is removed. In the real applications, Fig. 4(c) is omitted. 
Thus, the BB-based opening can remove the small BBs and reserves the large BBs. 

2.4 BB-Based Closing Operation 

Following the fixed thresholding, the binary results can produce many broken con-
nected components. These broken connected components can be divided into concen-
trated and spread connected components, which are removed by the BB-based open-
ing operation. The concentrated connected component results result from the large 
threshold value. Herein, the BB-based closing operation is proposed to merge these 
concentrated connected components into a complete object. This BB-based closing 
operation is described as follows. The BB-based closing of BBs I and J by the closing 
constant c (c ∈ dD and dE), denoted (I, J) •BB c, is defined as 

( ) ( ) ( )( ) ,, EBBDBBBBDBBBB ddJdIcJI Θ⊕∪⊕=•  (5)

which implies that the closing of the BBs I and J by c is simply the BB-based dilation 
of I by dD and J by dD, followed by the geometry-based BB merging method to merge 
the result and the BB-based erosion of the results by dE. 

 

Fig. 5. Example of BB-based closing operation. (a) Original BBs I and J. (b) Result obtained by 
applying BB-based dilation with equal dilation constant for (a). (c) Result obtained by applying 
geometry-based BB merging method for (b). (d) Final result for BB-based closing operation. 

Figure 5(a) shows two simple BBs, I and J. Figure 5(b) shows the result of the dila-
tion of BBs I and J by equal dilation constants. Note that the two BBs intersect at the 
corners. The result obtained by applying the geometry-based BB merging method to 
Fig. 5(b) is shown in Fig. 5(c). Figure 5(c) is eroded by equal erosion constants and 
the final result of the BB-based closing operation is shown in Fig. 5(d). Notably, the 
two BBs are merged into one, which represented by the dashed line. 
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3 Experimental Results 

The above-mentioned methods are implemented by using Visual C# 2008 on a 3400 
MHz Pentium 4 CPU. The video clips tested in our experiments were recorded at the 
campus of Taipei Municipal University of Education. The web camera used for this 
purpose is a Logitech QuickCam with video frame resolution of 320 × 240 pixels and 
a frame rate of 25 fps. The total time taken for capturing the video clips is approx-
imately 1.5 minutes, which includes 2,272 frames. The video clips include moving 
humans, a slow-moving car, a moving car, and leaves rustling in the wind. 

The steps of the tested MOD method include: (1) a differencing image is obtained 
by two-frame differencing (2FD); (2) a thresholding image is obtained by a fixed 
threshold value (FT); (3) connected component objects are obtained by connected 
component labeling (CCL); (4) the centralized BBs are merged and the small spread 
BBs are removed by the proposed BBM operations. The results of the MOD and the 
execution times are compared with traditional MOD method. In other words, the 
comparison is between 2FD + FT + CCL + BBM and 2FD + FT + noise filter (NF) + 
binary morphological (BM) operations + CCL methods. The sizes of the noise filter 
and the binary morphological operations are set as 5 × 5.  

   
                 (a)                           (b)                          (c) 

Fig. 6. Example of slow-moving objects. (a) Frame #698. (b) Frame #699. (c) Binarization result. 

The parameters for BBM operations are derived from a supervised learning method 
that inputs training bounding-boxes. A support vector machine (SVM) is used to find 
a hyper-plane that splits the training samples into two classes with the widest margin 
between them. More detail for training procedures can be found at [11]. 

   
                (a)                           (b)                           (c) 

Fig. 7. Example of slow-moving objects detect by the proposed BB-based morphological 
(BBM) operations. (a) CCL’s results; (b) grouping results obtained by the proposed BB-based 
closing operation; (c) removal results obtained by the proposed BB-based opening operation. 
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In the video clip showing slow-moving objects, the motion is insignificant and the 
slow-moving objects can be detected by the proposed BBM operations. An example 
of this is shown in Fig. 6, in which a car is backing slowly from the parking lot. The 
original frames #698 (6(a)) and #699 (6(b)) are subtracted by two-frames differenc-
ing. Figure 6(c) shows the binarization result obtained by a fixed thresholding value. 

Figures 7(a) to 7(c) show the results by the proposed method: (a) the CCL’s result; 
(b) the grouping result obtained by our BB-based closing operation; and (c) the re-
moval result obtained by the proposed BB-based opening operation, respectively. The 
car has been properly detected by the proposed method. 

   
                (a)                           (b)                            (c) 

Fig. 8. Example of slow-moving objects detect by traditional binary morphological (BM) oper-
ations. (a) Noise-removing results. (b) Grouping results obtained by BM operations. (c) CCL’s 
results. 

Figures 8(a) to 8(c) show the results by traditional methods: (a) a noise-removing 
result as obtained by a noise filter; (b) a grouping result as obtained by BM opera-
tions; and (c) CCL’s result, respectively. From this figure, the slow-moving car is still 
a broken object. 

From the above comparisons, it can be seen that the proposed method can extract 
the slow-moving objects whereas the traditional method cannot. To obtain the whole 
object, the traditional result (8(c)) requires additional processing. 

The performance time analyses of the proposed method and traditional methods for 
the campus video clip are shown in Table 1, which shows that the proposed BBM 
operations are superior to the traditional BM operations. 

Table 1. Comparison of time performance by using the proposed and the traditional methods 
for campus video clip (320 × 240 pixels) 

Methods Average execution times 
Proposed method 8.866 (ms) 
Traditional method 32.368 (ms) 

 
To evaluate the performance of the motion objects detection, connected-component 

measures [9] are applied. A connected-component is classified as small, median, and 
large by the following rules. A connected-component is small if the number of the bi-
nary pixels NP in the component is less than 4 and greater than 1, large if NP is greater 
than the image area multiplied by a constant, k, which was predetermined as 0.001, and 
otherwise, it is median. Furthermore, a connected-component ratio is the number of 
connected-components divided by the total number of connected-components. 
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The average ratios of small, median, and large connected-components for the cam-
pus video are listed in Table 2. From this table, the score of small CC ratio using the 
proposed method is smaller than that of the traditional method. This implies that the 
traditional method produces more noise or broken moving objects than the proposed 
method. The score of a large CC ratio of the proposed method is larger than the tradi-
tional method. This implied that the proposed method produces more whole moving 
objects than traditional method. According to the evaluation, the proposed method has 
a better performance than the traditional method. 

Table 2. Average ratios of small, median, and large connected-components for campus video 
clip 

Methods Small CC ratio Median CC ratio Large CC ratio 
Proposed method 0.0078 0.0560 0.1677 
Traditional method 0.0856 0.0771 0.0679 

 
To further test the post-processing algorithms, the proposed and the traditional me-

thods were applied to the ground truth data, which was made available by Prati et al. 
[10]. They provided three hundred images from an indoor sequence containing a mov-
ing person along with a manual segmentation into foreground (human), shadow, and 
background. Herein, only the foreground and background are used. 

   

                   (a)                           (b)                         (c) 

Fig. 9. Example of moving object in Prati et al.’s video clip. (a) Frame #269. (b) Frame #270. 
(c) Binarization result. 

In the Prati et al.’s video clip showing a moving object, it can be seen that the  
human’s motion is significant. The moving object can be detected by the proposed 
post-processing. An example for this case is shown in Fig. 9. A man is moving in the 
intelligent room. The original frames #269 (9(a)) and #270 (9(b)) are subtracted by 
two-frames differencing. Figure 9(c) shows the binarization result obtained by a fixed 
thresholding value. 

Figures 10(a) to 10(c) show the results using the proposed method: (a) CCL’s re-
sult; (b) a grouping result as obtained by the proposed BB-based closing operation; 
and (c) a removal result as obtained by the proposed BB-based opening operation, 
respectively. The man has been detected by the proposed method. 
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                   (a)                          (b)                           (c) 

Fig. 10. Example of moving object in Prati et al.’s video clip which detect by the proposed 
post-processing. (a) CCL’s results; (b) grouping results obtained by the proposed BB-based 
closing operation; (c) removal results obtained by the proposed BB-based opening operation. 

Figures 11(a) to 11(c) show the results using the traditional post-processing me-
thod: (a) a noise-removing result as obtained by a noise filter; (b) a grouping result as 
obtained by BM operations; and (c) CCL’s result, respectively. From this figure, the 
moving man is still a broken object. 

   
                 (a)                           (b)                            (c) 

Fig. 11. Example of moving object in Prati et al.’s video clip. The object detected by traditional 
binary morphological (BM) operations. (a) Noise-removing results. (b) Grouping results ob-
tained by BM operations. (c) CCL’s results. 

From the above comparisons, it can be seen that the proposed method can extract 
the moving object and the traditional method cannot. To obtain the object, the tradi-
tional result (11(c)) needs additional processing. 

Table 3. Comparison of detection results obtained by using the proposed and the traditional 
grouping methods for Prati et al.’s video clips (320 × 240) 

Methods The proposed method The traditional method 
Total objects 218 218 
True positive rate (whole objects) 81.652% 45.871% 
True positive rate (partial objects) 18.348% 10.599% 
True positive rate (broken objects) 0 43.53% 
False negative rate 0 0 
False positive rate 0 77.064% 

 
For the Prati et al.’s video clips, the detection results of the proposed and the tradi-

tional post-processing methods are shown in Table 3. In this video clip, one person is 
entering the intelligent room, doing his arm stretch, and walking in the room. His  
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motion is significant when he is near the CCD camera. His motion is insignificant when 
he is far from the CCD camera. From Table 3, the broken objects in the true positive 
rate for traditional grouping method is high. This indicates that the traditional method 
results will require additional processing. Furthermore, the false positive rate of the 
traditional method is high, indicating that the traditional method produces much noise. 
Thus, another noise filter needed to be applied to remove the noise. From Table 3, it is 
evident that the proposed method is superior to a traditional post-processing method. 

Table 4. Average ratios of small, median, and large connected-components for Prati et al.’s 
video clip 

Methods Small CC ratio Median CC ratio Large CC ratio 
Proposed method 0.0000 0.1308 0.6007 
Traditional method 0.4065 0.2134 0.1593 

 
The average ratios of small, median, and large connected-components for the Prati 

et al.’s video are listed in Table 4. From this table, the score of the small CC ratio of 
the proposed method is smaller than the traditional method, implying that the tradi-
tional method produces more noise or more broken moving objects than the proposed 
method. The score of large CC ratio of the proposed method is larger than the tradi-
tional method, which implied that the proposed method produces more whole moving 
objects than the traditional method. According to the evaluation, the proposed method 
has a better performance than the traditional method. 

4 Conclusions 

Innovative bounding-box-based morphological operations are proposed for moving 
object detection to be used in post-processing stage. This stage includes grouping 
concentrated and broken connected components and removing spread and small con-
nected components. Results show that the proposed method is more effective and 
efficient than traditional methods. In particular, the proposed BBM operations can 
properly detect slow-moving objects. 
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Abstract. To provide personalized intelligent ambient support for persons per-
forming demanding tasks, it is important to have insight in their state of atten-
tion. Existing models for attention have difficulties in distinguishing between 
stressed and relaxed states. To solve this problem, this paper proposes to extend 
an existing model for attention with a model for ‘functional state’. In this inte-
grated agent model, output of a functional state model (experienced pressure) 
serves as input for the attention model; the overall amount of attention is de-
pendent on the amount of experienced pressure. An experiment was conducted 
to test the validity of the integrated agent model against the validity of an earlier 
model based on attention only. Results pointed out that the integrated model 
had a higher validity than the earlier model and was more successful in predict-
ing attention. 

1 Introduction 

For persons performing complex and demanding tasks, it is crucial to have sufficient 
attention for the various subtasks involved. This is particularly true for tasks that in-
volve the continuous inspection of (computer) screens. For instance, an air traffic 
controller inspecting the movements of aircrafts can not permit him- or herself to miss 
part of the events that occur. The same holds for a naval operator monitoring the 
movements of hostile vessels on a radar screen. In such situations, a person may be 
supported by an intelligent ambient agent system [1], that keeps track of where his or 
her attention is, and provides some personalized assistance in case the attention is not 
where it should be, see, e.g., [4], [13].  

The current paper is part of a larger project that aims to develop such an agent-
based intelligent ambient support system. The main application domain of this system 
will be naval missions, and one of its main goals will be to support naval operators 
that work in the control room of the vessels. For example, in case such an operator is 
directing its attention on the left part of a radar screen, but ignores an important con-
tact that just entered the radar screen from the right, such a system may alert him or 
her about the arrival of that new contact. To be able to provide this kind of intelligent 
personalized support, the system somehow needs to maintain a model of the cognitive 
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state of the person: in this case the human’s focuses of attention1. It should have the 
capability to attribute mental, and in particular attentional (e.g., [12]) states to the 
human, and to reason about these. 

In previous work, an initial version of such a model has been developed [3], and eva-
luated positively [13]. This model takes two types of sensor information as input, namely 
information about the human’s gaze (e.g., measured by an eye tracker), and characteris-
tics of stimuli (e.g., the colour and speed of airplanes on radar screens, or of the persons 
on surveillance images). Based on these types of information, it estimates where the hu-
man’s attention is and uses this to decide whether adaptive support is needed. 

However, one important shortcoming of that model is that it assumes that the total 
amount of attention a person can spend at a particular time point (in the remainder of 
this paper referred to as A(t)) is static and known beforehand. However, it is known 
from literature like [8] that factors like A(t) usually vary over time, depending on 
states and characteristics of a person [6]. More specifically, it may depend on a hu-
man’s functional state. According to [11], (an operator’s) functional state refers to 
‘the multidimensional pattern of processes that mediate task performance under stress 
and high workload, in relation to task goals and their attendant physiological and 
psychological costs’. It is usually assumed to be based on notions like the person’s 
experienced pressure and exhaustion. 

In recent years, researchers have started to develop computational models for the 
concept of functional state. One of the most sophisticated models is presented in [2]. 
This model takes task demands, situational aspects, and some of the human’s personal 
characteristics as input, and uses these to asses the human’s functional state. Inspired 
by these developments, the goal of the research reported in the current article has been 
to develop an integrated agent model for attention and functional state. Our main 
hypothesis is that the integrated model (which will be called attention+ from now on) 
has a higher validity (i.e., is more accurate in estimating where a person’s attention is) 
than the original model (called attention-) from [3].   

The structure of this paper is as follows. First, the original models for attention [3] 
and functional state [2] will be briefly described, as well as a proposal to integrate 
them. Next, an experiment is described that has been performed to compare the validi-
ty of the  attention+ model with that of the attention- model. The context of the expe-
riment is a shooting task, which is representative for complex tasks that are currently 
performed in the naval domain. After that, the results of the experiment are analysed. 
The paper is concluded by a discussion. 

2 The Two Submodels and Their Integration 

The introduced integrated agent model (i.e. the attention+ model) is composed of two 
main submodels, namely (1) a basic attention model (i.e., the attention- model) and 
(2) a functional state model. Below, both of them will be briefly summarised. Next, a 
detailed explanation is provided about how they are combined. 

                                                           
1  Note that in this paper, a rather wide definition of the term ‘attention’ is used, covering not only 

visual attention, but also ‘mental’ attention for objects that have been observed some time  
earlier, often referred to as ‘situational awareness’ [5]. 
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2.1 Attention Submodel 

The attention submodel was taken from [3]. The model uses three types of input: in-
formation about the human’s gaze direction, about locations (or spaces) and about 
features of objects on the screen (see Figure 1, where the circles denotes the italicised 
concepts, and the arrows indicate influences between them). Based on this, at each 
time point ݐ it makes an estimation of the current attention distribution: an assign-
ment of attention values ܸܣሺݏ, -at that time. The atten ݏ ሻ to a set of attention spacesݐ
tion distribution is assumed to have a certain persistency. At each point in time the 
new attention level is related to the previous attention, by: 

AV(s,t) = λ ⋅ AV(s,t-1) + (1 - λ) ⋅ AVnorm(s,t) 

Here, ߣ is the decay parameter for the decay of the attention value of space ݏ at time 
point ݐ െ 1, and ܣ ௡ܸ௢௥௠ሺݏ,  ሻ  is determined by normalisation for the total amount ofݐ
attention ܣሺݐሻ, described by: ܸܣnormሺݏ, ሻݐ ൌ ,ݏnewሺܸܣ  ∑ሻݐ ,ᇱݏnewሺܸܣ ሻ௦ᇲݐ  ·  ሻݐሺܣ

,ݏnewሺܸܣ ሻݐ ൌ ,ݏpotሺܸܣ  ሻ1 ൅ݐ · ߙ  ,ݏሺݎ   ሻଶݐ

Here, ݓܸ݁݊ܣሺݏ,  at time ݏ ሻ is calculated from the potential attention value of spaceݐ
point ݐ and the relative distance of each space ݏ to the gaze point (the centre). The 
term ݎሺݏ,  ሻ is taken as the Euclidian distance between the current gaze point and s atݐ
time point ݐ (multiplied by an importance factor α which determines the relative im-
pact of the distance to the gaze point on the attentional state, which can be different 
per individual and situation): ݎሺݏ, ሻݐ ൌ ݀euclሺ݃ܽ݁ݖሺݐሻ,  ሻݏ

The potential attention value ݐ݋݌ܸܣሺݏ,  ሻ is a weighted sum of the features of theݐ
space (i.e., of the types of objects present) at that time (e.g., luminance, colour): ܸܣpotሺݏ, ሻݐ ൌ  ෍ ,ݏሺܯ ሻݐ · ,ݏெሺݓ ሻ௠௔௣௦ ெݐ  

For every feature there is a saliency map ܯ, which describes its potency of drawing 
attention (e.g., [12]). Moreover, ܯሺݏ,  ሻ is the unweighted potential attention value ofݐ
s at time point ݐ, and ݓெሺݏ, ,ݏሺܯ where 1 ൑ ,ܯ ሻ is the weight used for saliency mapݐ ሻ and 0 ൑ݐ ,ݏሺܯݓ  ሻݐ  ൑  1. 

 
Fig. 1. Overview of the Attention model 
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For a more detailed description of the model and the underlying theories, see [3], [4]. 

2.2 Functional State Submodel 

The functional state (FS) submodel was adopted from [2] and determines a person’s 
functional state as a function of task properties and personal characteristics. The model is 
based on two different theories: (1) the cognitive energetic framework [10], which states 
that effort regulation is based on human recourses and determines human performance in 
dynamic conditions; (2) the idea, that when performing sports, a person’s generated pow-
er can continue on a critical power level without becoming more exhausted [9]. The FS 
of a human represents the dynamical state of the person. In the model (see Figure 2), this 
is defined by a combination of exhaustion, motivation and experienced pressure, but also 
the amount of generated and provided effort. Due to space limitations no further details 
of the model are provided here. However, for a detailed description, see [2]. 

 

Fig. 2. Overview of the Functional State model 

The most important variable from the FS model that is used in this paper is the ex-
perienced pressure. Here, this variable is used to determine the amount of available 
attention (the precise relation is explained in the next section). In the FS model, expe-
rienced pressure is related to a number of factors, such as the amount of exhaustion, 
the amount of effort related to the critical point and the performance quality. The 
strength of these relations is dependent on personality characteristics like exhaustion 
sensitivity, performance norm and performance sensitivity. 

2.3 Integrating the Attention and Functional State Model 

One of the drawbacks of the attention- model is that it does not take into account that 
the amount of attention may vary over time. However, in reality, this amount of atten-
tion is influenced by different aspects of the functional state, in particular by the  
experienced pressure. Experienced pressure results in variances in concentration and 
motivation, which are directly related to attention. This is the idea behind the integra-
tion of the previously explained submodels: the output variable experienced pressure 
of the Functional State submodel is used as an input variable for the total amount of 
attention ܣሺݐሻ in the Attention submodel. This is done in the following way: 
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ሻݐሺܣ ൌ ܽ ൅ ܾ · ሺ1 െ  ሻሻݐሺܲܧ

where ܲܧሺݐሻ is the experienced pressure at time point ݐ, and 0 ൑ ܽ ൑ 1 and െ1 ൑ܾ ൑ 1 are parameters that can be tuned. If the used Functional State submodel is va-
lid, this means that also the attention+ model will have an improved validity, due to 
the FS’s capability to alter ܲܧሺݐሻ at the appropriate times and therefore dropping or 
taking into account the part of the estimation where attention- was the least certain of. 

 

Fig. 3. a. Output attention- (left) and attention+ (right) with a low situational demand 

In Figure 3a and b an example is given of this capability. A visualisation of the 
outcomes of the models attention- and attention+ is shown for the situations in which 
there is a low situational demand (a) and a high situational demand (b). Here, the area 
determined by the x- and y-axis represents a radar screen, the circles denote contacts, 
and the z-axis indicates the estimated level of attention. The situational demand is 
related to the amount of contacts to be handled with a certain time interval. 

 

Fig. 3. b. Output attention- (left) and attention+ (right) with a high situational demand 

For fixed decision criteria attention+ is able to adapt to the expected change of the 
functional state of the user, whereas attention- is not. In Figure 3 this means that more 
objects are estimated to be attended to in the low situational demand (4 opposed to 3) 
and less in the high situational demand condition (4 opposed to 7). 

3 Experiment 

The goal of the experiment was to investigate the difference in validity between the 
attention model connected to the FS model (attention+) and the original attention 
model (attention-). The hypothesis is that the validity of the attention+ model is high-
er than the validity of the attention- model.  
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3.1 Participants 

Three female and two male participants with a mean age of 24.67 took part in this 
study. All participants already had some experience with the task environment. 

3.2 Simulation-Based Training Environment 

The main task that was used in this study consists of identifying incoming contacts 
and, based on the outcome of  identification, deciding to eliminate the contact (by 
shooting) or allowing it to land (by not shooting). A screenshot of this simulation-
based training environment is displayed in Figure 4. The object at the bottom of the 
screen represents the participant’s (stationary) weapon. In addition, contacts (allies 
and enemies in the shape of a dot with a radius of 5 pixels) appear at a random loca-
tion on the top and fall down to random locations at the bottom of the screen. 

 

Fig. 4. Screenshot of the Task Environment 

Before a contact can be identified, it has to be perceived. This is done by a mouse 
click at the contact, which reveals a mathematical equation underneath the contact. 
The identification task is to check the correctness of the mathematical equation 
(which is less difficult in less demanding situations). A correct equation means that 
the contact is an ally; an incorrect equation indicates that the contact is an enemy. 
Identification is done by pressing either the left or right arrow for respectively an ally 
or enemy. When a contact is identified a green (for an ally) or a red (for an enemy) 
circle appears around the contact. 

The contacts that are identified as an enemy have to be shot before they land. A 
missile is shot by executing a mouse click at a specific location; the missile will move 
from the weapon to that location and explode exactly at the location of the mouse 
click. Any contact within a radius of 50 pixels of the exploding missile is destroyed. 

3.3 Procedure 

The experiment consisted of 4 blocks of 20 minutes of the simulation-based task envi-
ronment. In the first 10 minutes of one block, task demands were low (contacts appear 
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every 10 to 20 seconds) and in the second 10 minutes of one block, task demands 
were high (contacts appear every 2.25 to 4.5 seconds). In the first and third block, 
‘freezes’ were made after each 2.5 minute, in the second and fourth block no freezes 
were made.  When a freeze was made, the experiment was put on hold and the follow-
ing sentence was shown: “Gameplay frozen. Select contacts, press space when done.” 
At this moment, participants had to select all contacts which they thought to have 
recently paid attention to. After selection, a computer version of the NASA-TLX was 
shown, where participants had to indicate their performance and mental effort.  

First, a Tobii x50 eye tracker (http://www.tobii.se) was connected to measure eye 
movements as input for the attention model. After calibration of the eye tracker, the 
experiment was started and onscreen instructions were given on the task environment 
and freezes. The instructions were followed by a practice block of 1 minute low task 
demands and 1 minute high task demands to get familiar with the environment. After 
practice, participants started with the first block. Before each block the eye tracker 
status was checked and after each block, the participant was given a three minute 
break before continuing with the next block.  

When the participant finished the experiment, the data on the task difficulty (situa-
tional demands) and performance quality were used for tuning of the parameters in 
the FS model. This was done using a Simulated Annealing technique. This method 
initially selects a random parameter setting as the best available parameter setting, 
then introduces a small change in these settings to generate a neighbour of the current 
parameter settings in the search space. If this neighbour is found to be a more appro-
priate representation of the observed human behaviour then it is marked as the best 
known parameter setting, otherwise a new neighbour is selected to evaluate its appro-
priateness. For more details about how this technique was applied, see [2]. 

Next, the obtained personal parameters were used to calculate the experienced 
pressure and the exhaustion in the FS model, which served as input for predicting 
attention in the attention+ model. Furthermore, both eye movements and features of 
contacts (luminance, colour, ...) served as input for the attention model. At this point, 
also the remaining parameters of the attention model (i.e., λ, α, and the different wM, 
see Section 2.1) and of the connection between both models (i.e., a and b, see Section 
2.3) are tuned using Simulated Annealing, to obtain an optimal performance. 

3.4 Data Analysis 

The output of the attention- and attention+ models have been compared with subjec-
tive data retrieved during freezes in the experiment. In 40 minutes, after each 2.5 mi-
nutes of the task execution time a freeze was initiated, where the participant was 
asked to point out to what objects she was paying attention to. At the same time, at-
tention- and attention+ also pointed out what they thought was the case. Each freeze 
in an easy condition was coupled with one in a hard condition in order to be able to 
evaluate the performance of the models given that the task demand changes over time 
(see Table 1).  
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To solve this problem, the contribution of the current paper was to extend the orig-
inal attention model from [3] with a component to keep track of a person’s functional 
state. A first experiment provided evidence that the validity of the attention+ model 
was slightly higher than the validity of the attention- model. 

Despite this encouraging result, the limitations of the approach should not be ig-
nored. First, the amount of participants in the experiment (only 5) was too low to be 
able to draw strict conclusions. Second, the results were difficult to evaluate, due to a 
number of complicating factors. For example, the presence of the ‘freezes’ used for 
the subjective evaluation may have interfered with the task. Third, the approach  
assumes that participants are sufficiently capable of estimating where their own atten-
tion is. Although some evidence exists that this is indeed the case [13], this assump-
tion can be tested more precisely. Finally, it is an open question to what extent the 
results can be generalised to other scenarios and circumstances. 

In future work, it is planned to address these concerns. For example, experiments 
with higher numbers of participants are planned, both with the current setup and with-
in a different experimental context. In addition, more work will be spent on fine-
tuning of the parameters involved in the model (using standard techniques such as 
simulated annealing and gradient-based parameter estimation). Finally, on the long 
term, it is planned to actually implement an intelligent ambient agent system support-
ing humans in demanding circumstances, and test this in more realistic scenarios. 
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Abstract. Authorization provenance concerns how an authorization is derived. It
appears important to define authorization provenance to (1) analyze policy bases,
(2) defend against a class of attacks, and (3) audit authorizations. In this paper, we
study a notion of authorization provenance, based on a recently proposed logic
in the literature. By examining a collection of properties, we show this definition
captures the intuitions of authorization provenance. We also present an applica-
tion of our notion of authorization provenance: specifying and enforcing a new
type of security requirements.

1 Introduction

Authorization provenance is information about how an authorization is derived. Mod-
elling authorization provenance is challenging in decentralized environments, as mech-
anisms like delegation make authorization provenance complex. Besides the resource
guard who controls access to resources, other agents (e.g., delegatees) play a role in
authorization decision-making as well.

Suppose for example that Alice is the warden of a building and that the request to
access the building would be allowed only if “Alice believes access” can be proved.
Consider the following cases:

CASE1 Alice believes access

CASE2 Alice trusts Bob on access
Bob trusts Cathy on access
Cathy believes access

Observe that Alice’s belief in access is concluded in different ways. In CASE1, it is
because Alice herself, whereas Bob and Cathy also have an effect in CASE2.

Among others, provenance information helps enforce and analyze security. Putting
restrictions on authorization provenance may prevent insiders’ misuse of their privi-
leges. Suppose that the management board of the building is composed of Alice and
Bob, and that it is required that whether or not to allow access be determined only by
the board members. In this case, in order to enter the building, one has to prove “due
to Alice and Bob, Alice believes access” but not simply “Alice believes access”. In
CASE2, Cathy could not obtain the access, because her statement is indispensable to
the conclusion that “Alice believes access”. Hence, the delegation from Bob to Cathy
is actually ignored, thus preventing Bob’s misuse and neglect. As also pointed out in

H. Jiang et al. (Eds.): IEA/AIE 2012, LNAI 7345, pp. 669–678, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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[6,13], host security may be compromised if provenance is not taken into account when
making authorization decisions.

In the literature, a logic DBT (Due to, Belief and Trust) is designed to represent
belief, trust, provenance, and their relations [5]. DBT enables explicit representation of
authorization provenance. This work follows the lines of [5].

In this paper, we attempt to track and constrain authorization provenance with re-
spect to logic-based policy bases. Based on DBT, we define two forms of authorization
provenance: simple provenance and nested provenance. We study their properties and
thus show that the definition captures important intuitions of authorization provenance
(Section 3). We present an example application of the definition of provenance: speci-
fication and enforcement of constraints on authorization provenance (Section 4). These
constraints can model novel security requirements.

2 Background

We recall the syntax and the semantics of DBT. Consider a countable set of agentsAG.
DBT has three types of modal operators for each agent i: Bi, T

i
j , and Di. Biϕ means

that agent i believes ϕ. Ti
jϕ reads that agent i trusts agent j on ϕ. Diϕ means that

“due to agent i, ϕ holds”. A subset AE of AG is called an agent expression. Given
an AE ⊆ AG, there is also an operator DAE based on Di for each i ∈ AE. DAEϕ
means that, due to the set AE of agents together, ϕ holds. Let Prop be a set of primitive
propositions. Given p ∈ Prop, DBT formulas are inductively defined:

ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | ϕ⇒ ϕ | Biϕ | Diϕ | DAEϕ | Ti
jϕ.

The semantics of DBT formulas is defined based on Kripke models. A Kripke model M
is a tuple 〈W,π,Bi,Di, T i

j 〉 (i, j ∈ AG; i �= j), where W is a set of states, π : W 	→
2Prop is a labeling function which maps each state to a subset P of Prop such that, in
this state, any p ∈ P is true and any p ∈ Prop\P is false, Bi ⊆ W ×W is a serial,
transitive and Euclidean binary relation onW , Di ⊆W ×W is a binary relation onW ,
and T i

j ⊆W × 2W is a binary relation between W and its power set.

Definition 1. (|=) Given a model M = 〈W,π,Bi,Di, T i
j 〉, w ∈ W , and a formula ϕ,

let DAE =
⋂

i∈AE Di. We define the satisfaction relation |= as follows: (1) 〈M, w〉 |=
p iff p ∈ π(w), (2) 〈M, w〉 |= ¬ϕ iff 〈M, w〉 �|= ϕ, (3) 〈M, w〉 |= ϕ1∧ϕ2 iff 〈M, w〉 |=
ϕ1 and 〈M, w〉 |= ϕ2, (4) 〈M, w〉 |= ϕ1 ⇒ ϕ2 iff 〈M, w〉 �|= ϕ1, or 〈M, w〉 |= ϕ2,
(5) 〈M, w〉 |= Biϕ iff 〈M, v〉 |= ϕ for all v such that (w, v) ∈ Bi, (6) 〈M, w〉 |= Diϕ
iff 〈M, v〉 |= ϕ for all v such that (w, v) ∈ Di, (7) 〈M, w〉 |= DAEϕ iff 〈M, v〉 |= ϕ
for all v such that (w, v) ∈ DAE , and (8) 〈M, w〉 |= Ti

jϕ iff (w, �ϕ�) ∈ T i
j , where

�ϕ� = {v ∈ W | 〈M, v〉 |= ϕ}.

We define a decentralized authorization system as a tuple 〈AG,LPB,L,Q,M〉. AG
is the set of agents involved in the system. For example, an agent could be a resource-
requester, a process running one behalf of a user, and an organization (e.g., a university).
We assume thatAG includes a member agent called resource guard, denoted as G. The
guard, as the root of trust, makes authorization decisions.
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Credentials are stored in a decentralized way. Each agent maintains a local policy
base, which may store credentials that the agent signed and credentials that concern
the agent. LPB maps each agent in AG to a set of credentials. We refer to the set of
credentials that an agent i maintains as i’s local policy base. For instance; Alice’s local
policy base includes a credential that Alice trusts Bob on access .
L is the authorization logic used to represent the credentials. In this paper L is DBT.

We assume that credentials only encode agents’ beliefs and trust. For example, we write
TAlice
Bob access for the above-mentioned credential. Q is a set of queries of the form

DAEn
· · ·DAE1

Bip. A query usually asks whether an access is allowed. A query for
the building-access example is D{Alice,Bob}BAliceaccess .
M is a mechanism searching for proofs of queries. We assume M is the proof-

carrying authorization mechanism [1]. In this case, the resource guard would not permit
access unless it is provided with a valid proof which concludes the access is entailed
by the policy. The proof is usually submitted by the agent who requests the access. We
assume that M is able to access local policy bases to compose proofs. In this case,
the union of local policy bases could be treated as one monolithic policy base, thus
eliminating the needs of LPB and M . In other words, we abstract the decentralized
authorization system as 〈AG,DBT, Q, PB〉, where PB is the monolithic policy base.
Formally, a policy base PB is a finite set of WFFpa formulas defined as below.

φ ::= Bip | Ti
jp

3 Defining Authorization Provenance

In this section, we examine a simple form of authorization provenance, which is ab-
stracted as the set of agents whose statements are referenced in the deduction of the
authorization. The intended function of DAE is to record the agents who affect agents’
beliefs. It appears plausible to define provenance in terms of DAE .

Definition 2 (Authorization Provenance). Given PBand a query q=DAEn
· · ·DAE1

Bip
such that PB |= q, we say 〈AEn, · · · , AE1〉 is the provenance of Bip in PB, denoted as
provPB[Bip]. We say provPB[Bip] is a simple provenance if provPB[Bip] = 〈AE〉, and a
nested provenance if provPB[Bip] = 〈AEn, · · · , AE1〉, where n > 1.

Simple provenance is useful when defending against attacks that utilize systems’ ne-
glect of privilege source [6,13]. It has been shown that simply tracking provenance as
a set of agents is the key to defend against trojan horses in discretionary access control
[6]. Also, the security problem of delegation can be resolved by monitoring delega-
tion’s provenance [13]. We now show some properties of simple provenance; nested
provenance will be discussed in Section 4.

Distinguishability. Suppose that there is more than one way to conclude ϕ: in addition
to AE, AE′ could be the provenance of ϕ. One should be able to express and query
ϕ with these two provenance (i.e., DAEϕ and DAE′ϕ) separately. Provenance distin-
guishability is the basic motivation and design objective of DBT. With the operator
DAE , one is able to express and query provenance.
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Traceability. Any agent contributing to the derivation of ϕ, should be included in the
simple provenance of ϕ. Re-delegations and attribute-based delegations can easily re-
sult in nested provenance of a belief. With this property, we are able to collapse the
accumulated provenance into a simple one - a set of agents, no matter how complicated
the derivation is. Proposition 1 implies that we can keep provenance concise and simple.

Proposition 1. |= DAEn
· · ·DAE1

ϕ⇒ DAE1∪···∪AEn
ϕ.

With simple provenance, the following property shows that provenance is correctly
recorded during the applications of delegations.

Proposition 2. 1. |= DAE1
Ti
jϕ ∧ DAE2

Bjϕ⇒ DAE1∪AE2∪{j}Biϕ.

2. |= DAE1
Ti
jϕ ∧ DAE2

Tj
kϕ⇒ DAE1∪AE2∪{j}T

i
kϕ.

Proposition 2 shows that, even though delegations and beliefs come along with their
own provenance, these provenance would be recorded and merged with new ones in the
event of delegations taking effect.

Cooperation. Agents may cooperate to finish a task. If a task ψ is divided into n sub-
tasks ϕ1, · · · , ϕn, then the union of agent sets, each of which finishes one sub-task, are
responsible for the original task.

Proposition 3. |= (ϕ1∧· · ·∧ϕn ⇒ ψ)∧(DAE1
ϕ1∧· · ·∧DAEn

ϕn) ⇒ DAE1∪···∪AEn
ψ.

Example 1. Suppose a warehouse task is composed of four steps: prepare , payment ,
issue, and invoice . That is, we have (prepare ∧ payment ∧ issue ∧ invoice) ⇒ task .
Suppose further that each of the agents A, B, C, and D accomplish each of the steps,
respectively. That is, we also have DAprepare ∧ DBpayment ∧ DC issue ∧ DDinvoice .
According to Proposition 3, it holds thatD{A,B,C,D}task ; namely, we know it is because
{A,B,C,D} that the task is done.

Transferability. Provenance has a flavor of responsibility in certain cases. Responsibil-
ity may be transferred from one agent to another.

Proposition 4. If |= DAE1∪AE2
ϕ and |= DAE2

ϕ⇒ DAE3
ϕ, then |= DAE1∪AE3

ϕ.

Suppose that a software manufacturer Mf releases a software called Sw, and that A
installs Sw on her computer. For some reasons, Sw automatically executes some ma-
licious script downloaded from a web-site Wb and the script did some damages to her
computer (e.g., files being destroyed). Naturally, the responsibility of Sw could be trans-
ferred to Mf, as Mf is the producer of Sw. Then, besides Wb, A may complain about
Mf. Put formally, from |= D{Wb,Sw}damage and |= DSwdamage ⇒ DMfdamage , we
have |= D{Wb,Mf}damage by the transferability.

Proposition 4 implies that the responsibility on the set AE2 of agents can be trans-
ferred to the agent set AE3. This kind of transferability often happens between agents
who are related with each other, like “be a supervisor of”.
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Limited Responsibility. As mentioned before, provenance can be used to trace respon-
sibility: If i delegates the judgement of ϕ to j, then when j utters her belief in ϕ, j is the
provenance of, and is also responsible for, i’s belief in ϕ. Note that the responsibility
is assigned from i’s viewpoint. However, j may not speak of ϕ directly. Suppose that i
delegates only the judgement of ϕ to j, but that j utters her belief in ψ, which is more
informative than ϕ. In this case, j is only responsible for i’s belief in ϕ. In other words,
j’s responsibility is limited to Biϕ.

Proposition 5. If |= ψ ⇒ ϕ, then |= Ti
jϕ ∧ Bjψ ⇒ DjBiϕ.

4 Constraints on Authorization Provenance

While simple provenance suffices in some cases, more informative provenance comes
in handy. [5] presents a class of provenance-aware queries with nested provenance; one
can syntactically extract useful information about the delegation in PB from a query’s
provenance, if the query is entailed by the PB. A query q = DAEn

· · ·DAE1
Bip is

provenance-aware, if AEn = {in, · · · , i1}, AEt = AEn\{in, · · · , it+1} (n − 1 ≤
t ≤ 1), and i �∈ AEn, where {in, · · · , i1} ⊆ AG. We utilize the following theorem to
enforce constraints on authorization provenance.

Theorem 1 ([5]). If PB |= D{il,··· ,il}· · ·D{i2,i1}Di1
Bip, there is a delegation of p from

i to il, from il to il−1, · · · , and finally from i2 to i1.

4.1 Definition

Several attacks are found related to authorization provenance. For example, Wang et al.
[13] point out users may abuse delegations to circumvent security policies (in particular,
separation of duty policies).

Example 2. Consider a task of issuing checks [13]: In a company, the task of issuing
checks is modeled by two authorizations pre and app, which stand for “prepare check”
and “approve check”, respectively. In order to prevent fraudulent transactions, a separa-
tion of duty policy sod〈pre, app〉 that pre and app must be performed by two different
treasurers is required. Also, for the sake of resiliency, the company allows a treasurer to
delegate her authority to a clerk in case she is not able to work.

Suppose that a treasurer, A, and a clerk of the company, B, decide to collude to issue
checks for themselves. They can accomplish in three steps: A delegates the authority
pre to B; B performs pre to prepare a check for A; and A performs app to approve the
check prepared by B.

The observation is that both requests to pre and app are (in part) from A. Similarly,
A can create dummy agents (e.g., processes) or manipulate behind the scene (e.g., tro-
jan horses) [6]. Unfortunately, systems that employ logic-based policy bases are also
vulnerable to these attacks. The defense mechanism proposed in [13] addresses the
problem in work-flow systems; it is unclear how to adapt that approach in face of logic-
based policies. Moreover, in spite of the importance of separation of duty policies, other
compromises involving provenance deserve investigation in their own right.
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A

AG

BGaccess(files,A)

Fig. 1. The BP-NFA γA

The attacks are mainly caused by the ignorance of how an authorization is derived.
This implies that we may resolve them by putting constraints on authorization prove-
nance. We follow the convention to model constraints as finite state automata [9]. We
work on non-deterministic finite automata (NFA). Let the alphabet of the automaton be
Σ = AG ∪ WFFpa ∪ {ε}. An NFA γ is a tuple (V,Σ, δ, v0, F ), where V is a finite set
of states, Σ is an alphabet, δ : V × Σ 	→ 2V is a transition function, v0 ∈ V is a start
state, and F ⊆ V is a set of accept states [10].

Definition 3 (Basic Provenance NFA (BP-NFA)). A basic provenance NFA is an NFA
(V,Σ, δ, v0, F ) that meets the two conditions: (1) |F | = 1, and (2) for any state v ∈ V
and any σ ∈ Σ, δ(v, σ) ⊆ F if and only if σ is of the form Bip. Suppose that F =
δ(v, φ); we say that γ ends with φ, denoted as endγ [φ].

The intuition of the two conditions is that each BP-NFA recognizes only one query at a
time. Given a provenance aware query q = DAEn

· · ·DAE1
Bip, we define a string over

Σ as snsn−1 · · · s1s0, where, for 1 ≤ t ≤ n, st = AEt\AEt−1 and s0 = Bip; denote
the string as str[q]. We say a BP-NFA γ recognizes q if γ accepts str[q].

Take the BP-NFA γA in Fig. 1 for example. Consider the access to
A’s files, which is authorized if one can prove DAGBGaccess(files ,A). γA
ends at BGaccess(files ,A). γA recognizes D{A,C}DCBGaccess(files ,A) but not
D{B,A,C}D{A,C}DCBGaccess(files ,A), for the string of the latter does not start withA.

Some constraints are put on a combination of authorization provenance but not a
single one. For example, the separation of duty policy sod〈pre, app〉 forbids any user
from executing both pre and app.

Definition 4 (Concatenated Provenance NFA (CP-NFA)). Given two BP-NFA, γ1 =
(V1, Σ, δ1, v0,1, F1) and γ2 = (V2, Σ, δ2, v0,2, F2), define the concatenation of γ1 and
γ2 as γ1 ◦ γ2 = (V,Σ, δ, v0, F ) such that V = V1 ∪ V2, v0 = v0,1, F = F2, and

δ(v, σ) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

δ1(v, σ) if v ∈ V1 and v �∈ F1

δ1(v, σ) if v ∈ F1 and σ �= ε

δ1(v, σ) ∪ {v0,2} if v ∈ F1 and σ = ε

δ2(v, σ) if v ∈ F2.

CP-NFA are used to recognize a set of queries. Denote the concatenation of two strings
str1 and str2 as str1 � str2. Given a set Q of provenance aware queries and a CP-NFA γ,
we say γ recognizes Q if Q = {q1, · · · , qn} and there exists a sequence 〈q1, · · · , qn〉
such that γ accepts the string str[q1] � · · · � str[qn].

Suppose that the request to pre (respectively, app) is accompanied with a proof
whose conclusion is DAEn

· · ·DAE1
BGpre (respectively, DAE′

n
· · ·DAE′

1
BGapp). Let X
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γpre :

AG

X BGpre γapp :

AG

X BGapp

γpre ◦ γapp :

AG

X BGpre ε

AG

X BGapp

Fig. 2. γsod = γpre ◦ γapp

be a meta-variable over AG. The CP-NFA γsod in Fig. 2 recognizes a combination of
requests of pre and app which are both issued by X , regardless of intermediate delega-
tion. For instance, γsod recognizes {D{A,X}DXBGpre,D{B,C,X}D{C,X}DXBGapp}.

Definition 5 (Constraints on Authorization Provenance). A constraint on authoriza-
tion provenance is a tuple 〈γ, sign〉, where γ is either a BP-NFA or a CP-NFA and
sign ∈ {+,−}. Given a setQ of provenance aware queries, we sayQ satisfies 〈γ, sign〉
if γ recognizes Q when sign = +, and γ does not recognize Q when sign = −. Given
a set C of constraints on provenance, we sayQ satisfies C if for all c ∈ C,Q satisfies c.

A constraint 〈γ,+〉 requires that the provenance of the involved authorizations matches
the pattern specified by γ, whereas 〈γ,−〉 means that the provenance must not be rec-
ognized by γ.

4.2 Example Constraints

Discretionary access control safety. We can express discretionary access control safety
by a machine which accepts the provenance starting with the owner of the object. Con-
sider again the BP-NFA γA in Fig. 1. Then the constraint 〈γA,+〉 requires the prove-
nance of BGaccess(files ,A) starts with A; that is, every access to A’s files originates
from A or her delegation.

Group-related constraints. We restrict an authorization to a group of users by 〈γgroup,+〉,
where γgroup is shown in Fig. 3. The BP-NFA γgroup specifies that only if the access
is directly requested by group members (in the sense that a member is at the end of the
provenance) would it be allowed.

γgroup :

AG

group BGp γblacklist : blacklist

AG

BGp

Fig. 3. Example BP-NFA related to groups

Also, blacklist can be enforced via a constraint 〈γblacklist,−〉. By this constraint,
any authorization with provenance beginning with a blacklisted user would be declined.
Traditional approaches to blacklisting may fall short in face of delegations, for they do
not take authorization provenance into account.
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Separation of duty. With γsod in Fig. 2, 〈γsod,−〉 enforces sod〈pre, app〉 in the tradi-
tional sense. However, it fails to enforce sod〈pre, app〉 in the presence of delegation.
For example, {D{A,B}DBBGpre,DABGapp} satisfies 〈γsod,−〉, but does not complies
with sod〈pre, app〉. With the BP-NFA γgen−pre and γgen−app in Fig. 4, the CP-NFA
γgen−sod = γgen−pre ◦ γgen−app checks if the requests of pre and app are both from
X , either directly or indirectly via delegation. The constraint 〈γgen−sod,−〉 prevents
users from circumventing sod〈pre, app〉 with the help of delegation.

γgen−pre :

AG

X

AG

BGpre γgen−app :

AG

X

AG

BGapp

Fig. 4. γgen−sod = γgen−pre ◦ γgen−app

Consumable resources. Some resources are consumable in the sense that the times of
usage are limited. For example, a member of board can invite at most two agents to a
conference by means of delegation; that is, her usage of invitation is limited. Let X be a
meta-variable over the members of board; the BP-NFA γconsume in Figure 5 recognizes
one consumption ofX’s invitation. Hence, 〈γconsume◦γconsume◦γconsume,−〉 forbids
X from inviting more than two users.

X AG BGpconsume

Fig. 5. γconsume

4.3 Enforcement

Suppose that the resource guard G needs to enforce a set C of constraints. We assume
G maintains a history H of provenance aware queries that correspond to previous au-
thorizations. Each time an authorization is granted, the associated query is added to H.
When a new access request arrives, G checks if the policy base entails the corresponding
query q; since proof-carrying authorization is used, this amounts to checking the proof.
If so, G proceeds to verify if C is satisfied by Algorithm 1. The request is allowed if
an answer “true” is returned; and H is updated to H ∪ {q}. Otherwise, the requested is
denied.

The algorithm can be optimized in several ways. First, when only constraints in-
volving BP-NFA are required, the history is not needed. Each time a request comes,
we check the corresponding query against BP-NFA. BP-NFA concerns a single agent’s
authorizations. On the other hand, CP-NFA often involves collusion among multiple
agents, which is more costly. Violations against BP-NFA seem more common. Second,
one may index historical queries with respect to CP-NFA; this is likely to avoid search-
ing through the history. Finally, constraints based on CP-NFA are usually temporary.
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Algorithm 1. Algorithm for enforcing constraints on authorization provenance
begin

foreach 〈γ, sign〉 ∈ C do
if γ is a BP-NFA then

if γ recognizes q then
if sign = − then return false;

else
if sign = + then return false;

if γ is a CP-NFA of the form γ1 ◦ · · · ◦ γm then
if endγ1 [BGp] ∨ · · · ∨ endγm [BGp] then

for each 1 ≤ t ≤ m, let H(γt) = {DAEn
· · · DAE1

BGp ∈ H ∪ {q} | endγt [BGp]};

foreach sequence 〈q1, · · · , qm〉 such that, for 1 ≤ t ≤ m, qt ∈ H(γt) do
if γ recognizes 〈q1, · · · , qm〉 then

if sign = − then return false;
else

if sign = + then return false;

return true;
end

For example, the constraint 〈γconsume ◦ γconsume ◦ γconsume,−〉 is only effective dur-
ing the conference; related queries can be discarded after the conference. This helps
reduce H’s size. We leave it to future work to investigate the optimization in detail.

5 Related Work and Conclusions

Various mechanisms have been devised to track, store, and query provenance in database
and file systems [7,11]. While one may borrow ideas from these techniques, it is not
clear how to adapt them into distributed authorization arena. Actually, authorization
provenance deserves investigation in its own right. For example, of importance to au-
thorization provenance are agents who affect the authorization, instead of the data in-
puts and the processes that the inputs undergo. Meanwhile, the security of provenance
attracts considerable efforts [2,4,8]; the aim is to protect the confidentiality and in-
tegrity of provenance information itself and to provide access control to provenance.
This paper, however, focuses on exploring provenance of authorization and its poten-
tial usage in access control area, but not on the security of provenance. Provenance is
related to the notion of causality. van der Meyden [12] discusses the relation between
causality and distributed knowledge. He argues that only a predefined set of agents may
cause an agent to know a proposition (i.e., certain information), otherwise the system is
considered insecure. Our work differs from [12] in two aspects. First, in distributed au-
thorization, the set of agents who may affect the knowledge of an agent can not always
be predefined; this uncertainty is a sacrifice for the flexibility via delegation. Second,
the emphasis of [12] is on defining secure systems in terms of information flow policies,
which defines the causal relation allowed among agents. It is hard to conceive of how
to define authorization provenance using the framework in [12]. The following on work
by Chong and van der Meyden [3] studies information flow properties using epistemic
logic under the similar framework. They put no emphasis on authorization provenance.

In this paper, we defined a notion of authorization provenance, based on the logic
DBT. We showed that this notion possesses a collection of interesting properties and
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thus captures the intuitions of authorization provenance. As an application of autho-
rization provenance, we also illustrated the specification and enforcement of a new type
of security requirements. There are several avenues for future work. On the one hand,
more efficient algorithms for enforcing constraints are worth pursuing; on the other
hand, we will consider the notion of roles when tracking provenance.
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Abstract. With a middle-agent based framework, we can expect to fig-
ure out a business model that is focused on distributors for win-win
situation by revealing the effect in cooperation and collaboration. Dis-
tributors can create good cooperation and collaboration by mediating.
We give an example of the collaborative development of new products
where a distributor mediated. We modeled distributors in a collaborative
development and implemented a tool for an agent-based simulation, in
which we imagined a product market. We investigated the role and effect
of middle agents, distributors. In addition, we proposed a framework for
a new business model.

Keywords: Middle Agent, Innovation, Business Model, Management of
Technology.

1 Introduction

In this paper, we propose a middle-agent-based framework to innovate a business
model to promote consensus building among many companies. This framework
is a tool to analyze what is needed for consensus building as well as the effect
and influence of collaborative development, which is unclear in the real world.
New knowledge about consensus building can be acquired with this framework.
Win-win relations for many companies can be realized by promoting consensus
building for multiple collaborative development among them.

Cooperation and collaboration help companies collect many resources as well
as creating new business and developing new products.

In the semiconductor industry, semiconductor companies develop Applica-
tion Specific Standard Products (ASSPs) in collaboration with user companies.
The collaborative development of products enables them to accurately acquire
a market’s need and create new technology, But building a consensus is difficult
because collaborative development with a user company causes misunderstand-
ings over multi-issues intimately related to each business. With whom and how
to build a consensus is an important problem in the collaborative development of
products. Many researchers have discussed the methodology of consensus build-
ing without discussing who will manage it. For example, Imada pointed out that
consensus building based on autonomy and individuality is more important than
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social integration by a central agreement and analyzed its structure and func-
tion without considering management behavior [3]. This situation is the same in
the methodology of contracts. Even though Ito discussed consensus building, he
concentrated on stakeholder’s profits.

In the real world, most transactions among companies are one-to-one. Our pa-
per focuses on consensus building in multiple collaborative development among
many companies. In this paper, we utilize middle-agent-based framework to pro-
mote consensus building among many companies. When we design a business
model among many companies in the real world, they not only match and adjust
in collaborative development but also promote and innovate a business model
(Section 2).

This paper is organized as below. The next section shows a concrete example
in which a semiconductor distributor mediated between semiconductor and user
companies while developing an ASSP. The third section shows a model for ne-
gotiating collaborative development transactions. The fourth section shows an
agent-based simulation result from that model. Finally, the last section provides
a conclusion.

2 Pachinko Manufacturer Needed a High-Performance
Graphic LSI (Large Scale Integration)

Pachinko manufacturers noticed that graphic LSI added an important element to
enhance the sense of fun. To solve this problem, Company B, a large pachinko
manufacturer, developed a graphic LSI in collaboration with a semiconductor
company.

B’s Approach to Graphic LSI. First, Company B tackled the development
of its own graphic LSI. It approached Company A, a semiconductor distributor,
who cooperated with AXELL, a semiconductor company with image processing
technology for animation and achievement. A proposed that the three parties
develop an ASSP together. B agreed and started development, which was dis-
continued soon. A proposed the productization of a graphic LSI as an alternative
to the development of ASSP to AXELL and B again. B abandoned its graphic
LSI but still wanted it, so they decided to participate in the productization of
a graphic LSI. This LSI sold rapidly, and in 2009, its sales achieved 23% of all
sales. It contributed to A’s achievement. In this paper, we analyze Company A’s
approach to the graphic LSI.

2.1 Why Did the Two Parties Fail to Build a Consensus?

Minimum demand quantity and demand function are two reasons why AXELL
and Company B failed to build a consensus.

The Reason Why Minimum Demand Quantity Prevented a Consen-
sus. AXELL and B had to agree about minimum demand quantity and demand
function. They failed to agree about the former. For AXELL, minimum demand
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quantity is the quantity that is replaced with these costs. For B, minimum de-
mand quantity is the amount of graphic LSIs that it could buy. Since Company B
didn’t need to cover the development and production costs, AXELL had to solve
this problem. B could buy not more than 50,000 graphic LSIs. The other hand,
AXELL had to sell not less than 300,000 graphic LSIs annually for FUJITSU
to produce them. B’s quantity was 50,000 and AXELL’s quantity was 300,000.
Building a consensus was impossible because of the huge disparity between these
two figures.

The Reason Why Demand Function Prevented a Consensus from Be-
ing Built. Let us think about demand function next. Functions can be classified
into three categories by how much they are demanded: required, convenient, and
specific. ”Must have” is an essential function for graphic LSIs. ”Nice to have”
is a recommended function but it isn’t essential. ”Specific” is a function that B
particularly demanded. When producing the ASSP, there was difference in the
demand function between AXELL and Company B. B demanded too many func-
tions. Generally in the productization of ASSPs, semiconductor companies give
priority to ”required” functions and avoid ”convenient” or ”specific” functions
because of the high cost of development and productization. B considered all
of functions ”required” and demanded all of them. On the other hand, for AX-
ELL, demand functions were those that each pachinko manufacturer recognized
as ”required.” AXELL didn’t know which functions were ”required.” B wanted
all functions; AXELL didn’t know which function was demanded. They couldn’t
build a consensus. Table I summarizes this situation. The huge difference in their
minimum demand quantity and demand function prevented them from building
a consensus. Failing to realize the productization of the ASSP is undesirable.

Table 1. Difference in minimum demand quantity and demand function

Item Company B AXELL

demand quantity Total 50,000/year Total 300,000/year

demand function

wanted all functions
all ”required”

7 essential functions

realize ”required” surely
didn’t realize ”nice to have” and ”specific”

didn’t know essential functions

2.2 Participation of a Semiconductor Distributor in Consensus
Building

Semiconductor Distributor Mediates to Build a Consensus. In this
example, we summarize how a semiconductor distributor filled the gap in the
minimum demand quantity and demand function over which they failed to agree.
Concerning minimum demand quantity, since Company A thought that it could
sell the graphic LSIs for pachinko to other companies, not only Company B,
they contracted to buy 300,000 LSIs with AXELL. This proposal filled the gap
in the minimum demand quantity between the supplier and the consumer. For its
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demand function, Company A inspected 20 pachinko manufacturers, whose cus-
tomers classified the functions demanded by Company B, and extracted the ”re-
quired” functions. This proposal, which was based on their investigation about
”required” functions, was important for AXELL who now recognized the func-
tions that they should develop. This investigation led to an LSI that contained
functions that Company B didn’t want, but it agreed with A’s proposal any-
way. The investigation also showed that there were ”specific” and unnecessary
functions because they caused a lack of internal memory if the contents become
complex. They also cost more and needed high technology to mount the sub-
strate. Due to mediation by A, the semiconductor distributor enabled AXELL
and B to fill the gap in the minimum demand quantity and demand function and
to build a consensus. Many competitors could get the same high-performance
graphic LSI as B but it was worth developing an LSI with ”required” functions
because they could differentiate their product from others by the contents. The
”required” functions secondarily simplified procurement for pachinko manufac-
turers and lowered market prices. Greater sales increased the profits for AXELL
and A.

3 Transaction Model in Product Development

In this section, we focus on distributors as middle-agent and model a co-
development transaction among suppliers and users. The model is utilized for
middle agent simulation to examine multiple co-development among many com-
panies.

We propose a middle-agent framework for co-development based on the sim-
ulation result. This framework is a tool in order to analyze both what condition
is needed for consensus building and how co-development affects companies,
which is unclear in the real world. New knowledge about consensus building
can be acquired with this framework. This framework can facilitate multiple
co-development among many companies.

3.1 Product Market

In this paper, we suppose a market where suppliers s, users b, and distributors
d develop products l and deals with product g. Product g is dealt with by two
parties, like the good in [7], but it is different from the good because the product
doesn’t exist initially. The product results from negotiation with a supplier and
a user. The product’s functions are decided in negotiation, so the same prod-
ucts aren’t always distributed. For example, if the product has not less than
three functions, it is denoted by g = (f1, f2, f3) with function f . The product’s
functions are decided by the suppliers, users, and distributors.

3.2 Agent

Suppliers sell products to users. Suppliers have technologies to develop functions
mounted on products. Each supplier can develop different functions. They have
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secret information about functions they can develop and each function’s price.
This price is calculated by the sum of cost c(f) and supplier’s profit ps(f). The
supplier’s utility from product g is profit ub(g) made by selling the product and
is calculated by Eq. 1:

us(g) = ps(g). (1)

Users buy products from suppliers and have secret information about the func-
tions that they demand and the valuation for function vb. They also have limita-
tions on maximum demand quantity. A user’s utility from product g is different
from the product’s valuation and its price and is calculated by Eq. 2:

ub(g) = vb(g)− c(g)− ps(g). (2)

Distributors play the role of both suppliers and users. They mediate with suppli-
ers and users to build consensuses. For this role, they collect secret information
from suppliers and users. When a distributor mediates a negotiation, even if a
supplier or a user tells the distributor its secret information, the information
doesn’t directly benefit the distributor. The information benefits the distributor
only when the distributor has a successful negotiation. The distributor hence
can collect secret information. Based on their technical and demand informa-
tion, distributors help suppliers and users agree on a product’s functions and
quantity. Distributors add their profit to the product’s price and sell it. The
margin is the distributor’s utility:

ud(g) = md(g). (3)

The utility each agent gets is uq when dealing with q products.

3.3 Transaction Process

Users propose their demand functions and negotiate with suppliers. Distributers
mediate the negotiation with two parties to help build a consensus We show three
kinds of interaction between different agents to explain the actions of suppliers,
users, and distributers in this market.

Suppliers and Users. We suppose a case in which a user directly negotiates
with a supplier, arranges a product’s functions, and handles it. Users propose
products with the functions they want to suppliers. In contrast, suppliers present
the proposed product prices. Users buy the product by price, and the transaction
succeeds with probability p(qs, qb), which is denoted by the supplier’s minimum
demand quantity qs and the user’s maximum demand quantity qb if the user’s
valuation exceeds the price presented by the suppliers. Compared with supplier’s
minimum demand quantity qs, the bigger user’s maximum demand quantity qb

is, the bigger probability p(qs, qb) becomes. That is, building a consensus is
difficult unless the user buys as many products as demanded by the suppliers.
The negotiation breaks down if the valuation is smaller than the price.
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Suppliers and Distributors. Consider the case in which suppliers interact
with distributors. Suppliers disclose their secret information to distributors. Such
secret information is their technology about which functions they can mount on
the product and how many products they demand. Distributors are third parties
who profit by effecting deals with suppliers and users. Suppliers tell distributors
their secret information because the distributors must produce a proposal on
which both parties agree to get a profit.

Users and Distributors. Now we examine a case between users and distrib-
utors. Distributors act as suppliers for users. In practical terms, this means
that users propose products to develop, not to suppliers, but to distributors.
Distributors check the user’s demand information and the supplier’s technical
information (each at function prices) to select a supplier as a trading partner.
They consider which functions the product should have and propose them. The
selected supplier presents its price to the distributor, based on the functions
that the proposed product has. Distributors also add profit to the price and
present this added price. The transaction succeeds with probability p(qs, qb) if
the user’s valuation exceeds the new price. Also between users and distributors,
the transaction depends on the supplier’s and the user’s quantities. Distributors
can search for other users in reference to each user’s demand information. Then
they help build a consensus by forging deals over the same product with other
users (Fig. 1).

Fig. 1. Model of distributor mediation

3.4 Proposal for Product Function by Distributors

Mediators propose product functions to ask users about their demands and re-
spond with supplier’s technology. The strategy proposed by product mediators
affects consensus building and each agent’s utility. In the real world, mediators
employ various strategies [1] [2]. In the semiconductor market, the semiconduc-
tor mediator proposed an LSI that has the functions wanted by many users,
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that is ”required” and sells them to the semiconductor company after agree-
ing with the quantity and the functions. On the other hand, a mediator might
propose a product that only responds to the user’s demand. In our model, ”re-
quired” and ”specific” functions are decided by user’s needs information that a
distributor collected. ”Required” functions are those that many users want. In
contrast, ”specific” functions are those that a few users want. There are other
kinds of distributors. One distributor wants larger margin for insurance. The
other distributor maximizes customer’s profit for a good co-development. In our
simulation, mediator agents used the following strategies:

A General demand
In this strategy, the distributor considers general demands based on demand
information that it collected to find the combination of functions that mixi-
mize the sum of each user’s valuation and proposes product ga that satisfies
Eq.4:

ga = argmaxg

∑

b

vb(g). (4)

B Customer demand
The distributor finds the combination of functions that maximize the cus-
tomer’s user’s valuation and proposes product gb that satisfies Eq. 5:

gb = argmaxgvb(g). (5)

C Myopia
In this strategy, the distributor finds a combination of functions that maxi-
mizes its own margin and proposes product gc that satisfies Eq. 6:

gc = argmaxgmd(g). (6)

D Hyperopia
Here, the distributor finds a combination of functions that maximizes the
sum of the utilities of the supplier and the user for whom the distributer is
mediating and proposes product gd that satisfies Eq. 7:

gb = argmaxg{us(g) + ub(g)}
= argmaxg (vb (g)− c (g)) . (7)

4 Simulation

4.1 Setting

We simulated a model in which suppliers, users, and distributors develop and deal
with products g, research the effect on distributors, distributors, and consider
the result. The simulation tool was developed in Java. In the simulation, we
randomly paired the number of agents * 100 times. The pair consists of two
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different kinds of agents. For example, there is no pair of a supplier and another
supplier. We ran 2,000 simulations and examined the average. The following
are the fixed parameters: 100 suppliers, 100 users, 20 functions, the maximum
number of functions the product has, the number of functions each supplier
can develop, and the number of functions users can demand. Distributors use
the general demand strategy and search for a supplier who can develop the
product most cheaply from the collected information and mediate a transaction.
In this simulation, the other agent parameters include supplier’s and user’s secret
information and the distributor’s margin.

4.2 Simulation Results

Effect on Distributors. Fig. 2 indicates the utility obtained by each agent
from the product transaction by the number of distributors. The horizontal
axis represents the number of distributors and the vertical axis represents the
utility values. Suppliers, users, and distributors got higher utility values when
distributors were involved. The average agent utility values increased because
the increasing rate of the supplier’s and the user’s utility values exceeded the
decreasing rate of the distributor’s utility value. Distributors increase the total
profit. The distributor’s utility value decreased because the number of distrib-
utors increased reflects competition among distributors. Trading partners are
hampered to some extent if suppliers and users make a deal. In contrast, distrib-
utors can get a profit whoever they mediate if they build a consensus. Suppliers
and users don’t intend to develop another product and make a deal once they
have satisfied the quantity condition. Therefore, the utility value average of the
distributors drops because distributors get less profit as the other distributors
gets. Fig. 3 shows the number of consensuses built by the number of distrib-

Fig. 2. Each agent utility Fig. 3. Number of consensuses

utors. The number increased when distributors existed. The more distributors
that existed, the more consensuses that were built. The number of consensuses
decreases when a supplier and a user negotiate directly without mediation as
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the number of distributors increases. A supplier and user can pair off without
mediation but the effect on mediating takes precedence over direct negotiation
and builds a consensus.

Examining Distributor Strategies. Here, we simulated which proposal strat-
egy benefits distributors or all agents and the character properties of each strat-
egy. The result without a distributor is shown for comparison. In the simulation
setting, the number of distributors is fixed to 5, and the other parameters are
the same as above. Each strategy is shown as follows: A: General demand, B:
Customer demand, C: Myopia, and D: Hyperopia. First, we compare strategies
A and B. The supplier’s utility value is higher in A, and the user’s utility value
is higher in B. The distributor of strategy A emphasizes many user needs to
broaden the market for the supplier. Therefore, the distributor probably isn’t
concerned about customer user needs, so the supplier’s utility value is higher
and the user’s one is lower in strategy A. The distributor of strategy B only
considers the customer user need, which is the product that contains ”specific”
functions so that the market becomes narrower. The supplier’s utility value is
lower and the user’s is higher in strategy B. The distributor of strategy C can’t
match suppliers and users because they behave selfishly. As a result, they can’t
help build a consensus and the utility value of all agents decreases. This situa-
tion is the same as having no distributor. In contrast, the distributor of strategy
D emphasizes the profit of both the supplier and the user without considering
their profit to simplify building a consensus; the distributor’s utility value also
increases. The result is indicated in Fig. 4.

Fig. 4. Agent utility by distributor strat-
egy

Fig. 5. Agent utility based on initial in-
formation

Impact on Secret Information. In this simulation, we examine how the in-
formation that distributors collect from supplier’s technology and user’s demand
affects negotiations. Originally, the information was collected from suppliers and
users during the transaction. But in this simulation, we gave the distributors
the initial information about all suppliers, all users, or both at the beginning
to examine the impact of the quantity of information and on what kind of in-
formation. Fig. 5 indicates the utility value of each agent based on the initial
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information. We assumed that the utility value of each agent increases when
distributors have information about both suppliers and users. In fact, the util-
ity value is highest when distributors have only the supplier’s information. User
information seems to inhibit profit. Distributors exploit user information to sell
products to many users. Fig. 3 also shows that consensuses increase as distribu-
tors broaden the market. Therefore, the average profit per transaction decreases
instead of broadening the market. By selling the same products to many users,
distributors have no chance in the future to sell suitable products to users who
already have them; the total utility value falls.

5 Conclusion

We focused on a middle-agent solution for consensus building with cooperation
and collaboration. For the purpose of proposing a middle-agent framework, we
modeled product transaction and ran simulations with it based on a concrete
example where a semiconductor distributor mediated. This framework is a tool
to analyze the condition and the effect on co-development, which is unclear in
the real world. New knowledge about consensus building can be acquired with
this framework. The model mediated by distributors as middle agents is a usable
framework for increases in the utility values of each agent and builds consensuses
when middle agents behave hyperopically. Under this condition, the average
profit per transaction decreases. By realizing win-win relations, this framework
can facilitate multiple co-development among many companies.
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Abstract. Cooperation among agents is critical for agents’ Artificial
Intelligence (AI). In multi-agent system (MAS), agents cooperate with
each other for long-term return and build such partnership in most of
the time. However, the partnership could be broken easily if one agent
did not or refused to grant a favor to another. Will it be helpful to MAS
or individual agent, if agent has controllable level of tolerance? That is
the main question of this paper. In order to find an answer, we propose
a cooperative strategy, “flexible reciprocal altruism model (FRAM)”. In
FRAM, agent has a controllable rate of tolerance and is willing to grant
favors for long-term return. Agent can determine whether to grant a
favor to another based on their past interactions. As a result, granting
unmatched favors by accident will not break the relationship between
two agents immediately. Experiments show that our strategy performs
well with different cost/value tradeoffs, numbers of agents, and load.

Keywords: Cooperation, Reciprocal Altruism, Multi-Agent System.

1 Introduction

A key idea behind multi-agent systems (MAS) is to establish cooperation be-
tween different agents so as to solve problems more effectively and efficiently than
a single agent can do. Example applications include cooperative target observa-
tion [1], foraging [2], and peer-to-peer systems [3]. What’s more, cooperation is
the precondition for further coordination, which is vital to improve the perfor-
mance of the entire system [4]. There are two modes to realize the cooperation
in multi-agent systems. One mode is two (or more than) agents fulfill a task and
share the reward, the other mode is reciprocal altruism.

Cooperation based on reciprocal altruism is a win-win situation for both multi-
agent systems and individuals. However, the agents typically have limited re-
sources and capabilities that restrict the amount of cooperation they can handle
at a given time. Thus, a decision mechanism is necessary for an agent to approve
or decline a coming request of cooperation. In an open system, such decision is
commonly made by the agent in an autonomous and distributed manner, since
the centralized control is absent in such system. For an agent, the approval of one
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request usually means the declination of another at the same time. Therefore,
such decision is not straightforward in an agent society, as in the analogous situa-
tions in human society. It is deserved to study inter-agent cooperation strategies
for the sake of both the society’s (i.e. the multi-agent system) performance and
the benefit of the intelligent agent itself.

One useful approach to agent cooperation is to consider the agents as provid-
ing favors to the other agents. Most of the existing work on favors has naturally
followed from some version of reciprocal altruism: one agent is willing to incur a
cost now to provide a value to another agent in return for (hopefully) receiving
value in the future from the other agent, who in turn will incur some cost. Ex-
isting work in reciprocal altruism in multi-agent systems has focused to date on
rational agents, trust, social laws, and reputation. We instead tackle the issue
from the viewpoint of cooperation with tolerance based on long-term return:
whether an agent is willing to help another agent depends on their interactive
history and the tolerance of agent (the degree of altruism). This flexible recip-
rocal altruism leads to direct consequences: if agent i refuses to do agent j a
favor, agent j will consider the coordinative history between them. If the dam-
age is not beyond the tolerance of agent j, agent j will keep the relationship with
agent i instead of retaliating at once. The mode we propose amortizes agent’s
loss over all previous interactions with another agent, and it’s more flexible and
encourages agents cooperate more and more.

2 Related Work

The social science and economics communities have devoted considerable atten-
tion to cooperation, in particular, the nature of altruism and why it evolved
cite[5][6]. Continuing the same line of reasoning, several researchers examined
how reciprocity and altruism effect the development of social agents [7][8][9][10].
More closely related to our work, Trivers examined how reciprocal altruism
evolved in nature[11].

Using Triver’s work as motivation, Axelrod developed some of the original
theory of cooperation in a game-theoretic setting [12]. He developed an evolu-
tionary model based on the probability that two agents would interact again
in the future, and showed how stable behavior arises, when agents exhibit de-
terministic reciprocity towards each other. Sen and his colleagues extended this
work to probabilistic reciprocity, using publicly available discount factors to en-
courage sharing of resources [13][14][15]. This is related to our approach and we
elaborate on a portion of this work in next section. Hazard further broadened
Sen’s work by using private discount factors.

Closely related to reciprocity and cooperative game theory is the notion of
trust and its extension in the form of reputation. Since interactions form the
basis of a multi-agent system, the multi-agent community has devoted consider-
able effort towards understanding trust in large scale systems [16][17]. Hand in
hand with trust is the idea of reputation [18][19][20]. While trust and reputation
are significant research areas within multi-agent systems, our flexible reciprocal
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altruism does not use either mechanism per se; instead it relies on historical
pairwise interactions.

3 Model Description

In our model (FRAM), an agent will achieve benefit by fulfilling tasks which on
the other hand can not be accomplished by any agent itself. Agent with task
will ask for help from others to achieve its goal. The agent who receives the
request from asker will decide whether to grant favors by considering the whole
history with the asker. The helper’s reciprocal behavior will lead to some cost
and it will not receive an immediate benefit in return. If the asking agent has
provided many significant favors in the past, the agent who receives the request
is willing to offer the grantee some unmatched favors in the future. By then,
a cooperative partnership is built up based on long term reciprocal altruism
Imagine that agent i is asking a favor from agent j and agent j is determining
whether to grant agent i a favor. Let favorji be the sum total value to agent j
of the favors which agent j has granted agent i up to this point and favorij is
the one which agent i has granted agent j. Let refuseji be the sum total value
to agent j of the favors which agent j has refused or failed to grant agent i up
to this point and refuseij is the one which agent i has done to agent j. Agent i
will grant the proposed favor if:

(favorji − favorij)− (refuseji − refuseij) + cost ≤ δ (1)

The first part of inequality (1), i.e. “( favorji - favorij ) - ( refuseji - refuseij )”,
stands for the interactive history between two agents, while “cost”, the second
part of the inequality, means the favor that agent i asks for from agent j. The
idea here is that the degree to which agent j will go out on a limb for agent i
is no more than the value of δ. The attribute δ is essentially a measure of risk
tolerance: highly altruistic agents may have a high value of δ, whereas risk-averse
agents will have a low value. If agent i and agent j never interact with each other,
there will be no history and it will lead to:

(favorji − favorij)− (refuseji − refuseij) = 0

Rearranging the inequality 1, we get:

cost ≤ δ (2)

Here shows that δ determents the degree of risk tolerance to help an unknown
agent. If δ is 1, it means agent can offer a favor (value 1) or accept a refuse
(value 1) from its partner. Along with the increasing value of δ, agent gets more
and more generous. When δ reaches certain value which is big enough, agent will
always help others without considering the transaction history and the behavior
of agent can be seen as complete altruism. When δ goes down to minus, agent
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will behave in a cautious way and will never take the risk to offer a favor first
until it receives other’s help with certain amount.

It’s worthwhile to compare FRAM with other strategies. Now consider a sim-
ple norm, Tit-for-Tat (TFT) which is well discussed by Axelrod [12], disregards
the relative history between two agents and the granting decision is only based
on the very last experience. Here, agent A will only grant B a favor if B offer
A the same amount of favor in the very last time-step. For Tit-for-Tat, agent
is simply copy the other’s behavior and ignore long history and other factors in
systems. TFT is a sensitive strategy when it encounters noise. Imagine if agent
A offered agent B a favor, but B did not receive it due to noise. In TFT systems
described above, ultimately each agent believes the other owes it, and refuses
further interactions. This is called Trembling Hands effect.

We have considered two extreme situations, good man and cheater. Good-man
is a certain kind of agent who will always grant favors without considerations of
its own gain and loss. Good-man keeps the relationships with anyone in system
and maximizes system utility. It is easy to notice that the main shortcoming of
good-man is its cost from unmatched granting favors. On the other hand, cheater
always wanders among agents and asks for help greedily, but never help others
in return. Good-man will never detect (or detect but ignore) cheater’s greedy
behavior for its optimism, if it meets cheater. If Tit-for-Tat meets cheater, it will
refuse to grant any favor once it is betrayed. Since Tit-for-Tat never receives any
help from cheater, it will terminate the relationship forever. In our model, if an
agent A meets an unknown agent B (cheater) for the first time, A will always
agree to offer B a small favor no greater than δ. If B keeps asking for unmatched
favors, agent A will refuse to help.

4 Experimental Design

Our experimental problem is an abstraction of common basic factory floor mod-
els. In order to force agents cooperate with others, every task in our experiments
needs two agents to complete. In every time step, certain numbers of tasks are
put into the community. New tasks stochastically arrive to some agents. Every
agent with task has to ask another random free agent for a favor to fulfill it.
Agent who receives the request considers whether to help based on inequality 1.
If it refuses to grant a favor, the agent with task loses the chance to accomplish
the task and the task will be dropped on the floor. Since the utility of agent is
limited, an agent can only grant a favor once in a time step. If an agent who has
already offered a favor in a time step receives another request, it has to refuse
for the reason of being busy. Both grantor and grantee (or refuser) update their
interaction history.

In our experiments, the number of agent (N) and the number of task (M) put
into systems are constants. We add a new attribute K to stands for the ratio of
N/M. We suppose all tasks have the same cost and the same benefit. The ratio
of gain and loss (G) will be analyzed. The δ is the most important Parameter
will be analyzed as well. Each set of parameter values is used to simulate 5 runs,
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where each run consists of 10,000 time-steps. This number of rounds is chosen
to derive a stable distribution of population characteristics.

5 Results

Our primary statistics are number of tasks performed by all the agents in systems
and the performance of individuals in the allotted time. We choose these two
statistics for different reasons. The first statistic can describe the utility of MAS
with different kinds of strategy (good-man, TFT, FRAM). The second statistic,
the performance of individuals, includes the amount of favor which an individual
has offered, the amount of refuse which an individual has given and the total
value (based on different benefit-to-cost Ratio) an individual can get in the
allotted time.

Fig. 1. Total number of tasks per time-step for 200,100 and 30 agents (K=N/M=2) in
different systems. (10,000 time-steps).

5.1 Experiment 1: Good-Man, TFT and FRAM

Firstly we compare three different strategies in their own experiment systems.
In each system, all the agents use one of three strategies above to coordinate
with others. We choose the number of tasks performed by all the agents as our
primary statistics to compare the utility of different systems.

Fig. 1 shows the number of tasks done for 10,000 time-steps. As would be
obvious, good-Man never refusing others except being occupied resulted in the
most number of tasks being accomplished (see Fig. 1a). When number of agent
(N) was 200, 63.36% tasks were done in good-man community. When N was 100,
63.56% tasks were done. When N was 30, 64.44% tasks were done.
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On the other hand, TFT got lower and lower numbers of tasks completed
with time going by (see Fig. 1b). Once an agent got a refuse from its partner, it
would revenge in next time-step and the partner would repay in kind, and so on.
Thus, the performance of Tit-for-Tat was getting more and more terrible and
agents stopped helping each other in the end.

Although we set very small value of δ (only 1) in FRAM model, cooperation
could still continue among agents (see Fig. 1c). The the rate of task done was
lower than Good-man but still considerable. When N was 200, 51.14% tasks were
done. When N was 100, 51.16% were done. When N was 30, 51.74% tasks were
done. Once refuse would not lead to a break of partnership. Agents were patient
in a limited level and helped each other for lone-term return.

5.2 Experiment 2: Task Load, Number of Agents, Degree of
Altruism

We use the model we propose (FRAM) in this experiment. We intend to figure
how the values of task load (M), number of agents (N), the ratio of N/M (K)
and the degree of altruism (δ) influence agents’ interactions. We still choose the
number of tasks performed by all the agents as our primary statistics to compare
the utility of systems with different factors.

Fig. 2. Rate of tasks done with different K in FRAM systems (δ=1,time-steps=10,000)

We tested systems with different values of K at first. We set the value of δ=1
in this part of experiment. As shown in Fig. 2, K influenced the performance of
cooperation dramatically. The rate of tasks done was getting bigger and bigger
when K increased. It was easy to understand that the biger K, the more free
agents in systems. This led to lower rate of being busy when agent was asked to
offer a favor.

We tested systems with different values of δ secondly. We set the value of K=2
in this part. As we can see in Fig. 3, bigger δ made agents be more tolerant and
refused others less. Another interesting issue shown in Fig. 3 is when δ was big
enough (reached 30), the rate of tasks done was almost equivalent to the rate of
good-man model.
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Fig. 3. Rate of tasks done with different δ in FRAM systems (K=2,time-steps=10,000)

In order to disclose the influence of δ, we set N, M and K constants and
increased the value of δ gradually. Fig. 4 shows the rate of tasks done rose
sharply at the beginning when δ was from 1 to 3 (rate changed from 61.59% to
73.14%), and then it rose smoothly when δ was from 4 to 9 (rate changed from
73.14% to 73.69% ). If δ increased over 10, the rate of tasks done was almost
stable and changed less than 3%.

Fig. 4. Total ratio of tasks done with different δ in FRAM systems. (N=200, K=3,
time-steps=10,000).

5.3 Experiment 3: Mixed Models

In this experiment we choose mixed types of agent (two or more than two strate-
gies) and observe their different performances. Instead of total number of tasks
fulfilled, we used the performance of individuals as statistic, which includes the
amount of favor an individual has provided, the amount of refuse an individual
has given and the total value an individual can get in the allotted time.

In this part, there are four kinds of agents in the community, cheater, good
man, TFT and FRAM with different δ. We try to find out which strategy is
optimal in mixed systems. With the numbers of tasks done and the numbers of
favors offered by each kind of agents, we can compare the performance of the
agents by calculating their gain and loss. In this section, there are two main
factors could affect the result. The first factor is the number of different type
of agent in the system (agent distribution), the other one is the ratio of gain
and loss. In our experiment, an agent will get benefit (gain) if it gets help from
others and it will make loss if it offers help to others.
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We calculate the profits of the agents with different strategies, as shown in
Fig. 5 and Fig. 6, respectively. In Fig. 5, the number of cheaters is small (8)
and most agents in the system are cooperative including good man, TFT and
FRAM. When the ratio of gain and loss is small (less than 1.2:1, see Fig. 5a),

Fig. 5. Average scores of different agents, time-steps=50,000, sampling step=2000,
Agent numbers: good man=8, TFT=9, cheater=8, FRAM=75

Fig. 6. Average scores of different agents, time-steps=50,000, sampling step=2000,
Agent numbers: good man=5, TFT=5, cheater=50, FRAM=40
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the best strategy is cheater. Along with the increasing ratio, the performance
of cheater is getting down, and FRAM is getting better and better (see Fig. 5b
and Fig. 5c).

In Fig. 6, the number of cheater is big (50) and that means the half agents in
the system will not cooperate with others. As we can see, when the ratio of gain
and loss is small (1.5:1, see Fig. 6a), good man lost lots of value. With the setting
of 50 cheaters in the system, we have to increase the ratio to more than 2 if we
want to protect good man (see Fig. 6b and Fig. 6c). Compare Fig. 5 and Fig. 6,
we can see that increasing the ratio of gain and loss will help “good” agents to get
higher scores. Bigger number of cheaters affects good-man strategy dramatically
but can not affect FRAM. TFT strategy is never the best but never the worst.
FRAM always performs steadily. But we do not find a universal optimal strategy
on the basis of our different assumptions.

6 Conclusions and Future Work

We have presented a simple formula which enables agents to cooperate with each
other with a certain level of tolerance to achieve long-term return. Though at
any time an agent can cheat another agent and walk away, the second agent’s
amortized loss is bounded. This optimistic approach allows agents to optimize the
collective performance of the system, and is particularly apropos to environments
with moderate numbers of agents, significant and highly variable task load, and
moderate noise.

For future work: our existing approach lacks a time-discounting procedure:
agents have perfect memory of all previous interactions. We have not yet ex-
amined the effects of different ways of doing this. We may also examine possi-
ble approaches to transitivity of agents’ experiences, and agent can determine
whether to grant a favor from neighbors’ or partners’ interaction history. Last,
we have not experimented with self-adapting values of δ. It might be helpful to
consider dynamic δ values, producing nonlinear functions or ones designed to
cut off free-riders more effectively.

Acknowledgments. This work is partly supported by the Natural Science
Foundation of China as a key project under grant no. 71031002.
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Abstract. This paper introduces a Vietnamese text-based conversa-
tional agent architecture on specific knowledge domain which is inte-
grated in a question answering system. When the question answering
system fails to provide answers to users’ input, our conversational agent
can step in to interact with users to provide answers to users. Experimen-
tal results are promising where our Vietnamese text-based conversational
agent achieves positive feedback in a study conducted in the university
academic regulation domain.

1 Introduction

A text-based conversational agent is a program allowing the conversational in-
teractions between human and machine by using natural language through text.
The text-based conversational agent uses scripts organized into contexts compris-
ing hierarchically constructed rules. The rules consist of patterns and associated
responses, where the input is matched based on patterns and the corresponding
responses are sent to user as output.

We focus on the analysis of input text in building a conversational agent.
Recently, the input analysis over user’s statements have been developed following
two main approaches: using keywords (ELIZA [10], ALICE [9], ProBot [7]), and
using similarity measures (O’Shea et al. [6], Graesser et al. [1], Traum [8]) for
pattern matching. The approaches using keywords usually utilize a scripting
language to match the input statements, while the other approaches measure
the similarity between the statements and patterns from the agent’s scripts.

In this paper, we introduce a Vietnamese text-based conversational agent ar-
chitecture on a specific knowledge domain. Our system aims to direct the user’s
statement into an appropriate context. The contexts are structured in a hierar-
chy of scripts consisting of rules in FrameScript language [3]. In addition, our
text-based conversational agent was constructed to integrate in a Vietnamese
question answering system. Our conversational agent provides not only informa-
tion related to user’s statement but also provides necessary knowledge to support
our question answering system when it is unable to find an answer.

In section 2, we provide some related works about the text-based conversa-
tional agents, the FrameScript scripting language [3], and present our overall
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conversational agent architecture in section 3. We describe our experiments and
discussions in section 4. The conclusion and future works will be presented in
section 5.

2 Related Works

2.1 Text-Based Conversational Agents

ELIZA [10] is one of the earliest text-based conversational agents based on a
simple pattern matching by identifying keywords from user’s statement. ELIZA
then transforms the user’s statement into an appropriate rule and generates
output response.

ALICE [9] is a text-based conversational agent as chat robot utilizing an
XML language called Artificial Intelligence Markup Language (AIML). AIML
files consist of category tags representing rules; each category tag contains a pair
of pattern and template tag. The system searches the pattern according to user’s
input, and produces the appropriate template as a response. O’Shea et al. [6]
proposed a text-based conversational agent framework calculating the similarity
between patterns from scripts and the user’s input. The highest ranked pattern
is selected and its associated response is returned as output. Graesser et al. [1]
presented a conversational agent called AUTOTUTOR matching input state-
ments in the use of Latent Semantic Analysis. Traum [8] adapted the effective
question answering characters [2] to build a conversational agent also employing
Latent Semantic Analysis for pattern matching.

Sammut [7] presented a text-based conversational agent called ProBot that
is able to extract data from users. ProBot’s scripts are typically organized into
hierarchical contexts consisting of a number of organized rules to handle unex-
pected inputs. Concurrently, McGill et al. [3] derived from ProBot’s scripts [7]
build the rule system in FrameScript scripting language. FrameScript [3] provides
the rapid prototyping of conversational interfaces and simplifies the writing of
scripts.

2.2 FrameScript Scripting Language

FrameScript [3] is a language for creating a multi-modal user interfaces. It evolves
from Sammut’s Probot [7] to enable rule-based programming, frame representa-
tions and simple function evaluation.

Each script in FrameScript includes a list of rules matched based on input
statements and used to give an appropriate response. Rules are grouped into
particular contexts of the form: context_name :: rule_set. The scripting rules
in the FrameScript language consist of patterns and responses with the form:
pattern ==> response.

Every context is represented as a script, and a script is considered as a topic
in a domain. The domain is responsible for ensuring that the input statement
is matched according to the correct scripts. A script has a trigger to determine



A Vietnamese Text-Based Conversational Agent 701

whether or not an input activates that context or topic. If the trigger does not
exist, any input will activate the topic. If an input is matched with a topic’s
trigger, the topic becomes the current context and the current topic.

Pattern expressions allow the use of the alternatives and existing pattern
expressions. Response expressions contain two different types: sequences and
alternatives. Sequence of responses has a list of possible responses surrounded
by brackets: [response 1 | response 2 | ... | another response]. Responses utilize the
‘#’ and ‘∧’ to perform actions such as to change the current context. For example,
#goto(a_script) or #goto(a_script, <<trigger>>) transforms a conversation
or interaction from the current context to another one. If ‘∧’ is followed by an
integer, the numbered pattern component associated with the integer is placed
in the output response. Some examples using ‘∧’ are described in our companion
paper [5].

Fig. 1. Architecture of our Vietnamese text-based conversational agent

3 Text-Based Conversational Agent for Vietnamese

The architecture of our text-based conversational agent is shown in figure 1, in
which our Vietnamese question answering system is similar to VnQAS [4].
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Our question answering system consists of two components: the Natural lan-
guage question analysis and the Answer retrieval. The communication between
two components is an intermediate representation of the input question. If our
Vietnamese question answering system is unable to give an answer for a user’s
question, the question will be considered as the input for our conversational
agent. Our contribution focuses on presenting a Vietnamese text-based conver-
sational agent as a backup component to provide necessary information related
to the user’s question.

The architecture enables the construction of hierarchical rules for
conversational contexts using FrameScript language [3]. There are two steps
to build these conversational contexts hierarchically: determining separate con-
texts and identifying hierarchical contexts. The first step identifies all possi-
ble contexts as well as the transitions between contexts. The next step is used
to organize these contexts into a hierarchy which can handle unexpected
inputs.

Table 1. Script examples of “subjects”

mon_hoc_tien_quyet ::

trigger{* môn học tiên quyếtprerequisite subject *}
* môn học tiên quyếtprerequisite subject * ==>

[ Môn học tiên quyết của một môn học là môn học bắt buộc sinh viên phải
hoàn thành trước khi học môn học đó. Bạn có muốn biết thêm thông tin về

môn học điều kiện?

The prerequisite subject of a subject is a imperative subject that students must have

completed before learning that subject. Do you want to know about the conditional subject? ]
{* CóY es * | * cóyes * } ==>

[ #goto(mon_hoc_dieu_kien, <<* môn học điều kiệnconditional subject *>>) ]
{* KhôngNo * | * khôngno * } ==>
[ Bạn có muốn biết thêm thông tin về khóa luận? #goto(khoa_luan)

Do you want to know about the thesis? ]
;;

mon_hoc_dieu_kien ::
trigger{* môn học điều kiệnconditional subject *}
* môn học điều kiệnconditional subject * ==>

[ Môn học điều kiện là các môn học giáo dục thể chất, giáo dục quốc phòng

– an ninh và kỹ năng mềm. Bạn có muốn biết thêm thông tin về khóa luận?

The conditional subjects are subjects such as health education,national defence education

, and soft skills.Do you want to know about the thesis? ]
{* CóY es * | * cóyes * } ==> [ #goto(khoa_luan) ]

{* KhôngNo * | * khôngno * } ==>
[ Bạn muốn biết thông tin gì?What information do you want to know ? ]
;;
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3.1 Determining Separate Contexts

Given an input statement, the system will identify the current context. The cur-
rent context is determined by matching pattern expressions of rules to produce
associated responses, and to possibly transform to a next context or turn to a
previously visited context.

The hierarchical rules are organized into contexts, therefore, the transforma-
tion among contexts are based on the change of states from a script to other
scripts by using the transformation rules. These transformations depend on the
first step aiming to control the conversational stream into the specific knowledge
domain. In table 1, scripts “mon_hoc_tien_quyet” and “mon_hoc_dieu_kien”
represent contexts of “môn học tiên quyếtprerequisite subject” and “môn học điều
kiệnconditional subject” respectively. Both of example scripts representing the cor-
responding contexts have a trigger to identify a matched input to become cur-
rent context. These scripts contain the transformation rules in the form of
#goto(a_script) to change the state of current context.

When our text-based conversational agent encounters user’s question: “môn
học tiên quyết là gì?” (“What is the prerequisite subject?”). The trigger of script
“mon_hoc_tien_quyet” will process this input, and context “môn học tiên quyết
prerequisite subject” will become the current context. If user replies with “CóY es”
for the question:

“Bạn có muốn biết thêm thông tin về môn học điều kiện?”
“Do you want to know about the conditional subject?”

the response expression in transformation rule will perform changing the current
context to the context “môn học điều kiệnconditional subject”. In table 2, we have
an example of the transformation between these contexts.

Table 2. Transformations between contexts

User: môn học tiên quyết là gì? What is the prerequisite subject?

CA: Môn học tiên quyết của một môn học là môn học bắt buộc sinh viên phải

hoàn thành trước khi học môn học đó. Bạn có muốn biết thêm thông tin về

môn học điều kiện?

The prerequisite subject of a subject is a imperative subject that students must have

completed before learning that subject. Do you want to know about the conditional subject?

User: Có. Tôi muốn biết.Y es. I want to know.

CA: Môn học điều kiện là các môn học giáo dục thể chất, giáo dục quốc phòng

– an ninh và kỹ năng mềm. Bạn có muốn biết thêm thông tin về khóa luận?

The conditional subjects are subjects such as health education, national defence education,

and soft skills. Do you want to know about the thesis?

User: Tôi không muốn biết về nó.No, I do not.

CA: Bạn muốn biết thông tin gì?What information do you want to know ?
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Table 3. Order of transformation rules

mon_hoc ::
trigger{* môn họcsubject *}

* môn học tiên quyếtprerequisite subject * ==>
[ #goto(mon_hoc_tien_quyet, ∧0) ]

* môn học điều kiệnconditional subject * ==>
[ #goto(mon_hoc_dieu_kien, ∧0) ]

* môn họcsubject * ==>

[ Các loại môn học gồm có các môn học bắt buộc, các môn học tự chọn,
các môn học tiên quyết của một môn học, các môn học điều kiện và khóa luận.

The subjects consist of imperative subjects, optional subjects, prerequisite subjects,

conditional subjects and thesis. ]
;;

quy_che_dao_tao ::
* môn học tiên quyếtprerequisite subject * ==> //Rule 1

[ #goto(mon_hoc_tien_quyet, ∧0) ]

* môn học điều kiệnconditional subject * ==> //Rule 2
[ #goto(mon_hoc_dieu_kien, ∧0) ]

* môn họcsubject * ==> [ #goto(mon_hoc, ∧0) ] //Rule 3
;;

3.2 Identifying Hierarchical Contexts

After determining the separate contexts, contexts would be arranged into a hier-
archy to handle unexpected inputs. Therefore, the second step is used to identify
the relation among contexts. Specifically, this is the relationship between super-
context and its sub-contexts. A context is the super-context of other contexts if
the transformation rule for this context is placed after the transformation rules
for the sub-contexts. This aims to recognize the suitable contexts to satisfy input
statements.

In table 3, we have the context “môn học subject” represented by script
“mon_hoc”, and its two sub-contexts “môn học tiên quyếtprerequisite subject”
and “môn học điều kiện conditional subject”. Assuming context “quy chế đào tạo
academic regulation” described by script “quy_che_dao_tao” is being the cur-
rent context, and the Rule 3 is placed in front of both Rule 1 and Rule 2 in
script “quy_che_dao_tao”, with the input statement: “môn học tiên quyết là gì
What is the prerequisite subject ?” or “môn học điều kiện là gì What is the conditional

subject ?”, the current context is always moved to context “môn họcsubject” with-
out transforming to appropriate contexts. Therefore, the output response pro-
viding definition of “môn họcsubject” does not satisfy user’s requirement.

Consequently, the transformation rule for super-context must be constructed
to follow transformation rules for its sub-contexts as shown in the script
“quy_che_dao_tao” in table 3. The transcript of dialogue described in table
4 illustrates the ordered transformation among those contexts.
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Table 4. Ordered transformation between contexts

User: Các loại môn học trong giảng dạy tín chỉ?

Which kinds of subjects are in the credit−based teaching?

CA: Các loại môn học gồm có các môn học bắt buộc, các môn học tự chọn,
các môn học tiên quyết của một môn học, các môn học điều kiện và khóa luận.

The kinds ofsubjects consist of imperative subjects, optional subjects, prerequisite subjects,

conditional subjects and thesis.

User: môn học điều kiện là gì?What is the conditional subject?

CA: Môn học điều kiện là các môn học giáo dục thể chất, giáo dục quốc phòng

– an ninh và kỹ năng mềm. Bạn có muốn biết thêm thông tin về khóa luận?

The conditional subjects are subjects such as health education, national defence education,

and soft skills. Do you want to know about the thesis?

User: Tôi không muốn biết về nó.No, I do not.

CA: Bạn muốn biết thông tin gì?What information do you want to know ?

4 Experiments and Discussion

4.1 Experimental Results for Vietnamese Text-Based
Conversational Agent

For this experiment, we built conversational interactions of 16 contexts from a
chapter in the academic regulations of the Vietnam National University, Hanoi.
Our goal is to support students understanding the academic regulations of the
university via a question answering system.

Table 5 describes the transformations among contexts. The conversational
interactions between users and our Vietnamese text-based conversational agent
start at the default context considered as current context named “quy chế đào
tạoacademic regulation”. The following context “hình thức dạy họcteaching form”
gives students the common information about teaching forms in the university.
Then contexts of “tự học bắt buộcimperative self−study”, “lên lớpon class” and “thực
hànhpractice” aim to detail kinds of teaching forms. Table 5 also shows that
the conversational interactions may generate repeated transformations among
contexts such as “giờ tín chỉcredit hour” and “tín chỉcredit”. Thus we use a method
for logging these interactions in order to propose the change to another context.

In our experiment, we collected the inputs from 30 students interacting with
our Vietnamese text-based conversational agent. A session contains all commu-
nications between one student and the system. On average, a student has 14
interactions (inputs) with the system in a session to retrieve the desire infor-
mation. We had in total 417 interactions from 30 students. When a response of
user input correctly provides the desire information, this response is regarded as
satisfying the requirement of students. We achieved an accuracy of 79.4% with
331 input statements having satisfying response from our system.
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Table 5. List of transformations among contexts

Context Transferred contexts

quy địnhregulation hình thức dạy họcteaching form, tín chỉcredit

hình thức dạy học

teaching form

lên lớpon class, thực hànhpractice,

tự học bắt buộcimperative self−study

lên lớpon class thực hànhpractice, tự học bắt buộc imperative self−study

thực hànhpractice tự học bắt buộcimperative self−study, lên lớpon class

tự học bắt buộc

imperative self−study

lên lớpon class, thực hànhpractice

tín chỉcredit chương trình đào tạo training program, giờ tín chỉcredit hour

chương trình đào tạo

training program

hình thức đào tạotraining form

giờ tín chỉcredit hour tín chỉcredit, môn họcsubject

môn họcsubject môn học bắt buộcimperative subject,
môn học tự chọn optional subject,

môn học tiên quyếtprerequisite subject,
môn học điều kiệnconditional subject,
chương trình đào tạotraining program,

khóa luậnthesis

Table 6. Unsatisfying analysis

Reason Number of user inputs

Constructing of patterns is not appropriate 75
Organizing of hierarchical contexts is not compatible 11

Table 6 presents the error analysis for the 86 inputs which their responses did
not satisfy the students. The causes came from the construction of patterns and
the organization of hierarchical contexts. It clearly shows that most cases come
from constructing patterns of rules. This could be easily rectified by refining
or adding more script rules. Table 7 shows the students’ degree of satisfaction
when interacting with our conversational agent. We provided a scale of 1 to 5
for 30 students to separately evaluate based on the information provided by our
text-based conversational agent, that is, 1: bad, 2: normal, 3: good, 4: very good,
5: excellent. The feedback is that most students find the system interesting and
highly value the system because of its practical use. To the best of our knowledge,
this is the first text-based conversational agent for Vietnamese.

Table 7. The satisfied degree of students

Degree of satisfaction 1 2 3 4 5

Number of students 3 1 13 9 4
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4.2 Discussion

Because constructing rules depends on the identification of super-contexts and
their sub-contexts in Vietnamese, so it causes difficulties in designing the hierar-
chy of contexts. Consequently, we want to simplify this designing phase according
to the process of semantic knowledge acquisition. We built additional scripts as
shown in our companion paper [5] to detect noun phrases, question phrases and
relation phrases or semantic constraints between them for Vietnamese. Using
these scripts, we constructed pattern expressions and got the suitable phrases
from response expressions. These phrases actually are keywords which may be
used as patterns of rules in the hierarchical contexts.

In addition, our Vietnamese text-based conversational agent is integrated with
our ontology-based Vietnamese question answering system [4] to form a general
system. Our goal is to retrieve the necessary information from user’s utterance to
support our Vietnamese question answering system in providing answers to users.
We consider the process that the Answer retrieval component similarly measures
between elements of the intermediate representation of user’s question and the
ontology’s elements. In case of ambiguity for the similarity among ontology’s
elements is still present, the system will interacts with the users by presenting
different options to get the correct ontology’s elements. In this process, we can
construct the supplemental scripts to solve ambiguities from ontology knowledge
base. Using these scripts, we can retrieve the suitable elements from ontology
through the conversational contexts structured based on the given ontology.

5 Conclusion

In this paper, we proposed a Vietnamese text-based conversational agent archi-
tecture as backup component integrated with our Vietnamese question answer-
ing system to form a general system. We focused on presenting an approach to
construct the hierarchical contexts consisting of organized rules over a specific
knowledge domain. There are two steps to construct the conversation contexts:
the first step to identify the transformations from a context to other contexts,
and the second step to organize these contexts into a hierarchy to handle un-
expected inputs. Our contribution is to provide the suitable information related
to users’ statements and to retrieve the necessary knowledge to support our
question answering system in providing answers.

The experimental results are promising, with positive evaluation from users for
our Vietnamese text-based conversational agent. To the best of our knowledge,
this is the first Vietnamese text-based conversational agent to enable users to
interact with the system via a natural language interface.

In the future, our text-based conversational agent will be extended not only
to communicate with users but also to get the necessary information related
to ontology knowledge base from input utterances. We will build scripts to re-
solve the ambiguity between elements of ontology such as the similarity of string
names among classes or instances in the ontology. The constructed scripts would
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be utilized to generate options in order to obtain terms from conversational in-
teractions with users.
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Abstract. The fuzzy measure of competitiveness criteria can be used to enligh-
ten policy making for enhancing national competitiveness. However, fuzzy  
densities and interactions among criteria are usually unknown or uncertain for 
implications thus making analysis complicated and hard. This research proposes 
an extended fuzzy measure to non-additively (or called super-additively) aggre-
gate preferences and implication possibilities into utilities or values, and then 
implies competitiveness features, patterns, and trends based on the utilities or 
values. Technically, the dominance-based rough set approach (DRSA) is used 
to transform ‘if…then...’ implications into fuzzy densities. For illustration, the 
extended fuzzy measure is applied on World Competitiveness Yearbook 2011 for 
analyzing Greece, Italy, Portugal, and Spain, then how making policy for avoid-
ing debt crisis and enhancing national competitiveness. 

Keywords: fuzzy measure, national competitiveness, dominance-based rough 
set approach (DRSA), World Competitiveness Yearbook (WCY). 

1 Introduction 

The fuzzy measure can highlight component information in analyzing features [1, 2], 
patterns [3, 4], and multi-criteria decision making (MCDM) [5, 6, 7, 8]. However, 
applying its advantages on national competitiveness has two challenges. Firstly, the 
fuzzy densities are usually unknown and identifying fuzzy densities becomes uncer-
tain when facing a big number of densities. Secondly, the mixed interaction effects as 
shown in Table 1 might cause ambiguity, thus making analysis complicated and hard 
[9, 10, 11, 12]. The three typical interaction types are additive, sub-additive, and su-
per-additive effects. The additive type represents that interaction effect matches the 
expectation of assuming the components independent. The sub-additive interaction, 
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however, yields some substituted effects replacing the expected effect, while the su-
per-additive interaction yields an extended effect in addition to the expected.  

Table 1. The mixed interaction effects 

Interaction types Interaction effects 
Super-additive effects Complicated with additional effects to the expected 

Additive effects The expectation of assuming components to be independent  
Sub-additive effects Complicated with substituted effects replacing the expected 

 
Our strategies to the challenges above are described in the following points.  

 Replacing the independent densities by implication densities called the condi-
tional fuzzy densities (CFD) which can be indifferently measured. It can make 
fuzzy measure identification easier when facing a huge number of criteria and 
endow ‘if…then…’ implications into densities.  

 Integrating preferences and CFD to fuzzily measure utilities or values. The 
measuring function is called the extended fuzzy measure which can transform 
the aggregation into utility or values. The utilities or values thus can verify 
boundaries for the interaction effect.  

To fulfill these two strategies a methodology is designed in Figure 1 initially with a 
dominance class, unknown CFD, unknown -fuzzy measure, and two proposed 
models. The first model uses the dominance-based rough set approach (DRSA) to 
solve CFD and the second model is the extended fuzzy measure.  

 

 

Fig. 1. The proposed methodology 

This paper has two main parts. The first is the development of the proposed mod-
els. The second is a case study about competitiveness features, patterns, and trends for 
Greece, Italy, Portugal, and Spain. The remainder of this paper is organized as fol-
lows: Section 2 reviews techniques of fuzzy measure and DRSA, Section 3 proposes 
the extended fuzzy measure for solving non-additive problems in real world, Section 
4 lists the results, Section 5 presents discussions and implications, and finally con-
cluding remarks are offered to close the paper. 

2 Literature Review 

Sugeno presented the theory of fuzzy measures as a means of expressing fuzzy sys-
tems in 1974 [5, 9]. The reviewing of the Sugeno’s definitions is described in Table 2 
with a set, , and a set function  called a fuzzy measure for the subsets,  
of .  

λ

 Conditional 
fuzzy  

density

Extended
fuzzy

measure 

Factors 
correlation DRSA 

Q ( )g ⋅ ( ),Qβ
Q
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 Table 2. The definition of fuzzy measure by Sugeno 

 Properties Description 
1 , , and  Boundaries of the fuzzy 

measure. 
2 then  Monotonicity holds for  

3 If , and the sequence  is monotonic, 

then . 

Continuity holds if the 
sequence is infinite. 

4 If  and  then 
 

 is used 
to illustrate interaction for 
disjoint sets. 

 
 has three types of interactions: (i) supper-additive with, ; 

(ii) additive with ; (iii) sub-additive with . Let where  

represents a criterion and  is finite. The fuzzy measure can be identified as the 

following formula:  

 

where and  is defined as the fuzzy density with respect to

 by  where . 

DRSA [14, 15, 16,17, 18, 19] can be used to induce entities assigned to  (the 

upward union of classes which have entities ranked at least ) or to  (the down-

ward union of classes which has entities ranked less than , where  is a cluster 
set containing ordered classes ,  and ). For all and

, every entity in  is preferred to be at least as high as any of entity in , 

which is constructed as ; inversely,  for . Thus, P-

dominating or P-dominated sets by taking entity as a boundary through P, P ⊆ C 

can be express as P-dominating set:  P-dominated set: 
 where ,  for ,  for , and all 

.  Explaining the unions of decision classes by P-dominance sets conceptually 
has been implemented as follows: 

 

where   and  are P-doubtful regions. According to 

Pawlak [20, 21] and Greco et al. [14], two typical coverage rates, the upward unions 

 and the downward union , are as   and . 
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Another two typical accuracy rates are enlisted as  

and .  

3 The Extended Fuzzy Measure 

The research adopts WCY 2011 as the dataset which has 58 nations. There are four 
factors and twenty criteria presented in Table 3. The proposed extended fuzzy measure 
is designed and applied on WCY 2011 as illustrations. (Note: the source of WCY 2011 
can be reached on https://www.worldcompetitiveness.com/OnLine/App/Index.htm) 
 

Table 3. Four factors and twenty criteria of WCY 2011 

Economic Performance Business Efficiency 

 Domestic Economy  Productivity and Efficiency 

International Trade  Labor Market 

International Investment  Finance 

Employment  Management Practices 

Prices  Attitudes and Values 

Government Efficiency Infrastructure 

Public Finance  Basic Infrastructure 

Fiscal Policy  Technological Infrastructure 

Institutional Framework  Scientific Infrastructure 

Business Legislation  Health and Environment 

Societal Framework  Education 

 
Due to WCY does not provide competitiveness classes this research assumes a 

dominance class for a case study. According to the dominance class, the extended 
fuzzy measure treats the product of the conditional fuzzy density and preference as 
utility in Proposition (1).    

Proposition (1): The extended fuzzy measure of competitiveness for nation k is for-
mulated as (1). 

  (1)

where represents CFD of the criterion, is the preference value of for nation 

 and is the interaction degree. 

3.1 The Properties of the Extended Fuzzy Measure 

The properties of the extended fuzzy measure are presented in Table 4. Property 1 
states an extended fuzzy measure function. Property 2 states the range of the extended 

1
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fuzzy measure extends from [0, 1] to [0, 100]. Property 3 states that the extended 
fuzzy measure has interaction effects, too.   

Table 4. The properties of the extended fuzzy measure 
  

 Property Descriptions 
1 ({ }) : [0,100],k

j j kjg q g rλ ′ → 0 1,jg ′≤ ≤ 0 100,kjr≤ ≤
 
 jg ′   represents the condi-

tional fuzzy density for jq . 

2 ( ) 0,kgλ ∅ = ( ) 100kg Qλ ≤  Boundaries of the extended 
fuzzy measure 

3 If ,j iq q Q∀ ∈  and ,j iq q∩ = ∅  then 
({ } { }) ({ }) ({ }) ({ }) ({ })k k k k k

j i j i j ig q q g q g q g q g qλ λ λ λ λλ∪ = + +

λ  is restricted within the 
boundaries of the extended 
fuzzy measure. Rλ ∈  

 
Two points cause the extended fuzzy measure different from Sugeno’s. Firstly, 

summation of CFD is not restricted to one. Secondly, 
makes boundaries for the interaction effect where  

 

100 being the top score 

from US, and 32.25 being the bottom score from Venezuela based on WCY 2011. 

3.2 The Conditional Fuzzy Densities (CFD) 

The properties of DRSA used to derive CFD are listed in Table 5.  
 
is an approxima-

tion  which has nations ranked in at least with respect to criterion .  

 

 
Table 5. The properties of DRSA for the conditional fuzzy densities 

 properties Descriptions 

1  A rule about  supports 

nations to compete the top 
t positions. 

2 ,  
The coverage and accu-
racy rates for 

. 

3 

 

 is the upper approxi-

mation boundary for . 
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 is a union of classes which has the nations ranked at least t with respect to the com-

petitiveness scoring of WCY 2011.  is set 29th, i.e. CFD represents how strong a crite-
rion supports nations to achieve the upper half positions. 

3.3 Solving  Interval 

The maximum and minimum  can be backwardly solved in Model I and II by 
optimally approaching the top and bottom boundaries of competitiveness scores.  

Model I  

 

Model II  

 

4 The Results   

The resulted CFD is listed in the left part of Table 6. Institutional framework ( ) 

plays a leading criteria in supporting nations to achieve the upper half positions with 
the conditional fuzzy measure 0.87.   

Table 6. The resulted CFD and of the extended fuzzy measure for WCY 2011 

Fuzzy density for competitiveness criteria Factors correlation  
E G B I  E G B I 

 0.65  0.49   0.74  0.77 E 1 0.67 0.74 0.49 
 0.51  0.31   0.52  0.77 G  1 0.85 0.73 
 0.57  0.87   0.77  0.74 B   1 0.62 
 0.52  0.74   0.83  0.65 I    1 
 0.34  0.68   0.63  0.59  

Note: E: Economic,  G: Government,  B: Business, I: Infrastructure 

 
The resulted   interval, , is presented as the slashed area be-

tween  and  in Table 7. Obviously, only a single type 
of interaction exists for aggregation in this case. 

Table 7. The range of interaction effect of the extended fuzzy measure 

Interaction types Interaction interval ( )  
Super-additive effects, 

  

Additive effects,   

Sub-additive effects,   

tCl≥

t

λ

λ

λMAX  
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The resulted correlations in Table 6 choose to fuzzily measure  

factors  and  where

  and  The 

choice  makes the smallest interaction within the factor criteria and leaves the 
biggest interaction between factors. A map of factor correlations is shown in Figure 2.  

In a summary, this case has achieved three points. Firstly, the conditional fuzzy 
densities are derived to be implication densities. Secondly, verifying interaction effect 
is fulfilled. Thirdly, the correlations of aggregation utilities are obtained. These find-
ings are further discussed for Greece, Italy, Portugal, and Spain.  

 

 

Fig. 2. The factor correlations by the extended fuzzy measure for WCY 2011 

5 Discussion and Implications 

The correlation feature between the government and business efficiencies of WCY 
2011 is presented in Figure 3 in which the vertical axis is scaled by  the hori-

zontal axis is scaled by  and the interaction degree within a factor chooses 

. The feature shows that the government efficiency goes up with the in-
crease of the business efficiency.  is a vector directing to better competitiveness. 
The values of  is by Model 3 for 58 nations. Currently, Greece, Italy, 

Portugal, and Spain have the same problem in debts. They stand close to the solid line 
which means their government and business have similar relationship. If a proposal 
can lead a nation to move along the solid line then it can help these four nations.  

Figure 3 has two dominance patterns which are formed by a dashed line. The upper 
half nations belong to the dominating (right) side and the bottom half nations belong 
to the dominated (left) side. Only two nations violate this rule. The scale of this pat-
tern reveals Spain has a big potential to approach the dominating positions while 
Greece stays away from the dashed line. Spain very possibly plays a leading role to 
help the other three nations in the future. 

Model 3: 
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Fig. 3. The dominance pattern and correlation feature of government and business factors by 
the extended fuzzy measure for WCY 2011 

The trends of government and business efficiencies in WCY 1997~2011 are pre-
sented as Figure 4 with correlation coefficients of Greece (0.76), Ireland (0.91), Italy 
(0.82), Portugal (0.61), and Spain (0.94). The vertical axis is the performance scale 
from 0 to 100. The horizontal axis extends years from 1997 to 2011. The red lines 
represent the trends of government efficiency and the blue lines for the business effi-
ciency. In vision, Greece, Italy, Ireland, Portugal, and Spain were different from Swe-
den which has been getting better in government and business efficiencies.   

Usually people assume government should lead business development. Greece, Italy, 
Portugal, and Spain have been keeping their government efficiency under 60. In order to 
get details inside of these four nations, a vector of the government efficiency in 2011 is 
solved in Model 4 by approximating the minimum square distance to a hyper plane. The 
values of the vector include public finance ( ), fiscal policy ( ), institutional 

framework ( ), business legislation ( ), and societal framework ( ). 

Model 4: 

 

 

The result of Model 4 presents the government characteristic of these four nations 
with It implies that the improvement of societal 

framework might scarify public finance, fiscal policy, institutional framework, and 
business legislation, or vice versa. Especially, the business legislation will be im-
pacted significantly from the change of the societal framework. If an improving pro-
posal in societal framework need not scarify public finance, fiscal policy, institutional 
framework, and business legislation then these four nations will have a chance to 
improve stably.  
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Fig. 4. The trends of government and business efficiency, WCY 1997~2011 

In the future work, the multiple objective programming might play an important 
role to discover a MCDM proposal for Greece, Italy, Portugal, and Spain. Alternative-
ly, national happiness might give another perspective to enhance people’s life. Apply-
ing the happiness and competitiveness together to overcome debt crisis is a good issue 
in the future, too. 

6 Concluding Remarks 

This research discovers the conditional fuzzy densities for criteria, extends the fuzzy 
measure to aggregate component utilities, implies competitiveness features, patterns, 
and trends, and finally solves regressive characteristics of government efficiency for 
Greece, Italy, Portugal, and Spain. The case study on WCY achieves some merits. A 
competitiveness feature shows that government and business efficiency are highly 
correlated. A dominance pattern shows Greece, Italy, Portugal, and Spain belong to a 

Sweden, correlation: 0.94 Ireland, correlation: 0.91

Italy, correlation: 0.82 

Portugal, correlation: 0.61 Spain, correlation: 0.94 

Greece, correlation: 0.76
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less competitiveness class while Spain has a big potential to achieve the upper half 
positions. The historical trends during 1997~2011 reveal Sweden successfully over-
came the global financial crisis in 2008 due to government and business efficiencies 
getting better. Conversely, Greece, Italy, Portugal, and Spain have been keeping their 
government efficiencies in the lower performance. In the future a proposal improving 
societal framework without scarifying public finance, fiscal policy, institutional 
framework, and business legislation will help these four nations to grow stably. 
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Abstract. Information technology (IT) is defined as the obtainment, procedure, 
storage and propagation of sounding, drawing, and textual information by combin-
ing microelectronics-based computing and telecommunications. Nowadays, IT is 
starting to spread further from the conventional personal computer and network 
technologies to integrations of other fields of technology such as the use of cell 
phones, televisions, automobiles, etc. In other words, IT has penetrated in daily life 
of human beings and become one part of the whole society. The importance of IT 
has become momentous. Therefore, to understand the performance of efficiency and 
productivity of the IT firms is critical for managers as well as for personal investors. 
Until now, there are very few researches tried to analyze final performance of the IT 
firms. As a result, this research intends to use traditional Data Envelopment Analysis 
(DEA) CCR or BCC models to evaluate the performance of IT firms. The Decision 
Making Units (DMUs) on this research are chosen from IT firms in S&P 500. How-
ever, the traditional DEA models are not fair models from the aspect of improper 
weight derivations. Thus, this paper intends to analyze the efficiency of IT firms in 
S&P 500 efficiencies by using multiple objective programming (MOP) based Data 
Envelopment Analysis (DEA). In a MOP based DEA approach, DMUs will be eval-
uated based on an equal standard and the results will be evaluated more fairly. The 
world’s leading IT firms in S&P 500 will be evaluated based on publicly available 
financial reports of the fiscal year 2010. In addition, the newly developed MOP can 
improve the traditional DEA’s unfair weights problems and benchmark the efficien-
cy of IT firms in S&P 500 correctly. In the empirical study, the MOP based DEA 
demonstrated that F5 Networks should be the communications equipment companies 
of IT worthwhile to be invested. In the future, performance evaluation results can be 
served as foundations for investment strategies definition. 

Keywords: Information Technology (IT), Standard and Poor’s 500 index,  
Performance Evaluation, Data Envelopment Analysis (DEA), Multiple Objective 
Programming (MOP). 
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1 Introduction 

In the twenty-first century, information technology (IT) has penetrated in daily life of 
human beings and become one part of the whole society. IT was first appeared by 
Harvard Business Review in 1958 since this new technology does not have a unique 
established name. Nowadays, IT is starting to spread further from the conventional 
personal computer and network technologies to integrations of other fields of technol-
ogy such as the use of cell phones, televisions, automobiles, etc. In other words, IT 
has penetrated in daily life of human beings and become one part of the whole socie-
ty. The importance of IT has become momentous.  

The field of IT industry is broad. By using Standard Industrial Classification (SIC) 
code which is a United States government system for classifying industries by a  
four-digit code to choose IT firms, it shows that every company have different major 
products in its field. The author selects the communications equipment to evaluate the 
performance. The reasons for selecting these two classifications of IT firms are men-
tioned in the following. Jorgenson [1] purposed that communications equipment is an 
important market for semiconductors owing to the switching and terminal equipments 
rely deeply on semiconductor’s technology.  

The main purpose of evaluating the productivity of IT has resulted from the increas-
ing use of IT. There have been some researches concerning the performance of IT by 
using different methods. Therefore, performance evaluation plays an essential role in 
management process. It not only provides critical information for decision-making, but 
also gives a foreseeable advantage for following operations [2]. Hence, how to use  
performance evaluation to measure organizational performance in a multidimensional 
construct is important to determine a whole management procedure [3].The data envel-
opment analysis (DEA) is a flexible tool and can be molded with other analytical meth-
ods. Within the techniques of evaluating organization performance, the DEA proposed 
by Charnes et al. [4] may be the most suitable role in proceeding performance evalua-
tion. Thus, DEA methods have become popular tools, which were widely adopted on 
national, industrial as well as firm level performance evaluations. 

Although DEA approaches were widely adopted on performance evaluations of na-
tions, industries as well as firms, such performance evaluation results were derived 
based on different bases of comparisons of DMUs. Nevertheless, traditional DEA 
approaches which were usually leveraged on firms’ performances are based on the 
unfair weights' problems as mentioned by Fare and Hunsaker [5]. Apparently, to re-
solve the disadvantages being introduced by traditional DEA approaches, an appro-
priate measure of the IT by a suitable method is required. To resolve the above men-
tioned disadvantages being introduced by traditional DEA approaches, this research 
aims to introduce a Multiple Objectives Programming (MOP) based DEA method 
being developed by Prof. Gwo-Hshiung Tzeng [6] to evaluate the performance of the 
top IT firms in S&P 500. In the novel MOP based DEA approach, DMUs will be 
evaluated based on an equal standard [6；7]. By this approach, the efficiency rating 
of each DMU can be evaluated more fairly than the traditional CCR approach being 
proposed by Charnes et al. [4]. 

In this research, to evaluate the performance of top IT firms in S&P 500 and distin-
guish the differences between the results being derived by either traditional DEA ap-
proaches and or the outcome derived by the MOP based DEA, the traditional CCR, BCC 
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based DEA models will be first introduced as research methods, then the MOP based 
DEA model will be derived to compare the differences of both methods. The top IT firms 
in S&P 500 will serve as DMUs. The Efficiency Achievement Measure (EAM) will be 
introduced by the MOP based DEA method. For each IT companies, the traditional DEA 
models and the MOP based on DEA model will be used to evaluate the performance of 
two different models. Finally, by comparing the results of difference models, the evalua-
tion outcome can serve as a basis for investment decisions in the future. 

The remainder of this paper is organized as follows. The related literature regard-
ing to performance evaluation and efficiency and productivity of IT firms will be 
reviewed in Chapter 2. The analytic framework based on CCR, BCC, and MOP based 
DEA methods will be introduced in Chapter 3. Then, in Chapter 4, the results of eval-
uating by CCR and MOP based DEA will be shown as an empirical study. Managerial 
implications as well as discussion will be presented in Chapter 5. Finally, the whole 
article will be concluded in Chapter 6. 

2 Literature Review 

Performance evaluation can be considered as a primary element in the human social 
behavior. Performance evaluation plays an essential role in management process. 
Performance evaluation not only provides critical information for decision-making, 
but also provides a foreseeable advantage for following operations [2]. Hence, how to 
use performance evaluation to measure organizational performance in a multidimen-
sional construct is important to determine a whole management procedure) [3]. 

2.1 Productivity and Efficiency 

Productivity is one of our most basic and intuitive measures of performance. At the firm 
level, productivity is a component of profit growth along with price changes, and at the 
aggregate level. Productivity is a fundamental part of economic growth and welfare. To 
determine the productivity of any organization, it is required to have a tool to measure 
it. Over the time period, measuring productivity would be helpful for the organization to 
compare the performance towards the industry of similar firms or similar service pro-
viders, and to compare the productivity of a certain department) [8].  

The definition of efficiency is that the minimum resource level which is abstractly 
needed to conduct the desired operations in a given system when contrasted to the 
actual resource has been used [9; 10]. Based on Coelli et al. [11], the normal meas-
urement of efficiency is used to measure a firm as the ratio of the outputs, and meas-
ure produces as the ration of the inputs. The existence of multiple inputs and outputs 
in regard to distinct resources, actions and environmental factors [12] cause the for-
mula is usually insufficient [11]. 

2.2 Performance Measurement 

Measurement comprises solving the size, sum, or degree of something [13]. Measure-
ment was defined as “the way to judge something” by Collin [14]. The purpose of 
measurement is not used to demonstrate how well or how badly about the organization 
will be in the latest reporting period. On the contrary, measurement is used to present the 
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required data of organization which can later feedback in the expectation of making deci-
sions about the change in demand based on the organization capability [15]. 

Performance measurement attempts to measure both outcomes of performance or 
the mean which affects results of performance [13]. Harry [16] defined a simple 
meaning of performance measurement in government “how efficiency and effectively 
of services are being delivered to a community in a systematic assessment”. In  
addition, Collin [14] indicated that performance measurement is to accomplish a 
benchmark program. During conducting any type of performance measurement, it is 
significant to indicate whether there is any important thing about products or services.  

2.3 Performance Evaluation 

Performance evaluation is an important part of the procedure of management. Per-
formance evaluation not only provides required information for decision-making, but 
also gives a rival advantage for following operations [2]. As a result, it is critical to 
decide how to measure performance more organized in a multidimensional construct 
[3]. Among the methods of evaluating organizational performance, the technique of 
data envelopment analysis (DEA) proposed by Charnes et al. [4] will be the most 
representative method of performance evaluation.  

The performance evaluation based on DEA method has been widely used in a vari-
ety of fields, including airlines, banking, insurance, life insurance companies, tele-
communications, transportation companies, textile companies, hotel industry, supplier 
selection, and high-tech companies.  

Grinstein et al. [17] used 24 measurements belonging to 19 characteristics to eval-
uate and interview the performance of high-technology firms. Grinstein et al. [17] 
discovered the connection to improve several dimensions that can be used by other 
fields to define technology firms and classify firms based on their technology level, 
including R&D activities, market conditions, product strategy, and corporate culture. 
Park et al. [18] used Total Quality Management (TQM) to evaluate the relationship 
between the implementation of quality management and performance evaluation in 
high-tech manufacturing firms. There are some suitable approaches to evaluate the 
performance in high technology firms, which involve internal or external environ-
ments  [19]. Bowonder and Yadav  [20] evaluated high technology firms by measur-
ing R&D expenses which have been committed to improve technology activity. 
Deeds et al. [21] discussed the purpose of innovation through R&D activity to evalu-
ate the performance of high technology firms. 

3 Research Methods 

DEA has been developed for 30 years since Charnes et al. [4] developed the CCR 
model. Up to now the DEA methods have been used in various applications including 
education, health care (hospitals, clinics), agricultural production, banking, armed 
forces, sports, etc. [12]. Further, at the same time, a lot of advanced models of DEA 
have been developed (e.g., cross-period data [22] and the multiple objective pro-
gramming approach [23；24]. In this research, the traditional CCR, BCC DEA  
models as well as the MOP based on DEA model will be applied to aggregate the 
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efficiency scores of the top information technology (IT) companies in S&P 500 based 
on the values as weights versus each input and output. 

3.1 DEA 

DEA is a non-parametric approach and doesn’t need assumptions about the inputs and 
outputs. In 1957, Farrell first introduced how to deal with the problem of measuring 
the productive efficiency to both the economic theorist and the economic policy mak-
er [25]. The first DEA model, a mathematical programming model by Charnes, 
Cooper, and Rhodes in 1978, was built to discuss the efficiency frontier by Farrell [4].  
The CCR model assumes that production exhibits constant returns to scale. Then, in 
1984, Banker, Charnes, and Cooper, extended the CCR model by assuming variable 
returns to scale and named the new model as the BCC model [26]. 

For company managers, controlling the range of inputs and decreasing inputs is 
easier than increasing the total sales. The CCR and BCC models of DEA are often 
used the input-oriented. 

3.1.1 CCR 
CCR–DEA model computes relative efficiency scores  based on selected s out-

puts  and m inputs using the following linear programming 

expression [4；24；27]: 

  

 (1)

 

In Eq. (1), it assumes the DMU has s outputs and m inputs, and there are n DMUs. 
The definition of  is the ith input (i =1,2,…,m) and the jth DMU (j=1,2,…,m). The 

definition of  is the rth output (r =1,2,…,s) and the jth DMU (j=1,2,…,m). The 

and  are not zero, calculating as ,  is non-Archimedean number and is 

 in this paper. 

3.1.2 BCC 
Input-oriented BCC has a variable  (returns to scale). The mathematical program-

ming shows as follows [26]: 
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Equation (2) was changed to (3) for solving formula as follows： 

Assuming    , then  

 

(3)

   

                                        

The dual formula: 
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3.2 MOP Based DEA 

MOP based DEA method provides a unitary weight for all DMUs, which are 

evaluated by an equal standard [23；24；28]. By this approach, this research can 
obtain the efficiency rating of each DMU more fairly. Moreover, all DMUs can be 
treated simultaneously, which makes it effective in handling large numbers of DMU.  
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The degree of membership function of  in μ(Zj)refers to the achievement level 

of the efficiency ratio for DMUk .The problem of obtaining the maximum decision is 

to choose , such that 
Model 2 

                            

            (6)

            

Then, let the achievement level of the objective functions for Model 1 to be at a larger 
level, such as: 

  (7)

Eq. (7) via variable transformation, has transformed  where zj is 

a convex combination of  and ; Eq. (6) can be rewritten as Eq. (8). According 

to the concept of multiple objective linear programming, we can determine a weight 

that satisfies all DMU restrictions. The weight , is the common weight of all 
DMU, which are evaluated on a consistent standard of ranking. 
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The efficiency approach measure (EAM) is Eq. (9). 
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firms with equal character and field being as DMUs. The author chooses Communica-
tions Equipment companies in S&P 500 index as DMUs to evaluate the performance. 
These companies include Cisco Systems, F5 Networks, Juniper Networks, Motorola 
Mobility Holdings Inc., Motorola Solutions Inc., and QUALCOMM Inc.. 

Cost of revenue and R&D expense were selected as inputs while total revenue, Return 
on Investment (ROI) as well as net income growth were selected as outputs. Based on the 
CCR DEA, Cisco Systems, F5 Networks as well as Motorola Mobility Holdings Inc. are 
100% efficient. On the other hand, by using the novel MOP approach, the F5 Networks 
still has achieved the optimum efficiency of 100%. (Please refer to Table 1 for the empir-
ical study results.) This empirical study demonstrates that performance evaluation results 
based on CCR DEA or the novel MOP are totally different. 

Table 1. Evaluation of Communications Equipment companies in S&P 500 index by CCR and 
MOP Based DEA 

No. DMU CCR Rank MOP Rank
1 Cisco 1.000 1 0.845 2
2 F5 1.000 1 1.000 1
3 Juniper 0.849 5 0.593 4
4 Motorola Mobility 1.000 1 0.592 5
5 Motorola Solutions 0.991 4 0.637 3
6 QUALCOMM 0.649 6 0.592 5

5 Discussion  

In the following section, both theoretical advances of the MOP based DEA approach 
as well as managerial implications will be discussed. At first, the novel MOP based 
DEA approach, can really provide a totally different result based on the assumptions 
of fair weights versus each input and out. Furthermore, the successful introduction of 
the min-max approach resolved the DEA model successfully. Apparently, this novel 
MOP model can be considered as a better alternative to the traditional CCR DEA.  

In the past, people seldom developed an evaluation model especially by using DEA 
for the communications equipment companies. Thus, this research defined a feasible 
framework for evaluating the communications equipment companies which can be lev-
eraged as the basis for government policy and firm level investment, R&D and competi-
tive strategy definitions. Further, the novel MOP based DEA approach demonstrated 
totally different results to the traditional CCR DEA. In the empirical study, the MOP 
based DEA demonstrated that F5 Networks should be the communications equipment 
companies to invest. Meanwhile, based on the MOP based DEA results, firms including 
Juniper Networks, Motorola Mobility Holdings Inc., Motorola Solutions Inc., and 
QUALCOMM Inc. are still far less than efficient. Appropriate adjustments of both in-
puts and outputs are required to enhance their competitiveness.    

6 Conclusions 

The information technology industry is one of the popular industries at the moment due 
to IT is starting to spread further from the conventional personal computer and network 
technologies to integrations of other fields of technology such as the use of cell phones, 
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televisions, automobiles, etc. Albeit important, very few researches tried to define an 
evaluation framework for IT especially in communications equipment companies. This 
research bridged the gap and introduced a novel MOP based DEA approach which 
overcame the shortage of the traditional CCR DEA model. Based on the evaluation 
results, F5 Networks is the most efficient communications equipment companies. The 
evaluation results can serve as the basis for investment strategy definitions.  
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Abstract. Smartphones have emerged as one of the most important consumer-
electronic products during the past years. Therefore, researches on factors influ-
encing consumers’ behavior and thus, repurchase intention toward smartphones  
become the most critical issue for smartphone marketers. The smartphone opera-
tion system (OS)  is one of the major factors influencing consumers’ purchase 
decisions toward purchasing smartphones. However, the analysis and predictions 
of consumer behaviors toward the smartphone OSs are not easy due to due to the 
fast emerging technology and highly competitive market situation. To resolve this 
problem, this research aims to propose a novel multiple criteria decision making 
(MCDM) based approach for discovering the factors influencing the technology 
acceptances of the smartphone OSs based on industry experts’ opinions. The 
opinions of mass users will also be summarized by using the Structural Equation 
Modeling (SEM) based Technology Acceptance Model (TAM) for comparisons. 
Differences of the analytic results being derived by the two analytic frameworks 
will be compared. Both the analytic framework and results can serve as the basis 
for future smartphone marketers’ uses for strategy definitions. 

Keywords: Decision Making Trial and Evaluation Laboratory (DEMATEL),  
Technology Acceptance Model (TAM), Structural Equation Modeling (SEM), 
Lead User Theory. 

1 Introduction 

Smartphones meet the consumers’ need for powerful cell phones as the use of cell 
phone grows worldwide [1]. A smartphone can be seen as a ubiquitous computing 
platform [2; 3], as well as a hybrid of mobile phones and PDAs (Personal Digital 
Assistant) [3; 4]. They are either proprietary for special devices (e.g. Blackberry and 
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Mac OS X) or open to all independent software providers (e.g. Symbian, Windows 
Mobile, Palm OS and Linux). Due to the daily increased computation requirements 
being caused by technology push or market drive applications (APPs), the operation 
systems (OSs) being used in smart phones should be improved for fast changing mo-
bile computation architectures [5]. Such demands for better smartphone OSs have 
changed the nature of the marketplace. And that marketplace is healthy, despite the 
global economic problems, largely because smart phone sales are increasing [5].  

Recently, various embedded OSs, e.g., Apple iPhone OSX, Google Android, Nokia 
Symbian, Microsoft Window Mobile, Blackberry OS, Palm OS, etc., are competing 
for modern mobile applications [6]. However, it is a difficult task for designer and 
marketers to design and promote the OSs when concerning the complexity of human 
behavior [5]. Besides, high-technology products like the embedded OSs are more 
complicated than traditional ones. Predictions for consumers’ preferences and satis-
factions for such products are comparatively more difficult.  

In order to resolve the above-mentioned prediction problems, this research applied 
the Decision Making Trial and Evaluation Laboratory (DEMATEL) based network 
process (DNP) with the Lead User Method (LUM) to collect information for consum-
er needs from the leading edge of the market [7]. The LUM is more suitable for eval-
uating the disruptive or radical innovations [7] when the availability of experts is very 
limited. Meanwhile, mass users usually follow the lead users of a novel product dur-
ing the mature period of a market in general [8]. The Technology Acceptance Model 
(TAM) which can explain users’ usage intentions and behaviors towards to the high 
technology products with high accuracy [9] will also be introduced as the theoretic 
background of the analytic framework.  To demonstrate the differences between 
results being derived by the multiple criteria decision making (MCDM) based LUM 
framework, the results being derived from questionnaires being surveyed from con-
sumers by using the statistical structural equation modeling (SEM) will also be 
demonstrated. Finally, the analytic result based on experts’ and mass users’ perspec-
tives will be compared and discussed. An empirical study based on Taiwanese em-
bedded OS experts as well as smartphone consumers from the northern part of Taiwan 
will be introduced for demonstrating the feasibility of the proposed framework.  

Following of the research will be organized as follows. The related literature re-
garding to technology acceptance theories and TAM model will be reviewed in Sec-
tion 2. The analytic framework based on the DNP and SEM methods will be intro-
duced in Section 3. Then, in Section 4, an empirical study follows, demonstrating the 
feasibility of the analytic framework by using the proposed DNP and SEM based 
TAM frameworks. Managerial implications as well as discussion will be presented in 
Section 5. Finally, the whole article will be concluded in Section 6. 

2 The Concept and Theories of Human Behavior 

In this section, those well-known consumer behavior analysis models such as TRA, 
TAM and Lead-user theory which have been applied in many fields will be brief re-
viewed.  



 Using the 

 

2.1 Theory of Reasoned

TRA is a prediction model,
behaviors regarding to the
(1980), user's specified beh
ioral intentions. The behav
jective norm [10; 11; 12]. 

According to TRA theor
cided by user’s prominent 
tion of the acceptance. Be
ceptance and usage [10; 12]

2.2 Technology Accept

The Technology Acceptan
predicting the individual ad
better predict, explain, and 
stand why people accept or 
the ability to predict people
and the ability to explain th
perceived usefulness, perce

TAM posits that two par
use, are of primary relevan
figure 2. Perceived usefulne
bility that using a specific a
within an organizational con
to which the prospective use

 

Fig. 1. TRA (Source:

The direct effect of TAM
provides theoretical justific
intention [12; 15; 16; 17]. 

2.3 Lead User Theory 

The lead user theory is an ap
fy commercially attractive i

DEMATEL Based Network Process and SEM Methods 

d Action (TRA) 
, which attempts to figure out the requirements of inten
e acceptance of users. According to Fishbein and Aj
havior will be determined and influenced by users’ beh
ioral intention is decided by the person's attitude and s

ry, users’ attitude toward the acceptance of a product is 
beliefs about results of accept the product and the eval
eliefs are the uses’ subjective probability of product 
].  

tance Model (TAM) 
nce Model (TAM) was proposed by Davis especially 
doption and use of new information technologies [11].
increase user acceptance, Davis bends his effort to und
reject computers [11; 14]. The research of TAM addres

es' computer acceptance from a measure of their intentio
heir intentions in terms of their attitudes, subjective nor
eived ease of use, and related variables [11; 14]. 
rticular beliefs, perceived usefulness and perceived ease

nce for computer acceptance behaviors, which is shown
ess (U) is defined as the prospective user's subjective pro
application system will increase his or her job performa
ntext [14]. Perceived ease of use (PEU) refers to the deg
er expects the target system to be free of effort [11].  

          

 [13]) Fig. 2. TAM (Source: [14]) 

M isn’t as same as the TRA theory, but the TAM mo
cation and empirical evidence of direct effect towards

pproach which was originally proposed to selectively ide
innovations developed by users [10]. Lead users are defi

733 

nded 
zen 

hav-
sub-

de-
lua-
ac-

for 
 To 
der-
sses 
ons, 
rms, 

e of 
n in 
oba-
ance 
gree 

 

odel 
s to 

enti-
ined 



734 C.-Y. Huang et al. 

 

as members of a user population who (1) anticipate obtaining relatively high benefits 
from obtaining a solution to their needs and so may innovate and (2) are at the leading 
edge of important trends in a marketplace under study and so are currently experiencing 
needs that will later be experienced by many users in that marketplace [11; 17].  

In a previous paper, von Hippel (1986) has proposed that analysis of need and  
solution data from "lead users" can improve the productivity of new product devel-
opment in fields characterized by rapid change. Consequently, the LUM, a market 
analysis technique, is applied to the development of new products and services [18]. 
The methodology is composed of four major steps based on the work of Urban and 
Hippel (1988): (1) specify lead user indicators, (2) identify lead user group, (3) gener-
ate concept (product) with lead users and (4) test lead user concept (product). Further 
details can be found in the earlier work by Urban and Hippel (1988).  

3 Research Methods 

In order to build the analytical framework for comparing the smart phone operation 
system acceptance versus lead users and mass users are initiated. This research ap-
plies SEM to evaluate the determinants of mass users’ acceptance. Furthermore, the 
correlation coefficient versus each criterion is derived by SEM from mass users’ per-
spectives. Meanwhile, the determinants and causal relationship of lead users’ ac-
ceptance are identified by using DNP method. Finally, the result from mass users and 
lead users will be compared. 

3.1 Structural Equation Modeling (SEM) 

Jöreskog and Sörbom [19] developed the analysis skill of the matrix so as to deal the 
analyzing problems of covariance structure. Because LISREL is very similar with 
covariance structure models, early scholar named covariance structure models as 
LISREL model. Henceforth, scholars proposed some software one after another, 
which can be divided as two main types. One is based on components such as 
PLSPATH while another is based on covariance such as LISREL, EQS, AMOS, 
MPLUS, CALLS and RAMONA.  

SEM technique deals with relations of multiple criteria constructs simultaneously 
and fits in proving positive research. The primary aim of SEM technique is the analy-
sis of latent variables and the analysis of causal relations between latent constructs to 
verify theory so would be called causal model technique.  

The Structural Equation Modeling (SEM) Methodology is a confirmatory model-
ing for data analysis; therefore, researchers must have a theoretical foundation for 
their proposed research models which are guided by theories. No matter it is to prove 
any causal relationships or confirm the internal structure, both depend on clarifying 
the contents and the properties of prior research variables, and a clear description of 
hypothetical relations.  

Moreover, researchers advance the concrete structural hypothetical relations and 
seek for statistical confirmation. The investigation of the variable structural relations 



 Using the DEMATEL Based Network Process and SEM Methods 735 

 

in the areas of sociological and behavioral science mainly consists of a group of indi-
rectly observed, measured abstractly latent constructs. Precise statistical data is re-
quired to prove the existence of the construct, which is one of the major advantages of 
SEM methodology [20]. 

3.2 Decision Making Trial and Evaluation Laboratory (DEMATEL)  
Based Network Process 

The DNP, a decision making process which consists of the DEMATEL as well as the 
network process for deriving the impact of each criterion on others as the weight, was 
developed by Prof. Tzeng [21]. 

The DEMATEL technique was developed by the Battelle Geneva Institute: (1) to 
analyze complex “real world problems” dealing mainly with interactive map-model 
techniques [22]; and (2) to evaluate qualitative and factor-linked aspects of societal 
problems [21]. 

DEMATEL technique was developed with the belief that the pioneering and proper 
use of scientific research methods could help to illuminate specific and intertwined 
phenomena and contribute to the recognition of practical solutions through a hierar-
chical structure [21]. DEMATEL has been successfully applied in many situations 
such as marketing strategies, safety problems and environment watershed plans [23; 
24; 26]. The ANP is a general form of the analytic hierarchy process (AHP) [27] 
which has been used in multi criteria decision making (MCDM) to can release the 
restriction of hierarchical structure [21]. 

Combing the DEMATEL and ANP method, the process and equations for the DNP 
method will be demonstrated below based on the work by Chiu, Tzeng and Li [21], 
the steps of the DNP method can be summarized as follows,  

Step 1: Calculate the direct-influence matrix by scores. Based on experts’ opinions, 
evaluations are made of the relationships among elements (or variables/ attributes) of 
mutual influence using a scale ranging from 0 to 4, with scores representing “no influ-
ence” (0), “low influence” (1), “medium influence” (2), “high influence” (3), and “very 
high influence” (4). They are asked to indicate the direct effect they believe a factor i  
will have on factor, as indicated by ijd . The matrix D of direct relations can be obtained. 

Step 2: Normalize the direct-influence matrix based on the direct-influence matrix D, 
the normalized direct relation matrix X is acquired by using Eq. (1) 

1 1

; min{1/ max ,1/ max }, , {1,2,..., }
n n

ij ij
i j

j i

N vD v d d i j n
= =

= = ∈   (1)

Step 3: Attaining the total-influence matrix T . Once the normaliz j ed direct-influence 
matrix N is obtained, the total-influence matrix T of NRM can be obtained. 

2 -1... ( - )k= + + + =T N N N N I N  (2)

where k → ∞  and T  is a total influence-related matrix; N  is a direct influence 

matrix and [ ]ij n nx ×=N ; ( )2lim k

k→∞
+ +N NL  stands for a indirect influence matrix 
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=N 0 . The ( , )i j  element ijt  of matrix T  denotes the direct and indirect 

influences of factor i  on factor j . 

Step 4: Analyze the result. In this stage, the row and column sums are separately denoted 
as r and c   within the total-relation matrix T through Equations (3), (4), and (5). 
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where the r  and c  vectors denote the sums of the rows and columns, respectively. 

Suppose ir  denotes the row sum of the thi  row of matrix T . Then, ir  is the sum of 

the influences dispatching from factor i  to the other factors, both directly and indirect-

ly. Suppose that jc  denotes the column sum of the thj  column of matrixT . Then, jc  

is the sum of the influences that factor i  is receiving from the other factors. Further-
more, when i j=  (i.e., the sum of the row sum and the column sum) ( )i ir c+  repre-

sents the index representing the strength of the influence, both dispatching and receiv-
ing), ( )i ir c+  is the degree of the central role that factor i  plays in the problem. If 

( - )i ir c  is positive, then factor i  primarily is dispatching influence upon the strength of 

other factors; and if ( - )i ir c  is negative, then factor i primarily is receiving influence 

from other factors [23; 25]. Therefore, a causal graph can be achieved by mapping the 
dataset of ( , )i i i ir s r s+ −  providing a valuable approach for decision making [20]. 

Now the total-influence matrix is called as C ij nxn
t =  T , which is obtained by crite-

ria and D
D ij

nxn
t =  T  obtained by dimensions (clusters) from CT . Then we normalize 

the ANP weights of dimensions (clusters) by using influence matrix DT . 
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Step 5: The original supermatrix of eigenvectors is obtained from the total-influence 
matrix [ ]ijt=T . For example, D  values of the clusters in matrix DT , as Eq.(6). Where 

if ijt < D , then 0D
ijt =  else D

ij ijt t= , and ijt  is in the total-influence matrix T . The 

total-influence matrix DT needs to be normalized by dividing by the following formu-

la. There, we could normalize the total-influence matrix and represent it as DT . 
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This research adopts the normalized total-influence matrix DT  (here after abbrevi-

ated to “the normalized matrix”) and the unweighted supermatrix W  using Eq. (7) 
shows theses influence level values as the basis of the normalization for determining 
the weighted supermatrix.  
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Step 6: Limit the weighted supermatrix by raising it to a sufficiently large power k , as 
Eq. (8), until the supermatrix has converged and become a long-term stable 
supermatrix to get the global priority vectors or called ANP weights. 

*lim ( )k
k→∞ W  (8)

4 Empirical Study  

The element of users’ acceptance will be summarized in the sub-section 4-1. Then, an 
empirical study on users’ acceptance will be introduced for verifying the feasibility of 
the proposed analytic framework. 

4.1 Background of Smartphone OSs 

The key feature of Smart Phone is the operation system that resides on the devices, 
which can connect with hardware and applications [28]. According to Hill [28], Mo-
tion (RIM), with its Blackberry phones; Apple with iPhone; Nokia, which owns the 
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Symbian operating system for Smart Phones; Microsoft, with its Windows mobile 
phones; and Google, which owns the Android operating system for smart phone are 
the main competitors in smartphone OSs’ market. Microsoft and Google make just the 
operating system and partner with various hardware manufactures (e.g. HTC) to sell 
the phone to end users while RIM, Apple and Nokia integrate the phone and operating 
system together and sell the integrated bundle. The market share of operating system 
is demonstrated in Table 1, it’s clearly that the market share of Android and iOS sys-
tem are increasing [28]. 

Table 1. Smart Phone Operation System Market Share (Source: [29]) 

 

4.2 Empirical Study of Lead User Based on DNP Method  

This research invited 7 Taiwanese lead users and 154 mass users to fill the question-
naire first. Then, the DNP method was applied to evaluating the acceptance of lead 
users; the mass users’ acceptance of mass users will be evaluated by SEM method. At 
first, seven smart phone lead users were invited to evaluate the questionnaire and the 
casual relationship was derived by DEMATEL method is demonstrated in Figure 3. 
The causal relationships can be derived by using the DEMATEL method by setting 
the threshold value as 1.286. Further, the weights of each criterion calculated by ANP 
method are demonstrated in Table 2. According to the result, PU, PEU and B are 
important criteria for lead users. 

Table 2. The Weight of Each Criteria 

Criteria PU PEU ATT BI SN PBC B
Weight 0.149 0.152 0.142 0.145 0.114 0.138 0.158
Rank 3 2 5 4 7 6 1  

4.3 Empirical Study of Mass User Based on SEM Method 

This research regards subject norms and perceived behavioral controls as external 
variables in TAM theories. In a good fit model, the p-value should be greater than 0.5, 
the RMSEA should be smaller than 0.05. Further, this research attempts to delete 
subject norms and perceived behavioral controls in order to have a good fit model. 
The path coefficients between the criteria with SEM method are shown in Table 3 and 
Figure 4. The empirical study figured out that the attitudes and behavioral intention 
significantly influence the actual behavior. 

Table 3. The Path Coefficient between Each Criterion 

 

Year iOS Android RIM Symbian Microsoft Others
2011Q1 16.8% 36.0% 12.9% 27.4% 3.6% 3.3%

2010 15.7% 22.7% 16.0% 37.6% 4.2% 3.8%
2009 14.4% 3.9% 19.9% 46.9% 8.7% 6.1%
2008 8.2% 5.0% 16.6% 52.4% 11.8% 10.5%
2007 2.7% N/A 9.6% 63.5% 12.0% 12.1%

Path PEU→PU PEU→ATT PU→ATT ATT→BI BI→B
Coefficient 0.51 0.23 0.47 0.77 1.51
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Fig. 3. The Casual Relationship  Fig. 4. The Path Coefficients of the TAM 

5 Discussion 

In order to establish a feasible analytic procedure for factors influencing technology 
acceptance of smartphone OSs by consumers and compare the differences between 
the influential factors on consumer behaviors of lead users and those of mass custom-
ers, an analytic framework was defined and verified. From the perspectives of  
mass users, PEU will influence PU; PU and PEU will influence ATT; ATT will influ-
ence BI; finally, BI will influence B. From the perspectives of lead users, PU will 
influence B; PEU will influence PU, BI and B; ATT will be influenced by B; BI will 
influence B; SN will influence PEU and B; finally, B will also influence itself. It is 
obviously that the casual relationship of criteria is different between lead users and 
mass users. Besides, subjective norm and perceived behavioral control are not suitable 
to predict the acceptance of smart phone operation system.  

Regarding to the importance of acceptance factor, attitudes and behavioral inten-
tion influence other factors mostly for mass users. However, actual behavior and per-
ceived ease of use are significant factors for lead users. Consequently, behavioral 
intention will influence the actual acceptance for both mass users and lead users.  

6 Conclusions 

The smartphone OS has become a key factor for influencing smartphone consumer 
behaviors.  However, the prediction of smartphone OS is a difficult due to various 
factors influencing the fast emergence of technology and highly competitive market 
situation. This research proposed a DNP based analytic framework for predicting the 
factors influencing technology acceptance of smartphone OS based on lead users’ 
opinions. Mass customers’ opinions were surveyed by the traditional SEM while ana-
lytic results were compared. Based on the research results, the attitude and behavioral 
intention are critical factors for influencing technology acceptance of mass users. On 
the other hand, actual behavior and perceived ease of use are critical influential fac-
tors for lead users. Finally, the analytical framework being derived and verified in this 
research can be applied to the embedded OS development for other high technology 
product developing strategies. 
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Abstract. In early years, customers’ preferences were not taken into account for 
planning of package tours, and instead the price was considered as the top 
priority. Customers could have limited alternatives based on only few packages 
plans and prices. However, the enterprises of package tour have faced the 
difficult challenge of what are the package tours the tourist wants. This research 
provides a service evaluation model for package tours. The model could be 
applied to satisfy tourists’ needs and to provide mass customized services by 
value oriented operation instead of traditional price ones. In addition, this 
research proposes six package tours which applies the guideline of travel mode 
choices and divides the regional package tours into three transportation tools 
(bus tour, railroad tour, and private vehicle tour) and four tour modes (Shopping 
and cuisine, nature experience, culture exploring, and specific events) in the 
Nantou area of Taiwan.  

Keywords: Package tour plan, DEMATEL, Principal component analysis 
(PCA), Analytic network process (ANP), VIKOR. 

1 Introduction 

Leisure is emphasized by people in modern society, and the policy of weekly 2-day 
break provides more chances for people to visit the nature. Therefore, recreation areas 
or spectacular scenery areas are always crowded during weekends and holidays.  
Without raising the service quality for the increasing amount of tourism demands, the 
recreation spots are threatened by the over-crowded problem. In addition, tourism 
operators commonly apply the low-price strategies. Those make the homogenous 
package tours are over supplied on the market. The study considers two approaches to 
solve this issue. Firstly, package contents shall be differentiated to improve service 
quality by diversifying package plans. Secondly, the large amount of customized 
products shall be introduced to decrease costs. In the research, the Decision-making 
trial and evaluation laboratory (DEMATEL) is used to construct the criteria relation 
structure, the Principal Component Analysis (PCA) is applied to categorize criteria 
based on their properties, the Analytic Network Process (ANP) is applied to define 
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the magnitude relation among the criteria, and the VIKOR (Vlsekriterijumska  
Optimizacija I Kompromisno Resenje) is adopted to evaluate and resolve the problem 
of mutual competition among criteria and issues of alternative prioritization. Nantou 
area in Taiwan is nominated for case study. This research applies the guideline of 
travel mode choices and divides the regional package tours into 3 types, such as bus 
tour, railroad tour, and private vehicle tour. Mixing the tour mode with shopping and 
cuisine, nature experience, culture exploring, and event participation, and reorganizes 
6 package tours. VSI and PSI are applied to evaluate those package tours, and 
preferences of different categories of tourists. The railroad tour has the highest VSI 
while the traditional culture experiencing tour has the highest PSI. The traditional 
culture experiencing tour with lower costs is also favored by general people and 
lovers of traditional arts. The railroad exploration tour focusing on railway history and 
culture is unique under market segmentation and promoted by the cooperation 
between government and the private agent. However, packages of natural scenery and 
enjoyment of hot spring, such as Lake and Sky Tour in Sun Moon Lake, Sea of 
Clouds Tour in Cing Jing Farm, and Spring enjoying tour in Dong Pu Hot Spring are 
declining in competitiveness due to price and uniqueness factors. The Ha Kone Tour 
focusing on museum visiting is the least favored one. Therefore, affording customized 
combination of various types of tours and keep concentrating on major customers will 
be the valid strategy in the future.        

2 The Discussion of Package Tours Plan and Service Selection 

Therefore, the providers of package tours shall clarify whether the current services 
can satisfy existing and potential customers. In order to help the providers be aware of 
the competitiveness of their packages, the research assists them to review package 
tours with a service evaluation system screening the value satisfaction and price 
satisfaction index (Table 1). A study of price and non-price decision making in the 
UK package tour industry based on the comparisons of small-scale travel agents and 
tour operators. They considered that researcher need to re-emphasize the behavior 
nature of oligopoly, because the characteristic of tourism industry is widely different 
from manufacturing ones [1]. Tourists’ perceptions of online and offline information 
sources will influence the attitude of tour choices. Most females are risk averter , so 
they prefer for  staying in four- or five-star hotels [2]. Tourists often compare the 
contents of package tours based on brochures in European countries. These tourists 
come from United Kingdom, Denmark, and Israel, where are all situated on the 
fringes of Europe. The distance of actual and perceived between originating country 
and destination would be associated with the numbers and variety of package tours 
from destination country [3]. Besides, some studies also pointed out that most 
consumers emphasized facility, service quality, price, reputation, outlook, and safety 
after deciding the location for staying [4]. 
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Table 1. The descriptions of aspects/criteria for package tours  

Aspects / Criteria Descriptions 

Transportation planning (T) 

Transportation shuttle (T1) More convenient transportation shuttle service can reduce the uncertainty of tourist’s transportation 

arrangement.  

Selection of transportation tools(T2) More choices of transportation tools can help tourists to plan their itinerary flexibly.  

System of Tour route (T3) Thorough itinerary routes can help consumers to realize the content of touring products.   

Number of scenic spots along the way(T4) More famous scenic spots along the way can attract the customer’s view and the willingness to participate 

this tour..  

Planning of  itinerary  along the way (T5) The scenery along the route will influence the consumer’s desire to travel.  

Accommodation planning (H) 

Location environment (H1) The environment of accommodation will influence the customer’s decision.  

Pricing of accommodation (H2) Different pricing of the accommodation can fit different kind of customers.  

Accommodation service (H3) The level of service will influence the customer’s willingness to accomadate.  

Affiliated facilities (H4) Better affiliated facilities of the accommodation make customers feeling better.  

Arrangement of recreation activity (H5) More recreation activities means more leisure time.  

Schedule arrangement (S) 

Theme tour (S1) Theme can fit different kind of customer for different travel demand. 

Shopping & delicacies experience(S2) Various selections of shopping and delicacies can fit different kind of shoppers and customers of different 

tastes. 

Ecological & scenic experience (S3) Diverse ecological & scenic experience can satisfy the needs for ecological & scenic hobbyists. 

Local culture experience (S4) Local culture travel in depth can satisfy the needs for native culture hobbyists. 

T Cultural event (S5) Cultural can satisfy the needs of tourism & festival hobbyists. 

Food service planning (F) 

Local delicacies (F1) The choice of delicacies can further satisfy consumer demands for catering.  

Hygiene condition of food and drinks (F2) Good hygiene condition assure the traveler that there was no danger in food.  

Dining environment (F3) Good dining environment make dinners being delight when dining, 

Reservation service of catering (F4) The reservation service of restaurant can contribute diners to save their time for waiting.  

Booking service for souvenirs (F5) The booking service of souvenirs can enhance the purchase willingness of consumers for tour products.  

Package marketing (M) 

Promotion of local activity (M1) Integrated local activities would be a useful reference for tour planning or purchasing. 

Journey information (M2) Journey information  would be a useful reference for tour planning or purchasing. 

Assessment for itinerary (M3) The grade of sssessment for itinerary would be a useful reference for tour planning or purchasing.  

Introduction by special magazine  

column (M4) 

The special introduction in magazine column would be a useful reference for tour planning or purchasing. 

Suggestion by tourism program (M5) The recommendation of tourism program would be a useful reference for tour planning or purchasing. 

Expenditure (E) 
Sightseeing expenses for itinerary (E1) Various combination and selection of sightseeing expenditure could contribute consumers to spend money 

within their budget. 

Accommodation expenses for itinerary (E2) Various combination and selection of accommodation expenditure could contribute consumers to spend 

money within their budget. 

Catering expenses for itinerary (E3) Various combination and selection of catering expenditure could contribute consumers to spend money 

within their budget. 

Transportation expenses for itinerary (E4) Various combination and selection of transportation expenditure could contribute consumers to spend 

money within their budget.  

Promotional and discount package (E5) Package discount could contribute consumers to spend money within their budget.  

3 The Service Value Position for Package Tour Plan 

In the real world, problems are mostly related. Therefore, criteria relation structure for 
solving problems shall be established when dealing with aspect and criteria relation 
problems. Fig.1 shows the relation between aspects and criteria.  means the 

influence of aspect/criterion i on aspect/criterion j while   refers to the influence of 

aspect/criterion i on itself. The traditional method of independent decision making is 
not applicable when trying to solve problems related with each other or themselves. 
When we finished the aspect/criterion interrelated figure, we can understand the 
structural relation among aspects / criteria and decide how to analyze the importance 
of aspect/ criterion relation or the influence among aspect/criterion.  There are 3 kinds 
of possibilities for general criteria structure, AHP is employed to calculate the weights 

ije

iie
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of aspects/criteria under independent condition, the dependence and feedback ANP is 
applied to analyzing the dependence and feedback, and Fuzzy Integral is used to 
clarify inter-dependent/ relation. 

 

Fig. 1. The decision map of relation map 

3.1 Decision-Making Trial and Evaluation Laboratory (DEMATEL) 

DEMATEL is used to construct the structure of network relation map (NRM) of the 
package tours service. When users are making decisions in using packages tour 
services, there are many criteria to consider. The most common problem they face is 
that those criteria have impacts on one another. Therefore, before making 
improvements on criteria, it is necessary to clarify the key criteria and make effective 
improvements on them to enhance overall satisfaction. When a decision-maker needs 
to improve a lot of criteria, the best way to handle this is to determine and to improve 
the key criteria which impact others most. DEMATEL has been widely adopted for 
solving complicated problems. In recent years, DEMATEL has drawn lots of attention 
on decision and management domains. Some recent studies considered that the 
DEMATEL techniques are applied for solving complex studies, such as developing 
global managers’ competencies [5], evaluating performance in e-learning programs 
[6], causal analytic method for group decision making [7], value-created system of 
science (technology) park [8], and the evaluation model of vehicle telematics 
system[9]. This study divides DEMATEL technique into five steps: (1) calculate the 
original average matrix; (2) calculate the direct influence matrix; (3) calculate the 
indirect influence matrix; (4) calculate the full direct/indirect influence matrix; and (5) 
analyze the structure of NRM. 

Step1: Calculate the original average matrix 
Respondents were asked to score the influence that each aspect exerts on each of the others, 
according to scoring scales ranging from 0 to 4. “0” means no influence and “4” means 
“extremely strong influence, between aspect/criterion; “1”, “2”, and “3” mean “low influence”, 
“medium influence” and “high influence” respectively. 

Step 2: Calculate direct influence matrix 
We processed the “original influence matrix A” by using Eqs. (1) and (2) and got the “direct 
influence matrix X”. 

                                  (1) , > 0s s=X A
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   where  

                                       (2) 

   and , where , when or , and at 

least one   or equal one, but not all. So we can guarantee . 

Step 3: Calculate Indirect Influence Matrix 
The indirect influence matrix can be derived from Eq. (3). 

 (3)

Step 4: Calculate full influence matrix 
Full influence matrix T can be derived from Eqs. (4) or (5). The full influence matrix 
T, consists of multiple elements, indicated as Eq. (6). The sum vector of the row value 
is { }, and the sum vector of the column value { }; then, let , the sum vector 

of row value plus column value is { }, which means the full influence of the 

matrix T. As the sum of the row value plus the column value { } is higher, the 

relationship of the dimension or criterion is stronger. The sum of the row value minus 
the column value is { }, which means the net influence relationship. If > 

0, it means the degree of influencing others is stronger than the degree to be 
influenced; otherwise, <0.  

=
  

 (4)

 
 (5)

 (6)

=  
(7)

=  (8)

Step 5: Analyze the network relationship map 
According to the aspects/criteria defined in Table 1, some experts were asked to 
discuss the relation and influence levels of criteria under the same aspects/ criteria and 
to score the relation and influence among criteria based on the DEMATEL technique. 
Aspects/criteria are divided into different types, so the experts could answer the  
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questionnaire in areas/fields where they were familiar. The net full influence matrix,
, is determined by the Eq. (9) . 

    (9)

The diagonal items of the matrix are all 0. In other words, the matrix contains a 
strictly upper triangular matrix and a strictly lower triangular matrix. Moreover, while 
values of strictly upper triangular matrix and strictly lower triangular matrix are the 
same, their symbols are opposite. This property helps us only to choose one of strictly 
triangular matrix. 

3.2 Principal Component Analysis (PCA) 

This study uses PCA to analyze the original data of importance degree. It can be used 
to simplify the large number of criteria and it also can satisfy the hypothesis of 
AHP/ANP on the independence/dependence of criteria included in system aspect. 
However, the founder of ANP, Professor Saaty, didn’t explicitly define it [10]. From 
the paper analysis of AHP/ANP, it can be figured out that the hypothesis is that 
criteria in aspects are independent/dependent. That’s why we use this technique in this 
study. The research conducts the Principal components analysis (PCA) for the 
original data of importance degree (the maximum value is 10 and minimum value is 
0) collected by the questionnaire survey.    

3.3 Analytic Network Procedure (ANP) 

The ANP method is expressed by a unidirectional hierarchical relation among 
decision levels [10-12]. The top element of the hierarchy is the overall goal for the 
decision model. The hierarchy decomposes to a more specific criterion, until a level 
of manageable decision criteria is met [13]. Under each criterion, sub-criteria 
elements relative to the criterion can be constructed. The ANP separates complex 
decision problems into elements within a simplified hierarchical system [14-16]. The 
steps of the ANP method are described as follows: (1) clarify the questions and 
constructs the framework, (2) design the questionnaires and the survey, (3) determine 
the relative importance of factors by pair-wise comparison to calculate factor weights 
by dependence and feedback, and checks the consistency of logical judgment, (4) 
calculate the supermatrix, and (5) determine the factor weights[14, 16]. 

3.4 Vlse kriterijumska Optimizacija I Kompromisno Resenje (VIKOR) 

The VIKOR method is used to evaluate and rank the performance of benchmarked 
alternatives. The VIKOR method is one of MCDM methods, and applies to solve a 
discrete decision problem with non-commensurable and conflicting criteria. This 
method focuses on ranking and selecting the solution from a set of alternatives, and 
determines compromised solutions for a problem with conflicting criteria. This helps 
the decision makers to get a final decision. The compromised solution is a feasible 
one closest to the optimal scenario, and a compromise means an agreement 
established through mutual concessions. The basic concept of VIKOR is to identify 

netT

[ ], , {1,2,..., }ij jit i j nt= ∈−netT
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the positive-ideal solution and the negative-ideal solution. The positive solution is the 
best solution that satisfies the most required criterion whereas the opposite is the 
negative-ideal solution. The VIKOR method can rank and determine the difference of 
negative and positive ideal solutions between services of the existing service systems 
of tourist package tours. When calculating the distance between the ideal solution and 
the proposed service systems of package tours, the score of every criterion should be 
summarized. The gap between the consumers’ most satisfied one and most 
dissatisfied one is also analyzed regarding services of the existing service systems of 
package tours. The VIKOR method starts with the form of the –metric , which is 

used as an aggregating function in a compromised alternative method and it develops 
the multi-criteria measure for compromised ranking [17, 18]. The VIKOR provides a 
maximum group utility of the “majority” and a minimum individual regret of the 
“opponent”. The compromised solutions could be the base for negotiation, involving 
the decision makers’ preferences by criteria weights (Fig.2). 

 

Fig. 2. Ideal and compromised solutions 

Where: is the ideal solution. represents the ideal value (or called the 

aspired/desired level) of criterion 1.  shows the ideal value (the aspired/desired 

level) of criterion 2. When both criteria are conflicting, the first criterion can be 
reached for the ideal value, but the second criterion has to be neglected for its 
performance, and vice versa. For simultaneously fulfilling these conflicting criteria, 
compromise is necessary. The grey arc in Fig. 2 means the combination of non-
inferior solutions. The compromise solution, , is a feasible solution that is “closest” 
to the ideal . A compromise means an agreement established by mutual 
concessions. The VIKOR method is presented with the following steps:  

Step 1: Determine the best  value and the worst  value in criterion  

  (10)

 (11)

where k is the kth alternative; i is the criterion; is the performance value of the ith 

criterion of the kth alternative; I1 is the cluster of utility-oriented criteria; I2 is the 
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cluster of cost-oriented criteria;  is the positive-ideal solution (or setting the 

aspired level); and  is the positive-ideal solution (or setting the worst level). 

Step 2: Calculate the values  and , , using the relations 

Let  be . Before we formally introduce the basic concept 

of the solutions, let us define a class of distance functions by Yu (1973).  

 (12)

 
(13)

 (14)

where  shows the average gap for achieving the aspired/desired level;  shows 

the maximal degree of regret for prior improvement of gap criterion.  is the weight 

of the criterion  and , expressing the relative importance value of the 
criteria gained via the application of the ANP method, based on NRM. 

Step 3: Calculate the index values , , using the relation 

 (15)

,   

,  

where (showing the minimal average gap is the best, we also can set 

),  (we can set ),  (showing the minimal degree 

of regret is the best, we also can set ),  (we can set ). We 

also can re-write Eq. (15), . 

Step 4: Rank the alternatives 
In addition,  when , it indicates that S is emphasized more than Q in 
Eq. (15), whereas when  it indicates that Q is emphasized more than S in Eq. 
(15). More specifically, when , it represents a decision-making process that could 
use the strategy of maximum group utility; whereas when , it represents a 
decision-making process that can use the strategy of minimum individual regret, 
which is obtained among maximum individual regrets/gaps of lower level dimensions 
of each alternative (or aspects/objectives). The affects the ranking order of the 
dimensions /aspects/criteria and is usually determined by the experts or decision 
making. In this paper,  (here, v =0.5) is applied to determine the customer 
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and the minimum individual regret of the “opponent”, where smaller is better and 

0≦ ≦1. The study ranks the alternatives by establishing the value satisfaction index 

(VSI) and price satisfaction index (PSI) which take and value when v value 

equals to 0.5 and constitutes the satisfaction index table for a maximum group utility 
and a minimum individual regret/gap. When and is the smaller-the-better index 

and ranges from 0 to 1, the study transfers it to a bigger-the-better index by 
calculating ‘ ’ and ‘ ’. Therefore, when both v values of value satisfaction 

and price satisfaction equal to 0.5, V and P are and . Here, both VSI and PSI 

come from and , and the VSI and PSI for different alternatives can be 

calculated.   

4 The Empirical Study of Package Tour in Taiwan’s Nantou 
Area 

This research plans six package tours (Sea of Clouds Tour (Tour 1), Traditional 
culture experiencing tour (Tour 2) , Lake and sky tour (Tour 3), Enjoying spring tour 
(Tour 4), Railroad exploration tour (Tour 5), and Museum visiting tour (Tour 6)) for 
the guideline of travel mode choices and divides the regional package tours into three 
transportation tools (bus tour, railroad tour, and private vehicle tour) and four theme 
modes (shopping and cuisine, nature approaching, culture exploring, and event 
participation) in Taiwan’s Nantou area (Fig.3). 

 

Fig. 3. The relative location of Nantou country 

and  (here v =0.5) is applied to determine the (customer) value satisfaction 

index (VSI) and (customer) price satisfaction index (PSI). and  could also 

consider the index of the maximum group utility and the minimum individual regret 
of the “opponent”, where and means smaller is better and 0≦ , ≦1. 

However, this research prefers and for evaluation, which means 

and bigger are better. When the v value of VSI is 0.5, then and VSI=
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 and the v value of PSI is 0.5, then and PSI= . Therefore, VSI and 

PSI of different alternatives could be gained. Under v=0.5, =0.295, VSI=0.705 of 

Tour 2 (Traditional culture experiencing tour) and =0.376, VSI=0.624 of Tour 6 

(Museum visiting tour). The VSI rank of package tours are . 

As shown in Table 2, under v=0.5, =0.281, PSI=0.719 of Tour 2 (Traditional 

culture experiencing tour) and =0.347, PSI=0.653 of Tour 6 (Museum visiting 

tour). The PSI rank of package tours are .  

Table 2. The VSI and PSI ranks for package tours 

v=0.5 Tour 1 Tour 2 Tour 3 Tour 4 Tour 5 Tour 6 

 
Sea of  

clouds Tour 
Traditional culture 
experiencing tour 

Lake and 
sky tour 

Spring   
enjoying tour

Railroad  
exploration tour 

Museum 
visiting tour 

V =  0.343  0.295  0.363  0.333  0.301  0.376  

VSI =  0.657  0.705  0.637  0.667  0.699  0.624  

P =  0.332  0.281  0.331  0.327  0.305  0.347  

PSI =  0.668  0.719  0.669  0.673  0.695  0.653  

From Fig. 4 and Table 2, the Traditional Culture Experiencing Tour (Tour 2) has 
the highest aggregated satisfaction index (0.705, 0.719) and the Museum Visiting 
Tour (Tour 6) demonstrates the lowest aggregated satisfaction index (0.624, 0.653), 
followed by the Railroad Exploration Tour (Tour 5) (0.699, 0.695), the Spring 
Enjoying Tour (Tour 4) (0.667, 0.673), the Sea of Clouds Tour (Tour 1) (0.657, 
0.668), and the Lake and Sky Tour (Tour 3) (0.637, 0.669). In addition, the 6 package 
tours present 3 competition strategies proposed by operators as follows: both high 
VSI and PSI (the Traditional Culture Experiencing Tour (Tour 2) (0.705, 0.719) and 
the Railroad Exploration Tour (Tour 5) (0.699, 0.695)), both medium VSI and PSI 
(the Spring Enjoying Tour (Tour 4) (0.667, 0.673), the Sea of Clouds Tour (Tour 1) 
(0.657, 0.668), and the Lake and Sky Tour (Tour3) (0.637, 0.669)), and both low VSI 
and PSI (the Museum Visiting Tour (Tour 6) (0.624, 0.653)). 

 
Fig. 4. The satisfaction location of package tours based on VSI and PSI 
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5 Conclusions 

Price is the crucial factor for products on tourism market. It seems that high-price 
strategy cannot attract consumers. Instead of that, it is proved by the Traditional 
Culture Experiencing Tour (Tour 2) that low-cost tour is a good alternative for 
customers. The Tour emphasizes traditional crafts and local culture, and participants 
are able to experience cultural stuffs.  Free combination of diversified packages of 
different activities helps cost down the service price with the increasing demands. In 
addition, the Railroad Exploration Tour focuses on the villages along the railroad, 
which allures railroads fans and tourists interested in regional development history, 
local cultural. The rail station represents the origin of regional development and plays 
the role of bridging local economic activities with external development. 
Furthermore, hot spring and natural experience tours are characterized with scarcity 
of the natural resources. Boosting demands may push up the travel price and 
therefore, the segmentation of customers based on time is applicable.  Tourism 
coupons can help separate the tourism market when retired tourists with flexible time 
may be attracted by the bonus price to the tours in off-peak time. During holidays, the 
long-term cooperation or the aggregated efforts of operators can be applied to lower 
prices by large quantity. Diversification of tour contents can also relieve the problem 
of rising price caused by the resource scarcity. The museum tour needs to be 
enhanced by working with schools and institutions and by developing new customers 
through diversified pricing and marketing strategies.    
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Abstract. We present a novel algorithm for 3D reconstruction in this paper, 
converting incremental 3D reconstruction to an optimization problem by 
combining two feature-enhancing geometric priors and one photometric 
consistency constraint under the Bayesian learning framework. Our method first 
reconstructs an initial 3D model by selecting uniformly distributed key images 
using a view sphere. Then once a new image is added, we search its correlated 
reconstructed patches and incrementally update the result model by optimizing 
the geometric and photometric energy terms. The experimental results illustrate 
our method is effective for incremental 3D reconstruction and can be further 
applied for large-scale datasets or to real-time reconstruction. 

Keywords: Incremental reconstruction, Bayesian model, PMVS. 

1 Introduction 

In computer vision, 3D reconstruction has been one of the widely researched areas in 
the recent decades, and automatic geometric reconstruction plays a key role in 
automated intelligent systems. With the decreasing costs of video equipments, we 
now have the opportunity and an urgent need to run automated and accurate 3D 
reconstruction algorithms directly on multiple photographs or video clips. Indeed, the 
most important technological ingredients towards this goal are already in place. We 
have known that feature matching algorithms [6] can provide accurate 
correspondences, structure-from-motion (SFM) algorithms use these correspondences 
to evaluate accurate camera pose, and multi-view-stereo (MVS) methods finally 
reconstruct dense and accurate surface models of complex objects from a moderate 
number of calibrated images. Actually,  the existing MVS algorithms has nearly 
achieved surface coverage of about 95% and depth accuracy of about 0.5 mm from a 
set of low resolution (640x480) images as reported [1, 18].  

MVS plays an important role in automatic acquisition of geometric objects. Existing 
state-of-the-art MVS algorithms can be roughly categorized into four classes: voxel, 
mesh, depth maps and patch based methods. Voxel-based MVS methods (VMVS) [2], 
[3], [4], [5] represent geometry on a regularly sampled 3D grid (volume), either as a 
discrete occupancy function or a function encoding distance to the closest surface. 

                                                           
*  Corresponding author. 
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Algorithms based on deformable polygonal meshes [7] [8] represent a surface as a set of 
connected planar facets and operate by iteratively evolving a surface to decrease or 
minimize a cost function. Approaches based on multiple depth maps [9], [10] model a 
scene as a set of depth maps and fuse individual depth maps into a single 3D model. 
Finally, patch-based MVS (PMVS) [1] algorithms output a dense collection of small 
oriented rectangular patches covering the observed surface obtained from pixel-level 
correspondences. Recently, CMVS [17] is approved effective in reconstructing from 
images of crowed scenes without any initialization process.  

However, the mentioned methods still face the following difficulty. They cannot 
well handle incremental reconstruction tasks. In another word, the input images 
should be well sequenced before reconstruction. Once a geometric object is obtained, 
it cannot be incrementally updated when facing a new input view image.  

Thus in this paper, we propose a novel algorithm aiming at incrementally 
reconstructing a 3D model using the Bayesian framework. We first select a group of 
key views uniformly distributed on our view sphere to create an initial 3D surface 
modeled by PMVS as stated above. Then when a new calibrated image is input, we 1) 
map it into a triangle on our view sphere, 2) search the correlated patches with the 
new input view, and 3) automatically update the initial 3D model using the 
photometric consistency constraint and geometric smoothness priors under the 
Bayesian inference framework. Note that once a new image is added, more geometric 
details can be extracted and integrated to incrementally optimize the final 3D model. 

Our method has two main contributions. First, we propose a novel incremental 3D 
reconstruction framework, which makes full use of new views to incrementally 
update an existing 3D model. As a result, the reconstruction process is more efficient 
and convenient, especially useful for automatic 3D reconstruction from a large 
number of real-life images or videos and real-time reconstruction. Second, to our 
knowledge, no previous work has attempted to reconstruct 3D models using the 
Bayesian learning framework, where pixel-level information and geometric level 
constraints are well integrated to optimize the final model. As a result, the 
reconstruction accuracy can be effectively improved. 

2 Our Method 

In this section, we give our incremental reconstruction algorithm in details. Our 
method can be briefly summarized as the following three steps: 

1. Map the given multi-view images set Isource to a view sphere Sinitial and select 
uniformly distributed key views to initialize a 3D model; 

2. For each new input image inew, map it to Sinitial  and search its related patches set 
Pupdate on the 3D model; 

3. Re-calculate the patches of Pupdate using the Bayesian learning framework to 
incrementally refine the 3D model. 

Step 2 and 3 are repeated until there are no new input images. Note that in Step 2, 
only a subset Pupdate  (named seed patches set)  on the previous 3D model is chosen to 
be updated for any new input image rather than all the patches on the model. It is 
based on the following fact that in each incremental recursion step, the existing 
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patches on the previous 3D model may have different correlations to inew and we need 
not update those patches having low correlations. For example, there is no (or too 
low) correlation between inew and another patch that is completely invisible to it. This 
helps reduce the computational cost, simultaneously without losing accuracy in our 
incremental reconstruction. 

2.1 Initialize a 3D Model  

Given a calibrated image set Isource, we need firstly to select an image subset uniformly 
distributed in different viewpoints to reconstruct an initial 3D model. The initial key 
views are selected as follows: 1) map each view image in Isource to a view sphere Sinitial  
(see Fig. 1(a)), with its coordinate determined by the corresponding image plane, 
namely the normalized principal axis vector obtained from its projection matrix, and 
2) sample the key views uniformly across the sphere.  

 
                      (a)                              (b) 

Fig. 1. (a) The view sphere. (b) The patch model. 

Next, we triangulate Sinitial by grouping the neighboring key views on it into 
triangles using the Delaunay Triangulation algorithm [11]. 3D initial geometric model 

S can be simultaneously reconstructed using [12] from key views. Note that the 
geometric contour is reconstructed using the patch-based approach [1], where a 3D 
surface is covered by a plenty of patches, and a patch p is essentially a local tangent 
plane approximation of the surface. A patch p here has three geometric attributes (see 
Fig. 1(b)): c(p), n(p) and R(p), where c(p) denotes the geometric center, n(p) is the 
unit normal vector oriented toward the camera observing it, while a reference image 
R(p) is an image chosen from V(p) where p is truly visible on the condition that the 
retinal plane of R(p) is nearly parallel to p within a tiny distortion. 

As a result, a triangulated view sphere and a 3D patch model are obtained as the 
initializations of our incremental updating system. 

2.2 Search Related Patches for a New Input Image 

In our incremental reconstruction step, we first search a corresponding patch subset 
from the previous 3D model for any new input calibrated image, and then extend the 
subset to make the model more uniform and well-sampled. 
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2.2.1 Search Seed Patches for Any Input Image 
To search the seed patches Pupdate for any incrementally input image inew, we first 
search a proper triangle T on Sinitial, where inew can be mapped into using SIFT [6] as 
follows:  

 ∈
←

Tv

v
i

T
new

xT ||maxarg  (1)

where v
inew

x is a set of matches between inew and the key view v corresponding to a 

vertex in triangle T. Then we search the correlated patch subset Pupdate from the 
reconstructed 3D model by  

U
Tv

update pRisvSppP
∈

∈= )}(,|{  (2)

Obviously, inew provides more useful reconstruction details for the patches in Pupdate 
than those outside it. Then we update Sinitial as follows: 1) add a new vertex 
representing the new image; 2) add a pyramid of triangles by connecting the new 
image to the three vertices of T, and 3) delete T with inew located in. As a result, we can 
simultaneously obtain an updated view sphere (see inew in Fig. 1(a)).  

2.2.2 Extend the Seed Patches 
Next, we extend the patch model to obtain a relatively uniform patch density along 
different viewpoints over the surface. The extension is associated with the orientation 
of the new view and the average density of the existing global surface. Note that 
during this process, we may create new patches under the local geometric constraints 
to improve patch density where patches are too sparse. Our extension has the 
following steps: 

• Estimate local density Dp for every patch p in 3D model. We count its neighbors 
N(p) to evaluate the local density equivalently as follows:  

}|)())()((||)())'()((|,|{)( ρ<′⋅′−+⋅−∈′′= pnpcpcpnpcpcSpppN  (3) 

|)(| pNDp =
 

(4)

where ρ can be computed relating to the distance at the depth of the center of c(p) 

and c(p') corresponding to an image displacement of u pixels in R(p)(u=2 in our 
experiment); 

• Compute the global average density Dg by averaging all estimated local densities; 
• For every seed patch in Pupdate with its local density less than 0.5* Dg, use the 

SMOTE [13] to oversample new ones whose initialization can be seen in Table 1 
between the seed patch and its neighbors (see Fig. 2). As a result, the original 
geometric constraints can be well maintained; 

•  Add the new patches into Pupdate. 
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Fig. 2. Seed patches extension, where Pnew  is generated along the line combining a seed patch 
P0  and one of its neighbors P1 

2.3 Incremental Surface Reconstruction Using Bayesian Learning 

This section introduces the Bayesian model used in our incremental reconstruction. 
We aim at discovering the photometric consistency and geometric smoothness 
constraints to obtain high-quality incremental reconstruction results. 

Suppose inew is a measurement to our camera from the real scene modeled by 
PMVS in our method. Let S be the real scene to be modeled, we need reconstruct the 
most likely surface SMAP given the measurement inew. This can be achieved by 
maximizing the Bayesian posterior probability p(S|inew) in the solution space Ω 

Ω∈= SSpSip
Z

iSp newnew ),()|(
1

)|(
 

(5)

))(log)|(logminarg SpSipS newMAP −−= （  (6)

in order to reduce the parameter dimensions, we constraint Ω to the expanded patches 
subset Pupdate as mentioned in Section 2. Note that the constant related to Z is ignored 

in (6). )|( Sip new   specifies the likelihood of the measurement inew agreeing with S. 

In other words, it measures how well the normal and coordinate of a patch match the 
real surface according to the information hidden in inew and the other correlated 
images. It can be defined by the use of photometric discrepancy function [1], which 
we choose to express the photometric consistency: 

)-exp()|( pnew ESip η∝  (7)
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Sp ipVi

newp

new
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pVS

E
/)(
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-1|)(|

1

||
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whereη is a control coefficient, and ),,( iiph new  is equal to one minus the pair-wise 

normalized cross correlation concerning to the patch projection into images inew and i. 
We use two constraints to define the prior p(S): 

}){exp()( 21 EESp ζλ +−∝  (9)
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where E1 and E2 are two geometric smoothness energy terms, and λ, ζ are weighted 
coefficients. E1 is used to assure the smoothness of the reconstructed surface. For a 
natural 3D object, we can model its surface smoothness by accumulating sub-linear 
potentials of surface curvature similar to [14]. Concretely, we define E1 as follows: 

 
∈ ∈

=
Sp pNv

vpf
pNS

E
)(

1 ),(
|)(|

1

||

1
 (10)

))()(())()((),( vnpnvnpnvpf T −−=
 

(11)

where N(p) is the neighboring patches set of p defined in (3),  f(p,v) is the square-root 
potential with f(p,v)=0 if n(p)=n(v) and positive otherwise. 

 
                          (a)                           (b) 

Fig. 3. Geometric smoothness terms. (a) The blue patch p is an outlier; however it has a 
continuous normal with its neighboring patches. (b) d(p,v) is the absolute distance between two 
patches p and v along n(p). 

However, there still may exist exceptions even (10) is met. For example, in Fig. 
3(a), the patch p is an outlier while having well sub-linear continuous relations with 
normals of its neighbors in N(p). Considering although such a patch has a continuous 
normal, its geometric location is far away from the real surface, we use another 
geometric smoothness energy term E2 to minimize such errors as follows: 
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(12)

|))()(()(|),( pcvcpnvpd −⋅=  (13)

where d(p,v) is the  distance between two patches p and v along n(p)(see Fig. 3(b)). 
This minimization problem requires us to adjust c(p) and n(p) for any patch in S 

from the initial value to the final convergent solution. It is actually a sparse energy 
minimization optimization problem. To simplify the complexity and reduce the 
dimension of variables, we constrain c(p) lie on a ray to assure the projection into 
R(p) is not changed. Simultaneously, we model n(p) with Euler angles. Thus for every 
patch, only three parameters participate in the optimization problem, greatly reducing 
the dimension of the solution space and improve stability in the search process. We 
use the conjugate gradient descent to solve the global optimization. In this process, 
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the derivatives for geometric smoothness prior can be directly computed and those for 
the photometric consistency term are currently estimated numerically.  

As a summary, our incremental updating algorithm is shown in Table 1. 

Table 1. The incremental algorithm 

Input : initialS and 3D patch model S reconstructed by PMVS 

Output : an improved well-sample, high-resolution and more accurate patch model 
While Input an image inew  

Locate inew in Sinitial and find a corresponding triangle T using SIFT 
For any p in the 3D patch model 

Np     }|)())()((||)())'()((|,|{ ρ<′⋅′−+⋅−∈′′ pnpcpcpnpcpcSpp  

Dp     |)(| pN  

Pupdate      U
Tv

pRisvp
∈

)}(|{
 

Update  Sinitial 
Compute Dg by averaging all local density 
For any p in Pupdate  

If Dp<0.5* Dg 
Generate a new patch k 
c(k) ,n(k)      oversampling method smote(Np, sample-rate,p). 

  R(k)      R(p) 
V(k)      V(p) 
Add k into Pupdate 

For any patch p in Pupdate 

   updatep PpEEEpnpc ∈++← ),(minarg)(),( 21 ηζλ  

end  while 

3 Experiments and Discussions 

We have implemented our incremental reconstruction algorithm on C++ platform. 
The datasets [15][16] used in our experiments are shown in Table 2, with the number 
of the input images, their approximate sizes, the number of the key views we choose 
and the patch number of the reconstructed initial model using PMVS [12]. In our 
incremental process, we set λ, ζ andη 0.3, 0.2 and 0.7, respectively. 

Fig. 5 gives the incremental reconstruction results of different models, where 
Column (a) and Column (b) correspond to example 2D images and their initial result 
models reconstructed from key views, respectively. After gradually adding new 
images, the result models are incrementally updated, as shown in the rest three 
columns (c)-(e). It can be seen that the result models can be dynamically optimized 
and enriched with more details during these processes. 
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Table 2. The datasets used in our experiments 

Name Images Image size Key views 
Initial 

patches 
Toy Dinosaur  24 2000*1500 15 27267 

Morpheus 24 1400*1200 15 18433 
predator 24 1800*1800 15 29620 

Human Skull 24 2000*1800 15 45223 
temple 312 640 * 480 209 32317 

 
To evaluate our method quantitatively, we adopt the weighted sum of normalized 

cross correlation (NCC) [1] to model the accuracy of a patch. During each 
incremental step, we calculate the ratios of those patches with larger weighted NCC 
scores in Pupdate (see Fig. 4). Fig. 4 is a discrete figure where different points on curves 
have no relations and can be replaced by tables if enough space available.  It can be 
seen that after adding a new image, the NCC accuracy of nearly 50% of its related 
patches are improved averagely, illustrating the effectiveness of our method.  

 

                 (a)                            (b)                            (c) 

Fig. 4. The overall statistic analysis. (a) the ratio of patches having higher photometric 
consistency scores, (b) the number of extended patches, and (c) the ratio of accepted extending 
patches for different incremental images. 

We also find that in Fig. 4(a), the ratio changes with image quality and position on 
our view sphere during the incremental reconstruction steps. It is due to that for poor-
quality images, geometric smoothness term plays an important role in the 
optimization, and thus the accuracy may be reduced simultaneously because of over-
smoothing. 

Fig. 4(b) illustrates the number of the extended patches in each incremental 
reconstruction step with the sample-rate as 200% in our experiments. Obviously, the 
number greatly depends on the viewpoint of 2D images and more patches need to be 
generated in sparse regions. Note that not all the extended patches are finally added to 
the result model due to the global geometric constraints and the pixel-level 
information. Fig. 4(c) gives the accepted patch ratios in our experiments. 
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   (a) 2D images (b) the initial model  (c) result 1       (d) result 2     (e) result 3 

Fig. 5. Our incremental reconstruction results. (a) 2D sample images, (b) the initial 3D model, 
(c)-(e) the incremental reconstruction results. From top to bottom, the datasets are dinosaur, 
human skull cast, Morpheus, predator and temple. 

4 Conclusions 

We have developed a novel incremental reconstruction algorithm for calibrated multi-
view stereo. Our method first initializes a 3D patch model using the selected key 
views, and then when inputting a new image interactively, seed patches for which the 
new image provides useful reconstruction details are searched and then extended to 
make surface of the 3D target uniform. We end up the incremental learning under 
Bayesian framework. We focus our future work on directly reconstructing crowed 
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scene models from real-life videos and online real-time reconstruction. Another 
improvement may lie on better evaluating 3D model reconstruction methods, 
especially for incremental reconstruction applications.  
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1 Introduction

Theproblemof estimating the parameters of a distribution,when these parameters
changewith time, is far from trivial. The reasonwhy the problem is intrinsically dif-
ficult is because “traditional” estimation methods rely on the long term properties
of the estimation process to conclude on the quality of the estimate. Consequently,
they attempt to obtain convergence properties that are as “strong” as possible.

Estimators generally fall into various categories including the Maximum Like-
lihood Estimates (MLE) and the Bayesian family of estimates. Estimates from
these families are well-known for having good computational and statistical prop-
erties. However, the basic premise for establishing the quality of estimates, in-
cluding these, is based on the assumption that the parameters being estimated
do not change with time, i.e, the distribution is assumed to be stationary. Thus,
as mentioned above, it is desirable that the estimate converges to the true un-
derlying parameter with probability 1, as the number of samples increases.

As argued in [11], there are numerous real-life problems in which the environ-
ment is non-stationary, and the parameter being estimated changes with time.
Once can, for example, be dealing with an ensemble of biased dice, which leads
to a multinomially distributed random variable where the parameter (the vector
of probabilities for choosing the possible sides) is switched, perhaps, periodically,
to possibly a new random value. Such a scenario demonstrates the behavior of a
non-stationary environment. Thus, in this case, the goal of an estimator scheme
would be to estimate the parameter, and to be able to adapt to any changes
occurring in the environment. In other words, the algorithm must be able to
detect the changes and estimate the new parameter after a switch has occurred
in the environment. If one uses strong estimators (i.e., estimators that converge
w.p. 1), it is impossible for the learned parameter to change rapidly from the
value to which it has converged, resulting in poor time-varying estimates.

As opposed to the traditional MLE and Bayesian estimators, Oommen and
Rueda, in [11], used the principles of continuous stochastic Learning Automata
(LA) to propose a Stochastic Learning Weak Estimator (SLWE). Their scheme
yielded a weak estimator which could learn the parameters of a binomial or
multinomial distribution when the underlying distribution is nonstationary. As
opposed to their scheme, in this paper, we propose a discretized algorithm. How-
ever, rather than merely utilize the process of discretization by “uniformly slic-
ing” the parameter space, we propose a novel discretized weak estimator in which
the principle of inferring how the updates are to be made, is itself based on a
meta-learning strategy, explained, in detail, below. Our new estimator can be
shown to converge to the true value fairly quickly, and to “unlearn” what it has
learned so far to adapt to the new, “switched” environment. Further, as in the
case of the SLWE, the convergence of the estimate is weak, i.e., with regard to
the first and second moments.

The principle with which we design the estimator, referred to to as the
Stochastic Search on the Line Based Discretized Weak Estimator (SSLDE), is
based on the solution to the Stochastic Search on the Line (SSL) problem, pio-
neered by Oommen in [7].
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It is pertinent to mention that the SSL solution presented in [7] is not directly
relevant to the problem currently studied. The reason for this is the following:
The method proposed in [7] explicitly assumes the existence of an Oracle which
informs the learning mechanism whether to go “right” or “left”. Such an Oracle
is non-existent in the estimation problem. In our application domain, in order to
resolve this paradox for estimation, we have to first infer (or rather simulate) such
an Oracle. Thus, to overcome this difficulty, we first intelligently construct an
“Artificial Oracle” that suggests whether we are to increase the current estimate
or to decrease it.

The analytic results derived and the empirical results obtained demonstrate
that the SSLDE estimator is able to cope with non-stationary environments with
a high adaptation rate and accuracy, that, as one can expect, is dependent on
the choice of the resolution parameter.

With regard to their applicability, apart from the problem being of importance
in its own right, weak estimators admit a growing list of applications in various
areas such as intrusion detection systems in computer networks [15], spam filter-
ing [19], ubiquitous computing [6], fault tolerant routing [10], adaptive encoding
[12], and topic detection and tracking in multilingual online discussions [14].
We ourselves are also considering the application of such estimators in mobile
adaptive architectures.

2 State-of-the-Art

Traditionally available methods that cope with non-stationary distributions re-
sort to the so-called sliding window approach, which is a limited-time variant
of the well-known MLE scheme. The latter model is useful for discounting stale
data in the stream of observations. Since the data samples arrive continuously,
only the most recent observations are used to compute the current estimates.
Thus, the data elements occurring outside the “current window” is forgotten
and replaced by the new data. The problem with using sliding windows is the
following: If the time window is too small the corresponding estimates tend to
be poor. As opposed to this, if time window is too large, the estimates prior
to the change of the parameter have too much influence on the new estimates.
Moreover, the observations during the entire window width must be maintained
and updated during the process of estimation.

Apart from the sliding window approach, many other methods have been
proposed, which deal with the problem of detecting change points during es-
timation. In general, there are two major competitive sequential change-point
detection algorithms: Page’s Cumulative Sum (CUSUM) [2] detection proce-
dure and the Shiryaev-Roberts-Pollak detection procedure. In [13], Shiryayev
used a Bayesian approach to detect changes in the parameters of the distribu-
tion, where the change points were assumed to obey a geometric distribution.
CUMSUM is motivated by a maximum likelihood ratio test for the hypotheses
that a change occurred. Both approaches utilize the log-likelihood ratio for the
hypotheses that the change occurred at the point, and that there is no change.
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Inherent limitations of CUMSUM and the Shiryaev-Roberts-Pollak approaches
for on-line implementation are the demanding computational and memory re-
quirements. In contrast to the CUMSU and the Shiryaev−Roberts−Pollak ap-
proaches, our SSLDE avoids the intensive computations of ratios, and does not
invoke hypothesis testing.

A description of the state-of-the-art would not be complete without mention-
ing the SLWE work of Oommen and Rueda [11] (cited above) which is based
on the principles of continuous stochastic Learning Automata (LA). As opposed
to this, our scheme resorts to discretizing the probability space [1,5,9,16], and
performing a controlled random walk on this discretized space. It is well known
in the field of LA that discretized schemes achieve faster convergence speed than
continuous schemes [1,8]. By virtue of discretization, our estimator realizes fast
adjustments of the running estimates by jumps, and it is thus able to robustly
track changes in the parameters of the distribution after a switch has occurred
in the environment.

A brief history of the science of discretization in the field of LA is not out
of place. The concept of discretizing the probability space was pioneered by
Thathachar and Oommen in their study on Reward-Inaction LA [16], and since
then that it has catalyzed a significant research in the design of discretized LA
[1,5,9,3,4]. Recently, there has been an upsurge of research interest in solving
resource allocation problems based on novel discretized LA [3,4]. In [3,4], the
authors proposed a solution to the class of Stochastic Nonlinear Fractional Knap-
sack problems where resources had to be allocated based on incomplete and noisy
information. The latter solution was applied to resolve the web-polling problem,
and to the problem of determining the optimal size required for estimation.

In a previous research work, the authors of this current work also devised
a discretized weak estimator that is able to cope with non-stationary binomial
and multinomial distributions. That estimate, referred to as the Stochastic Dis-
cretized Weak Estimator, has been analyzed and descibed elsewhere [17], and
space does not permit us to submit a comprehensive comparison here. In all
brevity, we mention that the latter scheme can be seen to be a more “fidel”
counterpart of the continuous SLWE [11] since, in both algorithms (SLWE and
SDWE), the mean of the final estimate is independent of the scheme’s learning
parameter.

We now proceed to present the new estimator, i.e., the Stochastic Search on
the Line Based Discretized Weak Estimator (SSLDE).

3 The Estimator for Binomial Distributions

We assume that we are estimating the parameters of a binomial distribution.
This distribution is characterized by two parameters, namely the number of
trials and the parameter characterizing each Bernoulli trial. We assume that the
number of observations is the number of trials. We seek to estimate the Bernoulli
parameter for each trial.

Let X be a binomially distributed random variable, which takes on the value
either “1” or “2”. We choose to use these values instead of the more common
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used notation “0” or “1” to make the notation consistent when we consider the
multinomial case. It is assumed that the distribution of X is characterized by
the parameter vector S = [s1, s2]T. In other words,

X = “1” with probability s1
X = “2” with probability s2, where s1 + s2 = 1.
Let x(t) be a concrete realization of X at time ‘t’. We intend to estimate

S, i.e, si for i = 1, 2. We achieve this by maintaining a running estimate of
P (t) = [p1(t), p2(t)]T of S where pi(t) represents the estimate of si at time
t, for i = 1, 2. Our proposed SSLDE works in a discretized manner. In fact,
we enforce the condition that pi(t) takes values from a finite set, i.e, pi(t) ∈
{0, 1

N , 2
N , . . . , N−1

N , 1}, where N is a user-defined integer parameter. N is called
the “resolution” parameter and determines the stepsize Δ (Δ = 1

N ) relevant to
the updating of the estimates. A larger value of N will ultimately imply a more
accurate convergence to the unknown parameter S. However, a smaller value of
N will hasten the convergence rate, but will forfeit some accuracy. Initially, we
assign p1(0) = p2(0) = N

2 , where N is assumed to be an even integer. Let r1(t)
be the state index of the estimator, implying that p1(t) = r1(t)

N . Thereafter, the
value of r1(n), is updated as follows, depending on whether r1(t) is greater or
less than N

2 :

– Case 1: r1(t) ≥ N
2

If x(t) = “1” and rand() ≤ N
2r1(t)

and r1(t) < N

r1(t) := r1(t) + 1 (1)

Else If r1(t) > 0

r1(t) := r1(t) − 1 (2)

Else

r1(t) := r1(t) (3)

– Case 2: r1(t) < N
2

If x(t) = “2” and rand() ≤ N
2(N−r1(t))

and r1(t) > 0

r1(t + 1) := r1(t) − 1 (4)

Else If r1(t) < N

r1(t) := r1(t) + 1 (5)

Else

r1(t) := r1(t), (6)

where p2(t+1) = 1−p1(t+1) and rand() is a uniform random number generator
function. In the interest of simplicity, we omit the time index t, whenever there
is no confusion, and thus, P implies P (t).

The main theorem that we present concerns the convergence of the vector
P which estimates S as per Equations (1 - 6). We claim that the mean of P
converges exactly to S as N goes to infinity. In the interest of brevity, this proof
is omitted here.
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Theorem 1. Let X be a binomially distributed random variable, and P (t) be
the estimate of S at time t obtained by Equations (1 - 6). Then:

LimN→∞E[P (∞)] → S.

The proof of this result is quite involved and can be found in [18]. ��
Remarks: A few remarks regarding our method for updating the estimates are
not out of place. Indeed:

– First of all, it is pertinent to mention that although the rationale for updating
is similar to that of the SSL algorithm [7], there are some fundamental
differences. Unlike the latter, which explicitly assumes the existence of an
“Oracle”, in this case, our scheme simulates such an entity.

– Secondly, at this juncture, we emphasize that unlike the work of [7], the
probability that the Oracle suggests the move in the correct direction, is
not constant over the states of the estimator’s state space. This is quite a
significant difference, which basically reduces our model to a Markov Chain
with state-dependent transition probabilities.

– The crucial issue is that by means of a random number generator function,
we, hopefully elegantly, construct an Artificial Oracle that is informative
as per the definition of [7], i.e, the Artificial Oracle’s suggestions to either
increase or decrease the estimate are correct with a probability always larger
than 0.5. In that sense, whenever p1(t) is less than s1, the Oracle directs the
scheme to increase p1(t) with a probability greater than 0.5, and vice versa.
The converse is true whenever p1(t) is greater than s1.

– The main difference between our estimator and the SDWE, presented in [17],
is that in the latter, the mean of the final estimate is independent of the
scheme’s learning coefficient, N . Consequently, we can say that the SDWE
is a more fidel counterpart version of the SLWE, where the mean does not
depend on its parameter, λ, as well. Moreover, in the case of the SDWE, at
the internal states (i.e. 0 < r1 < N), there is a non zero probability that
the estimate remains unchanged at the next time instant. As opposed to
this, in our present updating scheme, the machine never stays at the same
state at the next time instant, except at the end states. Therefore, it can be
better characterized to be true to the essence of the SSL problem where the
environment directs the LA to move to the right or to the left, and never
directs it to stay at the same position.

4 Experimental Results

In this section, we evaluate the new family of discretzied estimators in non-
stationary environments as well as in stationary environments. In the interest
of brevity, we merely cite a few specific experimental results that highlight the
salient properties of our approach.
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4.1 Optimality Property

In this set of experiments, we experimentally verify the asymptotic optimality
property of the estimator, as stated in Theorem 1. The results obtained have
been recorded in Table 1, which summarizes the performance of the estimator,
for a wide range of resolution parameters, N , and for two different values of
s1, namely s1 = 0.352 and s1 = 0.827. The resulting performance is reported
in terms of the asymptotic true value of E[p1(∞)], where E[p1(∞)] is obtained
using a single run experiment consisting of 107 iterations.

Note that an alternative manner to compute the true value of E[p1(∞)] re-
quires using its closed form expression. The reader will observe that by using a
significant number of iterations (in our case, 107 iterations) the computations
render the difference between the theoretical and experimental value of E[p1(∞)]
unobservable.

The experimental results confirm that the optimality property is valid. Indeed,
E[p1(∞)] consistently approaches s1 as we increase the resolution. For example,
for a resolution N equal to 1, 000, the final terminal value represents an error
less than 0.002%.

Table 1. The true value of E[p1(∞)] for various values of the resolution parameter,
N , and for two different values of s1

N s1 = 0.352 s1 = 0.827

6 0.32 0.764

10 0.3371 0.798

60 0.3424 0.830

100 0.3472 0.8311

200 0.3496 0.8291

400 0.3503 0.8279

1000 0.3511 0.8277

4.2 Rate of Convergence

This set of experiments were conducted so that we could better understand
the transient behavior of the chain associated with the estimator, and to thus
perceive the rate of convergence of p1 for different resolution configurations. To
accomplish this, we fixed s1 to be 0.9123, while we increased the memory N
from N = 6 to N = 40. The quantity p1 was then estimated by averaging it
over 1, 000 experiments. In order to understand the effect of the resolution on
the rate of convergence, we report the number of iterations required to reach a
value that is 95% of the terminal value of E[p1(∞)].

From Figure 1(a), we see that it took only 5 time instants for the algorithm to
reach 95% of E[p1(∞)] for a resolution N = 6. This, we believe, is remarkable.
Further, from Figure 1(b), we see that 95% of E[p1(∞)] was attained within 17
iterations when we set N to have the value 20. Similarly, for the results depicted
in Figure 1(c), we chose N to be 30, where we see that it took only 25 time
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instants to converge to 95% of E[p1(∞)]. Finally, in Figure 1(d), when we set N
to 40, we record the required number of iterations was as low as 35! We believe
that these outstanding results speak for themselves.

Observe that as we increased the memory, the estimator spent more time to
converge to the optimal value of E[p1(∞)], which, of course, is understandable.
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Fig. 1. This figure depicts the transient behavior of the chain as a function of time,
where we plot (a) p1(t) for a memory size N = 6, (b) p1(t) for a memory size N = 20,
(c) p1(t) for a memory size N = 30, and (d) p1(t) for a memory size N = 40

4.3 Performance in Dynamic Environments

In this experiment, we were interested in understanding the characteristics of
the estimator when interacting with a non-stationary environment (i.e., when s1
changed with time). To do this, we modeled a non-stationary environment by
altering the parameter of the binomial distribution, s1, at every 100th time slot.

In particular, the parameter s1 that we used in the experiments was drawn se-
quentially every 100th time instant from the vector R = [0.35, 0.8, 0.2, 0.5, 0.86].
To be more specific, between time instants 0 and 100, s1 was equal to 0.35,
between instants 100 and 200, s1 was equal to 0.8, and so on. In Figure 2(a),
we have plotted the average value of p1 over the set of experiments using a con-
tinuous line, and the target parameter s1 using a discontinuous (dashed) line,
when N = 10. Similarly, in Figure 2(b), we have reported the results of achieving
the same (as in Figure 2(a)), except that, in this case, the resolution parameter
was set as N = 40. From Figures 2(a) and 2(b), we observe that the instanta-
neous value of p1 were well able to track the target distribution (drawn using the
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Fig. 2. Ability of the scheme to track the target distribution with (a) N = 10, and
with (b) N = 40

discontinuous line) in a near-optimal manner, which we believe is quite fascinat-
ing! The use of this strategy to achieve time-varying testing, is obvious!

5 Conclusion

In this paper, we have presented a novel estimator, referred to as the Stochastic
Search on the Line Based Discretized Weak Estimator (SSLDE), that is suitable
for estimation in non-stationary environments. The design and foundations moti-
vating the SSLDE are based on the principles of the pioneering solution of Oom-
men to the Stochastic Search on the Line problem [7]. By virtue of the SSLDE,
we have shown that discretizing the probability space offers a new promising
approach for the design of weak estimators. In fact, comprehensive simulation
results demonstrate that the new estimator is able to cope with non-stationary
environments with both a high adaptation rate and accuracy. To the best of our
knowledge, this paper represents the first reported results that resolve discretized
weak estimation using a SSL-based solution. The generalization of the scheme
to handle multinomial distributions is currently being investigated.
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1 Introduction

Learning algorithms which operate within a known domain (for example, within
the unit interval), generally work by moving from their current location to a
new point within its immediate neighborhood. The step size of the migration
depends on the learning parameter, where a smaller step size leads to a slower
but more accurate convergence, and conversely, a larger step size leads to a
faster but less accurate convergence. In this paper, we propose a completely
novel strategy regarding how one can move around within the domain of interest.
Rather than consider the domain as a single interval, we model it is a sequence
of increasingly larger intervals mapped onto an underlying Binary Search Tree
(BST). Thus, effectively, we are operating a Random Walk (RW) on a BST,
where the steps of the RW need not necessarily be in the close proximity of
the current point. The most incredible facet of this strategy is that the RW
converges to the underlying optimum point – even if the environment providing
the information to the learning algorithm is faulty or erroneous.

The problem we investigate is Stochastic Point Location (SPL) [6] problem
which can be described as follows. Consider the problem of a robot (algorithm,
Learning Mechanism (LM)) moving along the real line attempting to locate a
particular point λ∗. To assist the mechanism, we assume that it can communicate
with an Environment (“Oracle”), which guides it with information regarding the
direction in which it should go. If the Environment is deterministic, the problem
is the “deterministic point location problem”, which has been studied rather
thoroughly. In an initial version, Baeza-Yates et al. [1] presented the problem
in a setting such that the Environment could charge the robot a cost that is
proportional to the distance it is from the point sought for. The question of
having multiple communicating robots locate a point on the line has also been
studied by Baeza-Yates et al. [1,2]. In the stochastic version of this problem
pioneered by Oommen [6,8,9], the LM attempts to locate a point in an interval
with stochastic (i.e., possibly erroneous), instead of deterministic, responses from
the Environment. Thus, when it should really be moving to the “right” it may
be advised to move to the “left” and vice versa, with a nonzero probability.

Bentley and Yao [3] solved the deterministic point-location problem of search-
ing in an unbounded space by examining points f(i) and f(i+1) at two successive
iterations between which the unknown point lies, and by doing a binary search
between them.

Unlike the work of Bentley and Yao [3], the faulty nature of the feedback
from the Oracle in the SPL problem would render the latter task extremely
intriguing and challenging. In fact, in [3], by virtue of the “correctness” nature
of the feedback provided by the Oracle, the LM is able to confidently discard
an entire interval from the search space each time it queries the Oracle. This
approach would not be directly applicable to the SPL, as wrongly discarding a
region that contains λ∗ would mislead the LM. In this paper, we aim to design
novel hierarchical learning schemes for solving the SPL problem that tolerate
faulty feedback.
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The main drawback of the state-of-the-art solution to the Stochastic-Point
Location (SPL) problem reported in [6] is that the steps are always very conser-
vative. If the step size is increased, the scheme converges faster, but the accuracy
is correspondingly decreased. While if the step size is decreased the scheme yields
a higher accuracy, but the convergence speed is correspondingly decreased.

In this paper we introduce the Hierarchical Stochastic Searching on the Line
(HSSL) solution to the SPL problem. In the HSSL solution, as alluded to above,
we structure the space as a binary tree. The algorithm then orchestrates a con-
trolled RW on this space.

To informally clarify this, we preface our discussion by mentioning that for
generations, the technique of searching a sorted list using “Binary Search” has
been proven to outperform a controlled walk in the deterministic context. In the
HSSL, this same principle has been extended to the SPL by discretizing the pa-
rameter space with a multilevel hierarchy, and performing the above-mentioned
controlled RW on this space. The heart of the strategy involves performing con-
trolled moves on a space structured as a tree, and then intelligently pruning the
space using a hierarchical stochastic search. The rationale of the solution is to
take advantage of the tree structure of the search space in order to enhance the
search speed. This would enable the LM to quickly explore the search space and
hopefully, focus its visits on the region that contains λ∗.

Apart from the problem being of importance in its own right, it also has
potential applications in solving optimization problems. The details of this are
omitted here, but can be found in[6].

2 Related Work

Oommen [6] proposed and analyzed an algorithm that operates on a discretized
search space while interacting with an informative Environment ((i.e. p > 0.5).
This algorithm takes advantage of the limited precision available in practical
implementations to restrict the probability of choosing an action to only finitely
many values from the interval [0, 1], which also enables the analysis of the scheme.

The solution proposed in [6] for the SPL problem functions as follows. The
space in which the search is conducted is first sliced by subdividing the unit
interval into N steps {0, 1/N, 2/N, . . . , (N − 1)/N, 1}, and a larger value of N
will ultimately imply a more accurate convergence to the unknown λ*. The
algorithm then invokes a controlled RW on this space. Whenever the LM is told
to go to the right (left), it moves to the right (left) by a single step in this space.

The analytic results derived in [6] proved that if the “Oracle” was itself in-
formative, the discretized RW learning was asymptotically optimal. Thus the
mechanism would converge to a point arbitrarily close to the true value of λ*
with an arbitrarily high probability.

The primary drawback of the scheme described in [6] is the fact that the steps
made are always very conservative. Thus, as stated above, if the step size is
increased the scheme converges faster, but with a correspondingly less accuracy.

A novel strategy combining Learning Automata (LA) [5] and pruning was
used in [8], which aims to search for the parameter in the continuous space



A Hierarchical Learning Scheme for Solving the SPL Problem 777

when interacting with an informative Environment. Utilizing the response from
the Oracle, Oommen et al. partitioned the interval of search into three disjoint
subintervals, eliminating at least one of the subintervals from further search and
recursively searching the remaining interval(s) until the search interval is at least
as small as the required resolution of estimation.

In a subsequent work [9], Oommen et al. introduced the Continuous Point
Location with Adaptive d-ARY Search (CPL-AdS) which is a generalization of
a portion of the work in [8]. In CPL-AdS, the given search interval is divided
into d partitions representing d disjoint subintervals. In each interval, initially,
the midpoint of the given interval was considered as the estimate of the unknown
λ∗. Each of the d partitions of the interval is independently explored using an
ε-optimal two-action LA, where the two actions are those of selecting a point
from the left or right half of the partition under consideration. Then, the au-
thors eliminated at least one of the subintervals from being searched further, and
recursively searched the remaining pruned contiguous interval until the search
interval is at least as small as the required resolution of estimation. This elim-
ination process essentially utilizes the ε-optimality property of the underlying
automata and the monotonicity of the intervals to guarantee the convergence.
At each epoch consisting of a certain number, N∞, of iterations, the algorithm
“confidently” discarded regions of the search space.

In [7], Oommen et al. reported the first known solution to the stochastic point
location (SPL) problem when the environment is non-stationary.

2.1 Contributions

Our paper presents a set of novel contributions summarized below:

– With regard to the design and analysis of discretized parameter schemes,
we submit that a fundamental contribution of this paper is the manner
in which we have designed the discretized search space, by structuring it
as a balanced binary tree. Traditional approaches for discretization work
by restricting the corresponding parameter to be one of finite number of
values in the interval [0, 1], and then a “one-dimensional” controlled RW is
performed on the discretized space, where the transitions only occur between
neighbor nodes, i.e to the “left” or to the “right”. Instead, we propose a
new philosophy for phenomenon of discretization itself, where the parameter
space is structured as a binary tree. In brief, to each level of the tree, we
associate a resolution that becomes finer at higher levels of the tree.

– The paper presents a significant contribution to the families of solutions
relevant to the SPL problem.

– Extensive simulations results confirm that our scheme outperforms the state-
of-the art discretized scheme [6]. We verify empirically that the proposed
HSSL solution provides orders of magnitude faster convergence compared
to the work reported in [6]. In addition, simulations results show that our
scheme possesses an excellent ability to cope with nonstationary environ-
ments, both of which, we believe, are truly impressive!
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– We report the first analytical results for HSSL and prove that the HSSL is
asymptotically optimal. The analysis of the scheme is a contribution in its
own right to the field of Markov Chains and LA.

3 Merging the Fields of Binary Search and SPL in HSSL

The algorithm we propose operates by invoking a controlled RW on a tree.
The space of the search is arranged in the form of a binary tree with depth
D = log2 (N), where N , (which, for the sake of simplicity, is assumed to be a
power of 2) is the resolution of the algorithm. The LM searches for the optimal
value λ∗ by traversing the tree, moving from one tree node to another. The way
by which this is achieved in explained below.

3.1 Definitions

Construction of Hierarchy: Let Δ = [σ, γ) be the current search interval
containing λ∗ whose left and right (smaller and greater) boundaries on the real
line are σ and γ, respectively. Without loss of generality, we initially assume that
σ = 0 and γ = 1. The search space is constructed as follows: First of all, the
hierarchy is organized as a balanced binary tree with depth D. To each node in
the hierarchy we associate an interval. For convenience, we will index the nodes
using their depth and their relative order with respect to the nodes situated at
the same the depth.

Root Node: The root of the hierarchy (at depth 0), which we call S{0,1}, is
assigned the interval Δ = Δ{0,1} = [0, 1).

This interval is partitioned into two disjoint equisized1 intervals Δ{1,1} and
Δ{1,2}, such thatΔ1,1 = [0, 1/2)andΔ1,2 = [1/2, 1).Note that1/2 = mid(Δ{0,1}),
where mid(Δ{0,1}) denotes the midpoint of Δ{0,1}. To avoid confusion, we shall use
the notation2 that refers to the interval Δ{1,1} as the Left Child of the root and to
Δ{1,2} as its Right Child.

Nodes at depth d: The node j ∈ {1, ..., 2d} at depth d, is referred to as S{d,j}
for 1 < d < D. This node is assigned the interval Δ{d,j} = [σ{d,j}, γ{d,j}), which
is associated with two disjoint equisized intervals Δ{d+1,2j−1} and Δ{d+1,2j}.

Following the same previously alluded to nomenclature, Δ{d+1,2j−1} is the
Left Child of Δ{d,j}, and Δ{d+1,2j} is its Right Child.

Nodes at depth D: At depth D, which represents the maximal depth of the
tree, the nodes do not have children. In fact, when the search interval is at least
as small as the required resolution of estimation, we do no further partitioning.

By virtue of the equi-partitioning property, for a given node j at depth d
that is associated with the respective interval Δ{d,j}, we can deduce the values

1 The equi-partioning is really not a restriction. It can be easily generalized.
2 Indeed, we shall utilize the notations that Parent, Left Child and Right Child of an

interval Δ{i,j} in the binary tree are the intervals associated to the respective Parent,
Left Child and Right Child of the node S{i,j}.
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of the left and right boundaries of the interval to be: σ{d,j} = (j − 1)(12 )d and
γd,j = j(12 )d, for j ∈ {1, ..., 2d} where 1 ≤ d ≤ D.

Boundary Value Convention Regarding Notation: Since level “−1” is
nonexistent, we use the notation appropriate for the boundary (basis case) con-
dition, and denote the Parent of Δ{0,1} to be Δ{0,1} itself. The same comment
is also valid for the root node. In other words: Parent(Δ{0,1})=Δ{0,1}.

Also, since level D + 1 is nonexistent, we use the convention that the Right
Child of a leaf node is the same as the leaf node itself. Similarly, the Left Child of
a leaf node is the leaf node itself. Thus, formally, we call Left Child(Δ{D,j})=Right
Child(Δ{D,j})=Δ{D,j} for j ∈ {1, ..., 2D}. The same notation applies as well to
the leaf nodes S{D,j}.

Target Node: We define the Target node as the leaf node whose associated
interval contains λ∗.

Non-Target Nodes: The Non-Target nodes are leaf nodes whose correspond-
ing associated intervals do not contain λ∗.

Resolution: Whenever the LM is at a certain node in the tree, we propose to
use, as an estimate of the unknown λ∗, the middle point of the interval itself. By
virtue of the equi-partitioning of the intervals at each level of the tree, whenever
the LM is at node of a certain depth d in the tree, the estimate of the unknown
λ∗ will take a discretized value, a multiple of (12 )d+1.

We call the resolution of the scheme, the number of leaf nodes, i.e N = 2D.

3.2 Structure of the Search Space and Responses from the
Environment

We intend to organize the search space in the form of a balanced binary tree,
where each node corresponds to an interval range. Initially, we guess the midpoint
of the given interval to be our estimate of the unknown λ∗. The LM searches for
the optimal value λ∗ by operating a RW on the tree, moving from one tree node
to another, with the goal of locating the target leaf node. Each node in the tree
is associated with an interval; e.g., the root is associated with the interval [0, 1).
This interval is partitioned into two disjoint equi-sized intervals. Thus, the left
child of the root is associated with [0, 1/2), the right child with [1/2, 1), etc.

At any given time instance, let us assume that the LM finds itself at a node
S{d,j} in the tree, where j ∈ {1, ..., 2d} and 1 ≤ d ≤ D. The LM attempts to
infer the next promising search interval that is likely to contain λ∗ by making
a sequence of “informed” guesses. For each guess, the Environment essentially
informs the LM, possibly erroneously (i.e., with probability p), which way it
should move to reach the unknown point. Let Δ{d,j} be the interval that is
associated with the node where the LM resides at the current time instant. The
informed guesses correspond to a sampling at the boundary points of the interval:
Δ{d,j}, and at the midpoint of the interval: mid(Δ{d,j}).
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We formalize this by saying that the sampled points can be expressed as a
vector −→x = [x1, x2, x3], where x1 = σ{d,j} = (j − 1)(12 )d, x2 = mid(Δ{d,j}) =
(2j − 1)(12 )d+1 and x3 = γ{d,j} = j(12 )d.

Further, let the corresponding respective responses from the Environment E

be formulated as a tuple:
−→
Ω = [Ω1, Ω2, Ω3].

Note that Ωk, for k ∈ {1, 2, 3}, is a random variable that can take either the
value Left or Right. Since the environment is assumed faulty, we suppose that it
suggests the correct direction with a probability p. Therefore Ωk, for k ∈ {1, 2, 3}
can be formally defined according to whether λ is bigger or smaller than xk as:

If λ < xk

Ωk =

{
L with probability p

R with probability (1 − p), and

If λ ≥ xk

Ωk =

{
L with probability (1 − p)
R with probability p,

where for simplicity, we use L to imply a region to the “left” of the sampled
point, and R to imply a point to the “right” of the sampled point.

As a consequence of the above, it is easy to see that the overall effect of the
Environment E is that it responds with one of the 23 possible results:

{[L, L, L], [L, L, R], [L, R, L], [L, R, R], [R, L, L], [R, L, R], [R, R, L], [R, R, L]}.
Based on these responses the LM moves to another node in the tree, either to

the current node’s parent, or to one of its children (Left Child/Right Child). The
rules for moving in the tree are summarized in Table 1, and the formal result
about the algorithm is stated in Theorem 1.

Table 1. Decision table to choose the next search interval based on the response vector
[Ω1, Ω2, Ω3], when the current search interval is Δ{i,j}

Next Search Interval Condition

Parent(Δ{i,j})
[R, R, R]

∨
[L, R, R]

∨
[L, L, R]

∨
[L, L, L]

LeftChild(Δ{i,j}) [R, L, R]
∨

[R, L, L]

RightChild(Δ{i,j}) [R, R, L]
∨

[L, R, L]

Theorem 1: The parameter learning algorithm specified by the rules summa-
rized in Table 1 is asymptotically optimal if p is bigger than the conjugate of
the golden ratio3. Formally, LimN→∞Limn→∞E[λ(n)] → λ∗.

In the interest of brevity, we omit the proof of Theorem 1. The proof is quite
involved and can be found in [10]. ��

3 The golden ratio conjugate quantity is defined as Φ =
√

5−1
2

.
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4 Simulation Results

In this section, we present the results which demonstrate the power of the HSSL
for the SPL. In order to confirm the superiority of our scheme, we have conducted
extensive simulations results under different parameter settings. However, in the
interest of brevity, we merely cite a few specific experimental results.

In Table 4 we have recorded the true value of E[λ(∞)] for various values of p
and the tree depth D = log2(N) (i.e, the resolution is N = 2D) when the value
of λ∗ is 0.9123. The values of p are 0.7, 0.85, and 0.95.

The optimality property is empirically confirmed through the simulation. Ob-
serve that independent of whether the value of p is as low as 0.7 or as high as
0.95, E[λ(∞)] indefinitely approaches the optimal λ∗ as we increase the resolu-
tion. Note that for a depth D which equals 12, the final terminal value represents
an error less than 0.0005% for p = 0.7, p = 0.85, and p = 0.95.

We now report the results of the second set of experiments in which we have
tried to catalogue the convergence of E[λ(n)] with time, “n”.

In order to obtain an understanding as to how the scheme converges with time,
various simulations were conducted to evaluate the performance of the algorithm
under a variety of constraints. In each simulation, 100 parallel experiments were
conducted so that an accurate ensemble average of the results could be obtained.
Again, although numerous experiments have been conducted, in the interest of
brevity we shall merely report the results obtained for one set of experiments
involving the unknown parameter λ∗ switching periodically between the values
0.9123 and 1−0.9123. We compared our results to the algorithm presented in [6].
Also, to be on the same level playing field, since there was no apriori information
about the value λ∗, at time instant 0, we initialized the LM of the original SPL
scheme to the position N

2 , while the corresponding LM of the HSSL algorithm
started from the root node.

In order to understand the effect of the resolution on the rate of convergence,
we report the number of iterations required to reach a value that is 95% of the
final value of λ∗.

In all brevity, we state that the HSSL algorithm outperformed the original
SPL solution and learned the value of λ∗ much faster. The experimental results
obtained are truly conclusive.

In the first set of experiment, we fixed p to 0.8. The plots of the corresponding
results are shown in Fig. 1(a) and Fig. 1(b). In Fig. 1(a), the resolution N was
equal to 256 while λ∗ switched every 400th iteration. In Fig. 1(b), the resolution
N was equal to 1, 024, while λ∗ switched every 1, 500th iterations.

From Fig. 1(a), we see that in the first 400 iterations, it took the HSSL solu-
tion only 30 time instants to reach 95% of λ∗, while the original SPL solution
required 180 iterations. After the first environment “switch”, i.e between time
instants 400 and 800, we observe that the convergence speed of both algorithms
decreased slightly. In fact, 95% of λ∗ was attained within 45 subsequent itera-
tions in the case of the HSSL solution, while the original SPL solution took 350
iterations. Comparing the results of the first 400 iterations with that of the sub-
sequent iterations, we conclude that although the final steady-state probabilities
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are independent of the starting state, in reality, the time that the LM took to
converge to λ∗ is dependent on where one starts.

In Fig. 1(b), we show the results when we increased the resolution N to
1, 024. As in the previous case, from Fig. 1(b), we observe that in the first 1, 500
iterations, it took approximately only 50 iterations for our HSSL solution to reach
95% of the optimal value λ∗, while the original SPL solution spent 680 iterations.
After the first environment switch, i.e between time instants 1500 and 3000, we
observe that the convergence speed decreased. In fact, it took approximately 75
iterations for our HSSL solution to reach 95% of the optimal value λ∗, while
the original SPL solution required 1, 380 iterations. In these settings, the HSSL
approach provided an order of magnitude (i.e., 18) faster convergence than the
original SPL solution. This, we believe, is impressive. We further remark that,
as we increased the resolution N from 256 (see Fig. 1(a)) to 1024 (see Fig. 1(b))
for the same p = 0.8, the convergence speed of the original SPL solution was
significantly reduced while the speed of the HSSL was less affected by this.

Table 2. True value of E[λ(∞)] for various values of p and various resolutions, when
the value of λ∗ is 0.9123

log2(N) p = 0.7 p = 0.85 p = 0.95

2 0.727906125 0.825522 0.866370875

3 0.82995875 0.9204060625 0.9337756875

4 0.86781290625 0.90972528125 0.9076381875

5 0.89240075 0.91925609375 0.921083703125

6 0.9056527421875 0.9150871328125 0.9144455

7 0.9069764765625 0.91111155859375 0.91035579296875

8 0.908265740234375 0.911884287109375 0.912022787109375

9 0.911209423828125 0.9128465126953125 0.9130258076171875

10 0.9116439086914062 0.912655470703125 0.9126211733398437

11 0.91219955078125 0.9124482912597657 0.912371505859375

12 0.9121167028808593 0.9122652081298828 0.9122371402587891
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Fig. 1. The learning characterstics of the HSSL and the original SPL algorithm when
λ∗ switches between the values 0.9123 and 1.0−0.9123 every: (a) 400th iterations where
N = 256 and p = 0.8, and (b) 1500th iterations where N = 1024 and p = 0.8
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5 Conclusions

The SPL problem involves a LM that attempts to learn a parameter, for ex-
ample, λ∗, within a closed interval. For each guess, the environment essentially
informs the mechanism with three responses, each possibly erroneous (i.e., with
probability p), on which way it should move to reach the unknown point. We
have presented a solution that involves discretizing the space, mapping the dis-
cretized intervals onto a binary tree and performing a controlled random walk on
this space. The solution we have presented has been both analytically analyzed
and simulated, with extremely fascinating results. Apart from formally analyzing
this algorithm, we have also experimentally demonstrated its superiority over the
state-of-the-art. From this perspective, our approach has been shown to provide
orders of magnitude faster convergence speed than the traditional SPL solution
[6] in non-stationary environments, i.e., where λ∗ changes over time.
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Abstract. The success of Learning Automata (LA)-based estimator algorithms
over the classical, Linear Reward-Inaction (LRI)-like schemes, can be explained
by their ability to pursue the actions with the highest reward probability estimates.
Without access to reward probability estimates, it makes sense for schemes like
the LRI to first make large exploring steps, and then to gradually turn exploration
into exploitation by making progressively smaller learning steps. However, this
behavior becomes counter-intuitive when pursuing actions based on their esti-
mated reward probabilities. Learning should then ideally proceed in progressively
larger steps, as the reward probability estimates turn more accurate. This paper
introduces a new estimator algorithm, the Discretized Bayesian Pursuit Algorithm
(DBPA), that achieves this. The DBPA is implemented by linearly discretizing the
action probability space of the Bayesian Pursuit Algorithm (BPA) [1]. The key
innovation is that the linear discrete updating rules mitigate the counter-intuitive
behavior of the corresponding linear continuous updating rules, by augmenting
them with the reward probability estimates. Extensive experimental results show
the superiority of DBPA over previous estimator algorithms. Indeed, the DBPA
is probably the fastest reported LA to date.
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1 Introduction

Learning Automata (LA) have been widely studied as a “bare bones” model of rein-
forcement learning. The fastest LA algorithms to date are members of the family of
estimator algorithms, initially pioneered by the Pursuit Algorithm (PA) [2], and more
recently by the Bayesian Pursuit Algorithm (BPA) [1]. Both PA and BPA pursue the ac-
tion currently perceived to be the optimal one. The main difference lies in the strategy
used in inferring which action is to be considered “optimal”. Whereas the PA maintains
Maximum Likelihood (ML) estimates to decide which action is currently the best, the
BPA utilizes a Bayesian method to achieve a superior estimation. By providing opti-
mistic reward probability estimates, the latter estimation approach leads learning in a
relatively “more correct” direction, thus making the learning converge faster. In this pa-
per, we present a new algorithm – the Discretized Bayesian Pursuit Algorithm (DBPA),
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which is implemented by linearly discretizing the action probability space of the BPA.
To the best of our knowledge, DBPA is the fastest reported LA to date.

1.1 Learning Automata and Their Applications

A Learning Automaton (LA) is an adaptive decision-making unit that learns the best ac-
tion out of a set of actions, offered by an environment. At each iteration, the LA chooses
one action, which is either rewarded or penalized by the environment as a response. The
response, in turn, affects which action the LA chooses in the next iteration. The optimal
action is defined as the one with the highest probability of being rewarded.

The beauty of an LA is that it learns the optimal action through interaction with the
environment, without any prior knowledge about it. The environment can be treated as
a “black box”. Indeed, independent of the intricacies exhibited by the behavior of the
environment, the LA, considering only the responses it receives, learns to choose the
best action, and adapts itself to the environment.

Learning criteria for evaluating an LA involve two basic aspects. The first of these
is its accuracy, i.e., to what degree the LA is able to adapt itself to the optimal action.
The other is its rate of convergence, i.e., how much time it takes for the LA to con-
verge. In the pursuit of designing accurate and fast LA, a number of algorithms have
been both proposed and studied. Initial LA, which had time invariant transition and de-
cision functions are considered to be Fixed Structure Stochastic Automata (FSSA). The
Tsetlin, Krylov and Krinsky automata [3] are the most notable examples of this type.
Later, Variable Structure Stochastic Automata (VSSA) were developed, which can be
completely characterized by the function that updates the probability of choosing the ac-
tions [3]. Earlier representatives of this type include the Linear Reward-Penalty (LR−P)
scheme, the Linear Reward-Inaction (LR−I) scheme and Linear Inaction-Penalty (LI−P)
scheme [3]. Of these, the LR−I scheme is the most accurate and the fastest, as it favors
rewards over penalties. Thathachar and Sastry [2] were the first to introduce the con-
cept of Pursuit Algorithms (PA), initiating the research on estimator algorithms. As an
estimator algorithm, the PA utilizes the Maximum Likelihood (ML) method for esti-
mating the reward probabilities. More recently, in [4], Granmo presented the Bayesian
Learning Automata (BLA), which uses Bayesian reward probability estimation, and
subsequently bases its exploration on the Thompson sampling principle [5]. Inspired
by the performance benefits of the BLA and the PA, the Bayesian Pursuit Algorithm
(BPA) was proposed in [1], following the concept of pursuing the currently-estimated
best action, while utilizing Bayesian principles in the estimation itself. In the majority of
environments in which LA were tested, the BPA outperformed its previous competitors.

LA have found applications in a variety of fields. They have been used in game
playing [6,7], parameter optimization [8,9], vehicle path control [10], channel selection
in cognitive radio networks [11], assigning capacities in prioritized networks [12], and
resource allocation [13]. LA have also been used in natural language processing, string
taxonomy [14], graph patitioning [15], and map learning [16].

1.2 Contributions and Paper Organization

In this paper, we propose a new LA algorithm, namely, the Discretized Bayesian Pur-
suit Algorithm (DBPA). Firstly, the DBPA maintains an action probability vector for
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selecting actions. Secondly, it follows the concept of pursuing the action currently in-
ferred to be the “best” . Thirdly, at any time instant, the DBPA uses Bayesian estimates
to infer which action is the best. Finally, the DBPA updates its action probability vector
according to linear discretized rules. In DBPA, the combination of Bayesian estimation
for reward probabilities augmented with linear discretized updates makes learning con-
verge approximately 20% faster than the previously-recorded algorithms including the
BPA, as our extensive experimental results demonstrate.

As opposed to our previous paper on the BPA [1], this present paper also analyzes
the performance of the BPA in a stricter and more challenging manner, namely, by com-
paring the performance of the BPA and the PA under their individual optimal learning
rates. The advantage of the BPA over the PA thus becomes more evident and persuasive.

The key innovation of this paper is that it points out the incongruity existing in con-
tinuous estimator algorithms. Typically, in estimator algorithms, since the estimation of
the reward probability is less accurate initially, large changes in the action probabili-
ties at the beginning should be considered as unwise, and almost reckless. Besides, it
is also counter-intuitive and unnecessary to reduce the size of the learning steps as the
learning proceeds, since as this happens, the reward probability estimates also get more
accurate. Unfortunately, continuous estimator algorithms, utilizing linear continuous
updating rules for the action probabilities, operate exactly in this manner. The DBPA,
on the other hand, uses linear discretized updating rules to mitigate this incongruity.

The paper is organized as follows. In Section 2, we give an overview of the PA,
DPA and BPA, as they are the most related algorithms from the family of estimator
algorithms. In Section 3, we analyze the incongruity existing in continuous estimator
algorithms, and then present the new LA algorithm - the Discretized Bayesian Pursuit
- by discretizing the probability space of the BPA. Section 4 provides extensive exper-
imental results showing the advantages of the DBPA over the BPA, and demonstrates
that the BPA is truly superior to PA under their individual optimal learning rates. Finally,
Section 5, reports opportunities for further research and submits concluding remarks.

2 Related Work

In this section, we briefly review three typical algorithms from the family of estima-
tor algorithms, namely, the Pursuit Algorithm (PA), the Discretized Pursuit Algorithm
(DPA), and the Bayesian Pursuit Algorithm (BPA).

The PA, DPA and BPA share a common “pursuit” paradigm of learning – in each it-
eration, they pursue the action currently perceived to be optimal. Firstly, they maintain
an action selection probability vector P = [p1, p2, ..., pr], with ∑r

i=1 pi = 1 and r being
the number of actions. The question of which action is to be selected is decided by
sampling from P, which is, initially, uniform. Secondly, they maintain a reward prob-
ability estimate vector D̂ = [d̂1, d̂2, ..., d̂r], with d̂i (i = 1,2, ...,r) being the estimate of
the reward probability for Action i. D̂ is updated each time an action is selected and
a response of either a reward or a penalty is received. At each iteration, the LA treats
the action currently possessing the highest reward probability estimate d̂ as the opti-
mal one. Finally, based on the inference of the optimal-action and the response from
the environment, these LA update the action probability vector P according to a Linear
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Reward-Inaction rule [3]. The result is that the action selection probability of the op-
timal action increases and the other action probabilities decrease. The updated action
selection probabilities, P, thus come into effect in the next round of action selection.
Subtle differences between the PA, DPA and BPA result in fine performance benefits.

Pursuit Algorithm: The PA utilizes the Maximum Likelihood (ML) method to estimate
the reward probability of each action. The ML reward probability estimate d̂i can be
calculated as d̂i = Wi

Zi
, with Zi being the number of times Action i has been selected, and

Wi the number of times Action i has been rewarded.
The PA updates the action probabilities according to the linear continuous rules:

– If selecting an action results in a reward:
p j = (1−λ)× p j , j �= i
pi = 1− ∑

j�=i
p j, where i is the index of the action with the largest element in D̂.

– If selecting an action results in a penalty: ∀ j, p j = p j .

Discretized Pursuit Algorithm: The DPA is implemented by following the paradigm
of the PA with the action probability space being discretized. If we denote the distance
between two neighbor states as δ, the DPA updates the {pi} as per the discretized rules:

– If selecting an action results in a reward:
p j = max{p j −δ,0}, j �= i
pi = 1− ∑

j�=i
p j, where i is the index of the action with the greatest element in D̂.

– If selecting an action results in a penalty: ∀ j, p j = p j .

Bayesian Pursuit Algorithm: The BPA also follows the paradigm of a general PA.
However, as opposed to using the ML estimates as in the PA, the BPA utilizes Bayesian
estimates for reward probability estimation. The Bayesian estimation is based on the
Beta Distribution, which is the conjugate prior for the Bernoulli distribution. A 95%
percentile value of the posterior is chosen as the appropriate estimate. The latter is
calculated by means of the respective cumulative distribution F(xi;a,b):

F(xi;a,b) =
∫ xi

0 va−1 (1−v)b−1 dv
∫ 1

0 ua−1(1−u)b−1 du
, xi ∈ [0,1]. (1)

where a and b are two positive parameters determining the shape of Beta Distribution.
By virtue of the Beta Distribution, the Bayesian estimation is implemented in a com-

putationally simple way.

3 Discretized Bayesian Pursuit Algorithm

The initial motivation for discretizing LA was to increase their rate of convergence and
to avoid the need for generating real numbers with arbitrary precision [17]. In continu-
ous algorithms, since the action probability is updated by multiplying a constant 1−λ,
the probability of selecting the optimal action can only be approached asymptotically to
unity, but never be actually attained. However, in discrete algorithms, a minimum step
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size is obtained by discretizing the probability space, and the updating of the action
selection probabilities is achieved by subtracting or adding one or a multiple of the step
size. If the automaton is close to the end state, the probability of the optimal action will
be increased directly to unity with a few more favorable responses.

In this paper, we state another important reason for discretizing estimator algorithms.
As can be readily understood, in the early learning period, the reward probabilities will
be inaccurate due to the small number of samples available. As learning proceeds, how-
ever, the number of samples increases, and hence the reward probability estimates be-
come progressively more accurate. Thus, it is unwise to make large action selection
probability changes initially, and correspondingly counter-intuitive to update the action
selection probabilities with smaller and smaller increments, as more samples are ob-
tained. Unfortunately, in continuous algorithms, action selection probabilities are up-
dated exactly in this non-intuitive manner. Indeed, the size of the update increments
varies with the action selection probability vector itself, tending to be greater earlier
on, and smaller as the learning progresses. In other words, when the estimation of the
reward probabilities cannot reliably discriminate between the actions, “large” changes
are made to the action selection probabilities, causing the algorithm to be affected by a
“gravitational” pull towards an inferior action. This is tacitly caused by the action selec-
tion mechanism, since large action selection probabilities translate into biases towards
the corresponding actions. The LA can thus either fail to converge to the best action or
invest effort into pursuing an incorrect action, leading to a reduced convergence rate.

Discretized LA are characterized by their discrete action probability space. They are
linear if the probability values are spaced equally in the interval [0,1], otherwise, they
are called nonlinear [18,19]. In this paper, we study linear discrete algorithms, where the
equally divided state space indicates that the change of action selection probabilities is a
fixed value. When one compares the “large-to-small” changes in continuous algorithms,
the fixed-value of the changes in discrete algorithms are more reasonable as per the
accuracy of estimating the reward probabilities.

With the above reasoning in mind, we improve the latest estimator algorithm – the
Bayesian Pursuit Algorithm – by discretizing its action probability space. The new al-
gorithm, given below, is the Discretized Bayesian Pursuit Algorithm (DBPA).

Algorithm: DBPA
Parameters:
α: The action selected by LA.
pi: The ith element of the action selection probability vector, P.
ai,bi: The two positive parameters of the Beta distribution for Action i.
d̂i: The ith element of the Bayesian estimates vector D̂, given by the 95% upper bound of the
cumulative distribution function of the corresponding Beta distribution.
m: The index of the maximal component of the reward probability estimates vector D̂.
R: The response from the environment, where R = 0 (reward) or R = 1 (penalty).
δ: The minimum step size.

Initialization:
1. pi(t) = 1/r, where r is the number of actions.
2. Set ai = bi = 1. Initialize ai and bi, by doing Step 1 and Step 2 in “Method” below a small
number of times. (i.e., in this paper 10∗ r times).
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Method:
For t:=1 to N Do

1. Pick α(t) randomly as per the action selection probability vector P(t). Suppose α(t) = αi.
2. Based on the Bayesian nature of the conjugate distributions, update ai(t) and bi(t) according

to the response from the environment:
If R(t) = 0 Then ai(t) = ai(t −1)+1;bi(t) = bi(t −1);
Else ai(t) = ai(t −1);bi(t) = bi(t −1)+1;

3. Identify the upper 95% reward probability bound of d̂i(t) for each action i as:
∫ d̂i(t)

0 v(ai−1)(1−v)(bi−1)dv
∫ 1

0 u(ai−1)(1−u)(bi−1)du
= 0.95

4. Update the action selection probability vector P(t + 1) according to the following linear
discretized rule:
If R(t) = 0 Then
p j(t +1) = max{p j(t)−δ,0}, j �= m
pm(t +1) = 1− ∑

j�=m
p j(t +1).

Else
P(t +1) = P(t).

End Algorithm: DBPA

Briefly speaking, the DBPA maintains an action probability vector P for selecting ac-
tions, runs Bayesian reward probability estimates to determine the current best action,
and updates the action probabilities as per linear discretized rules. The combination of
Bayesian estimation and linear discretized updating rules allow the LA to converge in a
relatively more correct direction, and thus, achieve a higher rate of convergence.

4 Experimental Results and Analysis

In this section, we evaluate the computational efficiency of the DBPA by comparing it
with the latest estimator algorithm, the BPA, as well as the PA and the DPA mentioned
in Section 2. The computational efficiency is characterized by the rate of convergence,
i.e., the average number of iterations it takes for an algorithm to converge to the op-
timal action. Extensive experiments have been conducted based on the experimental
configurations listed in Table 1.

4.1 Experiment Design

In the experiments considered, Configurations 1, 4 and 7 form the simplest environ-
ments, possessing a low reward variance and a large difference between the reward
probabilities of the actions. By reducing the differences between the actions, we in-
crease the learning difficulty of the environment. Configurations 2, 5 and 8 achieve this
task. The challenge of Configurations 3, 6 and 9 is their high variance combined with
the small differences between the actions.

In order to evaluate the algorithms under fair conditions, the experiments were de-
signed by considering the following:

1. To keep the conditions identical, each algorithm sampled all actions ten times each in order
to initialize the estimate vector. These extra iterations are also included in the results.

2. As each of the four algorithms depends on an external learning rate, the optimal learning rate
has to be found for each algorithm.
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3. In each learning experiment, the LA is considered to have converged if the probability of
selecting an action is greater than or equal to the threshold 0.999. If the LA converges to the
best action, it is considered to have converged correctly.

4. For each algorithm, in each configuration, 750 independent learning experiments were con-
ducted. The optimal learning rate λ or δ is the largest one that achieves 100% accuracy, i.e.,
all the 750 experiments converge correctly.

5. For these configurations, an ensemble of 100 independent replications with different random
number streams was performed to minimize the variance of the optimal learning rate.

6. The algorithms were compared with each other as per their individual optimal learning rates.

Table 1. Bernoulli distributed rewards used in 2-action, 4-action and 10-action configurations

Config./Actions 1 2 3 4 5 6 7 8 9 10
1 0.90 0.60 - - - - - - - -
2 0.90 0.80 - - - - - - - -
3 0.55 0.45 - - - - - - - -
4 0.90 0.60 0.60 0.60 - - - - - -
5 0.90 0.80 0.80 0.80 - - - - - -
6 0.55 0.45 0.45 0.45 - - - - - -
7 0.90 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60
8 0.90 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80
9 0.55 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45

4.2 Experimental Results

Table 2 represents the average number of iterations that each algorithm required to con-
verge to the best action in 2-action, 4-action and 10-action configurations, respectively.

Table 2. The average number of iterations for the LA to converge in different configurations

Conf./Alg. PA DPA BPA DBPA

Conf. 1 76.6040 61.0680 52.7465 54.0889
Conf. 2 891.2050 454.1912 491.1346 361.8910
Conf. 3 1890.3317 929.5736 1007.0200 699.3099
Conf. 4 165.3456 122.4167 110.3835 98.2777
Conf. 5 2110.6593 1042.7655 981.5411 693.5873
Conf. 6 4487.0094 2238.2541 2072.5094 1401.9219
Conf. 7 479.1508 517.0978 465.7514 510.9999
Conf. 8 6138.0661 3601.4218 3248.8014 2711.5099
Conf. 9 13154.1980 7553.5158 5860.3236 4998.4137

As can be seen from the table, in the simplest configurations of Configurations 1, 4
and 7, the discretized algorithms do not necessarily outperform their continuous coun-
terparts. For example, on the average, the DBPA spent 54 steps to converge to the best
action, while the BPA spent only 52 steps. At the same time, it took, on average, 76 steps
for the PA to converge correctly, while only 61 steps it took for the DPA to achieve its
goal. Besides, discrete algorithms get better results than their continuous counterparts
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in 4-action configurations, but in 10-action configurations, continuous algorithms out-
perform the discrete algorithms. This can be explained by the simplicity of the learning
problems associated with the environments. Due to the combination of a low reward
variance and a large difference between the reward probabilities of the actions, both
ML estimates and Bayesian estimates are able to provide good estimates for the re-
ward probabilities. Therefore, the fixed change in the action probabilities in discrete
algorithms yields no evident advantage over the great-to-small changes of action prob-
ability in continuous algorithms, and thus the performance of the discrete algorithms is
similar to that of their continuous counterparts. Thus, by virtue of the simplicity of the
environment, all the four algorithms converge to the best action very quickly.

As a result of the above, our focus is on the relatively more difficult configurations,
namely, Configurations 2, 3, 5, 6, 8 and 9. The results in Table 2 show that the DBPA
is 26% faster than the BPA in Configuration 2, and 31% faster in Configuration 3. For
example, in Configuration 2, the DBPA converges, on the average, in 362 steps, and the
BPA needs 491 steps, on average, to converge, which shows an improvement of 26%.
In Configuration 3, the DBPA requires, on average, 699 steps for convergence while the
BPA requires 1007 steps. The improvement is remarkable, i.e., 31%.

Similarly, the results in Table 2 also present the improvement of the DBPA over the
BPA being up to 29% in Configuration 5, 32% in Configuration 6, 17% in Configuration
8 and 15% in Configuration 9. The superiority of the DBPA to its counterpart is clear!

One can also observe that the DPA is obviously faster than the PA in these configu-
rations. If we denote the advantage of the DPA over PA by Δ1 and the advantage of the
DBPA over the BPA by Δ2, the comparison of Δ1 and Δ2 is shown in Fig. 1(a).
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Fig. 1. The relative improvements of different algorithms

As the reader will observe, Δ1 is consistently greater than Δ2 in these configurations.
The results are consistent with our statement in Section 3: In estimator algorithms, when
the estimation of the reward probabilities is not accurate enough, updating the action
probability in a linear discretized manner will be superior than in a linear continuous
manner. The reason is as follows. As compared with Bayesian estimates, the PA uses the
less accurate ML estimates for the reward probabilities. Therefore, the linear continuous
manner of updating action probabilities in the PA is more likely to lead the learning into
a wrong direction, resulting in postponed correct convergence. The DPA, on the other
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hand, with its linearly discretized action probability space, mitigates the problem caused
by linear continuous action probability updating. However, in the BPA, as the Bayesian
estimates already are able to provide relatively accurate reward probability estimates,
the improvement by discretizing its action probability space becomes less significant.

In order to evaluate the four estimator algorithms in a comprehensive manner, we set
the performance of the PA as a benchmark, and compared their individual performance
to the PA. Fig. 1(b) demonstrates the performance of the algorithms relative to the PA,
where Δ3 and Δ4 represent the advantages of the BPA and the DBPA over the PA.

The result of Δ3 shows clearly that the BPA is superior to the PA, being approxi-
mately 50% faster than the latter. The improvement is by virtue of the superiority of
Bayesian estimation to ML estimation. The results demonstrated in Fig. 1(b) also show
that the DBPA is the best algorithm among the four estimator algorithms, being ap-
proximately 60% faster than the PA. The improvement is due to the combination of
Bayesian estimation and the linearly discretized action probability space.

Based on the experimental results and analysis, we draw the following conclusions:

1. Considering the average number of steps required to attain the same accuracy of convergence
in the listed configurations, the Discretized Bayesian Pursuit Algorithm is the best algorithm
among the four estimator algorithms.

2. By evaluating the performance of the algorithms under their individual optimal learning
rates, the superiority of the Bayesian Pursuit Algorithm over the Pursuit Algorithm is evident
and persuasive.

3. In estimator algorithms, updating the action probabilities in a linear discretized manner is
more reasonable than in a linear continuous manner. The extensive experimental results war-
rant this assertion.

5 Conclusions and Future Work

LA have been studied for decades and a plenitude of algorithms have been proposed,
with the BPA being the most recent and fastest one. Although the BPA is superior to
previous estimator algorithms, its action selection probabilities are updated in a linear
continuous manner, which is counter-intuitive in the light of the demands for initial cau-
tion and later confidence, dictated by the accuracy of the reward probability estimates.

In this paper, we have introduced a new algorithm called the Discretized Bayesian
Pursuit Algorithm (DBPA). The DBPA is implemented by discretizing the action selec-
tion probabilities of the BPA. Since its estimation for reward probabilities is Bayesian,
and since it updates the action selection probabilities in discretized equal-sized steps,
more aligned with the accuracy of estimates, the DBPA is able to achieve an even higher
rate of convergence than the BPA.

This paper also presented a comprehensive comparison between the four estimator
algorithms. Besides, it evaluated the performance of the BPA by comparing it with the
PA under fair and reasonable conditions. The results confirm that while the BPA is
inferior to the DBPA, it is still superior to the PA. Thus, to the best of our knowledge,
the DBPA is the fastest reported LA to date.

A linearly discretized action selection probability space represents an intuitive man-
ner of mitigating the incongruity between linear continuous updating and the mecha-
nisms of reward probability estimation. However, the question of how to mitigate the
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incongruity to the largest extent, making updating rules work consistently with the es-
timation mechanism, remains open. Besides, introducing the state-of-the-art DBPA al-
gorithm to various fields of application also opens promising avenues of research.
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Abstract. Software defects are easy to cause when programming by C++ 
language, because of its features of flexibility and complexity, as well as its large 
number of undefined behaviors. According to “MISRA C++ 2008” safe subset, a 
method of software defects mining is raised based on static analysis technology. 
Source files can be converted into XML intermediate files, while rules in safe 
subset are expressed by XQuery expressions. And then match each rule to XML 
intermediate files to find the location of defects in source files. The experimental 
result of the prototype system shows that the software defects conflicting to 
safety rules can be mined effectively with low false alarm rate and low false 
negative rate.    

Keywords: software defects, mining, static analysis, extensible markup 
language, rules matching. 

1 Introduction 

Software safety is one of the evaluations of software trustworthiness [1]. 
CVE(Common Vulnerabilities and Exposures), the international authority of the 
vulnerability disclosure Organization, indicated that the software safety vulnerabilities, 
represented by buffer overflows and integer overflows, greatly affected the 
trustworthiness of software [2]. Software defects should be mined and removed during 
all phases of software life cycle, especially the coding phase with lowest cost. The C++ 
programming language contains a large number of undefined behaviors that can easily 
cause serious safety risks if not utilized properly. Software testing, especially the 
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method of static analysis, is an effective way to mine the inherent weaknesses of 
programming languages and improve the accuracy of the program[3-4]. It merely 
analyzes source code instead of executing the program, which makes it easier to design 
automatic tools of defect detection [5]. At present, many source code static analysis 
tools exist [6], most of which, however, are only designed for C source code, such as 
lint, Split, MOPS[7-9], etc.  

Defining language safe subset is an effective way to improve the safety of the 
program. Using only the grammar permitted in subset strictly can reduce the safety 
risks in large part. The static analysis tool based on safe subset is used to locate the 
defects in source code automatically, where rules in safe subset are violated, so as to 
help programmers to mine software vulnerabilities and improve the safety of the 
program. Among common safe subsets, "GJB 5369-2005 aerospace software safe 
subset in C" and "MISRA C 2004" are famous ones based on C language, while CSV[10] 
is a dedicated static analysis tool for the former safe subset. Proposed by the motor 
industry software reliability association in European, "MISRA C + + 2008" is a C++ 
safe subset based on the C++ standard "ISO / IEC 14882:2003". It is a standard to 
improve software safety in C++ programming, but so far there are no static source code 
analysis tools supporting for this safe subset. 

All the safety rules in "MISRA C + + 2008" safe subset are analyzed and the method 
on how to design the corresponding defects mining tool is proposed, including source 
code parsing part, source code expression model and rules matching part. The source 
code expression model is the core of the system, which defined a standard that can 
represent all elements of C++ syntax. It can convert any C++ source files into an 
internal form of XML intermediate file which is suitable for rules matching. The XML 
intermediate file is not only the output of source code parsing, but also the input of rules 
matching. As for each C++ source file, syntax directed parsing is carried out by source 
code parsing part, in order to generate the XML intermediate file according to the 
definition of source code expression model. The rules matching part is responsible for 
building the safe knowledge library, matching each rule in the database to the XML 
intermediate file and locating the match point in source files and generating of the final 
defects report. Testing by the prototype system named CPSD (CPp Source code 
Detector) shows statements that violate the specifications of safety subset in a C++ 
source program can be mined effectively with a smaller false alarm rate and false 
negative rate.  

2 Source Code Expression Model 

The flexibility and complexity of C++ language determines the fact that it is hard to 
directly match the source files with safety rules. Instead, designing a model easy to 
represent and store information of source files is of great importance. XML is an ideal 
language for design of the source code expression model, which contains 3 levels: 
XML file model, XML statement model and XML identifier model.  
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2.1 XML File Model  

The XML file model, defined by XML Schema, corresponds to C++ source files. It is 
an alternative representation of code that associated with the rules in safety subset in 
source files. Figure 1 illustrates the structure of XML file model. Each C++ source file 
corresponds to a SOURCEFILE node in the XML file, which is the top level node. It 
has 2 attributes and 4 child nodes, described as follows: 

 

Fig. 1. The structure of file model defined by XML Schema 

 FILEPATH: The attribute node saves file path, specifying the absolute path of the 
file; 

 FILETYPE: The attribute node saves file type, indicating whether the file is a C++ 
source file or a C++ header file; 

 FILEINCLUDE: The child node stores the text of include statement, which has a 
attribute of TYPE to distinguish between different types of header files, such as 
system header file or user-defined header file;  

 COMMENTS: The child node records all the comments in source files. Each 
block of comment corresponds to one CODELINE child node; 

 CODELINES: The child node describes the organization of statements in C++ 
source files. CODELINES is the main part of the XML file. Each statement in 
source files corresponds to a CODELINE child nodes belongs to CODELINES; 
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 IDENTIFIERS: The child node records the variable names, function names, class 
names, label information and all other identifiers. Each identifier corresponding to 
an ID child node which belongs to IDENTIFIERS. 

2.2 XML Statement Model 

XML statement model, defined by XML Schema shown in Figure 2, is the 
representation of statements in C++ source files that contains the semantic and context 
information of statement. Each statement in C++ source files corresponds to a 
CODELINE node containing 2 attribute and 2 child nodes, described as follows: 

 CODETYPE: The attribute node indicates the type of statement. It has 91 possible 
values, such as ASM, FOR, CATCH, THROW and PUBLIC, etc. 

 LINENUMBER: The attribute node indicates the line number in source file. 
 CODETEXT: The child node contains the statement text of the line in source 

code;  
 SUBLINES: The optional child node is suitable only for compound statement, 

containing several expanded inline statement, each of which is corresponding to a 
CODELINE child node. The CODELINE of Simple statement and declaration 
statement does not contain SUBLINES. 

 

Fig. 2. The structure of statement model defined by XML Schema 

2.3 XML Identifier Model  

C++ language supports multiple types of identifiers. Generally, an identifier has a 
variety of attributes, and the model must include all of them. In XML identifier model, 
each identifier defined in source files corresponds to the child node ID, belonging to 
node IDENTIFERS. Attributes and child nodes of ID record the information of 
identifier, such as identifier name, identifier type, storage type, assignment records and 
other information. The XML Schema model of identifier is shown as Figure 3, which 
each identifier includes 2 attributes and 14 optional child nodes, described as follows: 
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 IDTYPE: The type of identifier, with a series of option value up to 35 categories, 
such as variable attribute(VARIABLE), function definitions(FUNCTIONDEF), 
class(CLASS), inline function declaration(INLINE_FUN_DEC), class 
template(TEMPLATE_CLASS). 

 LINENUMBER: The attribute to record the line number where identifier appears 
in source files for the first time. 

There are 14 optional child nodes of identifier. Whether the child nodes exist or not is 
determined by the attribute IDTYPE and the context environment where the identifier 
appeared in source files. These optional nodes are: identifier name (NAME), identifier 
type (TYPE), storage type (STORETYPE), assignment records (ASSIGNMENT), 
reference record (REFERLOG), constants (CONST), access label (ACCESS), structure 
belonging (OWNER), virtual function mark (VIRTUAL), operator overloaded 
(OPERATE), parameters (PARAMETER), field (FIELD), base class (PARENT), 
template (TEMPLATE). Line 10 to 12 of Figure 4 shows class D derived from a virtual 
base class named B, with the corresponding XML statement model shown as Figure 5 
and the XML identifier model shown in Figure 6. 

 

Fig. 3. The structure of identifier model defined by XML Schema 
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Fig. 4. The example of deriving from virtual base class 

 

Fig. 5. The XML statement model in example of deriving from virtual base class 

0:    <ID IDTYPE="CLASS_DEF" LINENUMBER="10">
1:        <NAME>D</NAME>
2:        <TYPE>class</TYPE>
3:        <PARENT>
4:            <ID IDTYPE="CLASS" LINENUMBER="10">
5:                <NAME>B</NAME>
6:                <TYPE>class</TYPE>
7:                <ACCESS>public</ACCESS>
8:                <VIRTUAL>virtual</VIRTUAL>
9:            </ID>
10:       </PARENT>
11:   </ID>

 

Fig. 6. The XML identifier model in example of deriving from virtual base class 
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3 Source Code Parsing Method 

Based on source code expression model, proposed the source code parsing method to 
convert the C++ source files into XML intermediate file, in order to extract the  
information relevant to safety rules. Research shows that the GXL profile generated 
from intrinsic abstract syntax tree of compiler contains a large amount of redundant 
information supporting compiling process[11-13], which can interfere with static 
analysis tool. Therefore, the method is not suitable for generating XML intermediate 
file. The static analysis tool itself is responsible for parsing source files. 

The structure of source code parsing part is shown in Figure 7. The tasks, including 
handling headers, substituting macros, analyzing alias of data types, handling 
preprocessor statement, and converting single-line comment with continuation 
character into multi-line comments, are carried out by preprocessing sub-module. The 
lexical analyzer and syntax parser sub-module generates source file syntax tree, which 
is then converted into a memory image whose structure is suitable to generate XML 
intermediate file. The memory image is passed to XML generating sub-module and 
written into XML intermediate file. During this process, the difficulties lie in the design 
of syntax tree model and storage model of memory image.  

 

Fig. 7. The architecture of source code parsing  

3.1 The Syntax Tree Model Based on Relational Storage Mode  

Syntax tree is a hierarchical relationship model, based on modeling the relationship 
between nodes, containing between father and son nodes the included relationship and 
the brotherly relationship between nodes of same level. During the process of Syntax 
tree building, the level of parents is smaller than children 1 while brothers have the 
same level. In a compound statement block, statements or identifiers at the same level 
have the same parent node. According to siblings, the line number of left brother is 
smaller than the right. Based on the above principle, construct the STMT tree recording 
the statement and statement context information in source files and the ID tree 
recording the identifier information. The STMT tree and the ID tree of code snippet in 
Figure 4 are shown in Figure 8(a) and (b) respectively. 
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Fig. 8. The STMT tree and ID tree in example of deriving from virtual base class 

3.2 Storage Model of Memory Image 

Syntax tree nodes and their relationships storing the information of source code, the 
storage model of memory image must be constructed, recording the whole feature of 
syntax tree, in order to generate the XML intermediate file. The two data structures, 
Symbol and Table, are designed to store the syntax tree node information and the 
relationships between nodes. 

Several Table nodes make a Table graph, which can be classified to 2 categories. 
One class is used to organize the Symbol nodes on behalf of text of the statements. The 
other class is used to organize the Symbol nodes on behalf of identifiers. Each Table 
object runs the collection of Symbol object at the same level. The definition of data 
structure Table is shown in Figure 9. 

 

Fig. 9. The definition of data structure Table 
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The process of Table node construction carried out with the analysis on the 
statement. A Table node is constructed when scanning a block of statements for the first 
time. A node can be connected to several sub-nodes, the parent node's next pointer 
pointing to the first child and first child node's sibling pointer pointing to the successor 
of sibling child nodes, while all of these sub-nodes points to parent node with previous 
pointer. Figure 10 shows the Table storage model of STMT tree shown in Figure 8(a); 
Figure 11 shows the Table storage model of ID tree shown in Figure 8(b). 

 

Fig. 10. The Table storage model of STMT tree in example of deriving from virtual base class 

 

Fig. 11. The Table storage model of ID tree in example of deriving from virtual base class 

Symbol objects are divided into two categories: one is used to describe the statement 
line, corresponding to the CODELINE of source code expression model, and the other 
used to describe the identifier corresponding to the ID of source code expression model. 
All the Symbol objects of statements in source code are pointed sequential by the next 
pointer of Symbol structure. All the Symbol objects of identifiers in source code are 
pointed sequential by the next pointer of Symbol structure too. Symbol structure is 
shown in Figure 12. 
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Fig. 12. The definition of data structure Symbol 

The Symbol storage structure of STMT tree in Figure 8(a) is shown in Figure 13, 
which the fpara, tpara, parent pointers are omitted because the values are null. The 
Symbol storage structure of ID tree in Figure 8 (b) is shown in Figure 14. 

 

Fig. 13. The Symbol storage model of STMT tree in example of deriving from virtual base class 

 

Fig. 14. The Symbol storage model of ID tree in example of deriving from virtual base class 

After getting the Symbol and Table storage structure of STMT tree, source code 
parsing part calls XML generating sub-module to write the two storage structures into 
XML intermediate file, as the CODELINE node shown in Figure 5. Similarly, the 
Symbol and Table storage structure of ID tree are written to XML intermediate file, as 
the ID node shown in Figure 6. 
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4 Rules Matching Method  

The architecture of rules matching part is shown in Figure 15. XML intermediate file is 
the input. Safe knowledge library contains rules of "MISRA C + + 2008" safety subset. 
Rules configuration sub-module contains several schemes of rules, each corresponding 
to a subset of safe knowledge library with its attributes configurable by users. Rules 
adding sub-module enables users to add their own rules to safe knowledge library, thus 
makes the library scalable. Relocation sub-module backtracks all the matching points 
to line numbers of source files and write the line numbers and the rules numbers to 
defects report. Rules matching engine matches the rules of current scheme to the XML 
intermediate file to find all matching points. Rules matching part mainly consists of 
rules classification, rules modeling, safe knowledge library designing and rules adding 
mechanism. 

 

Fig. 15. The architecture of rules matching method 

Safe knowledge library is a set of safety rules based on the XML storage model too. 
XQuery expressions are used to design storage model for rules. The XML Schema 
storage model of safe knowledge library is shown in Figure 16. Each safety rule is a 
RULE node, which contains one attribute and two child nodes. 
 ID: Attribute of rule number, that is, number of the rule in the "MISRA C + + 

2008" safe subset. 
 ERRORINFO: Child node of rule information, providing the text description of 

the rule, which is the error information user needed.  
 XQUERY: Child node of query statement, which is an XQuery expression 

describing applicable object of safety rules and a set of constraints of rules. 

 

Fig. 16. The storage model of safety rules defined by XML Schema 
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The XQuery storage model of rule of 6-10-1-1 in safe knowledge is shown in Figure 

17. 

 

Fig. 17. The XQuery storage model of safety rule 6-10-1-1 

The adoption of XML and XQuery technology in design of safe knowledge library 
ensure the openness of the system, which particularly beneficial to the addition of new 
rules to system, expanding the safe knowledge library. Thus, the system is no longer 
confined to "MIRSA C + + 2008". When introducing new rules, as long as the ID 
numbers and descriptions are assigned, design the XQuery expressions of the new rules 
and then add them to safe knowledge library. 

5 Prototype System 

According to the principle above, CPSD, a prototype of source code defects mining 
tool based on "MISIA C + + 2008" safe subset is designed. To verify the practical 
performance of the prototype system, 10 files are selected randomly from the source 
package of QT, the C++ graphical user interface library. Enable all the safety rules for 
testing, and the results are shown in Table 1: 

Table 1. The testing result of prototype system  

Classification 
of rules 

Defects 
existed 

Defects  
reported 

False 
negative 

False 
alarm 

False 
negative 
rate 

False 
alarm 
rate 

Declaration 
and definition 

45 44 1 0 2.2% 0 

Programming 
style 

58 58 0 0 0 0 

Flow control 37 36 1 0 2.7% 0 
Preprocessing 22 22 0 0 0 0 
Variables and 
functions 

55 56 1 2 1.8% 3.6% 

Computing 
and processing 

24 23 2 1 8.3% 4.2% 
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Test results shows that the prototype system supports the first 4 categories of rules 
well with a low false negative rate and false alarm rate, because the design of XQuery 
expressions is not very hard. Taking the rules 6-10-1-1 mentioned previously for 
example, the prototype system only need to detect whether there is the keyword 
“virtual” in source files, thus no complex logic operations are involved. The accuracy 
of the last 2 categories is relatively low, because there are more constraints and the 
relationships between constraints are complex. Moreover, these rules involve not only 
statements, but also context information related to them, which makes it more difficult 
to design proper XQuery expressions. The main task of next step is to better the 
XQuery expressions to reduce the false alarm rate and false negative rate for some 
complex rules. 

6 Conclusions 

A static analysis method based on "MISRA C + + 2008" safe subset is presented in 
order to mine software defects in coding stage and reduce testing cost. Practical test 
shows that the prototype system can effectively mine the majority of defects violating 
the rules of safe subset with a low false alarm rate and false negatives rate, thus proves 
the method feasible. 
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Abstract. Isomap is an important dimension reduction method for clus-
tering data with relatively large features. Isomap uses geodesic distance
instead of Euclidean distance to reflect geometry of the underlying man-
ifold, while it ignores the classification principle that the distance be-
tween samples on different manifolds should be large and the distance
between samples on the same manifold should be small. In this paper,
we employed a path based distance to extend Isomap for clustering. The
path based distance measure strengthens the similarity of the points on
the same manifold. The useful behavior of the similarity strengthening
Isomap is confirmed through numerical experiments with several data
sets.

Keywords: Isomap, Dimension Reduction, Clustering.

1 Introduction

Clustering is the process of grouping or classifying collection samples, into classes
called clusters so that the samples within a cluster are ”similar” to one another,
yet”dissimilar” to samples in other clusters. Many varieties of clustering meth-
ods have been proposed over the past several decades [1][2], such as K-Means,
Fuzzy c-Means, SOM and so on. Earlier or ”classical” clustering methods typi-
cally dealt with smaller sets of features (lower dimensional data) and considered
all the features of the data simultaneously relevant to each of the underlying
clusters of the data. With the advanced technology in data collection, many
clustering applications are now characterized by relative large features. But not
all features of the data are relevant to the clustering result, and the presence ir-
relevant features have the potential to eliminate clustering tendency and mislead
the clustering algorithms. There are many approaches to address this problem.
The simplest approach is dimension reduction[3][4][6] techniques, including prin-
cipal component analysis (PCA),multidimensional scaling (MDS) and manifold
learning [3][9][10]. Isomap(or isometric feature mapping) is an isometric manifold
learning method, which extends multidimensional scaling (MDS) by considering
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Dijkstra’s geodesic distances (shortest paths) on a weighted graph instead of
Euclidean distances[3]. Isomap methods mainly focus on preserving the global
manifold structure and ignore the classification principle (i.e., maximizing the
distances between samples on different manifolds or minimizing the distances
between samples on the same manifold).

In this paper,we give the ε-neighbors path definition to reflect the manifold
smooth consistence perfectly and employ it to measure the distance between
samples. The ε-neighbors based distance enhances the similarity between samples
on the same manifold. With the ε-neighbors path based distance measure, we
extend Isomap to clustering. Encouraging experimental results on artificial and
real data demonstrate the effectiveness of the proposed approach.

The rest of this paper is organized as follows. We begin with a brief review of
Isomap in section 2.In section 3,we present our definition of the ε-neighbors path
based distance and the extended Isomap for clustering. Experimental results are
then presented in section 4.Finally we give the conclusion and some discussions.

2 Review of Isomap

Isomap[3][7] combines the major algorithmic features of PCA and MDS with the
flexibility to learn a broad class of nonlinear manifolds. The geodesic distance em-
ployed by Isomap reflects the intrinsic geometry of the underlying manifold[3].As
shown in Fig. 1, Isomap can unfold the dataset by preserving the intrinsic struc-
ture completely. This unfolding problem is difficult for MDS.

Fig. 1. An artificial data set ”Two-spirals”(left) and the unfolding result with
Isomap(right)

The detail[3] of Isomap is as follows.
Input : N data points {x1,x2,...,xN}in the input space X.
Output :coordinate vectors {y1,y2,...,yN}in a d -dimensional Euclidean space

Y.
Step1: Identify ε-neighborhoodor k nearest neighbors of each input data point

and construct a neighborhood graph DX(i,j )where edge lengths between points
in a neighborhood are set as their Euclidean distances otherwise set as ∞.
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Step2: Compute geodesic distances DG(i,j ) that are associated with the sum
of edge weights along shortest paths between all pairs of points.

Step3: Construct d -dimensional embedding. Let λpbe the p-th eigenvalue (in
decreasing order) of the matrix -HD2H /2 where H=I-eNeN

T /N, eN=[1,1,...,1]T

∈RN , and νp
i be the i-th component of the p-th eigenvector. Then set the p-th

component of the d -dimensional coordinate vector yi equal to
√

λpνi
p.

Although Isomap unfolds the dataset well, it can’t reflect that the distance
between samples from the same class is small and the distance between samples
from different classes is large (as point a and point b shown in Fig. 2). When we
use the reduction result and traditional clustering methods such as k-means to
cluster, we get poor result. In this paper, we improve the dimension reduction
quality for clustering by decreasing the distance between samples from same the
class and increasing the distance between samples from different classes.

Fig. 2. Dimension Reduction result by Isomap

3 Extending ISOMAP by Enhancing Similarity for
Clustering

3.1 Distance Based on the ε-neighbors Path

The geodesic distance used in Isomap reflects the intrinsic geometry of the under-
lying manifold but neglects that in the reduction subspace the distance between
samples from the same class should be small and the distance between samples
from different class should be large. For this drawback, Isomap fails to serve
the clustering. The clustering result on a toy dataset ”Two-moon” with the
attributes obtained by Isomap is shown in Fig. 2.

Although the geodesic distance da,b=da,c, the similarity sa,b should be larger
than sa,c because point a is on the same manifold with point b. Unfortunately,
Isomap only holds that points on the same manifold in the original attributes
space are still on the same manifold in the embedding space. In order to improve
the clustering result, the dimension reduction method needs to strengthen the
dissimilarity of the points on different manifolds and similarity of the points on
the same manifold. Following the analysis, we employ the ε-neighbors path of
point a and b to define the distance.
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Definition 1. ε-neighbors of a point represents the nearest neighbors whose dis-
tance from the point is less than ε by Euclidean distance,where ε is an empirical
parameter.

Definition 2. ε-neighbors path of point and is the following simple path:
P(a,b) = {a=ν0 → ν1 → ν2 → ... → νi → νj → ... → b|νj ∈ ε-neighbors(νi)}

Based on the ε-neighbors path definition, there may be no path between two
points which lie on different manifolds. As shown in Fig. 3, there is a ε-neighbors
path between a and b while there is no such path between point a and c. It
coincides that point a and b lie on the same smooth manifold and point a and
c lie on different manifolds.

Fig. 3. An artificial data set ” Two-moon”

With the ε-neighbors path of point a and b, we define the distance between
point a and b as:

d(a,b) =
{

d(a,b) if there is no ε − neighbors path between a and b
minp∈Pa,b

max0≤h<|P | d(ph,ph+1) else
(1)

With our distance measure, the distance between point a and point b is smaller
than that between point a and point c. Different with Euclidean distance and
geodesic distance, our distance measure strengthens the similarity of the points
on the same manifold(class).

3.2 Extending ISOMAP by Enhancing Similarity for Clustering

With the ε-neighbors path based distance, we propose the similarity enhancing
Isomap for clustering as follows.

Input : Data set X,number of clusters k,the neighborhood parameterε.
Output : Clusters {C1, C2, ...., Ck}.
Step1:Identify ε-neighborhoodor k nearest neighbors of each input data point

and construct a neighborhood graph DX(i,j )where edge lengths between points
in a neighborhood are set as their Euclidean distances otherwise set as ∞.

Step2: Compute the ε-neighbors path based distances DG(i,j ) that are defined
as (1).
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Step3: Same to Isomap,get the coordinate vectors {y1,y2,...,yN}in a
d -dimensional Euclidean space Y.

Step4: Cluster the points {y1,y2,...,yN} with traditional clustering algorithms
such as k -means into clusters{ P1, P2, ...., Pk} .

Step5: Assign the original point xi into cluster Cj if and only if yi is assigned
into cluster Pj .

This extended Isomap enhances the dissimilarity of the points on different
manifolds and similarity of the points on the same manifold fully. We call this
method as AnextendedISOMAPbyEnhancingtheSimilarityforClustering
(ESC − ISOMAP ). It gives significant improvement in clustering results. As
shown in Fig. 4, we can get a better embedding for ”two-spirals” clustering with
the ε-neighbors path based distance.

Fig. 4. Two-dimensional embedding for the data set ”two-spirals” using Isomap with
geodesic distance(left) and ε-neighbors path based distance(right)

4 Experiments

To test the proposed algorithm, we have applied it to several artificial and real
data sets.

4.1 Evaluation Measures

We use normalized mutual information (NMI)[5] to evaluate a clustering re-
sult, which is an information theoretical criterion for the evaluation of cluster-
ing algorithms. Given two clustering results, Δ = {C1, C2, . . . , Cc} and Δ′ =
{C′

1, C
′
2, . . . , C

′
k} of X(|X | = n), let ni and n′

i be the number of objects in clus-
ter Ci and C′

i separately. Let nst denote the number of objects that are in cluster
Cs as well as in cluster C′

t, then the normalized mutual information of Δ and
Δ′ is

NMI =

∑c
s=1

∑k
t=1 log

(
nnst

nsn′
t

)
√(∑c

s=1 ns log ns

n

) (∑k
t=1 n′

t log n′
t

n

) . (2)
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Given the true labels δ of X and a clustering result ξ, we have 0 ≤ NMI(δ, ξ) ≤
1. When δ equals ξ, NMI(δ, ξ) = 1.The larger the NMI is, the better the clus-
tering performance is.

We compare the clustering performance of the extended Isomap(noted as ESC-
Isomap) and Isomap by NMI.

4.2 Clustering Results

We first demonstrate the effectiveness of our algorithm on four artificial data
sets shown in Fig. 5.which have been mentioned in the literature and may be
not convex data sets. Fig. 5 displays the original datasets. We first use Isomap
with geodesic distance and ε-neighbors path based distance separately on the
data sets to detect the new representation. In particular, the simple k-means
clustering algorithm has no difficulties to detect the clusters in this new rep-
resentation. Readers not familiar with k-means can employ other clustering al-
gorithms.We found that the clustering results are insensitive to the selected
clustering algorithms.The neighborhood parameter is set as (the max distance +
the min distance)/(cluster number) intuitively. The comparing results with NMI
are shown in Table 1. The ε-neighbors path based distance measure strengthens
the local and global similarity between the points from the same manifold. It is
the main reason for our algorithm’s perfect performance.

Fig. 5. Four Artificial Data Sets

Table 1. Clustering Results on artificial data sets evaluated by NMI

Data Set Clustering with Isomap Clustering with ESC-Isomap

threecircles 0.1601 1

fourlines 0.597 1

smile 0.529 1

twospirals 0.6095 1

We also demonstrate the effectiveness of our algorithm on two real data sets
from various domains as shown in Table 2. These data sets have known labels
and are mainly used for classification tasks.



814 H. Yu et al.

Table 2. Results on real data sets evaluated by NMI

Data Set Iris Sonar

Number of Instances 150 208

Number of Attributes 4 60

Number of Clusters 3 2

The clustering results are shown in Table 3. With the evaluation measure, the
similarity strengthening Isomap outperforms Isomap. But the clustering results
are still not satisfying. Two reasons should be responsible. First there are some
noise data[8] on the real data sets which interfering the clustering. Second the
data sets are highly nonlinear and the clustering algorithms tend to yield poor
results.

Table 3. Real data sets description

Data Set Clustering with Isomap Clustering with ESC-Isomap

Iris 0.0105 0.0258

Sonar 0.7419 0.7812

5 Conclusions

In this paper, we have presented a definition of ε-neighbors path to encode the
data points’ similarity on the same manifold and proposed the similarity en-
hanced Isomap for clustering. The ε-neighbors path based Isomap enhances the
similarity between points on the same manifold(class),while geodesic distance
usually neglects the similarity and just holds the intrinsic structure. After the
dimension reduction, many different clustering algorithms can be used not only
k-means. Experimental results on artificial and real data sets demonstrate the ef-
ficient performance. Our future work will focus on efficient methods to eliminate
interfering by the noise data and improve the clustering result further.
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Abstract. In this paper, we propose a novel cross-media correlation
detection method for movie keyframe retrieval. We first compute the
temporal saliency on both the video and audio streams in a movie sep-
arately, then locate the resonance regions that the saliency changes in
these two modalities show strong correlations. Next, starting from reso-
nance regions, we propagate the similarity of visual and auditory charac-
teristics through neighboring movie regions based on a temporal movie
context model, segmenting the movie into a sequence of coherent parts
from which keyframes are extracted. The experimental results on actual
movie clips show that, compared to the single-modality algorithms, our
method gives improved retrieval performance in completeness and pre-
cision due to the efficient exploitation of the context and correlations
between complementary multi-modalities.

Keywords: cross-media correlation detection, context model, similarity
propagation, keyframe retrieval.

1 Introduction

With the wide use of digital multimedia technologies, massive multimedia ma-
terials have been produced, which raises strong demands for efficient analyzing
and mining techniques [1][2][3][4]. In recently years, besides the success of many
techniques working on single media type, exploitation of cross-media correla-
tion information in multimedia content analysis and processing have attracted
increasing interests [5][6][7].

Studies on cross-media processing can be sorted into two categories:
cross-media index techniques and multi-modal correlation analysis techniques.
Cross-media index techniques focus on automatically labeling un-annotated mul-
timedia data [8][9]. Such approaches first convert clustered visual or auditory
features to indices into certain feature dictionary, then analyze and generate
linked image-text (or audio-text) translation representation and construct the
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results based on it. Multi-modal correlation analysis approaches [6][7][10] fo-
cus on extracting statistical correlations between different modalities from their
co-occurrence relationships. However, such methods also have limitations. For
example, people just focus on the detection and exploitation of the correlations
between multi-modalities resulting from the same source.

Specifically, in this paper, we propose a novel cross-media correlation detec-
tion and similarity propagation algorithm based on temporal context model.
As shown in Fig. 1, our method consists of two stages: firstly, we compute the
temporal visual and auditory saliency separately and detect the correlations be-
tween two modalities to locate the resonance regions. Then, we exploit context
model to propagate the similarity of neighboring movie regions to obtain more
precise boundaries of the regions for keyframe extraction. The experiments of
keyframes extraction on movie clips show the efficiency of our method compared
to the single-modality algorithm. The main contributions of our paper are: first,
our algorithm, which is based on human saliency, is more reasonable; second, we
take the movie contextual relationship into account.

Fig. 1. Block diagram of the proposed algorithm

The paper is organized as follows: In Section 2, we introduce the cross-media
correlation detection method, which consists of three parts: visual saliency com-
putation, auditory saliency computation and correlation detection on both. In
Section 3, we describe the context model and the similarity propagation algo-
rithm. The experiment results are given in section 4.

2 Cross-Media Correlation Detection

In this section, we describe the measurements to compute the saliency index for
the visual and auditory stream, which are further ordered temporally to form
the visual and auditory saliency curves. Based on them, we analyze the typical
relationships between two curves and identify the so-called resonance regions,
which are exploited later for cross-media correlation propagation.

2.1 Visual Saliency Computation

[11] proposes a visual attention index (VAI) method for visual saliency modeling.
But it is for surveillance videos consisting of stationary scenes and occasional
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saliency motions, which can be identified by local abnormal oscillations of at-
tention indices. A movie, however, usually contains fast changing scenes, either
in visual or auditory or both channels, for which the attention indices always
fluctuate.

In our algorithm, we denote the the whole movie attention index (MAI) as

MAI = {MAI1, MAI2, . . . , MAIW } (1)

where MAIa is the movie attention index (MAI) of movie scene a. MAIa com-
putation is divided into two parts: dynamic attention index and static attention
index. The final movie attention index (MAI) of each scene is computed as

MAIa =
1
L

(wT,a ∗ AT,a + wS,a ∗ AS,a) (2)

where AT,a is the dynamic attention index and AS,a is the static attention index,
wT,a and wS,a are the relative weights of each component, L is the total number
of frames in the scene a.

The dynamic attention is based on the the fact that human visual attentions
are usually attracted by motion contrast. We divide every frame f into N blocks
of size 8*8 and denote the motion vector of block i as (dxi, dyi). The motion
intensity of each block is γi =

√
dx2

i + dy2
i . As a result, we build an orientation

histogram v(j) for all the blocks and the motion attention of block i is computed
as

AT,a =
L∑

f

N∑

i

(γi ∗ (1 − v(b(i))
∑H

j=1 v(j)
)) (3)

where H is the maximum bin index of the histogram, b(i) is the bin index of
block i.

The static attention is defined to reflect the phenomenon that attention is
also attracted by the objects presented in the still images. We compute the color
contrast index Ci =

∑
q d(pi, q) of each block pi by comparing its color histogram

with its neighboring blocks q and summing up the distances. Then, the static
attention index is defined as

AS,a =
1
N

L∑

f

N∑

i

(wi × Ci) (4)

where wi is a Gaussian falloff weight relative to the frame f center.
To fuse the dynamic and static attention index together, we define the weights

in (2) for each attention as wT,a = ATave,a×exp(1−ATave,a), wS,a = 1−wT,a and
ATave,a = Max(AT,a) − Mean(AT,a). Finally, we get the movie visual saliency
curve in Fig. 2.

2.2 Auditory Saliency Computation

We employ [12] to identify the general auditory background in the movie clips,
thus consider those audio scenes with great deviation from the background are



Movie Keyframe Retrieval Based on Cross-Media Correlation Detection 819

salient to audience. The algorithm works as follows: The audio stream is first
segmented into M uniformly-sized non-overlapping audioframes {fi}i=1,2,...,M .
Each audioframe fi consists of N = 2205 amplitude samples of signals, obtained
by sampling an audioframe of duration 0.2 second with a sampling rate of 11.025
kHz. Therefore, we can organize the audioframes into a N × M matrix S =
[f1, f2, . . . , fM ], compute the mean audioframe fm and subtract it from S.

Next, we identify the subspace of audio background Xb by choosing a set of
K eigenvectors corresponding to K small eigenvalues, and use them to form the
N × K eigen-audiospace projection matrix Eb.

Then, to learn the audio background characteristics, we extract a set of audio
background frames that no foreground signals of interest are present, average
them and subtract fm from it to form the zero-mean background frame fb. We
finally project fr into the eigen-audiospace Xb to obtain f̄b,

f̄b = Ebfb (5)

which is used as the reference background frame.
Based on f̄b, for one projected audioframe f̄i (i = 1, 2, . . . , M) of the input

audio stream, we compute the distance D(i) and the reference background frame:

D(i) = ||f̄i − f̄b|| (6)

which measures its deviation from the background.

Fig. 2. Example of visual saliency curve (red) and auditory saliency curve (green)

Finally, to group audioframes into scenes, we compute the visual similarity
[10] on neighboring frames and split the audio stream at the local minima. For
each audio segment, we average D(i) and use it as the auditory saliency index
in Fig. 2.

2.3 Relationships of Curves

To achieve an initial rough segmentation of the input movie into coherent regions
based on the visual and auditory saliency curves, we summarize the relationships
between two curves into four typical forms, as shown in Fig. 3. In each form,
there are three temporally ordered scene regions. Specifically, in form (a) and (c),
the middle region corresponds to the physical phenomenon called ”resonance”, in
which a dynamical system with periodic oscillations at some frequencies ei shows
a remarkable response when it’s subjected to a periodic forcing of frequencies
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near one of the ei [13]. In some sense, a movie is just like a dynamical system,
which also contains temporal oscillations in visual and/or auditory channels. Be-
cause of the interactions of video and audio, movies can attract the audience and
resonate with them. Therefore, the middle regions in (a) and (c) are considered
strongly correlated and contain most keyframes. In (b) and (d), the curves do
not harmonize with each other in the time axis and are considered less correlated
with each other. Although the curves in Fig. 2 are not strictly in accordance with
the four forms in Fig. 3, we can still find regions in Fig. 2 that are like the form
of the middle region in (a) and (c) of Fig. 3.

Fig. 3. Illustration of the typical tem-
poral relationships and the resonance
region of the visual and auditory
salience curves

beforefar before region after afterfar

Fig. 4. The temporal context model of
movies

The movie segments with the salience curves of the form (a) are typically
attractive, sharp, fierce in both visual and auditory channel, while segments of
the form (c) are usually motionless, static and harmonious. The audio clips and
the image frames in these regions are strongly correlated because of resonance.
In this paper, such resonance middle regions are identified as

Mi = [tbV,i, t
e
V,i] ∩ [tbA,i, t

e
A,i]

where tbV,i and teV,i are the beginning and end time, respectively, of the i-th region
of the form (a) or (c) found in the visual salience curve, while tbA,i and teA,i are
those found in the auditory salience curve. [tbV,i, t

e
V,i] and [tbA,i, t

e
A,i] overlap in

the time axis but may not align with each other precisely.

3 Movie Context Model and Similarity Propagation

For more precise refinement of the Mi region boundaries, in this section, we pro-
pose a temporal context model for movies and develop a cross-media correlation
algorithm with similarity propagation.

3.1 Temporal Context Model

As shown in Fig. 2, the emergence of the auditory event and the visual event may
not align strictly on the time axis like the form (a) and (c) in Fig. 3. More impor-
tant, the regions of the form (b) and (d) in Fig. 3 may also contain keyframes.
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Therefore, we need efficient measurements to extend the resonance regions to
incorporate coherent frames with similar visual and auditory characteristics.

[14] introduces a novel approach for object categorization that incorporates
two types of context co-occurrence of relative location and local appearance
features. Every object or event in one scene has its spatial or the temporal
context relationships with the environment. For movies, this temporal context
relevance of scenes is particularly evident. For example, before an explosion event
in a war movie, there are usually soldiers, aircrafts, guns, bombs, fires, the voice
of soldiers and aircrafts and so on. Also after the explosion, there are usually
wounded soldiers, crying sounds, aircrafts and fires. In our method, these cues are
used to propagate the similarity through both the visual channel and auditory
channel and help to distinguish different categories of scenes.

We develop a temporal context model for movies to capture relative time
location constraints. As shown in Fig. 4, we define the context relationships
— beforefar, before, after and afterfar, each of which stands for a neighboring
relationship of the middle region M relative to other parts in the time sequence.
As described before, the movie is first roughly decomposed into several resonance
regions based on the interaction of the visual and auditory curves. Denoting the
middle region by M, the movie parts before M by B and the after parts by
A, we define the temporal context relationships of the middle region with the
neighboring movie parts as:

S(B, M, A) =
∑

i,j

Vijdij +
∑

i,j

Aijdij (7)

where Vij and Aij are the similarity weight (for frame j of region i) computed as
Euclidean distance of the auditory/visual features of frames in A and B relative
to those in M . dij is the temporal distance of the frame relative to the middle
region.

3.2 Similarity Propagation Algorithm

Based on the previous analysis, we give our temporal contextual similarity prop-
agation algorithm to adaptively segment the movie into the sequence of closely
correlated parts, from which we extract the keyframes.

The main idea of this algorithm in Table 1 is: we compute S(B,M,A) to mea-
sure the correlation between the middle region and the neighboring parts. Low
correlation means that the middle region has low correlation with the neigh-
boring parts and does not need to use temporal context model for similarity
propagation. If M has high correlation with neighboring parts, according to the
type of movie part, we choose corresponding procedure to update M . Finally, the
keyframes are extracted from M with a fixed uniform interval (every 35 frames
in our experiment).

In step 1, S(B, M, A) is computed to measure the correlation between the
resonance region and its neighboring parts. According to the correlation, we
decide to relocate the boundaries of the resonance regions or not in step 2.
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Table 1. Temporal contextual similarity propagation algorithm

Algorithm The details of similarity prop-
agation algorithm

Initialization. B =
{θ|θ is a region in front of M}, A =
{ψ|ψ is a region after M};
Setp1. S′ = S(B,M,A);
Step2. If S′ < ν ( ν is a empirical thresh-
old) Goto Output.
Step3. Repeat (movie part type is before):

a. Add one before movie part α;
b. Compute Ω = S(α,B ∪M,A) -

S′;
c. If Ω < 0 Goto Step4.
d. S′ = S(α,B ∪M,A);
e. M = α ∪M ;
f. Goto Step3.

Step4. Repeat (movie part type is after):
a. Add one after movie part β;
b. Compute Ω = S(B,M ∪ A, β) -

S′;
c. If Ω < 0 Goto Output.
d. S′ = S(B,M ∪A, β);
e. M = M ∪ β;
f. Goto Step4.;

Output. The result M .

Decided by the context type of a movie part, step 3 or step 4 is chosen to update
M . Note that in the updating module, we first compute the difference Ω between
S and S′. S′ and M are updated if Ω > 0, while the updating will be ended if
Ω < 0.

4 Experiments

4.1 Dataset

Our movie dateset contains Pearl Harbor (Touchstone Pictures, 2001), some
fragments of The Big Bang Theory (CBS, 2007) and Titanic (Lightstorm Enter-
tainment, 1997). To evaluate the performance, we choose a fragment of 4 minutes
movie from Pearl Harbor. In the visual aspect, the test movie fragment contains
fierce sharp scenes (explosion, flying planes and so on), as well as harmonious
and static scenes (office, park and so on). In the auditory aspect, it includes
acute explosion sounds, as well as people talks and silences. We extract 128
dimensional SIFT features from each movie frame and 21 dimensional MFCC
features from each audio signal segment. Some example frames of the test movie
fragment are shown in Fig. 5.
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Fig. 5. Example video frames in the test movie fragment

Fig. 6. Keyframe retrieval results from
the explosion scenes (below) and the
corresponding visual (a) and auditory
(b) saliency curves (above)

Fig. 7. Keyframe retrieval results from
the plane scenes (below) and the cor-
responding visual (a) and auditory (b)
saliency curves (above)

4.2 Results and Comparison

According to the resonance regions and temporal context model, the keyframe
results of this movie clip are divided into four parts: Fig. 6, Fig. 7, Fig. 8 and Fig.
9. In Fig. 6, we show the keyframe retrieval results on the battle scene in test
movie fragment. For the shown saliency curves, the detected middle resonance
regions is colored with black. Keyframes shown come from two sources: above
the time axis shows the keyframe from the resonance region, while below are
keyframes from the neighboring movie parts identified by the temporal context
model.

Fig. 7 and Fig. 8 show the keyframe retrieval results from two different types.
From the results, we can see that, for different scene types, the temporal con-
straints in the proposed movie context model have different contributions to the
retrieval. In Fig. 6, the after relationship makes more contribution than the be-
fore relationship, while in Fig. 7 and Fig. 8, the before relationship yields more
keyframes than the after one.

In Fig. 9, the keyframes extracted are mainly from the middle resonance
regions, while the temporal context model contributes little. This is because, for
that scene, the middle resonance region has little similarity with its neighboring
parts.

For comparisons, we also implement the algorithm proposed in [11] and show
its keyframe retrieval results on the test movie fragment in Fig. 10. The scale
shows that [11] pays more attention to more concentrative fierce frames (11 of
all 12 keyframes). It also can be seen from Fig. 10 that the method in [11] pays
more attentions to those fierce, drastically changing video frames like the battle
scenes, as 11 of all 12 keyframes it extracts are of such type. On the other hand,
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Fig. 8. Keyframe retrieval results from
the indoor scenes (below) and the cor-
responding visual (a) and auditory (b)
saliency curves (above)

Fig. 9. Keyframe retrieval results from
the outdoor scenes (below) and the cor-
responding visual (a) and auditory (b)
saliency curves (above)

it ignores the intermediate talking scene, which also attracts audiences’ attention
and have been successfully located by our method.

To further verify the performance, we invite 10 persons to see the movie and
choose the frames which they are most interested in and get the rate in Table 2
by comparing the frame content with our algorithm and [11]. The text movies
are divided into three types: Pearl Harbor is a film of war epic, while The Big
Bang Theory is a TV drama and Titanic is an emotion film. War epic type films
usually contain fiercely changing scenes, while emotion type films contain fewer
changing scene than epic war type ones. In contrast, TV dramas has the fewest
changing scenes.

Fig. 10. Keyframe retrieval
results by [11]

Table 2. Comparision

Movie [11](%) Our algorithm(%)
Pearl Harbor 57.14 76.19

Titanic 61.90 71.43
The Big Bang Theory 63.64 62.50

Average 60.89 70.04

From Table 2, we can see that Pearl Harbor with complex structure, our
algorithm make obvious improvement compared to [11]. The result of Titanic
also make better performance, while The Big Bang Theory with simple structure
shares similar performance. The results also show that for movies that consist of
richer contents and representations and more complicated structure, our method
yields better results.

5 Conclusions

This paper proposes a novel cross-media correlation detection and similarity
propagation method based on the context model, which is further applied in
movie keyframe retrieval. Experimental results show that, compared to methods
operating on single modality, our method significantly increases the complete-
ness of the retrieval result as well as its closeness to the actual retrieval intention
by interactions of video and audio of a movie. Further work includes improving
of the efficiency of correlation learning and extending the context model for
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describing richer structures of a movie. The performance of the proposed algo-
rithm on other benchmark datasets will also be explored.
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