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## Preface

Electrical noise fundamentally limits the sensitivity and resolution of communication, navigation, measurement, and other electronic systems. This book introduces the reader to the most important noise mechanisms, the description of noise phenomena in electrical circuits by means of equivalent sources and analytical or numerical methods.

The consequences of noise in high-frequency systems are not always easy to understand. There might be complicated interactions between different circuit parameters. Furthermore, often not only one noise mechanism has to be considered, but an interaction of various different processes. One example is the noise in frequency converters or mixers, respectively. In order to obtain a sensitive input stage, the noise figure, which is a measure for the internal noise of the system, should be as low as possible. The noise figure of the complete circuit can be improved by inserting a low-noise amplifier in front of the down converter, for example. If this preamplifier does not provide sufficient gain, then the noise figure of the cascade connection of the amplifier and the mixer can still be deteriorated by the mixer according to the cascade formula. Nevertheless, the amplifier is often omitted for cost reasons or in order to improve the dynamic range. In this case, a low noise figure for the mixer is of great importance. If the intermediate frequency of the mixer is low, then the so-called flicker- or $1 / \mathrm{f}$-noise can increase the noise figure significantly. A higher noise figure can also be caused by noise of the local oscillator. If the mixer is not perfectly balanced then the demodulated amplitude noise of the local oscillator increases the noise at the mixer output. An increase of
the noise figure is also observed, if the phase or frequency noise of the local oscillator is unintentionally discriminated by frequency selective circuits. In order to minimize the disturbing effects of the noise in the whole system, knowledge of all these noise mechanisms, interactions, and dependencies is necessary.

One objective of this text is to convey a qualitative and quantitative comprehension of the noise phenomena in linear and non-linear high-frequency circuits. The book, however, does not claim to be complete in the sense of a reference work. For example, a detailed presentation of the physical origin of thermal noise and the available noise power of resistors is omitted

The book contains a number of problems with a varying degree of difficulty. The solutions are given at the end of the book.

This book is the result of many years of research and education. It is based on the course "Noise in High Frequency Circuits and Oscillators", which has been presented regularly at the Ruhr-University Bochum, Germany. The notes for that course were the basis for this book.

This book addresses graduate students but should also be useful for academics, engineers, and physicists.

We wish to express our gratitude to Bianca Will for her aid in the technical editing of the manuscript, especially of the problem solutions and the proofreading.

We wish to give special thanks to Dr. Steve Nightingale for proofreading and his many valuable suggestions for the improvement of the text.

Appreciation is expressed for the steady encouragement and support by our colleagues Dr. Thomas Musch, Prof. Dr. Edgar Voges, Dr. Reinhard Stolle, Dr. Michael Gerding, Prof. Dr. Heinz Chaloupka, Prof. Dr. Volkert Hansen, Prof. Dr. Hermann Eul, Prof. Dr. Holger Heuermann.

We are particularly grateful to Prof. Dr.-Ing. Dr.h.c.mult. Ulrich L. Rohde for his encouragement to write this book and his helpful suggestions.

Comments from our reviewers were very much appreciated.
Finally, we wish to give special thanks to the many students over the years who have attended the course "Noise in High Frequency Circuits and Oscillators" at the Ruhr-University Bochum, Germany, for their many fruitful questions and discussions. Special thanks go to Nils Pohl for proofreading.

B. SCHIEK<br>I. ROLFES<br>H.-J. SIWERIS

## 1

## Mathematical and System-oriented Fundamentals

In this chapter the most important mathematical, statistical and systemoriented theoretical fundamentals are presented as they will be needed in the following chapters. However, a certain knowledge of the theory of probabilities and statistics will be anticipated.

In this book, noise signals continuous in time will be considered predominantly. These are the kind of noise signals that normally appear in highfrequency circuits.

The time-dependent behavior of noise signals cannot be predicted in general. It is only possible to characterize their properties with the help of mean values, as for example the mean square value, i.e. the mean power. The noise power per unit bandwidth, the so-called spectrum, will turn out to be a particularly important quantity for the description of noise signals. This spectral representation is particularly useful and common for high-frequency techniques. Therefore, it is one aim of a noise description to determine the spectral distribution of the noise power, i.e. the spectrum, at any point of a circuit or a system quantitatively. For this purpose, one can either attempt to calculate the spectrum of the circuit or to measure it. However, both procedures have to be performed with care. The best way is to make measurements as well as calculations and to bring both results into agreement. Having achieved this agreement it can be expected to some degree that the noise phenomena of the circuit or the system are understood quite well. On this basis it is often possible to take some measures to reduce the noise. Whether a noise reduction is necessary or not depends on the magnitude of the signal of interest in the circuit and furthermore on the required signal-tonoise ratio. These questions will be answered in depth in the following pages.

However, some fundamentals are needed, which will be discussed in the first chapter. One significant result of this first chapter will be that the spectrum is transmitted within a circuit according to the magnitude squared value of the complex system transfer function. This statement will be of great importance for the noise analysis, as will be seen later on.

### 1.1 INTRODUCTION

### 1.1.1 Technical relevance of noise

The term noise stems from the perception a person has when electrical jitter effects in the audio frequency range are amplified sufficiently and then are passed to a loudspeaker. This phenomenon is generally known from a broadcast receiver, for example. Later, the term noise was extended to frequencies outside the audible range. In general, the electrical noise originates from current or voltage fluctuations in electronic circuits. One disturbing effect of noise is that it limits the sensitivity of receivers of communication systems or reduces their transfer capacity. Furthermore, it limits the accuracy of measurement systems. Without noise the transmitter power could be reduced down to a limit set by interference from communication channels. As a consequence the electrical noise has a large influence on the system design and thus on the costs.

On the other hand, noise, considered as a physical phenomenon, often contains useful information. Temperature measurements can be performed with the help of thermal noise over large distances by means of antennas (Remote Sensing). In radio-astronomy weak noise signals can give information, e.g. on molecules in distant galaxies. For electronic devices the frequency behavior and the amplitude of the noise is often useful to evaluate the functionality and the quality of the device.

### 1.1.2 Physical origins of noise

This text mainly deals with the effects of noise in electronic circuits, particularly in high-frequency circuits. Thus, the physical origins of noise will be discussed less extensively. One focus will be on the thermal noise in electrical conductors. Thermal noise, which always exists at non-zero temperatures, originates from vibrations of the lattice atoms, which are transferred to the free electrons. The electrons are thus performing an unsteady movement, being interrupted by collisions. This unsteady movement leads to an irregularly fluctuating voltage between both ends of the conductor. It will be seen that the available noise power of a resistor only depends on the absolute temperature of the resistor. The thermal noise is thus especially well suited to serve as a reference noise source. Other kinds of noise phenomena can be compared with it to advantage. Thermal noise is a relatively weak noise phenomenon,
which can be further reduced by cooling. For many systems it is often sufficient, if the overall noise, referred to the input of the system, is of a similar level as the thermal noise.

Another noise mechanism, which is particularly important for electronic devices, is the so-called shot noise. The transition of electrical potential barriers is a statistical process, because the charge of the carriers, electrons or ions, is always an integer multiple of the elementary charge. Consequently, the current emitted by a cathode at constant temperature and voltage is not a pure d.c. current, rather it fluctuates around a time average. Because the emitted electrons arrive irregularly at the anode, the term shot noise became accepted for this phenomenon. A similar situation can be found for potential barriers in solid-state devices, i.e. junctions between semiconductors or between metals and semiconductors. Therefore, such junctions also show shot noise for the current flowing. Later on, it will be shown that a comparison between shot noise and thermal noise will lead to the conclusion that, in general, shot noise has the smaller available noise power.

Very high noise is generated by a semiconductor junction operated at breakdown. This noise mechanism is called avalanche noise. Accelerated electrons generate new electron-hole pairs by collision. In particular, the electrons are able to generate further electron-hole pairs after an acceleration, so that the current increases very rapidly. In low-noise devices breakdown must be strictly avoided. On the other hand calibrated noise sources utilize the breakdown mechanism of a pn- or Schottky-junction in order to achieve a high well-defined noise power for measurement purposes.

The electrical properties of surfaces or boundary layers are influenced energetically by so-called boundary layer states, which are also subject to statistical fluctuations. This leads to the so-called flicker noise or $\mathbf{1} / \mathrm{f}$-noise for the current flow. This kind of noise is especially observable at low frequencies and generally decreases with increasing frequency $f$ according to a $1 / f$ law until it will be covered by frequency independent noise mechanisms, e.g. thermal noise or shot noise. It will be seen, that flicker noise is of great importance for high-frequency oscillators, because it can modulate the carrier frequency by non-linear processes. Unwanted amplitude and phase fluctuations with a flicker noise characteristic will, therefore, be impressed on the oscillator signal.

Oscillators can be interpreted as amplifiers with a high-Q (quality factor) feedback network. The noise signals, which always exist, are amplified after the supply voltage is turned on until finally saturation effects lead to an approximately sinusoidal oscillation with constant amplitude.

### 1.1.3 General characteristics of noise signals

The time characteristic of noise signals can be displayed with the help of an oscilloscope, if, for example, the thermal noise voltage of a resistor is amplified sufficiently as shown in Fig. 1.1. The irregular time behavior of the signal is a characteristic property of electrical noise. A mathematical description in


Fig. 1.1 Noise signal displayed by an oscilloscope.
the time domain obviously is not possible. Also, the future behavior of the signal cannot be predicted. In contrast to sinusoidal signals, the description of noise signals is thus restricted to different mean values. For this purpose, the methods of statistical signal theory are applied.

In the frequency domain, the power of a sinusoidal signal is concentrated at a single frequency. In contrast, for a noise signal the power at a single frequency is always zero. Power can only be measured for a non-zero bandwidth. This offers the possibility of a measurement to discriminate between sinusoidal signals and noise signals.

### 1.2 MATHEMATICAL BASICS FOR THE DESCRIPTION OF NOISE SIGNALS

In this section the most important mathematical fundamentals for the description of noise signals will be discussed. More detailed introductions to the theory of probability and of stochastic processes can be found in the literature.

### 1.2.1 Stochastic process and probability density

Figure 1.2 shows $N$ equal resistors with $R_{1}=R_{2}=\ldots=R_{N}=R$ at the same temperature $T$. For each resistor the time dependent open circuit voltage is measured and recorded.

All noise voltages are recorded simultaneously. Together, they form a stochastic process. Each single curve is a so-called realization of the stochastic process. If a specified time, for example $t_{1}$, is considered, then the different realizations provide a sequence of voltage values $U_{1 i}\left(t_{1}\right), i=$ $1,2, \ldots, N$. Herein $U_{1}\left(t_{1}\right)$ is called a random variable. For general considerations a random variable will be denoted by $Y$ in the following pages. If the random variable can only adopt a limited number of values, then $Y$ is called a discrete random variable. If $Y$ can adopt all values within a given interval, then $Y$ is a continuous random variable. This text will deal predominantly with continuous random processes. The random variable $Y$ can designate a voltage, a current, a noise wave or similar signals. The continuous random


Fig. 1.2 Set of resistors with noise voltages $U_{1 i}\left(t_{1}\right)$ and $U_{2 i}\left(t_{2}\right)$, respectively, with $i=1,2, \ldots, N$.
variable $Y=Y\left(t_{1}\right)$, that results, if the number $N$ of realizations tends towards infinity, shows a certain amplitude distribution. The probability to find an amplitude value of the random variable $Y$ at a time $t_{1}$ in the interval from $y$ to $(y+\Delta y)$ is described by $p(Y=y) \cdot \Delta y=p(y) \cdot \Delta y=p\left(t_{1}, y\right) \cdot \Delta y$. Here, $p(y)$ is called the probability density or amplitude distribution density or distribution density or briefly density. The normalization condition requires

$$
\begin{equation*}
\int_{-\infty}^{+\infty} p(y) d y=1 \tag{1.1}
\end{equation*}
$$

Looking at the probability $W_{k}$ that the amplitude is lower or equal to $y_{1}^{\prime}$ at the time $t_{1}$, then the following relation holds:

$$
\begin{equation*}
W_{k}\left\{Y \leq y_{1}^{\prime}\right\}=\int_{-\infty}^{y_{1}^{\prime}} p\left(t_{1}, y\right) d y \tag{1.2}
\end{equation*}
$$

In the same way the following equation applies for the probability that the amplitude lies within the boundaries $y_{1}^{\prime}$ and $y_{1}^{\prime \prime}$

$$
\begin{equation*}
W_{k}\left\{y_{1}^{\prime \prime} \leq Y \leq y_{1}^{\prime}\right\}=\int_{y_{1}^{\prime \prime}}^{y_{1}^{\prime}} p\left(t_{1}, y\right) d y \quad \text { with } \quad y_{1}^{\prime \prime}<y_{1}^{\prime} \tag{1.3}
\end{equation*}
$$

Electrical noise phenomena often show an amplitude distribution, which is called normal distribution or Gaussian distribution. The normal distribution is given by the following probability density, which is also illustrated in Fig. 1.3

$$
\begin{equation*}
p(y)=\frac{1}{\sqrt{2 \pi \cdot \sigma^{2}}} \cdot e^{-(y-\mu)^{2} /\left(2 \cdot \sigma^{2}\right)} \tag{1.4}
\end{equation*}
$$

The normal distribution is an even function with respect to $\mu$.


Fig. 1.3 Probability density of a normal distribution.

## Problem

1.1 Show that the normal distribution satisfies the normalization condition of Eq. (1.1).

The parameter $\sigma$ is also called statistical spread. The thermal noise and the shot noise show a normal amplitude distribution. This is due to the following theorem: the central limit theorem of statistics states that, under certain assumptions, the sum of a large number of independent and random variables with an arbitrary distribution is again a random variable but with a normal or Gaussian distribution. For example, thermal noise arises from the not predictable thermal movement of many single electrons, which move independently from each other. From this it follows that the open-circuit voltage of a resistor with thermal noise is normally distributed.

### 1.2.2 Compound probability density and conditional probability

The term $p\left(t_{1}, y_{1} ; t_{2}, y_{2}\right) d y_{1} d y_{2}$ stands for the compound probability density. This is the probability to find, for the same realization, at a time $t_{1}$ the amplitude in the interval $d y_{1}$ around $y_{1}$ and at a time $t_{2}$ the amplitude in the interval $d y_{2}$ around $y_{2}$.

The probability densities $p\left(t_{1}, y_{1}\right)$ and $p\left(t_{2}, y_{2}\right)$ can be calculated from the compound probability density with

$$
\begin{align*}
& p\left(t_{1}, y_{1}\right)=\int_{-\infty}^{+\infty} p\left(t_{1}, y_{1} ; t_{2}, y_{2}\right) d y_{2}  \tag{1.5}\\
& p\left(t_{2}, y_{2}\right)=\int_{-\infty}^{+\infty} p\left(t_{1}, y_{1} ; t_{2}, y_{2}\right) d y_{1} . \tag{1.6}
\end{align*}
$$

A further quantity, which is commonly used for statistics is the so-called conditional probability. The term $p\left(t_{2}, y_{2} \mid t_{1}, y_{1}\right) d y_{2}$ represents the probability, that the amplitude at a time $t_{2}$ can be found in an interval $d y_{2}$ around $y_{2}$, under the condition that it was in the interval $d y_{1}$ around $y_{1}$ at a time $t_{1}$. For the conditional probability the normalization applies again:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} p\left(t_{2}, y_{2} \mid t_{1}, y_{1}\right) d y_{2}=1 \tag{1.7}
\end{equation*}
$$

The compound probability density and the conditional probability density are related by the following equation:

$$
\begin{equation*}
p\left(t_{2}, y_{2} ; t_{1}, y_{1}\right)=p\left(t_{1}, y_{1}\right) \cdot p\left(t_{2}, y_{2} \mid t_{1}, y_{1}\right) \tag{1.8}
\end{equation*}
$$

If the amplitude at the time $t_{2}$ does not depend on the amplitude at the time $t_{1}$, then the random variables $Y\left(t_{1}\right)$ and $Y\left(t_{2}\right)$ are called statistically independent. In this case, the conditional probability density is equal to the probability density

$$
\begin{equation*}
p\left(t_{2}, y_{2} \mid t_{1}, y_{1}\right)=p\left(t_{2}, y_{2}\right) \tag{1.9}
\end{equation*}
$$

Because of Eq. (1.9) the compound probability of statistically independent variables is given as follows:

$$
\begin{equation*}
p\left(t_{1}, y_{1} ; t_{2}, y_{2}\right)=p\left(t_{1}, y_{1}\right) \cdot p\left(t_{2}, y_{2}\right), \tag{1.10}
\end{equation*}
$$

i.e. the product of the probability densities of the single variables.

### 1.2.3 Mean value and moments

For noise processes the main interest is focused on mean values and their transfer characteristics in circuits. The ensemble average $\left\langle Y\left(t_{1}\right)\right\rangle$ or the
expected value $\mathrm{E}\left\{Y\left(t_{1}\right)\right\}$ of the random variable $Y$ at the time $t_{1}$ is defined by the following expression:

$$
\begin{equation*}
\left\langle Y\left(t_{1}\right)\right\rangle=\mathrm{E}\left\{Y\left(t_{1}\right)\right\}=\int_{-\infty}^{+\infty} y_{1} \cdot p\left(t_{1}, y_{1}\right) d y_{1} \tag{1.11}
\end{equation*}
$$

The expected values of integer powers of $Y$ are called moments of the distribution and are defined by

$$
\begin{equation*}
\mathrm{E}\left\{Y^{n}\left(t_{1}\right)\right\}=\int_{-\infty}^{+\infty} y_{1}^{n} \cdot p\left(t_{1}, y_{1}\right) d y_{1} \quad \text { with } \quad n=1,2,3, \ldots . \tag{1.12}
\end{equation*}
$$

The first moment or the expected value $\mathrm{E}\{Y\}$ is equal to zero for many noise processes, as for example for thermal noise. This is due to the fact that the probability density $p\left(t_{1}, y_{1}\right)$ of these processes is an even function of $y_{1}$. The second moment $\mathrm{E}\left\{Y^{2}\right\}$ is of particular interest, because, if $Y$ represents currents, voltages or waves, then it is a measure for the mean noise power.

The distribution of the random variables $Y$ around their expected values is denoted by the central moments. This means that effectively only the alternating part is considered:

$$
\begin{equation*}
\mathrm{E}\left\{\left(Y\left(t_{1}\right)-\mathrm{E}\left\{Y\left(t_{1}\right)\right\}\right)^{n}\right\}=\int_{-\infty}^{+\infty}\left(y_{1}-\mathrm{E}\left\{Y\left(t_{1}\right)\right\}\right)^{n} \cdot p\left(t_{1}, y_{1}\right) d y_{1} \tag{1.13}
\end{equation*}
$$

The second moment is called variance $\sigma^{2}$ and $\sigma$ itself is called statistical spread or standard deviation.

The electrical fluctuation phenomena are mostly stationary processes, this means it can be assumed that the various densities, probabilities, mean values and moments do not change with time. A simple example for a nonstationary process can be imagined for the set of resistors of Fig. 1.2, if they are stored in a thermal bath, the temperature of which is varied over time. For a stationary process, time can be omitted and Eq. (1.11) can be replaced by

$$
\begin{equation*}
\mathrm{E}\{Y\}=\int_{-\infty}^{+\infty} y \cdot p(y) d y \tag{1.14}
\end{equation*}
$$

and for Eq. (1.12) and Eq. (1.13) the results are

$$
\begin{align*}
\mathrm{E}\left\{Y^{n}\right\} & =\int_{-\infty}^{+\infty} y^{n} p(y) d y  \tag{1.15}\\
\mathrm{E}\left\{(Y-\mathrm{E}\{Y\})^{n}\right\} & =\int_{-\infty}^{+\infty}(y-\mathrm{E}\{Y\})^{n} \cdot p(y) d y \tag{1.16}
\end{align*}
$$

Moreover, this book will essentially deal with ergodic processes. An ergodic process is a stationary process where the time average is equal to the ensemble average. Then, in fact, it will generally be possible to observe noise processes with only one measurement curve (e.g. the curve of $R_{1}$ in Fig. 1.2). In the following, the main interest will be focused on the time average. Every ergodic process is stationary, whereas the reversal is not necessarily true. The assumption that the time and the ensemble average are equal is a useful means to perform calculations, because it is often possible to predict the characteristics of densities in advance. By denoting the time average with a bar, Eq. (1.11) can be rewritten as follows for an ergodic and thus stationary process:

$$
\begin{equation*}
\overline{y(t)}=\lim _{T \rightarrow \infty} \frac{1}{2 \cdot T} \cdot \int_{-T}^{T} y(t) d t=\mathrm{E}\{Y\}=\int_{-\infty}^{+\infty} y \cdot p(y) d y \tag{1.17}
\end{equation*}
$$

In Eq. (1.17) the variable $t$ describes the time dependence of the stochastic amplitude $y(t)$. For the quadratic time average the result is

$$
\begin{equation*}
\overline{y^{2}(t)}=\lim _{T \rightarrow \infty} \frac{1}{2 \cdot T} \cdot \int_{-T}^{T} y^{2}(t) d t=\mathrm{E}\left\{Y^{2}\right\}=\int_{-\infty}^{+\infty} y^{2} \cdot p(y) d y \tag{1.18}
\end{equation*}
$$

and the higher moments

$$
\begin{equation*}
\overline{y^{n}(t)}=\mathrm{E}\left\{Y^{n}\right\}=\int_{-\infty}^{+\infty} y^{n} \cdot p(y) d y \tag{1.19}
\end{equation*}
$$

We get for the central moments of ergodic processes:

$$
\begin{equation*}
\overline{(y(t)-\overline{y(t)})^{n}}=\mathrm{E}\left\{(Y-\mathrm{E}\{Y\})^{n}\right\} \tag{1.20}
\end{equation*}
$$

In order to emphasize it again: this book will deal nearly solely with continuous, stationary and ergodic noise processes. The quadratic time average will thus be of quite predominant interest. However, the relations above allow one to calculate time averages also by means of probability densities which might sometimes be advantageous.

### 1.2.4 Auto- and cross-correlation function

The autocorrelation function $\rho\left(t_{1}, t_{2}\right)$ defines the averaged product of the amplitude values $y\left(t_{1}\right)$ at a time $t_{1}$ and $y\left(t_{2}\right)$ at a time $t_{2}$. For a stationary process this mean value only depends on the time difference $\theta=t_{2}-t_{1}$. Considering the compound probability density with $t_{1}=t$ and $t_{2}=t+\theta$ one can
write:

$$
\begin{align*}
\rho(\theta) & =\overline{y(t) \cdot y(t+\theta)}=\lim _{T \rightarrow \infty} \frac{1}{2 \cdot T} \cdot \int_{-T}^{T} y(t) \cdot y(t+\theta) d t \\
& =\mathrm{E}\left\{Y\left(t_{1}\right) \cdot Y\left(t_{2}\right)\right\}=\int_{-\infty}^{-\infty} \int_{1} y_{1} \cdot y_{2} \cdot p\left(t_{1}, y_{1} ; t_{2}, y_{2}\right) d y_{1} d y_{2} \\
& =\int_{-\infty}^{+\infty} \int_{1} y_{1} y_{2} p\left(y_{1}, y_{2}, \theta\right) d y_{1} d y_{2} . \tag{1.21}
\end{align*}
$$

For the last expression on the right side it was again made use of the fact that, for a stationary process, the compound probability density only depends on the time difference. The determination of the autocorrelation function with the help of a probability density will be a useful calculation method.

The autocorrelation function is always an even function of $\theta$ for stationary processes. This is obvious, if the substitution $t+\theta=\tau$ is introduced:

$$
\begin{equation*}
\rho(\theta)=\overline{y(t) y(t+\theta)}=\overline{y(\tau) y(\tau-\theta)}=\rho(-\theta) . \tag{1.22}
\end{equation*}
$$

For $\theta=0$ the autocorrelation function is identical to the mean square value.
The autocorrelation function is a measure of how strongly the value of the random variable at the time $t$ is influenced by the values it had before. In other words, a large value of $\rho(\theta)$ means that, with the knowledge of $y(t)$, the values $y(t \pm \theta)$ can be calculated with a higher probability than for a small or even vanishing correlation.

If the averaging in Eq. (1.21) is not performed with two values of the same process but with two values of different processes $X$ and $Y$, then the cross-correlation function $\rho_{x y}$ of these processes is obtained. For stationary processes it can be written, similar to Eq. (1.21):

$$
\begin{align*}
\rho_{x y}(\theta) & =\overline{x(t) y(t+\theta)}=\lim _{T \rightarrow \infty} \frac{1}{2 \cdot T} \int_{-T}^{T} x(t) y(t+\theta) d t \\
& =\mathrm{E}\left\{X\left(t_{1}\right) Y\left(t_{2}\right)\right\}=\int_{-\infty}^{+\infty} \int_{1} x_{1} y_{2} p\left(t_{1}, x_{1} ; t_{2}, y_{2}\right) d x_{1} d y_{2} \\
& =\int_{-\infty}^{+\infty} \int_{1}^{\infty} x_{1} y_{2} p\left(x_{1}, y_{2}, \theta\right) d x_{1} d y_{2} \tag{1.23}
\end{align*}
$$

In contrast to the autocorrelation function, the cross-correlation function is, in general, not an even function.

The cross-correlation function of two signals $X$ and $Y$ describes how similar both signals are. The maximum magnitude is obtained, if both signals are identical except for a common factor, and if, for example, they are originating from the same noise source. Then the signals are completely correlated. On the other hand, the cross-correlation function is always equal to zero, if the signals originate from two physically completely independent sources, such as, for example, from two separate resistors with thermal noise. In this case, the signals are uncorrelated.

### 1.2.5 Description of noise signals in the frequency domain

In the time domain noise signals are described by the auto- or cross-correlation functions. The auto correlation function for the time shift $\theta=0$ is a measure for the quadratic time average and thus the signal power. In the frequency domain the description of the noise signals is performed with the help of the power spectral density or the power spectrum or briefly the spectrum $W(f)$ for the frequency $f$. Here, $W(f) d f$ is the contribution of the frequency interval $d f$ at the frequency $f$ to the mean square value or the signal power. The following relation thus applies:

$$
\begin{equation*}
\overline{y^{2}(t)}=\int_{0}^{\infty} \mathrm{W}(f) d f \tag{1.24}
\end{equation*}
$$

Apart from the so-called one-sided spectrum $W(f)$, which only exists for positive frequencies, the two-sided spectrum $W(f)$ is defined for positive as well as for negative frequencies as the Fourier transform of the autocorrelation function. Conversely, the autocorrelation function $\rho(\theta)$ is the inverse Fourier transform of the spectrum $W(f)$.

$$
\begin{align*}
W(f) & =\int_{-\infty}^{+\infty} \rho(\theta) e^{-j 2 \pi f \theta} d \theta \\
\rho(\theta) & =\int_{-\infty}^{+\infty} W(f) e^{+j 2 \pi f \theta} d f . \tag{1.25}
\end{align*}
$$

The autocorrelation function and the spectrum form a pair of Fourier transforms. These are the so-called Wiener-Khintchine-relations. The derivation is omitted here. These relations will be used extensively in the following chapters. Because $\rho(\theta)$ is a real and even function in $\theta$, it follows that the two-sided spectrum $W(f)$ is also a real and even function in $f$. The proof is easy. According to Eq. (1.25), the spectrum can be written as

$$
\begin{equation*}
W(f)=\int_{-\infty}^{+\infty} \rho(\theta) e^{-j 2 \pi f \theta} d \theta=\int_{-\infty}^{+\infty} \rho(-\theta) e^{-j 2 \pi f \theta} d \theta \tag{1.26}
\end{equation*}
$$

because $\rho(\theta)=\rho(-\theta)$ is an even function. The substitution $\theta=-\tau$ and an interchange of the integral boundaries leads to:

$$
\begin{equation*}
W(f)=\int_{-\infty}^{+\infty} \rho(\tau) e^{j 2 \pi f \tau} d \tau=W^{*}(f)=W(-f) \tag{1.27}
\end{equation*}
$$

Thus $W(f)$ is a real and even function in $f$.
The two-sided spectrum is often more convenient to use because of the symmetry of the transformations to and from the autocorrelation function. However, only the one-sided spectrum $\mathrm{W}(f)$, which is defined for positive frequencies only, has a physical relevance. The one-sided and the two-sided spectra, $W(f)$ and $W(f)$, are related in a simple way:

$$
\begin{equation*}
W(f)=W(f)+W(-f)=2 \cdot W(f) \tag{1.28}
\end{equation*}
$$

The difference in the factor 2 results from the different definitions of the integral boundaries. For example, the mean square value is given by

$$
\begin{equation*}
\overline{u^{2}(t)}=\rho(\theta=0)=\int_{-\infty}^{+\infty} W(f) d f=2 \cdot \int_{0}^{\infty} W(f) d f=\int_{0}^{\infty} W(f) d f \tag{1.29}
\end{equation*}
$$

By analogy with Eq. (1.25), the cross-spectrum $W_{12}$ and the cross-correlation function $\rho_{12}(\theta)$ also form a pair of Fourier transforms:

$$
\begin{align*}
W_{12}(f) & =\int_{-\infty}^{+\infty} \rho_{12}(\theta) e^{-j 2 \pi f \theta} d \theta \\
\rho_{12}(\theta) & =\int_{-\infty}^{+\infty} W_{12}(f) e^{+j 2 \pi f \theta} d f \tag{1.30}
\end{align*}
$$

In general, the cross-correlation function is not an even function, but it is a real valued function. Hence,

$$
\begin{equation*}
W_{12}(f)=\int_{-\infty}^{+\infty} \rho_{12}(\theta) e^{-j 2 \pi f \theta} d \theta=W_{12}^{*}(-f) \tag{1.31}
\end{equation*}
$$

Thus, the real part of the cross-spectrum is an even function in $f$ and the imaginary part is an odd function in $f$. Furthermore, using the definition (1.30), it can be shown that

$$
\begin{equation*}
\rho_{12}(\theta)=\rho_{21}(-\theta) \tag{1.32}
\end{equation*}
$$

With the substitution $\tau=-\theta$, an interchange of the integral boundaries leads to

$$
\begin{align*}
W_{12}(f) & =\int_{-\infty}^{+\infty} \rho_{12}(\theta) e^{-j 2 \pi f \theta} d \theta \\
& =\int_{-\infty}^{+\infty} \rho_{21}(-\theta) e^{-j 2 \pi f \theta} d \theta \\
& =\int_{-\infty}^{+\infty} \rho_{21}(\tau) e^{j 2 \pi f \tau} d \tau=W_{21}^{*}(f) \tag{1.33}
\end{align*}
$$

Furthermore, a comparison of Eq. (1.31) and Eq. (1.33) yields

$$
\begin{equation*}
W_{21}(f)=W_{21}^{*}(-f) \tag{1.34}
\end{equation*}
$$

Note that, in general, the cross-spectrum is a complex valued function.

### 1.2.6 Characteristic function and the central limit theorem

The inverse Fourier transform of the probability density function $p(x)$ is called the characteristic function $C(u)$. This is equivalent to the statement that the characteristic function is the expected value of the function $e^{j u x}$ :

$$
\begin{equation*}
C(u)=E\left(e^{j u x}\right)=\int_{-\infty}^{+\infty} e^{j u x} p(x) d x=F^{-1}(p(x)) \tag{1.35}
\end{equation*}
$$

The characteristic function always exists, because $\left|e^{j u x}\right|=1$ and $p(x) \geq 0$ and real. Thus, it is given by

$$
\begin{equation*}
|C(u)| \leq \int_{-\infty}^{+\infty} p(x) d x=C(0)=1 \tag{1.36}
\end{equation*}
$$

Since $p(x)$ is real, the complex conjugate value of $C$ is

$$
\begin{equation*}
C^{*}(u)=C(-u) . \tag{1.37}
\end{equation*}
$$

This means that $\operatorname{Re}\{C\}$ is an even and $\operatorname{Im}\{C\}$ is an odd function of $u$. If $p(x)$ is an even function, then $C(u)$ is also an even and thus a real function. If the characteristic function is known, then the corresponding probability density can be calculated by a Fourier transformation:

$$
\begin{equation*}
p(x)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-j u x} \cdot C(u) d u \tag{1.38}
\end{equation*}
$$

The characteristic function and the probability density form a pair of Fourier transforms.

As an important example as well as an application of the characteristic function, the probability density of the sum of two independent random variables $X$ and $Y$ will be determined. The probability density $p_{s}(s)$ for the sum $s=x+y$ of the two variables with the associated probability densities $p_{1}(x)$ and $p_{2}(y)$ is given by:

$$
\begin{align*}
p_{s}(s) & =\int_{-\infty}^{+\infty} p_{1}(x) \cdot p_{2}(s-x) d x \\
& =\int_{-\infty}^{+\infty} p_{2}(y) \cdot p_{1}(s-y) d y \tag{1.39}
\end{align*}
$$

The integral in Eq. (1.39) is a convolution integral. The appropriate extension to more than two independent random variables leads to a multiple convolution integral for $p_{s}(s)$

$$
\begin{equation*}
p_{s}(s)=p_{1} \star p_{2} \star p_{3} \star p_{4} \ldots \tag{1.40}
\end{equation*}
$$

The order of the convolution can be chosen arbitrarily. According to a theorem of Fourier transformation, the characteristic function of $p_{s}(s)$, namely, $C_{s}(u)$, is obtained as the product of the characteristic functions $C_{i}$ of the single probability densities $p_{i}, i=1,2,3 \ldots$ :

$$
\begin{equation*}
C_{s}(u)=\prod_{i=1}^{n} C_{i}(u) \tag{1.41}
\end{equation*}
$$

The central limit theorem of statistics states that, under quite general conditions, the sum of a large number of statistically independent random variables shows a Gaussian distribution. This result is independent of the distributions of the single variables. In problem 1.2 it shall be shown with the help of the convolution theorem that, even for the sum of only three variables with rectangular distributions, a distribution quite similar to the Gaussian distribution results.

## Problem

1.2 Calculate the distribution $p_{s}(s)=p_{s}(x+y+z)$ for three rectangular distributions $p_{1}(x), p_{2}(y), p_{3}(z)$, as shown in the figure.




The probability densities are assumed to be independent of each other. Numerical example: $x_{1}=2 ; x_{2}=4 ; y_{1}=3 ; y_{2}=4 ; z_{1}=1 ; z_{2}=5$

For a very large number $n$ of equal and independent distribution densities with a rectangular shape

$$
p(x)=\left\{\begin{array}{ccc}
\frac{1}{\beta} & \text { for } & -\frac{\beta}{2} \leq x \leq \frac{\beta}{2}  \tag{1.42}\\
0 & \text { for } & |x|>\frac{\beta}{2}
\end{array}\right.
$$

it can be shown analytically by using the characteristic function $C_{s}(u)$, that the probability density of the sum $p_{s}(s)$ adopts a Gaussian distribution. The characteristic function of the single random variable $C_{1}(u)$ is calculated as

$$
\begin{equation*}
C_{1}(u)=\frac{1}{\beta} \int_{-\beta / 2}^{\beta / 2} e^{j u x} d x=\frac{\sin \frac{\beta u}{2}}{\frac{\beta u}{2}} \tag{1.43}
\end{equation*}
$$

and $C_{s}(u)$ with Eq. (1.41) as

$$
\begin{equation*}
C_{s}(u)=C_{1}^{n}(u) \tag{1.44}
\end{equation*}
$$

An inverse Fourier transformation yields the probability density $p_{s}(s)$ for the sum of $n$ random variables with a rectangular distribution:

$$
\begin{equation*}
p_{s}(s)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty}\left(\frac{\sin (\beta u) / 2}{(\beta u) / 2}\right)^{n} e^{-j u s} d u \tag{1.45}
\end{equation*}
$$

For large numbers of $n$ the function $\operatorname{si}^{n}(\beta u / 2)$ is different from zero only in a small region of $u=0$. Therefore, a series expansion for $\mathrm{si}^{n}(\beta u / 2)$ may be
truncated beyond the first two elements:

$$
\begin{equation*}
\operatorname{si}^{n}\left(\frac{\beta u}{2}\right) \simeq\left(1-\frac{(\beta u)^{2}}{24}\right)^{n} \tag{1.46}
\end{equation*}
$$

However, for large $n$ the last term is identical to a Gaussian function, as can be shown by comparing the coefficients of the associated series expansions.

$$
\begin{equation*}
\left(1-\frac{(\beta u)^{2}}{24}\right)^{n}=\exp \left(-\frac{n}{24}(\beta u)^{2}\right) \quad \text { for large } n \tag{1.47}
\end{equation*}
$$

Thus, for $p_{s}(s)$ the following result is obtained by employing an integral table:

$$
\begin{align*}
p_{s}(s) & =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \exp \left(-\frac{n}{24}(\beta u)^{2}\right) \cdot \exp (-j u s) d u \\
& =\frac{\exp \left(\frac{-s^{2}}{2 \sigma_{n}^{2}}\right)}{\sqrt{2 \pi \cdot \sigma_{n}^{2}}} \text { with } \sigma_{n}=\frac{\beta \cdot \sqrt{n}}{\sqrt{12}} \tag{1.48}
\end{align*}
$$

This is a Gaussian distribution with the standard deviation $\sigma_{n}$. The standard deviation $\sigma_{1}$ for a single random variable with a rectangular distribution according to Eq. (1.42) is given by:

$$
\begin{equation*}
\sigma_{1}=\frac{\beta}{\sqrt{12}} \tag{1.49}
\end{equation*}
$$

This leads to:

$$
\begin{equation*}
\sigma_{n}=\sqrt{n} \cdot \sigma_{1} \tag{1.50}
\end{equation*}
$$

It will be shown next, that the result of Eq. (1.50) could have been expected due to general relations which hold for the sum of independent variables. For this purpose, the variance $\sigma_{s}^{2}$ of $S=X+Y$ is considered. The expected value of $S, \mathrm{E}\{S\}=\bar{s}$, is equal to the sum of the expected values of $X$ and $Y$, i.e. $\bar{s}=\bar{x}+\bar{y}$. This leads to:

$$
\begin{aligned}
\sigma_{s}^{2} & =\int_{-\infty}^{-\infty}(s-\bar{s})^{2} \cdot p_{1}(x) \cdot p_{2}(y) d x d y \\
& =\int_{-\infty}^{+\infty}[(x-\bar{x})+(y-\bar{y})]^{2} \cdot p_{1}(x) \cdot p_{2}(y) d x d y \\
& =\int_{-\infty}^{+\infty}(x-\bar{x})^{2} p_{1}(x) d x+\int_{-\infty}^{+\infty}(y-\bar{y})^{2} p_{2}(y) d y
\end{aligned}
$$

$$
\begin{equation*}
+2 \cdot \underbrace{\int_{-\infty}^{+\infty}(x-\bar{x}) p_{1}(x) d x}_{=0} \cdot \underbrace{\int_{-\infty}^{+\infty}(y-\bar{y}) p_{2}(y) d y}_{=0} \tag{1.51}
\end{equation*}
$$

Thus it follows:

$$
\begin{equation*}
\sigma_{s}^{2}=\sigma_{x}^{2}+\sigma_{y}^{2} \tag{1.52}
\end{equation*}
$$

Obviously, the result of Eq. (1.51) can be extended to $n$ variables:

$$
\begin{equation*}
\sigma_{s}^{2}=\sum_{i=1}^{n} \sigma_{i}^{2} \tag{1.53}
\end{equation*}
$$

The variance of the random variable $S$, which results from the sum of the independent random variables $X$ and $Y$, is equal to the sum of the variances of the individual random variables. Also, the mean value of the sum is equal to the sum of the mean values:

$$
\begin{equation*}
\bar{s}=\sum_{i=1}^{n} \bar{x}_{i} . \tag{1.54}
\end{equation*}
$$

The only requirement the single random variables must meet is that they are statistically independent from each other. However, the result does not depend on the individual distribution densities. Eq. (1.50) resulted from the summation of $n$ equal distributions with the standard deviation $\sigma_{1}$. Hence, the standard deviation $\sigma_{n}$ of the sum of the variables is larger by a factor $\sqrt{n}$. The equations (1.52) and (1.53) are also valid for differences of random variables. For independent random variables with a Gaussian distribution the validity of Eq. (1.52) can be shown by direct calculation with the help of the characteristic function (problem 1.3).

## Problem

1.3 The independent random variables possess a Gaussian distribution. Show by direct calculation utilizing the characteristic function, that the variance of the sum of the random variables is obtained from the sum of the individual variances.

If the characteristic function is known, then the probability density can be calculated by a Fourier transform (Eq. (1.35)). Differentiating Eq. (1.35) once leads to

$$
\begin{equation*}
\frac{d C(u)}{d u}=j \int_{-\infty}^{+\infty} e^{j u x} \cdot x \cdot p(x) d x \tag{1.55}
\end{equation*}
$$

From this it follows for $u=0$

$$
\begin{equation*}
\left.\frac{1}{j} \cdot \frac{d C(u)}{d u}\right|_{u=0}=\int_{-\infty}^{+\infty} x \cdot p(x) d x=\mathrm{E}\{X\} \tag{1.56}
\end{equation*}
$$

Repeating the differentiation process leads to

$$
\begin{equation*}
\left.\frac{1}{j^{n}} \cdot \frac{d^{n} C(u)}{d u^{n}}\right|_{u=0}=\mathrm{E}\left\{X^{n}\right\} \tag{1.57}
\end{equation*}
$$

For a known characteristic function, the moments can thus be determined by differentiation. Quite often, the result proves to be very useful.

The definition of the characteristic function as the inverse Fourier transform of the density function can be extended to more variables. The characteristic function for two variables is given by a double Fourier integral:

$$
\begin{equation*}
C(u, v)=\int_{-\infty}^{+\infty} \int^{j u x+j v y_{p(x, y)} d x d y . . . ~ . ~} \tag{1.58}
\end{equation*}
$$

Here, the bivariate probability density of the random variables $X$ and $Y$ is denoted by $p(x, y)$. By inversion the bivariate probability density results from Eq. (1.58)

$$
\begin{equation*}
p(x, y)=\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{+\infty} \int^{-j u x-j v y} \cdot C(u, v) d u d v \tag{1.59}
\end{equation*}
$$

Calculating the $k$ th and $l$ th derivative of Eq. (1.58) with respect to $u$ and $v$, the following relation for the mixed moments results:

$$
\begin{equation*}
\mathrm{E}\left\{X^{k} \cdot Y^{l}\right\}=\left.\frac{1}{j^{k+l}} \cdot \frac{\partial^{k+l} C(u, v)}{\partial u^{k} \cdot \partial v^{l}}\right|_{u=v=0} \tag{1.60}
\end{equation*}
$$

Furthermore, Eq. (1.58) yields:

$$
\begin{aligned}
& C(u, 0)=C(u) \\
& C(0, v)=C(v)
\end{aligned}
$$

and

$$
\begin{equation*}
|C(u, v)| \leq C(0,0)=1 \tag{1.61}
\end{equation*}
$$

If the random variables $X$ and $Y$ are statistically independent, then $p(x, y)=$ $p(x) \cdot p(y)$ and

$$
\begin{equation*}
C(u, v)=C(u) \cdot C(v) . \tag{1.62}
\end{equation*}
$$

### 1.2.7 Interrelationship between moments of different orders

In general, moments of different orders cannot be converted into one another. However, if the random variables $X\left(t_{i}\right)$ of a process are normally distributed for all times $t_{i}$ and, if they possess a normally distributed multivariate density, then the higher order moments can be calculated from those of the first and second order. Processes of this type are called Gaussian processes. In the following, two random variables $X_{1}\left(t_{1}\right)$ and $X_{2}\left(t_{2}\right)$ of different ergodic Gaussian processes with normally distributed densities $p_{1}\left(x_{1}\right)$ at a time $t_{1}$ and $p_{2}\left(x_{2}\right)$ at a time $t_{2}$ are considered. The expected values are assumed to be zero. As will be shown in problem 1.4, the corresponding characteristic function is given by

$$
\begin{align*}
C\left(u_{1}, u_{2}\right) & =\int_{-\infty}^{+\infty} \int^{j u_{1} x_{1}+j u_{2} x_{2}} p\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \\
& =\exp \left(-\frac{1}{2}\left(\rho_{11} \cdot u_{1}^{2}+\rho_{22} \cdot u_{2}^{2}+2 \rho_{12} \cdot u_{1} \cdot u_{2}\right)\right) \tag{1.63}
\end{align*}
$$

Here, $p\left(x_{1}, x_{2}\right)$ is the Gaussian distributed bivariate density.

## Problem

1.4 Derive equation Eq. (1.63).

Using Eq. (1.60) it can be shown that $\rho_{11}$ is the variance of $X_{1}\left(t_{1}\right), \rho_{22}$ is the variance of $X_{2}\left(t_{2}\right)$, and $\rho_{12}$ is the so-called covariance of $X_{1}\left(t_{1}\right)$ and $X_{2}\left(t_{2}\right)$. When applied to a single process with $X_{1}=X_{2}=X$ for $t_{1}=t_{2}$, then $\rho_{12}=\rho_{12}(\theta)$ is the autocorrelation function depending on $\theta=t_{2}-t_{1}$ and $\rho_{11}=\rho_{22}=\rho_{12}(\theta=0)=\rho(0)$ is the autocorrelation function at $\theta=0$. Equation (1.60) is useful to derive the following relation between the moment of 4 th order $\mathrm{E}\left\{X^{2}(t) \cdot X^{2}(t+\theta)\right\}$ and the moment of 2 nd order (problem 1.5):

$$
\begin{equation*}
\mathrm{E}\left\{X^{2}(t) \cdot X^{2}(t+\theta)\right\}=\rho^{2}(0)+2 \rho^{2}(\theta) \tag{1.64}
\end{equation*}
$$

## Problem

1.5 Derive equation (1.64) using the equations (1.60) and (1.63).

Equation (1.64) will be required later to calculate the standard deviation of noise power measurement results for a finite measurement time and a finite bandwidth.

### 1.3 TRANSFER OF NOISE SIGNALS BY LINEAR NETWORKS

### 1.3.1 Impulse response and transfer function

A linear two-port is considered with an impulse response function $h(t)$.


Fig. 1.4 Two-port network, characterized by its impulse response function.

The voltage at the output $u_{a}(t)$ is related to the voltage at the input $u_{e}(t)$ by a convolution integral.

$$
\begin{equation*}
u_{a}(t)=\int_{-\infty}^{+\infty} h\left(t^{\prime}\right) u_{e}\left(t-t^{\prime}\right) d t^{\prime} \tag{1.65}
\end{equation*}
$$

For physical reasons, a property of the weighting function $h(t)$ is:

$$
\begin{equation*}
h(t)=0 \quad \text { for } \quad t<0 \tag{1.66}
\end{equation*}
$$

because an effect cannot occur prior to its cause. This means that the system is causal. Choosing a sinusoidal input voltage in complex form with $U_{e}, U_{a}$ as complex phasors

$$
\begin{equation*}
u_{e}(t)=\operatorname{Re}\left\{\left|U_{e}\right| e^{j \phi} \cdot e^{j \omega t}\right\}=\operatorname{Re}\left\{U_{e} \cdot e^{j \omega t}\right\} \tag{1.67}
\end{equation*}
$$

then the output signal has a sinusoidal form

$$
\begin{equation*}
u_{a}(t)=\operatorname{Re}\left\{U_{a} \cdot e^{j \omega t}\right\} \tag{1.68}
\end{equation*}
$$

with

$$
\begin{align*}
U_{a} \cdot e^{j \omega t} & =\int_{-\infty}^{+\infty} h\left(t^{\prime}\right) \cdot U_{e} \cdot e^{j \omega t} e^{-j \omega t^{\prime}} d t^{\prime} \\
& =U_{e} \cdot e^{j \omega t} \cdot \int_{-\infty}^{+\infty} h\left(t^{\prime}\right) e^{-j \omega t^{\prime}} d t^{\prime} \tag{1.69}
\end{align*}
$$

With the definition

$$
\begin{equation*}
\int_{-\infty}^{+\infty} h\left(t^{\prime}\right) e^{-j \omega t^{\prime}} d t^{\prime}=V(\omega) \tag{1.70}
\end{equation*}
$$

where $V(\omega)$ is the complex voltage amplification or complex transfer function of the two-port, the following complex notation can be applied

$$
\begin{equation*}
U_{a}=V(\omega) \cdot U_{e} \tag{1.71}
\end{equation*}
$$

Obviously, $h(t)$ and $V(\omega)$ or $V(f)$, respectively, are a pair of Fourier transforms

$$
\begin{align*}
V(f) & =\int_{-\infty}^{+\infty} h(t) e^{-j 2 \pi f t} d t \\
h(t) & =\int_{-\infty}^{+\infty} V(f) e^{+j 2 \pi f t} d f . \tag{1.72}
\end{align*}
$$

The function $h(t)$ is used for calculations in the time domain, whereas $V(f)$ is preferred for calculations in the frequency domain. Since $h(t)$ is real, we have

$$
\begin{equation*}
V^{*}(f)=\int_{-\infty}^{+\infty} h(t) \cdot e^{j 2 \pi f t} d t=V(-f) \tag{1.73}
\end{equation*}
$$

or

$$
\begin{equation*}
V^{*}(-f)=V(f) \tag{1.74}
\end{equation*}
$$

Thus, the real part of $V(f)$ is an even function of the frequency, whereas the imaginary part is an odd function.



Fig. 1.5 Real and imaginary part of a complex transfer function.

### 1.3.2 Transformation of the autocorrelation function and the power spectrum

As already discussed in the previous section, it will be assumed in the following, that the noise processes under investigation are stationary. This means that there is no time dependence of mean values. Furthermore, it will be assumed that the noise processes are ergodic, which means that a mean value at a fixed time over a large ensemble of similar noise processes leads to the same result as the time average of a single noise process.

The autocorrelation function $\rho_{e}(\theta)$ of the input voltage $u_{e}(t)$ is thus given by

$$
\begin{align*}
\rho_{e}(\theta) & =\overline{u_{e}(t) \cdot u_{e}(t+\theta)}=\mathrm{E}\left\{u_{e}(t) \cdot u_{e}(t+\theta)\right\} \\
& =\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} u_{e}(t) \cdot u_{e}(t+\theta) d t \tag{1.75}
\end{align*}
$$

A corresponding definition holds for $\rho_{a}$, the autocorrelation function, at the output. The two autocorrelation functions $\rho_{a}$ and $\rho_{e}$ are related by a double convolution integral as will be shown in the following. First, we have

$$
\begin{align*}
& u_{a}(t) \cdot u_{a}(t+\theta) \\
& =\int_{-\infty}^{+\infty} h\left(t^{\prime}\right) \cdot u_{e}\left(t-t^{\prime}\right) d t^{\prime} \cdot \int_{-\infty}^{+\infty} h\left(t^{\prime \prime}\right) \cdot u_{e}\left(t+\theta-t^{\prime \prime}\right) d t^{\prime \prime} \\
& =\int_{-\infty}^{+\infty} \int_{-\infty} h\left(t^{\prime}\right) h\left(t^{\prime \prime}\right) \cdot u_{e}\left(t-t^{\prime}\right) u_{e}\left(t-t^{\prime \prime}+\theta\right) d t^{\prime} d t^{\prime \prime} \tag{1.76}
\end{align*}
$$

Now the mean value with respect to $t$ is formed on both sides, making use of the fact that the order of integration and the calculation of the mean value can be exchanged. The substitution $\tau=t-t^{\prime}$ yields

$$
\begin{align*}
& \overline{u_{e}\left(t-t^{\prime}\right) \cdot u_{e}\left(t-t^{\prime \prime}+\theta\right)} \\
& =\overline{u_{e}(\tau) \cdot u_{e}\left(\tau+t^{\prime}-t^{\prime \prime}+\theta\right)}=\rho_{e}\left(\theta+t^{\prime}-t^{\prime \prime}\right) . \tag{1.77}
\end{align*}
$$

In this way, a relation between $\rho_{a}$ and $\rho_{e}$ in the form of a double convolution integral finally results, which will be used later:

$$
\begin{equation*}
\rho_{a}(\theta)=\int_{-\infty}^{+\infty} \int_{-\infty} h\left(t^{\prime}\right) h\left(t^{\prime \prime}\right) \cdot \rho_{e}\left(\theta+t^{\prime}-t^{\prime \prime}\right) d t^{\prime} d t^{\prime \prime} \tag{1.78}
\end{equation*}
$$

$\rho_{e}$ as well as $\rho_{a}$ are even functions of $\theta$.
On the basis of the transformation of the autocorrelation function between the input and the output of the two-port (Eq. (1.78)), the transformation of
the power spectrum can also be calculated, i.e. the relation between the power spectrum $W_{e}$ at the input and $W_{a}$ at the output. $W_{a}$ is the power spectrum corresponding to the autocorrelation function $\rho_{a}$. The relation (1.78) leads to

$$
\begin{align*}
W_{a}= & \int_{-\infty}^{+\infty} \rho_{a}(\theta) e^{-j 2 \pi f \theta} d \theta \\
= & \iiint_{-\infty}^{+\infty} h\left(t^{\prime}\right) h\left(t^{\prime \prime}\right) \cdot \rho_{e}\left(\theta+t^{\prime}-t^{\prime \prime}\right) e^{-j 2 \pi f \theta} d \theta d t^{\prime} d t^{\prime \prime} \\
= & \iiint_{-\infty}^{+\infty} h\left(t^{\prime}\right) h\left(t^{\prime \prime}\right) \cdot \rho_{e}\left(\theta+t^{\prime}-t^{\prime \prime}\right) \\
& \cdot e^{-j 2 \pi f\left(\theta+t^{\prime}-t^{\prime \prime}\right)} \cdot e^{j 2 \pi f t^{\prime}} e^{-j 2 \pi f t^{\prime \prime}} d \theta d t^{\prime} d t^{\prime \prime} \tag{1.79}
\end{align*}
$$

The last step is just an extension of the previous expression. Next, the order of integration is changed. First, an integration over $\tau=\theta+t^{\prime}-t^{\prime \prime}$ is performed, where $t^{\prime}-t^{\prime \prime}$ is kept constant. The result is

$$
\begin{align*}
W_{a}(f) & =W_{e}(f)\left\{\int_{-\infty}^{+\infty} h\left(t^{\prime}\right) e^{+j 2 \pi f t^{\prime}} d t^{\prime}\right\}\left\{\int_{-\infty}^{+\infty} h\left(t^{\prime \prime}\right) e^{-j 2 \pi f t^{\prime \prime}} d t^{\prime \prime}\right\} \\
& =W_{e}(f) \cdot V^{*}(f) \cdot V(f) \\
& =|V(f)|^{2} \cdot W_{e}(f) \tag{1.80}
\end{align*}
$$

$V(f)$ is the complex transfer function of the two-port, i.e. the Fourier transform of the impulse response $h(t)$. Thus, the power spectrum is shaped according to the magnitude squared value of the corresponding transfer function.

### 1.3.3 Correlation between input and output noise signals

A possible correlation between the input and the output noise signals of a two-port network is described by the cross-correlation function $\rho_{e a}(\theta)$ :

$$
\begin{align*}
\rho_{e a}(\theta) & =\overline{u_{e}(t) \cdot u_{a}(t+\theta)} \\
& =\mathrm{E}\left\{\int_{-\infty}^{+\infty} h\left(t^{\prime}\right) \cdot u_{e}(t) \cdot u_{e}\left(t+\theta-t^{\prime}\right) d t^{\prime}\right\} \\
& =\int_{-\infty}^{+\infty} h\left(t^{\prime}\right) \cdot \rho_{e}\left(\theta-t^{\prime}\right) d t^{\prime} . \tag{1.81}
\end{align*}
$$

Again, the order of the calculation of the mean value and the integral have been changed. Generally, the cross-correlation function is not an even func-
tion. By a Fourier transformation of Eq. (1.81) to the frequency domain the corresponding cross-spectrum $W_{e a}(f)$ is obtained:

$$
\begin{align*}
W_{e a}(f) & =\int_{-\infty}^{+\infty} \rho_{e a}(\theta) e^{-j 2 \pi f \theta} d \theta \\
& =\int_{-\infty}^{+\infty} \int_{-\infty} h\left(t^{\prime}\right) \rho_{e}\left(\theta-t^{\prime}\right) e^{-j 2 \pi f\left(\theta-t^{\prime}\right)} e^{-j 2 \pi f t^{\prime}} d \theta d t^{\prime} \\
& =W_{e} \cdot V(f) \tag{1.82}
\end{align*}
$$

As before, use was made of an extension of the equation and an interchange of the order of integration.

In contrast to $W_{e}$ and $W_{a}$ the cross-spectrum $W_{e a}$ is complex in general. Due to $W_{a}=|V|^{2} \cdot W_{e}$ we also have

$$
\begin{equation*}
W_{e a}(f)=\frac{W_{a}}{|V|^{2}} \cdot V=\frac{W_{a}}{V^{*}} . \tag{1.83}
\end{equation*}
$$

Furthermore, it can be shown that

$$
\begin{equation*}
W_{a e}=W_{e a}^{*}=W_{e} \cdot V^{*}=\frac{W_{a}}{V} \tag{1.84}
\end{equation*}
$$

because

$$
\begin{align*}
\rho_{a e} & =\overline{u_{a}(t) \cdot u_{e}(t+\theta)} \\
& =\mathrm{E}\left\{\int_{-\infty}^{+\infty} h\left(t^{\prime}\right) \cdot u_{e}\left(t-t^{\prime}\right) \cdot u_{e}(t+\theta) d t^{\prime}\right\} \\
& =\int_{-\infty}^{-\infty} h\left(t^{\prime}\right) \cdot \rho_{e}\left(\theta+t^{\prime}\right) d t^{\prime} \tag{1.85}
\end{align*}
$$

and furthermore

$$
\begin{equation*}
W_{a e}=\int_{-\infty}^{+\infty} \int_{-\infty} h\left(t^{\prime}\right) \rho_{e}\left(\theta+t^{\prime}\right) \cdot e^{-j 2 \pi f\left(\theta+t^{\prime}\right)} e^{+j 2 \pi f t^{\prime}} d \theta d t^{\prime} \tag{1.86}
\end{equation*}
$$

Thus $W_{a e}=W_{e} \cdot V^{*}=W_{e a}^{*}$, which proves Eq. (1.84). The normalized crossspectrum of the input and output signals of a two-port is defined by

$$
\begin{equation*}
k_{e a}=\frac{W_{e a}}{\sqrt{W_{e} \cdot W_{a}}}=\frac{W_{e} \cdot V}{W_{e} \cdot|V|}=\frac{V}{|V|} . \tag{1.87}
\end{equation*}
$$

The magnitude of the normalized cross-spectrum is equal to 1 . This means that the input and output signals are completely correlated. This is not surprising since both signals stem from the same origin.

### 1.3.4 Superposition of partly correlated noise signals



Fig. 1.6 Superposition of noise signals.

By means of a three-port (Fig. 1.6) two noise voltages, $u_{e 1}$ and $u_{e 2}$, which are partly correlated, are superimposed at the load impedance $Z_{a}$. The autocorrelation function of the output voltage $u_{a}(t)$ will be calculated.

$$
\begin{align*}
& \overline{u_{a}(t) \cdot u_{a}(t+\theta)} \\
& =\mathrm{E}\left\{\int_{-\infty}^{+\infty}\left[h_{1}\left(t^{\prime}\right) \cdot u_{e 1}\left(t-t^{\prime}\right)+h_{2}\left(t^{\prime}\right) u_{e 2}\left(t-t^{\prime}\right)\right] d t^{\prime}\right. \\
& \left.\cdot\left[h_{1}\left(t^{\prime \prime}\right) u_{e 1}\left(t+\theta-t^{\prime \prime}\right)+h_{2}\left(t^{\prime \prime}\right) \cdot u_{e 2}\left(t+\theta-t^{\prime \prime}\right)\right] d t^{\prime \prime}\right\} \tag{1.88}
\end{align*}
$$

This equation consists of four parts:

$$
\begin{align*}
& \overline{u_{a}(t) \cdot u_{a}(t+\theta)}=\rho_{a}(\theta) \\
& =\int_{-\infty}^{+\infty} \int_{1}\left(t^{\prime}\right) \cdot h_{1}\left(t^{\prime \prime}\right) \cdot \rho_{e 1}\left(\theta+t^{\prime}-t^{\prime \prime}\right) d t^{\prime} d t^{\prime \prime} \\
& +\int_{-\infty}^{+\infty} \int_{2}\left(t^{\prime}\right) \cdot h_{2}\left(t^{\prime \prime}\right) \cdot \rho_{e 2}\left(\theta+t^{\prime}-t^{\prime \prime}\right) d t^{\prime} d t^{\prime \prime} \\
& +\int_{-\infty}^{+\infty} \int_{1}\left(t^{\prime}\right) \cdot h_{2}\left(t^{\prime \prime}\right) \cdot \rho_{\epsilon 1 e 2}\left(\theta+t^{\prime}-t^{\prime \prime}\right) d t^{\prime} d t^{\prime \prime} \\
& +\int_{-\infty}^{+\infty} \int_{1} h_{1}\left(t^{\prime \prime}\right) \cdot h_{2}\left(t^{\prime}\right) \cdot \rho_{e 2 e 1}\left(\theta+t^{\prime}-t^{\prime \prime}\right) d t^{\prime} d t^{\prime \prime} \tag{1.89}
\end{align*}
$$

Here, the first two parts describe the autocorrelation function and the last two parts represent the cross-correlation function. Finally, the Fourier transform of this expression is calculated and the order of integrations is changed. This leads to

$$
\begin{align*}
W_{a}= & \int_{-\infty}^{+\infty} \rho_{a}(\theta) e^{-j 2 \pi f \theta} d \theta \\
= & \left|V_{1}\right|^{2} \cdot W_{e 1}+\left|V_{2}\right|^{2} \cdot W_{e 2} \\
& +V_{1}^{*} \cdot V_{2} \cdot W_{e 1 e 2}+V_{2}^{*} \cdot V_{1} \cdot W_{e 2 e 1} \tag{1.90}
\end{align*}
$$

Now, the noise voltages will be replaced by sinusoidal signals of the same frequency. According to the symbolic complex phasor notation the output voltage is

$$
\begin{equation*}
U_{a}=V_{1} \cdot U_{e 1}+V_{2} \cdot U_{e 2} \tag{1.91}
\end{equation*}
$$

or

$$
\begin{align*}
\left|U_{a}\right|^{2}= & \left|V_{1}\right|^{2} \cdot\left|U_{e 1}\right|^{2}+\left|V_{2}\right|^{2} \cdot\left|U_{e 2}\right|^{2} \\
& +V_{1}^{*} \cdot V_{2} \cdot U_{e 1}^{*} \cdot U_{e 2}+V_{1} \cdot V_{2}^{*} \cdot U_{e 1} \cdot U_{e 2}^{*} \tag{1.92}
\end{align*}
$$

A comparison with Eq. (1.90) shows that there is a simple correspondence between the calculation with power and cross-spectra and the calculation with complex phasors. One simply has to replace $\left|U_{e}\right|^{2}$ by $W_{e},\left|U_{a}\right|^{2}$ by $W_{a}$ and $U_{e 1}^{*} U_{e 2}$ by $W_{e 1 e 2}$. However, it should be mentioned that, generally, the crossspectrum cannot be calculated from $U_{e 1}^{*} U_{e 2}$. This equivalence between spectra and complex phasors establishes a method to perform calculations with noise signals as comfortable as with sinusoidal signals. The main difference is that the correlation between the noise signals has to be taken into account.

The substitution of spectra by the product of complex phasors will frequently be used in the following. Two signals can be completely correlated, if, for example, one originates from the other. They can be completely uncorrelated or, which is the most general case, be partly correlated. If two signals are completely uncorrelated, then the powers or spectra can simply be added. It is not easy to determine the correlation between two noise signals. However, if the correlation is known, then, linear circuit calculations with noise signals are no more difficult than with sinusoidal signals.

Generally, the cross-correlation function $\rho_{12}(\theta)$ is not an even function, but certainly a real function. Because of Eq. (1.33), Eq. (1.90) can also be written in the following form:

$$
\begin{equation*}
W_{a}=\left|V_{1}\right|^{2} \cdot W_{e 1}+\left|V_{2}\right|^{2} \cdot W_{e 2}+2 \operatorname{Re}\left\{V_{1}^{*} V_{2} \cdot W_{e 1 e 2}\right\} \tag{1.93}
\end{equation*}
$$

Thus, $W_{a}$ always is a real valued function, a necessary condition for a power spectrum.

## Problems

1.6 Two non-overlapping frequency bands at different frequencies are to be filtered out of a white noise signal. What is the correlation between these two noise signals?
1.7 Calculate the autocorrelation function of a band limited noise signal with a rectangularly shaped spectrum.
1.8 Consider the low-pass filter in the figure below. Calculate the autocorrelation function of the output noise signal, if the input signal is white noise, generated by the resistor $R$.


# 2 <br> <br> Noise of Linear One- and <br> <br> Noise of Linear One- and Two-Ports 

 Two-Ports}

Thermal noise is one of the most fundamental noise phenomena. It is present in nearly every electronic circuit. Therefore, analytical methods for the calculation of thermal noise and its effects in electronic circuits are of fundamental interest.

The noise behavior of thermally noisy electronic devices can be described with the help of equivalent circuits. Typically, the thermal noise of one- or twoports is represented by equivalent sources, for example current- and voltage sources and by noiseless two-ports or noiseless impedance networks. However, if different representations are to be transformed into one another one has to take into account that in addition to the magnitudes it is also necessary to know the correlation between the different equivalent noise sources. For thermally noisy networks it will be seen that it is always possible to calculate the correlation of arbitrarily chosen sets of equivalent sources.

A representation by equivalent noise sources and noiseless networks can also be adopted for non-thermally noisy linear networks. For example, linear amplifiers can be described with the help of noise current and noise voltage sources at the input and output. For this noise model the amplifier is assumed to be noiseless while its gain and impedances remain unchanged.

Another important representation of amplifier noise is based on the noise factor or noise figure. The noise figure describes the deterioration of the signal-to-noise ratio when a signal passes through the amplifier. The noise figure depends on the source impedance of the generator. Thus it is possible to minimize the noise figure of a two-port circuit by transforming the source impedance with the help of a lossless and noiseless network. However, such
a so-called noise matching is successful only if the loss of the transformation network is sufficiently low.

### 2.1 NOISE OF ONE-PORTS

### 2.1.1 Thermal noise of resistors

The noise of resistors is caused by the thermal movement of the electrons or holes in metals or semiconductors. This noise phenomenon is also called Johnson noise or thermal noise. Experiments yield the following expression for the time average of the magnitude squared of the short circuit current in a frequency bandwidth $\Delta f$ :

$$
\begin{equation*}
\overline{i^{2}(t)}=\frac{4 k T}{R} \cdot \Delta f=4 k T G \cdot \Delta f \tag{2.1}
\end{equation*}
$$

The resistance is denoted by $R$ and the conductance by $G=1 / R$, respectively. $T$ is the absolute temperature in K and $k$ is Boltzmann constant with

$$
\begin{equation*}
k=1.38 \cdot 10^{-23} \mathrm{Ws} / \mathrm{K} \tag{2.2}
\end{equation*}
$$

Similarly, it can be found by a voltage measurement of the open circuit noise voltage:

$$
\begin{equation*}
\overline{u^{2}(t)}=4 k T R \cdot \Delta f . \tag{2.3}
\end{equation*}
$$

The spectral density function $W(f)$ represents the mean square value of the voltage or current, respectively, in 1 Hz bandwidth. Thus, we have

$$
\begin{align*}
& W_{u}(f)=4 k T R  \tag{2.4}\\
& W_{i}(f)=4 k T G . \tag{2.5}
\end{align*}
$$

For thermal noise the spectral density function does not depend on the frequency, if the frequency is not too high and if the temperature is not too low, as will be seen in the following. The time average of the squared voltage and the squared current can be calculated via $W(f)$. In Eq. (2.6) $f_{2}$ is the upper and $f_{1}$ the lower frequency boundary.

$$
\begin{align*}
\overline{u^{2}(t)} & =\int_{f_{1}}^{f_{2}} \mathrm{~W}_{u}(f) d f \\
\overline{i^{2}(t)} & =\int_{f_{1}}^{f_{2}} W_{i}(f) d f \tag{2.6}
\end{align*}
$$

The spectral density function is also called the spectral distribution or spectrum or power spectrum.


Fig. 2.1 Noise equivalent circuits of a thermally noisy resistor with (a) a voltage source and (b) a current source.

For a thermally noisy resistor the circuits shown in Fig. 2.1 are equivalent. In the equivalent circuits, the internal resistance $R_{i}$ and the internal conductance $G_{i}$ are noiseless. The voltage source is assumed to have zero internal resistance and the current source has infinite resistance.

### 2.1.2 Networks of resistors of identical temperature

If several resistors at the same temperature are combined, then an equivalent circuit can be defined for the resulting circuit. Whether the overall resistance is determined first and then an equivalent noise source is calculated or whether the equivalent noise source of all individual resistors are determined first and subsequently are combined, will lead to the same result. The same holds for a network of resistors. However, one necessary condition for this approach is that the noise sources are uncorrelated, i.e. that the root mean square values can be added. Later on, some examples will follow where this is not a valid assumption.

## Problem

2.1 Two resistors in series are connected to a third resistor in parallel, as depicted in the figure below. Show that the same overall noise equivalent circuit results, if 1) an overall resistance is calculated first or if 2) the noise equivalent source is determined first. Assume that $T_{1}=T_{2}=T_{3}=T_{0}$.


Apparently, a resistor cannot be divided into arbitrarily small parts. The assumption of statistical independence might not be valid, for example, if the dimensions become smaller than the mean free path length of the electrons. However, under these extreme conditions, it is also no longer possible to define a resistor in the usual way.

### 2.1.3 The RC-circuit

As was shown in section 1.3.4, calculations of noisy linear networks can be performed by means of the well-known rules for sinusoidal signals.

The noise spectra at the input and output of a device are related according to the magnitude squared of the transfer function $V(f)$. As an example, the spectrum $W_{u c}$ at the output of the capacitor of the circuit in Fig. 2.2 will be calculated. Only the resistor $R$ is assumed to generate thermal noise.


Fig. 2.2 Thermally noisy resistor with a capacitor in parallel.

Applying simple voltage divider relations leads to

$$
\begin{equation*}
W_{u c}=|V(f)|^{2} \cdot W_{u}=\left|\frac{1 /(j \omega C)}{R+1 /(j \omega C)}\right|^{2} \cdot 4 k T R=\frac{4 k T R}{1+(\omega C R)^{2}} \tag{2.7}
\end{equation*}
$$

The spectral density $W_{u c}$ becomes frequency dependent because of the capacitor. The mean square value of the voltage at the capacitor can be calculated by integration over the entire frequency range:

$$
\begin{align*}
\overline{u_{c}^{2}(t)} & =\int_{0}^{\infty} \mathrm{W}_{u c}(f) d f=\int_{0}^{\infty} \frac{4 k T R}{1+(\omega C R)^{2}} d f \\
& =\frac{2 k T}{\pi \cdot C} \int_{0}^{\infty} \frac{1}{1+\eta^{2}} d \eta \text { with } \eta=\omega C R \\
& =\left.\frac{2 k T}{\pi C} \cdot \arctan \eta\right|_{0} ^{\infty} \\
& =\frac{k T}{C} \tag{2.8}
\end{align*}
$$

Thus, the mean square voltage at the capacitor is finite, although the frequency range was supposed to be unlimited. The result is independent of $R$, which might be interpreted physically.

### 2.1.4 Thermal noise of complex impedances

In a thought experiment a real-valued resistor $R^{\prime}$ and a complex impedance $Z(f)$ are connected by a band-pass filter (BPF). $R^{\prime}$ and $Z(f)$ are assumed


Fig. 2.3 For the explanation of the thermal noise of a complex impedance.
to be at the same temperature $T$. The band-pass filter is assumed to be lossless, therefore, it does not contribute to the noise of the setup. In the thermodynamic equilibrium the noise power $P^{\prime}$, which is transmitted by the resistor $R^{\prime}$ to the load $Z(f)$, must be equal to the noise power $P$, which is transmitted by the impedance $Z(f)$ to the load $R^{\prime}$, i.e. $P=P^{\prime}$. The noise powers are given by

$$
\begin{align*}
P^{\prime} & =\frac{4 k T R^{\prime}}{\left|R^{\prime}+Z(f)\right|^{2}} \cdot \operatorname{Re}\{Z\} \cdot \Delta f  \tag{2.9}\\
P & =\frac{W_{u}}{\left|R^{\prime}+Z(f)\right|^{2}} \cdot R^{\prime} \cdot \Delta f, \tag{2.10}
\end{align*}
$$

and, since $P^{\prime}=P$, one can determine

$$
\begin{equation*}
\mathrm{W}_{u}=4 k T \cdot \operatorname{Re}\{Z\} \tag{2.11}
\end{equation*}
$$

Similarly, with $Y=1 / Z$, it is concluded that

$$
\begin{equation*}
W_{i}=4 k T \cdot \operatorname{Re}\{Y\} \tag{2.12}
\end{equation*}
$$

The noise sources for thermally noisy complex impedances or admittances are thus also known. Both representations or equivalent circuits in Fig. 2.4 are equivalent. For example, for the right-hand circuit in Fig. 2.4 the spectrum
(a)

(b)


Fig. 2.4 Equivalent representation of complex thermally noisy impedances.
of the open circuit voltage $W_{u}^{\prime}$ is calculated as

$$
\begin{align*}
\mathrm{W}_{u}^{\prime} & =\mathrm{W}_{i} \frac{1}{|Y(f)|^{2}} \\
& =4 k T \cdot \operatorname{Re}\{Y\} \cdot \frac{1}{Y(f) \cdot Y^{*}(f)} \\
& =4 k T \cdot \frac{Y+Y^{*}}{2 \cdot Y \cdot Y^{*}} \\
& =4 k T \cdot \frac{1}{2} \cdot\left(\frac{1}{Y}+\frac{1}{Y^{*}}\right)=4 k T \cdot \operatorname{Re}\{Z(f)\} \\
& =W_{u} . \tag{2.13}
\end{align*}
$$

The equivalent circuits of Fig. 2.4 for complex impedances and admittances remain valid, even for combinations of lumped elements and transmission lines. The lines can either be lossless or lossy.

### 2.1.5 Available noise power and equivalent noise temperature

The available noise power $P_{a v}$ is obtained if a circuit is terminated by the complex conjugate of the generator source impedance. In this case, the power


Fig. 2.5 For the explanation of the available noise power.
$P_{l}$ transmitted to $Z^{*}(f)$ is given by

$$
P_{l}=\frac{W_{u}}{\left|Z+Z^{*}\right|^{2}} \cdot \operatorname{Re}\left\{Z^{*}\right\} \cdot \Delta f
$$

$$
\begin{align*}
& =\frac{W_{u}}{4 \cdot \operatorname{Re}^{2}\{Z\}} \cdot \operatorname{Re}\{Z\} \cdot \Delta f \\
& =\frac{4 k T \cdot \operatorname{Re}\{Z\} \cdot \operatorname{Re}\{Z\} \cdot \Delta f}{4 \cdot \operatorname{Re}^{2}\{Z\}} \\
& =k T \cdot \Delta f=P_{a v} . \tag{2.14}
\end{align*}
$$

The available noise power only depends on the temperature $T$. It is independent of the resistance value. The noise temperature can thus be used as a quantity to describe the noise behavior of a general lossy one-port network. The noise temperature $T_{n}$ is then called the equivalent noise temperature of a one-port. The definition can also be extended to non-thermally noisy one-ports.

The so-called Nyquist-relation in Eq. (2.14) is not valid for all frequencies and temperatures, because it is derived from statistical thermodynamics. For high frequencies and/or low temperatures a quantum mechanical correction factor has to be introduced. This correction term results from Planck's Radiation Law which applies to blackbody radiation. In the general case, $P_{a v}=k T \Delta f$ must be replaced by

$$
\begin{equation*}
P_{a v}=k T \Delta f \cdot p(f, T) \tag{2.15}
\end{equation*}
$$

with

$$
\begin{equation*}
p(f, T)=\frac{h f / k T}{\exp (h f / k T)-1} \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
h=6.626 \cdot 10^{-34} \mathrm{Ws}^{2} \quad \text { (Planck's constant) . } \tag{2.17}
\end{equation*}
$$

At room temperature and up to $10 \mathrm{GHz}, p(f, T) \approx 1$. The Planck correction of the Nyquist formula also prevents that the noise power becomes infinite for arbitrarily large bandwidths.


Fig. 2.6 Normalized radiation power as a function of frequency and temperature.

### 2.1.6 Networks with inhomogeneous temperature distribution

A network with impedances $Z_{1}, Z_{2}, Z_{3}, \ldots, Z_{j}$, which are at different temperatures $T_{1}, T_{2}, T_{3}, \ldots, T_{j}$, is now considered. Fig. 2.7 shows an example with three impedances. The network could be more complex than shown here. Furthermore, it might also include transmission line elements. The open cir-


Fig. 2.7 Noisy one-port with three temperatures.
cuit noise source $W_{u}$ at the external terminals will be calculated. For this purpose, the superposition principle is applied, which is valid for all linear circuits. The internal noise sources $W_{u j}^{\prime}$ are consecutively transformed to the input. In this way, the equivalent circuit in Fig. 2.8 is obtained. Here, $Z_{i}$ is


Fig. 2.8 Equivalent sources to Fig. 2.7.
the input impedance of the one-port network, which is calculated by shorting all noise sources. It can be assumed that the $W_{u 1}, W_{u 2}, \ldots, W_{u j}$ are all uncorrelated, because they originate from different, independent impedances. Thus

$$
\begin{equation*}
\mathrm{W}_{u}=\sum_{j} \mathrm{~W}_{u j}=4 k T_{n} \cdot \operatorname{Re}\left\{Z_{i}\right\} \tag{2.18}
\end{equation*}
$$

The $W_{u j}$ are related to the $W_{u j}^{\prime}$ by the magnitude squared of a transfer function, i.e. by a real coefficient. Consequently, the equivalent temperature $T_{n}$ of the one-port is a linear function of the individual $T_{j}$ :

$$
\begin{equation*}
T_{n}=\sum_{j} \beta_{j} \cdot T_{j} \tag{2.19}
\end{equation*}
$$

An obvious constraint for the real coefficients $\beta_{j}$ is that

$$
\begin{equation*}
\sum_{j} \beta_{j}=1 \tag{2.20}
\end{equation*}
$$

because if all $T_{j}$ are equal, then $T_{n}=T_{j}$ must also hold. The noise temperature $T_{n}$ can also be interpreted as the result of an averaging operation, which means that

$$
\begin{equation*}
T_{j, \min } \leq T_{n} \leq T_{j, \max } \tag{2.21}
\end{equation*}
$$

### 2.1.7 Dissipation theorem

For a reciprocal network the coefficients $\beta_{j}$ can also be interpreted as the fraction of power absorbed by the impedance $\operatorname{Re}\left\{Z_{j}\right\}$ when unity power is fed into the network. This so-called dissipation theorem will be proven first. Next, its application will be explained for some examples.


Fig. 2.9 For the explanation of the dissipation theorem.

According to Fig. 2.9, a resistor $R_{j}$ with the temperature $T_{j}$ is extracted from the linear and reciprocal one-port network. This resistor $R_{j}$ can thus be considered as an external termination of a linear and reciprocal two-port. The impedance $Z_{1}$ and the noise voltage generator $E_{1}$ describe the input side, the resistor $R_{j}$ and the equivalent noise source $E_{j}$ represent the output side. Due to reciprocity, the current $I_{j}$, which is generated by $E_{1}$ for $E_{j}=0$, and the current $I_{1}$, which is generated by $E_{j}$ for $E_{1}=0$, are related as

$$
\begin{equation*}
\left.\frac{E_{1}}{I_{j}}\right|_{E_{j}=0}=\left.\frac{E_{j}}{I_{1}}\right|_{E_{1}=0}=\frac{1}{y}, \tag{2.22}
\end{equation*}
$$

where $y$ is a complex constant. The impedance $Z_{1}$ is chosen in order to achieve a power match to the input impedance $Z_{i n}$, i.e. $Z_{1}=Z_{i n}^{*}$. In this case, the network should supply the available power $P_{a v}$ to the impedance $Z_{1}$ according to Eq. (2.14). The noise power $P_{1 n}$, transmitted from the thermally noisy resistor $R_{j}$ to the real part of $Z_{1}$, is equal to:

$$
\begin{align*}
P_{1 n} & =\left|I_{1 n}\right|^{2} \cdot \operatorname{Re}\left\{Z_{1}\right\}=\left|E_{j n}\right|^{2} \cdot|y|^{2} \cdot \operatorname{Re}\left\{Z_{1}\right\} \\
& =4 k T_{j} R_{j} \Delta f \cdot|y|^{2} \cdot \operatorname{Re}\left\{Z_{1}\right\}=k T_{j} \beta_{j} \Delta f . \tag{2.23}
\end{align*}
$$

With the index $n$ a noise value will be denoted. From Eq. (2.23) it follows that

$$
\begin{equation*}
\beta_{j}=4 \cdot R_{j} \cdot|y|^{2} \cdot \operatorname{Re}\left\{Z_{1}\right\} \tag{2.24}
\end{equation*}
$$

This calculation can be performed for each thermally noisy element of the network. The sum of all power contributions must be equal to the overall available noise power $P_{a v}$ :

$$
\begin{equation*}
P_{a v}=k \cdot \Delta f \cdot \sum_{j}\left(T_{j} \beta_{j}\right) \tag{2.25}
\end{equation*}
$$

The $\beta_{j}$ are identical to those of Eq. (2.19). It can also be shown that the term $\beta_{j}$ represents the ratio of the power $P_{j}$, absorbed by $R_{j}$, to the incident (available) power $P_{1}$ :

$$
\begin{equation*}
\frac{P_{j}}{P_{1}}=\left|I_{j}\right|^{2} \cdot R_{j} \frac{4 \operatorname{Re}\left\{Z_{1}\right\}}{\left|E_{1}\right|^{2}}=4 \cdot R_{j} \cdot|y|^{2} \cdot \operatorname{Re}\left\{Z_{1}\right\}=\beta_{j} \tag{2.26}
\end{equation*}
$$

In other words, the relative contribution of a resistor $R_{j}$ at the temperature $T_{j}$ to the effective noise temperature $T_{n}$ of the one-port, expressed by the coefficient $\beta_{j}$, just amounts to the power absorbed in the resistor $R_{j}$, normalized to the power fed into the one-port. Thermal noise power is very closely related to power dissipation. A component, which cannot dissipate real power, cannot emit thermal noise power. The dissipation theorem was derived for circuits with lumped elements. However, it can be extended to circuits including distributed elements.

## Problems

2.2 Calculate the equivalent noise temperature $T_{n}$ of the circuit in Fig. 2.7 with the help of the dissipation theorem. The impedances $Z_{1}, Z_{2}, Z_{3}$ are complex.
2.3 Determine the input noise temperature $T_{n}$ of the circuit in Fig. 2.10 by using the dissipation theorem.


Fig. 2.10 A noise source with variable temperature consisting of a fixed and a variable attenuator and a hot one-port device.
2.4 Calculate the equivalent noise temperature using the dissipation theorem for the antenna setup in Fig. 2.11.


Fig. 2.11 Determination of the noise temperature of an antenna.

### 2.2 NOISE OF TWO-PORTS

### 2.2.1 Description of the internal noise by current and voltage sources

The noise of linear two-ports can be described with the help of equivalent current or voltage sources at the input and/or output of the circuit. The two-port itself is assumed to be noiseless and it is described in the usual way by a matrix which linearly relates the currents and voltages at the input and output. In Fig. 2.12 an equivalent circuit of a noisy two-port with noise current sources at the input and output is shown. The noiseless two-port itself is represented by an admittance matrix $[Y]$. The currents and voltages are represented in a symbolic description by phasors which depend on the frequency $f$ :

$$
\begin{equation*}
U, I=U(f), I(f) \tag{2.27}
\end{equation*}
$$

Apart from the admittance matrix Y, various noise parameters must be known in order to perform noise calculations. In the symbolic description the squared magnitudes of the noise current sources $\left|I_{n 1}\right|^{2},\left|I_{n 2}\right|^{2}$ are equal to the equiva-


Fig. 2.12 Noise equivalent circuit of a two-port with noise current sources.
lent two-sided spectral densities:

$$
\begin{equation*}
\left|I_{n 1}\right|^{2}=W_{n 1}, \quad\left|I_{n 2}\right|^{2}=W_{n 2} \tag{2.28}
\end{equation*}
$$

Furthermore, for the complete description of the noise behavior the crossspectrum $W_{n 12}$ must be known. In the symbolic description, $W_{n 12}$ corresponds to:

$$
\begin{equation*}
W_{n 12}=I_{n 1}^{*} \cdot I_{n 2} \tag{2.29}
\end{equation*}
$$

Equation (2.29) does not normally serve as a rule for the calculation of $W_{n 12}$. The cross-spectrum, in general, is a complex quantity and thus both its real and imaginary part must be known or its amplitude and phase, respectively. It is often not easy to determine the cross-spectrum. However, several examples will follow where it is possible to calculate the cross-spectrum. If the magnitudes of the noise equivalent sources as well as their cross-spectra are known, then all noise parameters of interest of linear circuits can be calculated in principle.

In another description of a noisy two-port, noise voltage sources at the input and output of the circuit are used and the noiseless two-port is described by an impedance matrix $[Z]$ (Fig. 2.13). Different representations for the same


Fig. 2.13 Noise equivalent circuit of a two-port with noise voltage sources.
noisy two-port can be converted into one another. This will be demonstrated for the circuit arrangements in Figs. 2.12 and 2.13 as an example. For such transformations or other noise calculations it is convenient to define directions or oriented arrows for the equivalent noise currents and voltages as well as the terminal currents and voltages, respectively. Although, they can be chosen arbitrarily at first, it is necessary to adhere strictly to the chosen directions
of the arrows in the following calculations. If a resulting solution has a negative sign, this means that the actual directions of the currents or voltages are opposite to the direction defined as positive. Although the final aim is to calculate a noise spectrum, that is the magnitude squared of a current or voltage, which is certainly positive, the current or voltage of the entire circuit often result from a superposition of single currents or voltages and this superposition has to be performed with the correct signs.

For the representation with current sources in Fig. 2.12 and taking into account the chosen orientation of the arrows, the following two-port equations hold:

$$
\begin{aligned}
& I_{1}=Y_{11} \cdot U_{1}+Y_{12} \cdot U_{2}+I_{n 1} \\
& I_{2}=Y_{21} \cdot U_{1}+Y_{22} \cdot U_{2}+I_{n 2}
\end{aligned}
$$

or, in matrix form,

$$
\left[\begin{array}{l}
I_{1}  \tag{2.30}\\
I_{2}
\end{array}\right]=\left[\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right] \cdot\left[\begin{array}{l}
U_{1} \\
U_{2}
\end{array}\right]+\left[\begin{array}{l}
I_{n 1} \\
I_{n 2}
\end{array}\right],
$$

which may be written more compactly as

$$
\begin{equation*}
[I]=[Y] \cdot[U\}+\left[I_{n}\right] \tag{2.31}
\end{equation*}
$$

For the description with voltage sources according to Fig. 2.13, the following two-port matrix equations apply, if first an admittance representation is chosen. Here, $[Y]=[Z]^{-1}$, because the transformation for the two-port parameters are independent of the noise sources. Therefore,

$$
\begin{aligned}
& I_{1}=Y_{11} \cdot\left(U_{1}-U_{n 1}\right)+Y_{12} \cdot\left(U_{2}-U_{n 2}\right) \\
& I_{2}=Y_{21} \cdot\left(U_{1}-U_{n 1}\right)+Y_{22} \cdot\left(U_{2}-U_{n 2}\right)
\end{aligned}
$$

or, in a matrix form,

$$
\begin{equation*}
[I]=[Y] \cdot[U]-[Y] \cdot\left[U_{n}\right] \tag{2.32}
\end{equation*}
$$

A comparison of Eq. (2.31) with Eq. (2.32) leads to a relationship between the noise sources:

$$
\begin{equation*}
\left[I_{n}\right]=-[Y] \cdot\left[U_{n}\right] \tag{2.33}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[U_{n}\right]=-[Z] \cdot\left[I_{n}\right], \tag{2.34}
\end{equation*}
$$

respectively. With the help of Eq. (2.34) the spectra $\left|U_{n 1}\right|^{2},\left|U_{n 2}\right|^{2}$ and the cross-spectrum $U_{n 1}^{*} U_{n 2}$ of the noise sources can be calculated, provided that the cross-spectrum $I_{n 1}^{*} I_{n 2}$ and the power spectra $\left|I_{n 1}\right|^{2}$ and $\left|I_{n 2}\right|^{2}$ of the noise current sources are known. In detail, we have

$$
W_{u 1}=U_{n 1}^{*} \cdot U_{n 1}
$$

$$
\begin{align*}
= & \left(Z_{11} \cdot I_{n 1}+Z_{12} \cdot I_{n 2}\right)^{*} \cdot\left(Z_{11} \cdot I_{n 1}+Z_{12} \cdot I_{n 2}\right) \\
= & \left|Z_{11}\right|^{2} \cdot\left|I_{n 1}\right|^{2}+\left|Z_{12}\right|^{2} \cdot\left|I_{n 2}\right|^{2} \\
& +Z_{11}^{*} \cdot Z_{12} \cdot\left(I_{n 1}^{*} \cdot I_{n 2}\right)+Z_{12}^{*} \cdot Z_{11} \cdot\left(I_{n 1}^{*} \cdot I_{n 2}\right)^{*} \\
= & \left|Z_{11}\right|^{2} \cdot W_{i 1}+\left|Z_{12}\right|^{2} \cdot W_{i 2}+Z_{11}^{*} \cdot Z_{12} \cdot W_{i 12} \\
& +Z_{12}^{*} \cdot Z_{11} \cdot W_{i 12}^{*},  \tag{2.35}\\
W_{u 2}= & U_{n 2}^{*} \cdot U_{n 2} \\
= & \left(Z_{21} \cdot I_{n 1}+Z_{22} \cdot I_{n 2}\right)^{*} \cdot\left(Z_{21} \cdot I_{n 1}+Z_{22} \cdot I_{n 2}\right) \\
= & \left|Z_{21}\right|^{2} \cdot\left|I_{n 1}\right|^{2}+\left|Z_{22}\right|^{2} \cdot\left|I_{n 2}\right|^{2} \\
& +Z_{21}^{*} \cdot Z_{22} \cdot\left(I_{n 1}^{*} \cdot I_{n 2}\right)+Z_{22}^{*} \cdot Z_{21} \cdot\left(I_{n 1}^{*} \cdot I_{n 2}\right)^{*} \\
= & \left|Z_{21}\right|^{2} \cdot W_{i 1}+\left|Z_{22}\right|^{2} \cdot W_{i 2}+Z_{21}^{*} \cdot Z_{22} \cdot W_{i 12} \\
& +Z_{22}^{*} \cdot Z_{21} \cdot W_{i 12}^{*},  \tag{2.36}\\
= & U_{n 1}^{*} \cdot U_{n 2} \\
= & \left(Z_{11} \cdot I_{n 1}+Z_{12} \cdot I_{n 2}\right)^{*} \cdot\left(Z_{21} \cdot I_{n 1}+Z_{22} \cdot I_{n 2}\right) \\
= & Z_{11}^{*} \cdot Z_{21} \cdot\left|I_{n 1}\right|^{2}+Z_{12}^{*} \cdot Z_{22} \cdot\left|I_{n 2}\right|^{2} \\
& +Z_{11}^{*} \cdot Z_{22} \cdot\left(I_{n 1}^{*} \cdot I_{n 2}\right)+Z_{12}^{*} \cdot Z_{21} \cdot\left(I_{n 1}^{*} \cdot I_{n 2}\right)^{*} \\
= & Z_{11}^{*} \cdot Z_{21} \cdot W_{i 1}+Z_{12}^{*} \cdot Z_{22} \cdot W_{i 2}+Z_{11}^{*} \cdot Z_{22} \cdot W_{i 12} \\
& +Z_{12}^{*} \cdot Z_{21} \cdot W_{i 12}^{*} \cdot \tag{2.37}
\end{align*}
$$

A more compact representation for the description results from the definition of a correlation matrix $\left[C_{u}\right.$ ]

$$
\begin{align*}
{\left[C_{u}\right] } & =\left[U_{n}\right]^{*} \cdot\left[U_{n}\right]^{T}=\left[\begin{array}{c}
U_{n 1}^{*} \\
U_{n 2}^{*}
\end{array}\right] \cdot\left[\begin{array}{ll}
U_{n 1} & U_{n 2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\left|U_{n 1}\right|^{2} & U_{n 1}^{*} U_{n 2} \\
U_{n 1} U_{n 2}^{*} & \left|U_{n 2}\right|^{2}
\end{array}\right]=\left[\begin{array}{cc}
W_{u 1} & W_{u 12} \\
W_{u 12}^{*} & W_{u 2}
\end{array}\right] \\
& =\left(-[Z] \cdot\left[I_{n}\right]\right)^{*} \cdot\left(-[Z] \cdot\left[I_{n}\right]\right)^{T}=[Z]^{*}\left[I_{n}\right]^{*}\left[I_{n}\right]^{T}[Z]^{T} \\
& =[Z]^{*}\left[C_{i}\right][Z]^{T} \tag{2.38}
\end{align*}
$$

with

$$
\left[C_{i}\right]=\left[I_{n}\right]^{*}\left[I_{n}\right]^{T}=\left[\begin{array}{cc}
W_{i 1} & W_{i 12}  \tag{2.39}\\
W_{i 12}^{*} & W_{i 2}
\end{array}\right] .
$$

Here, the superscripts denote the complex conjugate matrix (*) and the transposed matrix $(T)$.

For a two-port there are six possibilities to combine the currents and voltages and thus there are six different corresponding matrix descriptions. Accordingly, six different possibilities exist to arrange the equivalent noise sources. In addition to the two configurations in Fig. 2.12 and 2.13, the four configurations in Fig. 2.14 are possible. Consequently, there are $6 \cdot 6=36$ ways to combine the equivalent noise sources with the algebraic two-port matrix descriptions. Which one of these combinations is the most appropriate depends on the particular problem. As an example, a configuration based on current


Fig. 2.14 Further configurations for the noise equivalent sources.
sources is favorably combined with an admittance description whereas a representation with voltage sources may be combined with an impedance matrix description. The configuration in Fig. 2.14c is well suited for the calculation of the noise figure as will be seen later.

The 36 different representations can be converted into each other, where, in general, the correlation of the noise sources will change as well. Instead of a description by noise currents and voltages it is also possible to perform the calculations on the basis of noise waves (section 2.2.3). This is often advantageous for high frequency circuits.

## Problems

2.5 Convert the equivalent noise circuit below into the circuit shown in Fig. 2.14c. Calculate the correlation of the new noise current and voltage sources.

2.6 A noisy two-port, which is described by an equivalent noise circuit as shown in Fig. 2.12 is terminated at its output by a complex admittance $Y_{2}$ which is noise-free. At the input of the circuit the complex admittance $Y_{1}$ is connected, the thermal noise of which is represented by a parallel current
source $I_{g}$. What is the magnitude of the noise power and the noise spectrum $W_{2}$, respectively, at the output admittance $Y_{2}$ ?

### 2.2.2 Noise equivalent sources for thermally noisy two-ports at homogeneous temperature

For the special case of thermally noisy two-ports at homogeneous temperature, the noise equivalent sources can be calculated in a general way on the basis of the two-port parameters. The term homogeneous temperature means that all losses of the two-ports network, for example resistances, dielectric losses of capacitors, the losses of eddy currents in iron, the cable losses and suchlike, are related to the same physical temperature $T$. The two-port is described by the admittance matrix $[Y]$ and noise current sources at the input and output as shown in Fig. 2.12. The two-port considered here could as well characterize any two selected ports of a N-port network, where all other ports are assumed to be terminated by an impedance, also at the temperature $T$.

The squared magnitudes of $I_{n 1}$ and $I_{n 2}$ can be calculated in a simple way by terminating the other port with a short and by considering the Nyquistrelation (two-sided spectrum):

$$
\begin{align*}
& \left|I_{n 1}\right|^{2}=W_{n 1}=2 k T \cdot \operatorname{Re}\left\{Y_{11}\right\} \\
& \left|I_{n 2}\right|^{2}=W_{n 2}=2 k T \cdot \operatorname{Re}\left\{Y_{22}\right\} \tag{2.40}
\end{align*}
$$

However, this does not give any information about the cross-spectrum $W_{i 12}=$ $I_{n 1}^{*} \cdot I_{n 2}$. In order to determine the cross-spectrum, the input admittance $Y_{i n}$ at port 1 will be calculated under the condition that port 2 is terminated by an open circuit, $I_{2}=0$. The resulting two-port will generate thermal noise at the temperature $T$. This two-port can be described with the help of an equivalent noise current source $I_{n 1}^{\prime}$ (Fig. 2.15), where $Y_{i n}$ is the input admittance at port 1. Therefore, we have

$$
\begin{equation*}
\left|I_{n 1}^{\prime}\right|^{2}=2 k T \cdot \operatorname{Re}\left\{Y_{i n}\right\} \tag{2.41}
\end{equation*}
$$



Fig. 2.15 Equivalent circuit of a one-port with an open circuit at port 2.

On the other hand, the noise current $I_{n 1}^{\prime}$ for an open circuit at port 2 in Fig. 2.12 can be calculated as well on the basis of the two noise sources $I_{n 1}$
and $I_{n 2}$. For this purpose, the noise current $I_{1 k}$ for a short circuit at the input, which means $U_{1}=0$, and an open circuit at the output, which means $I_{2}=0$, is determined. The matrix relation (2.31)

$$
\begin{equation*}
[I]=[Y] \cdot[U]+\left.\left[I_{n}\right]\right|_{U_{1}=0, I_{2}=0} \tag{2.42}
\end{equation*}
$$

yields

$$
\begin{align*}
I_{1 k} & =Y_{12} \cdot U_{2}+I_{n 1} \\
0 & =Y_{22} \cdot U_{2}+I_{n 2} . \tag{2.43}
\end{align*}
$$

In Eq. (2.43) $U_{2}$ can be eliminated. This leads to

$$
\begin{equation*}
I_{1 k}=I_{n 1}-\frac{Y_{12}}{Y_{22}} \cdot I_{n 2} \tag{2.44}
\end{equation*}
$$

It can be assumed that $\left|I_{n 1}^{\prime}\right|^{2}$ is equal to $\left|I_{1 k}\right|^{2}$ :

$$
\begin{align*}
\left|I_{n 1}^{\prime}\right|^{2}= & 2 k T \cdot \operatorname{Re}\left\{Y_{i n}\right\}=2 k T \cdot \operatorname{Re}\left\{Y_{11}-\frac{Y_{12} \cdot Y_{21}}{Y_{22}}\right\} \\
= & \left|I_{1 k}\right|^{2}=2 k T \cdot \operatorname{Re}\left\{Y_{11}\right\}+\left|\frac{Y_{12}}{Y_{22}}\right|^{2} \cdot 2 k T \cdot \operatorname{Re}\left\{Y_{22}\right\} \\
& -I_{n 1}^{*} \cdot I_{n 2} \cdot \frac{Y_{12}}{Y_{22}}-I_{n 1} \cdot I_{n 2}^{*} \cdot \frac{Y_{12}^{*}}{Y_{22}^{*}} . \tag{2.45}
\end{align*}
$$

In Eq. (2.45) the term $2 k T \cdot \operatorname{Re}\left\{Y_{11}\right\}$ can be eliminated so that finally the following relationship results:

$$
\begin{align*}
& I_{n 1}^{*} \cdot I_{n 2} \cdot \frac{Y_{12}}{Y_{22}}+I_{n 1} \cdot I_{n 2}^{*} \cdot \frac{Y_{12}^{*}}{Y_{22}^{*}} \\
& =\left|\frac{Y_{12}}{Y_{22}}\right|^{2} \cdot 2 k T \cdot \operatorname{Re}\left\{Y_{22}\right\}+2 k T \cdot \operatorname{Re}\left\{\frac{Y_{12} \cdot Y_{21}}{Y_{22}}\right\} . \tag{2.46}
\end{align*}
$$

A very similar equation, however with exchanged indices 1 and 2 , can be derived, if the same calculation is performed for port 2 , that means that an open circuit is connected to port 1 . Both resulting equations are linear with respect to the parameters $I_{n 1}^{*} \cdot I_{n 2}$ and $I_{n 1} \cdot I_{n 2}^{*}$. After some manipulations the following equation for the term $I_{n 1}^{*} \cdot I_{n 2}$ results:

$$
\begin{equation*}
I_{n 1}^{*} \cdot I_{n 2}=W_{n 12}=k T \cdot\left(Y_{12}^{*}+Y_{21}\right) \tag{2.47}
\end{equation*}
$$

Similarly, the following relation is valid for a $N$-port considering the ports $i$ and $j$ :

$$
\begin{equation*}
I_{n i}^{*} \cdot I_{n j}=W_{n i j}=k T \cdot\left(Y_{i j}^{*}+Y_{j i}\right) \tag{2.48}
\end{equation*}
$$

These simple relations for the cross-spectrum of the noise current sources at the input and output of the circuit are valid for the case of thermally
noisy two-ports at a homogeneous temperature. It is valid for reciprocal passive circuits, that means $Y_{i j}=Y_{j i}$, as well as for non-reciprocal passive circuits. The relation (2.47) can be transformed into the other 35 description possibilities. If, on the other hand, the noise characteristics of a two-port or N-port are in accordance to Eqs. (2.40) and (2.47) or (2.48), respectively, then the device can be described by a homogeneous temperature. This often leads to a notably easy characterization of the noise behavior of a two-port. In Chapter 5 this property will be used for the calculation of the noise behavior of a frequency converter. A passive thermally noisy two-port at a homogeneous temperature is an example, where the calculation of the two-port equivalent noise sources including the correlation is possible.

## Problems

2.7 Derive the relation for the cross-spectrum as given by Eq. (2.47).
2.8 Describe a thermally noisy two-port at a homogeneous temperature $T$ by the noise current sources $I_{n 1}$ and $I_{n 2}$ at the input and output. The input is terminated by a thermally noisy complex admittance $Y_{1}$, which is also at the temperature $T$ and which is represented by the noise current source $I_{g}$. Derive a noise equivalent one-port circuit for the output port with the help of Eq. (2.40) and Eq. (2.47).


### 2.2.3 Noise description by waves

A matrix representation very common for high-frequency circuits, which is particularly suited to transmission line structures, is the scattering matrix. For this representation it is also possible to introduce noise equivalent sources. Apart from the noise waves $A_{1,2}$ propagating towards the two-port and the waves $B_{1,2}$ leaving the two-port, the noise equivalent waves $X_{1,2}$ are introduced for the description of the intrinsic noise of the two-port. The waves, illustrated in Fig. 2.16, are defined according to

$$
\begin{aligned}
& B_{1}=S_{11} \cdot A_{1}+S_{12} \cdot A_{2}+X_{1} \\
& B_{2}=S_{21} \cdot A_{1}+S_{22} \cdot A_{2}+X_{2}
\end{aligned}
$$

or in a matrix description

$$
\begin{equation*}
[B]=[S] \cdot[A]+[X] . \tag{2.49}
\end{equation*}
$$

$[S]$ denotes the scattering matrix of the two-port. A special symbol is not in common use for the noise equivalent waves $X_{1}, X_{2}$. In Fig. 2.16 oriented


Fig. 2.16 Representation of a noisy two-port with a scattering matrix and noise equivalent waves $X_{1}$ and $X_{2}$.
arrows are used instead. In this context, the squared magnitudes of the noise waves $A, B, X$ are supposed to have the dimension of a spectral noise power density, that means power per bandwidth.

The wave description can also be transformed into a representation with current or voltage sources. The following equations are used for this purpose:

$$
\begin{align*}
\frac{U_{1,2}}{\sqrt{Z_{0}}} & =A_{1,2}+B_{1,2}, \\
I_{1,2} \cdot \sqrt{Z_{0}} & =A_{1,2}-B_{1,2} . \tag{2.50}
\end{align*}
$$

The real-valued reference impedance is denoted by $Z_{0}$ and $U, I$ are the currents and voltages of the current-voltage-representation. Problem 2.9 will clarify this transformation.

## Problem

2.9 Transform the configuration in Fig. 2.12 with current sources into the representation with equivalent waves of Fig. 2.16.

### 2.2.4 Noise of circulator and isolators

An ideal circulator, for example a 3-port-circulator, is perfectly matched at all of its 3 ports and it transmits without any losses from port I to port II, from II to III and from III to I. The scattering matrix of an ideal 3-port circulator with the transfer phase $\varphi$ is thus given by

$$
[S]=\left[\begin{array}{ccc}
0 & 0 & e^{j \varphi}  \tag{2.51}\\
e^{j \varphi} & 0 & 0 \\
0 & e^{j \varphi} & 0
\end{array}\right]
$$

An ideal circulator is lossless and thus noiseless. Such an ideal circulator can be used advantageously for thought experiments. A real circulator using ferrites is generally not perfectly matched, it has finite transmission losses, and a finite isolation. But still a real circulator based on ferrites is passive and generates thermal noise only.

If one port of the circulator is terminated by the reference impedance $Z_{0}$, the circuit works as an isolator as depicted in Fig. 2.17.


Fig. 2.17 Isolator on the basis of a circulator with one port being terminated by a wave impedance $Z_{0}$.

The scattering matrix of the isolator can be written as follows, if $\varphi$ is assumed to be an arbitrary phase:

$$
[S]=\left[\begin{array}{cc}
0 & 0  \tag{2.52}\\
e^{j \varphi} & 0
\end{array}\right]
$$

In general, a real isolator based on ferrites has finite losses in a forward direction, but also a finite isolation in a backward direction. Under usual laboratory conditions, circulators as well as isolators will be at a homogeneous temperature.

It should be noted that isolators are usually not realized on the basis of circulators. Nevertheless, their noise behavior with respect to the ports can accurately be represented by a circulator with one port terminated by a wave impedance $Z_{0}$. This model will be used with advantage later.

### 2.2.5 Noise waves for thermally noisy two-ports at a homogeneous temperature

In the following the thermally noisy two-port is assumed to be at the homogeneous temperature $T$. It is the aim to derive a similar equation for the equivalent noise waves and scattering matrices as in Eq. (2.40) and (2.47) for the current sources. For this purpose, the two-port is terminated at its input and output with impedances $Z_{1}=Z_{2}=Z_{0}$, which also have the same temperature $T$ (Fig. 2.18).


Fig. 2.18 Two-port with scattering matrix $[S]$ at a homogeneous temperature $T$, which is terminated on both sides by the impedance $Z_{0}$.

Because of the thermodynamic equilibrium and because of the matched terminations at the input and output, i.e.

$$
\begin{equation*}
Z_{1}=Z_{2}=Z_{0} \tag{2.53}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left|A_{1}\right|^{2}=\left|B_{1}\right|^{2}=\left|A_{2}\right|^{2}=\left|B_{2}\right|^{2}=k T . \tag{2.54}
\end{equation*}
$$

The noise waves $A_{1}$ and $A_{2}$ originate from the terminating impedances $Z_{1}$ and $Z_{2}$. Therefore, they are uncorrelated, that is $A_{1}^{*} A_{2}=0$, and $A_{1}$ and $A_{2}$ are also uncorrelated with the equivalent noise waves $X_{1}$ and $X_{2}$ of the twoport, because they are generated in different parts of the circuit. Therefore, it is $A_{1,2}^{*} \cdot X_{1,2}=0$. Under these conditions the following relationship can be derived for a two-port of a homogeneous temperature:

$$
\begin{align*}
\left|B_{1}\right|^{2} & =B_{1} \cdot B_{1}^{*} \\
& =\left(S_{11} \cdot A_{1}+S_{12} \cdot A_{2}+X_{1}\right)\left(S_{11}^{*} \cdot A_{1}^{*}+S_{12}^{*} \cdot A_{2}^{*}+X_{1}^{*}\right) \\
& =\left|S_{11}\right|^{2} \cdot\left|A_{1}\right|^{2}+\left|S_{12}\right|^{2} \cdot\left|A_{2}\right|^{2}+\left|X_{1}\right|^{2} \tag{2.55}
\end{align*}
$$

From this and together with Eq. (2.54) it follows that

$$
\begin{align*}
& \left|X_{1}\right|^{2}=k T\left(1-\left|S_{11}\right|^{2}-\left|S_{12}\right|^{2}\right) \\
& \left|X_{2}\right|^{2}=k T\left(1-\left|S_{22}\right|^{2}-\left|S_{21}\right|^{2}\right) \tag{2.56}
\end{align*}
$$

The squared magnitudes of the equivalent noise waves $X_{1}$ and $X_{2}$ are thus determined. Finally, the cross-spectrum between $X_{1}$ and $X_{2}$ is needed, that is the term $X_{1}^{*} \cdot X_{2}$. For its calculation it is advantageous to choose a method which is very similar to the solution based on the admittance matrix. For example, in Fig. 2.18 the termination of port 2 with an open and short circuit can be considered and then $\left|B_{1}\right|^{2}$ can be calculated for both cases. Under the condition of the thermodynamic equilibrium and for the termination of port 1 with $Z_{0}$, the parameter $\left|B_{1}\right|^{2}$ must be equal for both of the cases, namely either open or short connected to port 2. It is, in fact, $\left|B_{1}\right|^{2}=k T$. This leads to a system of equations for $X_{1}^{*} \cdot X_{2}$ and $X_{1} \cdot X_{2}^{*}$. The details of the calculation are left to problem 2.10.

## Problem

2.10 Derive the cross-spectrum $X_{1}^{*} \cdot X_{2}$ in the representation with equivalent noise waves and the scattering matrix for a thermally noisy two-port at a homogeneous temperature. For this purpose, each port has to be terminated with an open or a short circuit.

In the following, a more illustrative and shorter way will be presented in order to calculate the cross spectrum $X_{1}^{*} \cdot X_{2}$. From Eq. (2.47) it can be concluded that the noise waves of an isolated two-port, that is a two-port with $Y_{12}=Y_{21}=0$, are also uncorrelated, as long as the noise is of thermal origin at a homogeneous temperature. As will be seen for some examples, this often is not a trivial assertion. Assuming that this two-port is not only isolated but also matched at both sides, then we have

$$
\begin{equation*}
B_{1}^{*} \cdot B_{2}=0 \tag{2.57}
\end{equation*}
$$

because of $B_{1} \sim I_{n 1}$ and $B_{2} \sim I_{n 2}$. According to Fig. 2.19 a two-port will be considered which is embedded between two ideal passive circulators. The


Fig. 2.19 Thermally noisy mismatched two-port with the scattering matrix $[S]$ and the temperature $T$, embedded between two ideal circulators.
circuit in Fig. 2.19 is assumed to be at a homogeneous temperature $T$. This assumption, in fact, applies to the whole circuit, that is the two-port and the terminations of the circulators. The circulators are assumed to be free of losses and they are thus noiseless. Eq. (2.57) can be applied to the circuit between port 1 and port 2 in Fig. 2.19, because the circuit between port 1 and 2 is isolated due to the ideal circulators and, furthermore, it is at a homogeneous temperature. As a consequence, Eqs. (2.49) and (2.57) yield

$$
\begin{aligned}
B_{1}^{*} \cdot B_{2} & =0 \\
& =\left(S_{11}^{*} \cdot A_{1}^{*}+S_{12}^{*} \cdot A_{2}^{*}+X_{1}^{*}\right)\left(S_{21} \cdot A_{1}+S_{22} \cdot A_{2}+X_{2}\right)
\end{aligned}
$$

and hence

$$
\begin{equation*}
X_{1}^{*} \cdot X_{2}=-\left(S_{11}^{*} \cdot S_{21}+S_{12}^{*} \cdot S_{22}\right) \cdot k T \tag{2.58}
\end{equation*}
$$

The reasoning which led to Eq. (2.58) can directly be extended to a N-port. Therefore, the following relation for the cross-spectrum at the ports $i, j$ is obtained:

$$
\begin{equation*}
X_{i}^{*} \cdot X_{j}=k T\left([1]-\left[S^{*}\right][S]^{T}\right)_{i, j} \tag{2.59}
\end{equation*}
$$

Here, the unity matrix is denoted by [1] and $[S]^{T}$ is the transpose of the scattering matrix of the N -port. In Eq. (2.59) the element $i, j$ of the matrix in the brackets is chosen. For $i=j$, Eq. (2.59) is identical to the already known result of Eq. (2.56).

The correlation of the equivalent noise waves $X_{1}^{*} \cdot X_{2}$ becomes zero according to Eq. (2.58), if the ports of the two-port are isolated. This result could have been anticipated, because it was already implied as a precondition. However, an interesting new result arises, i.e. the correlation also disappears for the case that both ports are matched, that is for $S_{11}=S_{22}=0$. As will be seen later, this characteristic of matched, passive two-ports at a homogeneous temperature is of great interest for noise measurement techniques and hence is often utilized.


Fig. $2.20 \pi$-attenuator with concentrated resistors.

An example of such two-ports are attenuators, which are matched at both sides and which possess a homogeneous temperature distribution under laboratory conditions. It is not relevant, how the attenuators work in detail. The correlation of a $\pi$-attenuator with lumped resistors, as shown in Fig. 2.20, will be calculated explicitly in problem 2.11. As expected, the correlation becomes zero for a homogeneous temperature.

## Problem

2.11 Calculate explicitly the cross-spectrum $X_{1}^{*} X_{2}$ of a matched $\pi$-attenuator as shown in Fig. 2.20. All three resistors are assumed to have the same temperature.

It might be astonishing that the correlation of the equivalent noise waves disappears, although the noise of the resistors $R_{1}$ or $R_{2}$, respectively, is transmitted to port 1 as well as to port 2 .

A further example, which seems to contradict the theory, is shown in Fig. 2.21. The signal divider with $\lambda / 4$-lines is terminated at port 1 by a matched impedance. Also for this configuration, one might assume at first


Fig. 2.21 Signal divider with $\lambda / 4$-lines and a $R=2 Z_{0}$ resistor for isolation.
glance that there must be a correlation of the noise signals at port 2 and port 3 due to the common noise source at port 1. In fact, port 2 and port 3 are not coupled and they are matched at the center frequency and, therefore, the noise equivalent waves of port 2 and 3 are not correlated. This can also be proven by a direct calculation, as shown in problem 2.12.

Problem
2.12 Show for the signal divider of Fig. 2.21 that the cross-spectrum $X_{3}^{*} \cdot X_{2}$ is equal to zero, if the resistor $R$ is at the same temperature $T_{0}$ as the input resistor $Z_{0}$ at port 1.

As a further example, two antennas are considered, the radiation patterns of which are directed in such a way that the antennas receive thermal noise from the same area of an absorber (Fig. 2.22). The noise waves which the antennas receive from the absorber are uncorrelated, if the absorber is at a homogeneous temperature and if the antennas and the absorber, respectively, are well matched. Furthermore, the antennas will be well isolated, if the side lobe attenuation is high enough. In the relation for the cross-spectrum in Eq. (2.58) the reflections and the isolation enter multiplicatively, so that the correlation will be especially low. Another possible explanation is the


Fig. 2.22 Two antennas receive noise from the same area of an absorber.
following: the absorber radiates into different directions in space, whereby the correlation is destroyed. Both antennas must be placed at different positions for geometrical reasons.

### 2.2.6 Equivalent noise waves for linear amplifiers

An amplifier is not a passive two-port at a homogeneous temperature. Therefore, in general linear amplifiers of arbitrary design show a correlation between the input and output noise waves. For example, preamplifiers with low-noise bipolar transistors have a typical magnitude of the normalized cross spectrum of about 0.5 .


Fig. 2.23 Uncorrelated amplifier, based on a pair of amplifiers and two $90^{\circ}-3 \mathrm{~dB}$ couplers (balanced amplifier).

In a variety of noise measurement problems it is desirable to use amplifiers with uncorrelated input and output noise waves, because the measurements often are simplified in this way. A possible realization of an amplifier with uncorrelated input and output noise waves is shown in Fig. 2.23. This setup consists of two matched amplifiers of the same kind, connected in parallel with the help of two $90^{\circ}-3 \mathrm{~dB}$ couplers.

For the following consideration the couplers are assumed to be perfectly matched and lossless. The cross-spectrum $X_{i n}^{*} X_{\text {out }}$ will be calculated and it will be shown that the cross-spectrum becomes zero for identical amplifiers and perfect couplers. Because of the $90^{\circ}$-couplers, which show a phase shift of $+90^{\circ} \hat{=} j$, the following relationships hold, where $X_{i n 1,2}$ and $X_{\text {out } 1,2}$ denote the input and output equivalent noise waves of the amplifiers:

$$
\begin{align*}
X_{\text {in }} & =\frac{1}{\sqrt{2}}\left(j X_{i n 1}+X_{i n 2}\right) \\
X_{o u t} & =\frac{1}{\sqrt{2}}\left(X_{o u t 1}+j X_{o u t 2}\right) \tag{2.60}
\end{align*}
$$

Hence, the cross-spectrum is given by:

$$
\begin{equation*}
X_{i n}^{*} X_{o u t}=\frac{1}{2}\left(-j X_{\text {in } 1}^{*} X_{o u t 1}+j X_{i n 2}^{*} X_{o u t 2}-j X_{\text {in } 1}^{*} j X_{o u t 2}+X_{i n 2}^{*} X_{o u t 1}\right) \tag{2.61}
\end{equation*}
$$

$X_{\text {in } 1}$ is uncorrelated with $X_{\text {out } 2}$, and $X_{\text {in } 2}$ is uncorrelated with $X_{\text {out } 1}$, which means $X_{\text {in } 1}^{*} X_{\text {out } 2}=0$ and $X_{\text {in2 }}^{*} X_{\text {out } 1}=0$, because the noise waves originate from two separate amplifiers. If, furthermore, the amplifiers have equal properties, then

$$
\begin{equation*}
X_{i n 1}^{*} X_{o u t 1}=X_{i n 2}^{*} X_{o u t 2} \tag{2.62}
\end{equation*}
$$

With these assumptions, Eq. (2.61) yields

$$
\begin{equation*}
X_{i n}^{*} X_{o u t}=0 \tag{2.63}
\end{equation*}
$$

The noise from the termination I in Fig. 2.23 is not transferred to the output. Hence, the overall noise figure of the uncorrelated amplifier is not changed as long as the couplers are lossless.

### 2.3 NOISE FIGURE OF LINEAR TWO-PORTS

The noise factor or noise figure $F$ of a two-port is a measure for the additional noise that results if a signal, which can also be a noise signal, passes through a two-port. Some examples of such two-ports are amplifiers, attenuators, transmission lines or filters. If the two-port is loss-free, then the noise figure is $F=1$ or 0 dB . There are several equivalent definitions for the noise figure. Two of them will be explained in the following in more detail.

### 2.3.1 Definition of the noise figure

The one-sided power spectrum at the output or load impedance $Z_{l}$ of the two-port is denoted by $W_{2}$. The output impedance $Z_{l}$ is assumed to be noiseless in this definition. Moreover, it will be shown that the impedance value of $Z_{l}$ does not influence the noise figure. This is not necessarily true for a practical circuit, where the output impedance will be noisy in general. For the measurement of the noise figure, it will be necessary to guarantee a negligible influence of the output resistance in order to be consistent with the definition of the noise figure.

As already stated, $W_{2}$ denotes the power spectrum at the output resistor $Z_{l}$ of the two-port at the frequency $f_{0}$ (Fig. 2.24). $\mathrm{W}_{20}$ represents the power spectrum, if the considered two-port is assumed to be noiseless.


Fig. 2.24 Basic setup for the definition of the noise figure.

The noise figure is defined as the ratio of the power spectra at the output resistor for a noisy two-port, $W_{2}$, and for a noiseless two-port, $W_{20}$,

$$
\begin{equation*}
F=\frac{W_{2}}{W_{20}} \tag{2.64}
\end{equation*}
$$

For the definition of the noise figure the source resistor $Z_{g}$ is assumed to generate thermal noise at the ambient temperature $T_{g}=T_{0}$. Hence, it generates the spectrum $W_{20}$ which contributes to the spectrum $W_{2}$. In general, it is assumed that $T_{g}$ is at room temperature and $T_{0}$ is 290 K . Describing by $\Delta \mathrm{W}_{2}$ that part of the power spectrum at the output resistor which is solely caused by the noisy two-port, then

$$
\begin{equation*}
W_{2}=W_{20}+\Delta W_{2} \tag{2.65}
\end{equation*}
$$

because both parts of the spectrum originate from different regions and are thus uncorrelated. With Eq. (2.65) the relation for the noise figure can also be written in the form

$$
\begin{equation*}
F=1+\frac{\Delta W_{2}}{W_{20}} \tag{2.66}
\end{equation*}
$$

As the noise figure can be described by the ratio of spectra, the representation on the basis of one-sided spectra can just as well be replaced by two-sided spectra. With the same meaning of the indices, the noise figure is also given by

$$
\begin{equation*}
F=\frac{W_{2}}{W_{20}}=1+\frac{\Delta W_{2}}{W_{20}} \tag{2.67}
\end{equation*}
$$

Instead of a description by spectra, the noise figure can as well be defined by means of the associated noise powers P in the frequency band $\Delta f$. If the spectrum $W$ is constant within the bandwidth $\Delta f$, then

$$
\begin{equation*}
P=W \cdot \Delta f, \tag{2.68}
\end{equation*}
$$

otherwise

$$
\begin{equation*}
P=\int_{f_{1}}^{f_{2}} W(f) d f \tag{2.69}
\end{equation*}
$$

Hence, if the indices are again the same as for the spectra, the noise figure may be defined by

$$
\begin{equation*}
F=\frac{P_{2}}{P_{20}}=1+\frac{\Delta P_{2}}{P_{20}} . \tag{2.70}
\end{equation*}
$$

For a further discussion of the noise figure, some definitions regarding the amplification of a linear two-port have to be introduced.

The power gain $G$ of a two-port represents the ratio of the power $P_{2}$ delivered to the load resistance and the power $P_{1}$ delivered to the two-port at its input.

$$
\begin{equation*}
\text { power gain: } \quad G=\frac{P_{2}}{P_{1}} \tag{2.71}
\end{equation*}
$$

The gain $G_{p}$ denotes the ratio of the power $P_{2}$ delivered to the load resistance to the available generator power $P_{g}$ of the signal source:

$$
\begin{equation*}
\text { transducer power gain: } \quad G_{p}=\frac{P_{2}}{P_{g}} \tag{2.72}
\end{equation*}
$$

The available gain describes the ratio of the available output power $P_{2 a v}$ at the two-port's output to the available generator power. The available output power $P_{2 a v}$ results from choosing $Z_{l}$ such that a complex conjugate match is achieved at the output, i.e. a power match.

$$
\begin{equation*}
\text { available power gain: } \quad G_{a v}=\frac{P_{2 a v}}{P_{g}} \tag{2.73}
\end{equation*}
$$

As can be seen, these definitions of the power gain are not pure two-port quantities. They also depend on the circuitry around the two-port.

In contrast, the maximum available power gain $G_{m}$ is a pure two-port quantity. It can be achieved, if a power match is provided at the input as well as at the output of the two-port.

With the definition of the gain $G_{p}$ according to Eq. (2.72), the spectrum $W_{20}$ or the power $P_{20}$ for a noiseless two-port can also be written as follows:

$$
\begin{equation*}
W_{20}=G_{p} \cdot W_{g}=G_{p} \cdot k T_{0} \tag{2.74}
\end{equation*}
$$

or

$$
\begin{equation*}
P_{20}=G_{p} \cdot P_{g}=G_{p} \cdot k T_{0} \cdot \Delta f \tag{2.75}
\end{equation*}
$$

Here, $\mathrm{W}_{g}=k T_{0}$ is the available spectral power density of the generator. For the noise figure $F$, another notation can thus be derived

$$
\begin{align*}
F & =\frac{W_{2}}{G_{p} k T_{0}}=1+\frac{\Delta W_{2}}{G_{p} k T_{0}} \\
& =\frac{P_{2}}{G_{p} k T_{0} \Delta f}=1+\frac{\Delta P_{2}}{G_{p} k T_{0} \Delta f} \tag{2.76}
\end{align*}
$$

A further definition of the noise figure results, if the numerator and the denominator in Eq. (2.70) are multiplied by $S_{g} . S_{g}$ denotes a signal power being available at the input and $S_{2}$ denotes the associated signal power at the output or at the load resistance $Z_{l}$, respectively. Using the following relation of the signal power and the gain,

$$
\begin{equation*}
S_{2}=G_{p} \cdot S_{g}, \tag{2.77}
\end{equation*}
$$

the noise figure can be written as

$$
\begin{equation*}
F=\frac{P_{2}}{P_{20}}=\frac{S_{g}}{S_{g}} \cdot \frac{P_{2}}{G_{p} \cdot P_{g}}=\frac{S_{g} / P_{g}}{S_{2} / P_{2}} \tag{2.78}
\end{equation*}
$$

From Eq. (2.78) it follows that the noise figure is equal to the quotient of the signal-to-noise ratio at the input to the signal-to-noise ratio at the output. The noise figure can thus be interpreted as a quantity which describes the deterioration of the signal-to-noise ratio when a signal passes through a twoport.

### 2.3.2 Calculation of the noise figure based on equivalent circuits

The calculation of the noise figure of a linear two-port, represented by an equivalent circuit, can be performed on the basis of the symbolic notation. For this purpose, the correlation between the individual equivalent noise sources has to be known.

For a general discussion, the equivalent circuit with a current and voltage source at the input (Fig. 2.25) is quite convenient. As the two-port itself is assumed to be noise-free, the noise figure can be determined at the plane $a-a^{\prime}$ in front of the two-port, because a noiseless two-port connected in cascade does not change the noise figure of the whole setup. The calculation of the noise figure $F$ of this circuit will be presented in the following. First, the


Fig. 2.25 Equivalent circuit of a linear two-port for the calculation of the noise figure.


Fig. 2.26 Equivalent circuit of Fig. 2.25 with a voltage source instead of the current source.
current source $I_{n}$ will be converted into an equivalent voltage source according to the basic rules for electrical networks (Fig. 2.26). The oriented arrows of the current and voltage sources can be chosen arbitrarily at first. However, for the subsequent transformations and calculations, the rules concerning the orientation of the arrows have strictly to be obeyed, otherwise, the resulting sign of the cross spectra may be wrong. From Fig. 2.26 the voltages $U_{1}$ or $U_{10}$ for the noiseless case are obtained as

$$
\begin{align*}
U_{1} & =\left(U_{g}+U_{n}+Z_{g} \cdot I_{n}\right) \cdot \frac{Z_{i n}}{Z_{i n}+Z_{g}}  \tag{2.79}\\
U_{10} & =U_{g} \cdot \frac{Z_{i n}}{Z_{i n}+Z_{g}} \tag{2.80}
\end{align*}
$$

and thus the noise figure $F$ is

$$
F=\frac{\left|U_{1}\right|^{2}}{\left|U_{10}\right|^{2}}=\frac{\left|U_{g}+U_{n}+Z_{g} \cdot I_{n}\right|^{2}}{\left|U_{g}\right|^{2}}
$$

$$
\begin{equation*}
=\frac{\left|U_{g}\right|^{2}+\left|U_{n}\right|^{2}+\left|Z_{g}\right|^{2} \cdot\left|I_{n}\right|^{2}+2 \cdot \operatorname{Re}\left\{Z_{g} \cdot U_{n}^{*} \cdot I_{n}\right\}}{\left|U_{g}\right|^{2}} \tag{2.81}
\end{equation*}
$$

By introducing spectra instead of current and voltage phasors according to

$$
\begin{align*}
& W_{g}=\left|U_{g}\right|^{2}=2 k T_{0} \cdot \operatorname{Re}\left\{Z_{g}\right\}  \tag{2.82}\\
& W_{u}=\left|U_{n}\right|^{2}, \quad W_{i}=\left|I_{n}\right|^{2}, \quad W_{u i}=U_{n}^{*} \cdot I_{n} \tag{2.83}
\end{align*}
$$

the final result for the noise figure is

$$
\begin{equation*}
F=1+\frac{W_{u}+\left|Z_{g}\right|^{2} \cdot W_{i}+2 \operatorname{Re}\left\{Z_{g} \cdot W_{u i}\right\}}{2 \cdot k T_{0} \cdot \operatorname{Re}\left\{Z_{g}\right\}} \tag{2.84}
\end{equation*}
$$

It can be seen that the noise figure is independent of the load resistance $Z_{l}$ or the input impedance $Z_{i n}$, while, on the other hand, it strongly depends on the source impedance $Z_{g}$. Consequently, the noise figure is not a pure two-port quantity. It is, however, independent of the load resistance.

As a further example, the noise figure of the circuit in Fig. 2.27 with current sources at both the input and the output will be calculated.


Fig. 2.27 Calculation of the noise figure for an equivalent circuit with two current sources.

According to problem 2.13, the following relationship can be derived for the noise figure of the circuit in Fig. 2.27 with $W_{n 1}=\left|I_{n 1}\right|^{2}, W_{n 2}=\left|I_{n 2}\right|^{2}$ and $W_{n 12}=I_{n 1}^{*} \cdot I_{n 2}$ :

$$
\begin{equation*}
F=1+\frac{\left|Y_{21}\right|^{2} W_{n 1}+\left|Y_{11}+Y_{g}\right|^{2} W_{n 2}-2 \cdot \operatorname{Re}\left\{Y_{21}^{*} \cdot\left(Y_{11}+Y_{g}\right) W_{n 12}\right\}}{\left|Y_{21}\right|^{2} \cdot 2 k T_{0} \cdot \operatorname{Re}\left\{Y_{g}\right\}} \tag{2.85}
\end{equation*}
$$

## Problem

### 2.13 Derive equation (2.85).

### 2.3.3 Noise figure of two-ports with thermal noise

Very simple relations result for thermally noisy passive two-ports at a homogeneous temperature. As an example, a matched attenuator with a homogeneous temperature $T_{1}$ and the power attenuation $\kappa_{1}=\left|S_{21}\right|^{2}$ shall be considered. The source resistance $Z_{g}$ is assumed to be matched to the real reference impedance $Z_{0}$, i.e. $Z_{g}=Z_{0}$. Since the noise figure does not depend on the load resistance $Z_{l}$, the output load is also chosen to be matched with $Z_{l}=Z_{0}$ for simplicity (Fig. 2.28).


Fig. 2.28 For the calculation of the noise figure of a passive two-port at a homogeneous temperature $T_{1}$ being matched at both sides.

If, for the moment, the temperature of the two-port is assumed to be $T_{0}$, then the noise power $P_{2}$ at the load resistance $Z_{l}$ is the available noise power for $T_{0}$ with $P_{2}=k T_{0} \Delta f$. Here, a part $P_{20}=\kappa_{1} k T_{0} \Delta f$ originates from the generator and a second part $\Delta P_{2}=\left(1-\kappa_{1}\right) k T_{0} \Delta f$ stems from the two-port. This latter part changes to $\Delta P_{2}=\left(1-\kappa_{1}\right) k T_{1} \Delta f$, if the temperature of the two-port is assumed to be at $T_{1}$. Thus, the following relationship results for the noise figure:

$$
\begin{align*}
F & =\frac{P_{2}}{P_{20}}=1+\frac{\Delta P_{2}}{P_{20}} \\
& =1+\frac{\left(1-\kappa_{1}\right) k T_{1} \Delta f}{\kappa_{1} k T_{0} \Delta f}=1+\frac{1-\kappa_{1}}{\kappa_{1}} \cdot \frac{T_{1}}{T_{0}} \tag{2.86}
\end{align*}
$$

If the temperature of the matched two-port is equal to the reference temperature $T_{0}$, then Eq. (2.86) yields

$$
\begin{equation*}
F=\frac{1}{\kappa_{1}} \quad \text { for } \quad T_{1}=T_{0} \tag{2.87}
\end{equation*}
$$

This means that an attenuator at ambient temperature $T_{0}$ with an attenuation of, for example 6 dB , has a noise figure of 6 dB . The relationships (2.86) and (2.87) are also valid for a matched non-reciprocal passive two-port, as for example an isolator or a circulator with a matched termination.

The noise figure of a passive and reciprocal two-port can also be determined by means of the dissipation theorem. This is a particularly useful approach if
the two-port consists of more than one temperature region. The part $\Delta P_{2}$ of the two-port at the load impedance is equal to

$$
\begin{equation*}
\Delta P_{2}=k T_{1} \beta_{1} \Delta f \tag{2.88}
\end{equation*}
$$

Here, the coefficient $\beta_{1}$ represents the fraction of the power absorbed in the two-port if a signal is fed in from the load side. Obviously, due to the assumptions of reciprocity and output match, we have

$$
\begin{equation*}
\beta_{1}+\kappa_{1}=1 \tag{2.89}
\end{equation*}
$$

which for the noise figure immediately leads to the result of Eq. (2.86).
In a similar way, the calculation of the noise figure of a passive two-port at the homogeneous temperature $T_{1}$ can be performed if the two-port is not matched at both ports and if, additionally, the generator and load resistances are not equal to the real reference impedance $Z_{0}$. As the noise figure still does not depend on the load impedance $Z_{l}$, again for simplicity a complex conjugate match or a power match, respectively, can be assumed for the load impedance at the output.

If the temperature of the two-port is equal to $T_{0}$ for the time being, then the noise power $P_{2}$ at the load impedance $Z_{l}$ is equal to $P_{2}=k T_{0} \Delta f$. Let the available power gain be denoted by $G_{a v}$, then the part $P_{20}=G_{a v} k T_{0} \Delta f$ originates from the generator and the part $\Delta P_{2}=P_{2}-P_{20}=\left(1-G_{a v}\right) k T_{0} \Delta f$ stems from the two-port. The latter part becomes $\Delta P_{2}=\left(1-G_{a v}\right) k T_{1} \Delta f$, if the temperature of the two-port is $T_{1}$. Thus, the noise figure is given by

$$
\begin{equation*}
F=\frac{P_{2}}{P_{20}}=1+\frac{\Delta P_{2}}{P_{20}}=1+\frac{\left(1-G_{a v}\right)}{G_{a v}} \cdot \frac{T_{1}}{T_{0}} \tag{2.90}
\end{equation*}
$$

Apparently, $G_{a v}$ replaces the term $\kappa_{1}$ in Eq. (2.86). For a match on all sides and thus $\kappa_{1}=G_{a v}$, the equations (2.86) and (2.90) are equal. Eq. (2.90) is also valid for a non-reciprocal passive two-port.

Also for the mismatched case, it is instructive to determine the noise figure of a passive but reciprocal two-port with the help of the dissipation theorem. Equation (2.88) is again valid, and because of the reciprocity and the power match at the output, the absorption coefficient $\beta_{1}$ is apparently related to the available gain $G_{a v}$ by

$$
\begin{equation*}
G_{a v}=1-\beta_{1} . \tag{2.91}
\end{equation*}
$$

Here, use was made of the fact that for a reciprocal two-port the gain from port 1 to port 2 is equal to the gain from port 2 to port 1, i.e. $G_{p 12}=G_{p 21}$, as will be shown in problem 2.14.

The calculation of the noise figure of a passive and reciprocal two-port with the help of the dissipation theorem is advantageous if the two-port consists of more than one temperature region. This will be demonstrated in problem 2.15 .

If the temperature of a passive two-port, reciprocal or not, is equal to the reference temperature $T_{1}=T_{0}$, then the noise figure according to Eq. (2.90) is

$$
\begin{equation*}
F=\frac{1}{G_{a v}} \tag{2.92}
\end{equation*}
$$

In problem 2.16, Eq. (2.92) will be verified for an example by direct calculation.

## Problems

2.14 Prove that the gain of a reciprocal network does not depend on the direction.
2.15 Two attenuators, being matched on both sides, with an insertion loss of 3 dB and 6 dB , respectively, are cascaded. The temperatures are $T_{1}$ and $T_{2}$. What is the noise figure of the combination?
2.16 Calculate the noise figure for the following equivalent circuit. Prove that the noise figure does not depend on the load impedance and that Eq. (2.92) is valid. $R_{1}, R_{2}, Z_{g}$ are assumed to be real.


### 2.3.4 Noise figure of cascaded two-ports

For several two-ports in cascade connection with individual power gains or attenuations $\kappa_{1}, \kappa_{2}, \kappa_{3}, \ldots$ and noise figures $F_{1}, F_{2}, F_{3}, \ldots$ the noise figure of the entire network can be calculated (Fig. 2.29). At first, it will be assumed


Fig. 2.29 The noise figure of two-ports in cascade connection.
that each two-port is terminated on both sides by the reference impedance $Z_{0}$, thus no reflections occur. The source and the load impedances are also
assumed to be equal to $Z_{0}$. This is a common design goal for high-frequency circuits since it usually results in a smooth frequency response of the gain. For two-ports, matched at both sides and connected to matched terminations, the following relation for the output noise contribution of the two-port can be derived from Eq. (2.76) and $G_{p}=\kappa$ :

$$
\begin{equation*}
\Delta \mathrm{W}=(F-1) \cdot \kappa \cdot k T_{0} \tag{2.93}
\end{equation*}
$$

Thus the total or overall noise figure is given by

$$
\begin{align*}
F_{t}= & 1+\frac{\left(F_{1}-1\right) \kappa_{1} \kappa_{2} \kappa_{3} k T_{0}}{\kappa_{1} \kappa_{2} \kappa_{3} k T_{0}} \\
& +\frac{\left(F_{2}-1\right) \kappa_{2} \kappa_{3} k T_{0}}{\kappa_{1} \kappa_{2} \kappa_{3} k T_{0}}+\frac{\left(F_{3}-1\right) \kappa_{3} k T_{0}}{\kappa_{1} \kappa_{2} \kappa_{3} k T_{0}} \\
= & F_{1}+\frac{F_{2}-1}{\kappa_{1}}+\frac{F_{3}-1}{\kappa_{1} \kappa_{2}} . \tag{2.94}
\end{align*}
$$

This form of the so-called cascade formula is valid only, if the same impedance conditions hold for the measurement or calculation of the individual noise figures and for the cascade connection, i.e. the match on both sides.

The determination of the noise figure $F_{t}$ for the whole circuit is more difficult if arbitrarily mismatched two-ports are connected in cascade and if, additionally, the source and load impedances can also be chosen arbitrarily. Most of the difficulties are caused by the fact that, in general, the overall gain is not equal to the product of the individual gains.

The following consideration will be restricted to the cascade connection of only two two-ports. However, the extension to more than two stages will be obvious. Let the noise powers at the output of the single stages, generated by their internal sources, be denoted by $\Delta P_{n 1}$ and $\Delta P_{n 2}$ and let $P_{g}$ be the available source power (Fig. 2.30).


Fig. 2.30 Derivation of the cascade formula for mismatched two-ports.

Note that for the measurement or the definition of the noise figure, the load conditions for the single stages must be the same as for the cascade connection. If $G_{1}$ and $G_{2}$ denote the gain of the first and second stage, respectively, (Fig. 2.30), the following equations hold for the individual noise
figures $F_{1}$ and $F_{2}$ of the first and second stage

$$
\begin{equation*}
F_{1}=1+\frac{\Delta P_{n 1}}{G_{1} \cdot P_{g}}, \quad F_{2}=1+\frac{\Delta P_{n 2}}{G_{2} \cdot P_{g}} \tag{2.95}
\end{equation*}
$$

provided that $G_{2}$ and $F_{2}$ are determined for the same source impedance which applies to the cascade connection.

In the following, a relation between the noise figure of the whole circuit and the noise figure of the individual stages will be derived. For the overall noise figure $F_{t}$ the following equation is obtained where index $a v$ denotes the available power:

$$
\begin{align*}
F_{t} & =\frac{G_{2} \cdot\left(G_{1} \cdot P_{g}\right)_{a v}+G_{2} \cdot\left(\Delta P_{n 1}\right)_{a v}+\Delta P_{n 2}}{G_{2} \cdot\left(G_{1} \cdot P_{g}\right)_{a v}} \\
& =\underbrace{1+\frac{\left(\Delta P_{n 1}\right)_{a v}}{\left(G_{1} \cdot P_{g}\right)_{a v}}}_{F_{1}}+\frac{\Delta P_{n 2}}{G_{2} \cdot\left(G_{1} \cdot P_{g}\right)_{a v}} . \tag{2.96}
\end{align*}
$$

Note that the first part of Eq. (2.96) is equal to the noise figure $F_{1}$. Since the noise figure does not depend on the load impedance, the load can be chosen arbitrarily. For simplicity, a power match is assumed at the output. As a consequence, $F_{1}$ of Eq. (2.95) can be written as:

$$
\begin{equation*}
F_{1}=1+\frac{\Delta P_{n 1}}{G_{1} \cdot P_{g}}=1+\frac{\left(\Delta P_{n 1}\right)_{a v}}{\left(G_{1} \cdot P_{g}\right)_{a v}} . \tag{2.97}
\end{equation*}
$$

The second term of Eq. (2.96) can be related to the available gain. According to the definition of the available gain we have:

$$
\begin{equation*}
\left(G_{1} \cdot P_{g}\right)_{a v}=G_{1 a v} \cdot P_{g} \tag{2.98}
\end{equation*}
$$

Thus Eq. (2.96) yields:

$$
\begin{equation*}
F_{t}=F_{1}+\frac{\Delta P_{n 2}}{G_{1 a v} \cdot G_{2} \cdot P_{g}}=F_{1}+\frac{F_{2}-1}{G_{1 a v}} . \tag{2.99}
\end{equation*}
$$

This is the general relation between the overall noise figure $F_{t}$ and the single noise figures $F_{1}$ and $F_{2}$. The influence of the noise figure of the second stage is reduced by the available gain of the first stage. However, if the first stage causes an attenuation, then $G_{1 a v}$ is smaller than one and the influence of the noise of the second stage will be large.

The overall noise figure $F_{t 3}$ of a three-stage setup can be found by considering $F_{t}$ of Eq. (2.99) as the first stage. The influence of $F_{3}$ can be taken into account by applying Eq. (2.99) once again. If the gain of the first two stages is denoted by $G_{12 a v}$, we get

$$
\begin{equation*}
F_{t 3}=F_{1}+\frac{F_{2}-1}{G_{1 a v}}+\frac{F_{3}-1}{G_{12 a v}} . \tag{2.100}
\end{equation*}
$$

The available gain of two stages connected in cascade is equal to the product of the single available gains:

$$
\begin{equation*}
G_{12 a v}=G_{1 a v} \cdot G_{2 a v} \tag{2.101}
\end{equation*}
$$

This is comprehensible, if the available power $P_{2 a v}$ at the output of the second stage is considered. For $P_{2 a v}$ it is by definition

$$
\begin{equation*}
P_{2 a v}=G_{2 a v}\left(G_{1} \cdot P_{g}\right)_{a v}=G_{1 a v} \cdot G_{2 a v} \cdot P_{g}=G_{12 a v} \cdot P_{g} \tag{2.102}
\end{equation*}
$$

which leads to Eq. (2.101). The cascade formula of the noise figure is thus given by:

$$
\begin{equation*}
F_{t}=F_{1}+\frac{F_{2}-1}{G_{1 a v}}+\frac{F_{3}-1}{G_{1 a v} \cdot G_{2 a v}}+\frac{F_{4}-1}{G_{1 a v} \cdot G_{2 a v} \cdot G_{3 a v}}+\ldots \tag{2.103}
\end{equation*}
$$

For matched two-ports the relation (2.103) is equal to Eq. (2.94) due to $\kappa=$ $G_{a v}$.

## Problem

2.17 Two amplifiers or, more general, linear two-ports have noise figures $F_{1}$ and $F_{2}$ and available gains $G_{1 a v}$ and $G_{2 a v}$. In which order should the amplifiers be cascaded in order to achieve the lowest overall noise figure?

A passive network at the homogeneous temperature $T_{0}$ with the available gain $G_{a v}$ is connected to the input of an amplifier with noise figure $F_{2}$. According to the cascade formula, the following overall noise figure $F_{t}$ results for this configuration:

$$
\begin{equation*}
F_{t}=\frac{1}{G_{a v}}+\frac{F_{2}-1}{G_{a v}}=\frac{F_{2}}{G_{a v}} . \tag{2.104}
\end{equation*}
$$

Expressing the noise figure in dB , then a lossy passive two-port, connected in front of a circuit, increases the noise figure by the dB -value of the available gain of the two-port. If the two-port represents a matched attenuator, then the noise figure in $d B$ increases by the $d B$-value of the attenuation. In case of an unsymmetrical passive two-port, the available gain generally depends on the orientation of the device. The overall noise figure according to Eq. (2.104) may change, if the two-port is turned around. In addition, the noise figure $F_{2}$ of the amplifier generally depends on the output impedance of the two-port connected to its input.

### 2.3.5 Noise matching

For a given noisy two-port, the noise figure only depends on the source impedance $Z_{g}$. Setting the generator impedance $Z_{g}$ to the value which minimizes
the noise figure is called noise matching. If the source impedance cannot be changed directly, then an appropriate transformation circuit can be introduced between the generator and the device under test, which converts $Z_{g}$ to its optimum value. The transformation can be performed with the help of transformers, reactances or transmission line elements. However, the loss of the transformation network should be as low as possible. In general, noise matching is not identical to power matching. For high frequencies and broadband amplifiers, systems are often designed for power matching. In the following, the noise matching will be discussed for an equivalent circuit with current and voltage sources at the input of the device under investigation, as shown in Fig. 2.31.


Fig. 2.31 For the discussion of noise matching.

Based on the discussion of section 2.3.2 and using the definitions

$$
\begin{equation*}
Z=Z_{g}=|Z| e^{j \varphi}, \quad W_{u i}=\left|W_{u i}\right| e^{j \vartheta} \tag{2.105}
\end{equation*}
$$

according to Eq. (2.84) the noise figure $F$ is given by

$$
\begin{equation*}
F=1+\frac{W_{u}+|Z|^{2} \cdot W_{i}+2 \cdot|Z| \cdot\left|W_{u i}\right| \cdot \cos (\varphi+\vartheta)}{2 k T_{0} \cdot|Z| \cos \varphi} \tag{2.106}
\end{equation*}
$$

We are looking for the minimum noise figure as a function of $Z_{g} \equiv Z$. For this purpose, the partial derivatives with respect to $|Z|$ and $\varphi$ are calculated. One condition for noise matching is

$$
\begin{equation*}
\frac{\partial F(Z \mid, \varphi)}{\partial|Z|}=0 \tag{2.107}
\end{equation*}
$$

From this the magnitude of the optimum source impedance $Z_{o p t}$ is obtained:

$$
\begin{equation*}
\left|Z_{o p t}\right|^{2} \cdot W_{i}=W_{u} \tag{2.108}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|Z_{o p t}\right|=\sqrt{\frac{W_{u}}{W_{i}}} \tag{2.109}
\end{equation*}
$$

Thus the magnitude $\left|Z_{o p t}\right|$ does not depend on the correlation or the crossspectrum $W_{u i}$. From the second condition

$$
\begin{equation*}
\frac{\partial F(|Z|, \varphi)}{\partial \varphi}=0 \tag{2.110}
\end{equation*}
$$

and with $|Z|=\left|Z_{\text {opt }}\right|$ according to Eq. (2.109) we get

$$
\begin{equation*}
\sin \varphi_{o p t}=\frac{\left|W_{u i}\right|}{\sqrt{W_{u} \cdot W_{i}}} \sin \vartheta=\left|k_{u i}\right| \sin \vartheta \quad \text { with } \quad\left|\varphi_{o p t}\right| \leq \frac{\pi}{2} \tag{2.111}
\end{equation*}
$$

The phase of the optimum source impedance only depends on the correlation of the noise sources. The minimum noise figure $F_{\text {min }}$ is obtained by inserting the optimum source impedance into Eq. (2.106):

$$
\begin{equation*}
F_{m i n}=1+\frac{\sqrt{W_{u} \cdot W_{i}}}{k T_{0}}\left(\left|k_{u i}\right| \cdot \cos \vartheta+\sqrt{1-\left|k_{u i}\right|^{2} \sin ^{2} \vartheta}\right) \tag{2.112}
\end{equation*}
$$

For the case of a zero correlation, i.e. $k_{u i}=0$ Eq. (2.112) yields

$$
\begin{equation*}
F_{\min }=1+\frac{\sqrt{W_{u} \cdot W_{i}}}{k T_{0}} \tag{2.113}
\end{equation*}
$$

For the case of maximum correlation, i.e. $\left|k_{u i}\right|=1$, and with $|\vartheta|=\pi / 2$ the result $F_{\text {min }}=1$ is obtained from Eq. (2.112). This means that fully correlated noise sources may compensate each other.

Another conclusion is that for either $W_{u}=0$ or $W_{i}=0$ the optimum noise figure can also be $F_{\min }=1$. However, for these cases extreme impedance transformations are required, because due to Eq. (2.109), $Z_{\text {opt }}$ will either converge towards zero or infinity.

Instead of considering the magnitude and phase of the source impedance, it is possible to perform a similar noise match derivation with respect to the real and imaginary part of the generator source admittance, $G_{g}$ and $B_{g}$. The following equation for the noise figure is derived from Eq. (2.84) with $W_{u i}=C_{r}+j C_{i}$ :

$$
\begin{equation*}
F=1+\frac{\left(G_{g}^{2}+B_{g}^{2}\right) \cdot \mathrm{W}_{u}+\mathrm{W}_{i}+2 G_{g} \mathrm{C}_{r}+2 B_{g} C_{i}}{4 k T_{0} G_{g}} \tag{2.114}
\end{equation*}
$$

The derivative with respect to the conductance

$$
\begin{equation*}
\frac{\partial F}{\partial G_{g}}=\frac{\mathrm{W}_{u}}{4 k T_{0}}+\frac{B_{g}^{2} \mathrm{~W}_{u}+\mathrm{W}_{i}+2 B_{g} \mathrm{C}_{i}}{4 k T_{0}}\left(-\frac{1}{G_{g}}\right)^{2}=0 \tag{2.115}
\end{equation*}
$$

as well as the derivative with respect to the susceptance

$$
\begin{equation*}
\frac{\partial F}{\partial B_{g}}=\frac{2 B_{g} W_{u}+2 \mathrm{C}_{i}}{4 k T_{0} G_{g}}=0 \tag{2.116}
\end{equation*}
$$

of the source admittance are set to zero in order to find the optimum source admittance. This leads straight to the following relations:

$$
\begin{align*}
B_{o p t} & =-\frac{C_{i}}{W_{u}}  \tag{2.117}\\
G_{o p t}^{2} & =\frac{W_{i}}{W_{u}}-B_{o p t}^{2} \tag{2.118}
\end{align*}
$$

or, similar to Eq. (2.109), leads to the magnitude of the optimum source admittance:

$$
\begin{equation*}
\left|Y_{o p t}\right|^{2}=G_{o p t}^{2}+B_{o p t}^{2}=\frac{W_{i}}{W_{u}} \tag{2.119}
\end{equation*}
$$

Inserting these results into Eq. (2.114) yields a further expression for the minimum noise figure in dependence of the real and imaginary part of the source admittance

$$
\begin{equation*}
F_{\min }=1+\frac{W_{i}+G_{o p t} C_{r}+B_{o p t} C_{i}}{2 k T_{0} G_{o p t}} \tag{2.120}
\end{equation*}
$$

Based on the so-called noise parameters of a linear two-port, namely the optimum source admittance, the minimum noise figure and further on the so-called equivalent noise resistance defined by

$$
\begin{equation*}
R_{n}=\frac{\mathrm{W}_{u}}{4 k T_{0}} \tag{2.121}
\end{equation*}
$$

a further noise representation of a linear two-port is obtained. This description is equivalent to the representation on the basis of the noise spectra:

$$
\begin{align*}
\mathrm{W}_{u} & =4 k T_{0} R_{n}  \tag{2.122}\\
\mathrm{~W}_{i} & =4 k T_{0} R_{n}\left|Y_{o p t}\right|^{2}  \tag{2.123}\\
\mathrm{C}_{r} & =2 k T_{0} \cdot\left(F_{\min }-1-2 R_{n} G_{o p t}\right)  \tag{2.124}\\
\mathrm{C}_{i} & =-4 k T_{0} R_{n} B_{o p t} \tag{2.125}
\end{align*}
$$

Replacing the noise spectra in Eq. (2.114) by noise parameters leads to a further equation for the noise figure with a parabolic characteristic:

$$
\begin{equation*}
F=F_{\min }+\frac{R_{n}}{G_{g}} \cdot\left|Y_{g}-Y_{o p t}\right|^{2} \tag{2.126}
\end{equation*}
$$

Hence, this description will be called the parabolic noise figure relation in the following.

For passive, thermally noisy two-ports at a homogeneous temperature the noise figure is equal to the reciprocal value of the available gain (Eq. (2.92)). The noise figure thus becomes minimal, if the available gain is equal to the maximum available gain $G_{m}$, which can be achieved by power matching at both the input and the output. This is still valid if the homogeneous temperature differs from $T_{0}$ (Eq. (2.90)).

For passive two-ports with more than one temperature region, i.e. an inhomogeneous temperature distribution, the power match on both sides must not necessarily be identical to the noise match. However, for a passive, thermally noisy two-port at a homogeneous temperature the power match on both sides and the noise match are identical. Consequently, the optimum source impedance is $Z_{g}=Z_{o p t}$. The minimum noise figure $F_{\min }$, which is achievable by the choice of $Z_{o p t}$, does not change, if the load impedance is varied, because the noise figure generally does not depend on the load impedance. For a load impedance deviating from the power match value at the output, normally the power match at the input will also be removed. Therefore, a power match on one side only of a passive two-port with a homogeneous temperature must not necessarily be equal to a minimum noise figure (noise matching).

As can be shown (problem 2.18), the contours of constant noise figure for a given noisy two-port, which does not need to be passive, are circles in the complex plane of the source impedance $Z_{g}$. These circles, which are not necessarily concentric, enclose the minimum noise figure $F_{\min }$. The same applies for a constant available gain in dependance of the source impedance $Z_{g}$. These contours are also non concentric circles, which confine the point of maximum available gain.


Fig. 2.32 The contours (circles) of constant noise figure and constant available gain in the complex plane of the source impedance $Z_{g}$.

For a low degradation of the overall noise figure by the second stage in a cascade circuit, the available gain of the first stage should be as high as possible. Thus, $Z_{g}$ should be chosen such that the noise figure becomes as low as possible while the available gain should not become too small. As a compromise, $Z_{g}$ should thus preferably be chosen in the vicinity of $Z\left(F_{\min }\right)$ as well as $Z\left(G_{m}\right)$.

## Problem

2.18 Prove that the contours of constant noise figure are circles in the complex plane of the generator source impedance $Z_{g}$.

The noise match can also be discussed in terms of noise waves. The noise figure as a function of the source reflection coefficient $\Gamma_{g}$ will be derived for a two-port where the noise is represented by the noise waves $X_{1}$ and $X_{2}$ (Fig. 2.33). The noisy two-port is described by the scattering matrix [S]. In


Fig. 2.33 Noise figure description with noise waves.
order to simplify the calculations, the load impedance $Z_{l}$ is chosen equal to the reference impedance $Z_{0}$. The source reflection coefficient $\Gamma_{g}$ is related to $Z_{g}$ by:

$$
\begin{equation*}
\Gamma_{g}=\frac{Z_{g}-Z_{0}}{Z_{g}+Z_{0}} \tag{2.127}
\end{equation*}
$$

For the circuit in Fig. 2.33 the following expression can be found for the noise figure:

$$
\begin{align*}
F & =1+\frac{\left|X_{1} \cdot S_{21} \cdot \Gamma_{g}+\left(1-S_{11} \cdot \Gamma_{g}\right) X_{2}\right|^{2}}{k T_{0} \cdot\left(1-\left|\Gamma_{g}\right|^{2}\right) \cdot\left|S_{21}\right|^{2}} \\
& =1+\frac{\left|X_{1} \cdot \Gamma_{g}+\left(1-S_{11} \cdot \Gamma_{g}\right) X_{2} / S_{21}\right|^{2}}{k T_{0} \cdot\left(1-\left|\Gamma_{g}\right|^{2}\right)} \tag{2.128}
\end{align*}
$$

With the abbreviations $W_{1}=\left|X_{1}\right|^{2}, W_{2}=\left|X_{2} / S_{21}\right|^{2}, W_{12}=X_{1}^{*} \cdot X_{2} / S_{21}$, $W_{12}=\left|W_{12}\right| \cdot e^{j \vartheta_{1}}, \Gamma_{g}=\left|\Gamma_{g}\right| \cdot e^{j \vartheta_{2}}$ the noise figure is given by:

$$
\begin{align*}
F= & 1+\frac{\left|\Gamma_{g}\right|^{2} W_{1}+\left|1-S_{11}\right| \Gamma_{g}\left|e^{j \vartheta_{2}}\right|^{2} W_{2}+2 \cdot\left|W_{12}\right| \cdot\left|\Gamma_{g}\right| \cdot \cos \left(\vartheta_{1}-\vartheta_{2}\right)}{k T_{0}\left(1-\left|\Gamma_{g}\right|^{2}\right)} \\
& -\frac{2 \operatorname{Re}\left\{S_{11}\right\}\left|\Gamma_{g}\right|^{2}\left|W_{12}\right| \cos \vartheta_{1}}{k T_{0}\left(1-\left|\Gamma_{g}\right|^{2}\right)} . \tag{2.129}
\end{align*}
$$

From

$$
\begin{equation*}
\frac{\partial F\left(\Gamma_{g}, \vartheta_{2}\right)}{\partial\left|\Gamma_{g}\right|}=0 \tag{2.130}
\end{equation*}
$$

an equation for the magnitude of the optimum source reflection coefficient is obtained:

$$
\begin{align*}
& \left|\Gamma_{g, o p t}\right|^{2}\left(-\operatorname{Re}\left\{S_{11}\right\} \cos \vartheta_{2}+\left|W_{12}\right| \cos \left(\vartheta_{1}-\vartheta_{2}\right)\right) \\
& +\left|\Gamma_{g, o p t}\right|\left(W_{1}+W_{2}\left(1-\left|S_{11}\right|^{2}\right)-2 \mid W_{12} \operatorname{Re}\left\{S_{11}\right\} \cos \vartheta_{1}\right) \\
& -\operatorname{Re}\left\{S_{11}\right\} \cos \vartheta_{2}+\left|W_{12}\right| \cos \left(\vartheta_{1}-\vartheta_{2}\right)=0 . \tag{2.131}
\end{align*}
$$

Furthermore, from

$$
\begin{equation*}
\frac{\partial F\left(\left|\Gamma_{g}\right|, \vartheta_{2}\right)}{\partial \vartheta_{2}}=0 \tag{2.132}
\end{equation*}
$$

the optimum phase of the reflection coefficient is given by:

$$
\begin{equation*}
\vartheta_{2, o p t}=\arctan \left(\frac{-\left|W_{12}\right| \sin \vartheta_{1}}{\operatorname{Re}\left\{S_{11}\right\}-\left|W_{12}\right| \cos \vartheta_{1}}\right) \tag{2.133}
\end{equation*}
$$

If the two-port is matched on both sides with $S_{11}=S_{22}=0$, then $\sin \left(\vartheta_{1}-\right.$ $\left.\vartheta_{2}\right)=0$ and for the magnitude we obtain:

$$
\begin{equation*}
\left|\Gamma_{g, o p t}\right|=\frac{W_{1}+W_{2} \pm \sqrt{\left(W_{1}+W_{2}\right)^{2}-4 \cdot\left|W_{12}\right|^{2}}}{2 \cdot\left|W_{12}\right|} \tag{2.134}
\end{equation*}
$$

For non-correlated two-port noise waves, i.e. $W_{12}=0$, Eq. (2.133) for the optimum phase reduces to $\sin \vartheta_{2}=0$ and the magnitude of the optimum reflection coefficient is

$$
\begin{equation*}
\left|\Gamma_{g, o p t}\right|=\frac{W_{1}+W_{2}\left(1+\left|S_{11}\right|^{2}\right)}{2 \operatorname{Re}\left\{S_{11}\right\}} \pm \sqrt{\left(\frac{W_{1}+W_{2}\left(1+\left|S_{11}\right|^{2}\right)}{2 \operatorname{Re}\left\{S_{11}\right\}}\right)^{2}-1} \tag{2.135}
\end{equation*}
$$

It can be observed that, for an existing correlation, the noise figure can be minimized by a certain mismatch of the generator, that is $\Gamma_{g} \neq 0$. For thermally noisy two-ports at a homogeneous temperature being matched on both sides, it was noticed that the noise waves $X_{1}$ and $X_{2}$ are uncorrelated. For a minimum noise figure, the choice $\Gamma_{g}=0$ and thus $Z_{g}=Z_{0}$, i.e. input matching, represents the best choice. This can also be derived from Eq. (2.131) with $S_{11}=0$ and $W_{12}=0$.

Similar to the parabolic relation for the noise figure as a function of the source admittance, the noise figure can also be represented by an equivalent relationship as a function of the generator source reflection coefficient:

$$
\begin{equation*}
F=F_{\min }+4 \frac{R_{n}}{Z_{0}} \cdot \frac{\left|\Gamma_{g}-\Gamma_{o p t}\right|^{2}}{\left|1+\Gamma_{o p t}\right|^{2}\left(1-\left|\Gamma_{g}\right|^{2}\right)} \tag{2.136}
\end{equation*}
$$

## Problem

2.19 Prove that Eq. (2.126) and Eq. (2.136) are equivalent.

## 3 <br> Measurement of Noise Parameters

The accurate determination of noise parameters is principally based on the precise measurement of noise powers. However, the precise measurement of noise powers is challenging and requires some experience. This is among others due to the fact that, in general, noise signals are very weak and can not be displayed without a sufficient preamplification. Furthermore, a band-pass filter is needed in order to identify the frequency dependence of the noise power. By applying, for example, a narrow band-pass filter with a variable center frequency, the noise power density as a function of frequency, i.e. the noise spectrum, can be measured. For a quantitative evaluation, obviously the pass-band shape of the filter has to be known. In order to calculate the available noise power of a two-port, in addition to the overall gain the matching properties between the device under test and the amplifier are required.

Concerning the necessary preamplification, one has to take into account that the first preamplifier also generates noise, in fact, often of the same order of magnitude as the device under test. As a consequence, it may be necessary to use special comparator circuits, so-called switching radiometers, for example, in order to eliminate the impact of the preamplifier noise as far as possible. In this situation, it is even more difficult to remove the noise contribution of the preamplifier, if the impedance of the device under test is unknown and frequency-dependent as well as complex. In this case, radiometers with a compensation circuit will be used. These radiometers require preamplifiers with not only uncorrelated input and output noise waves but also a well-defined input noise temperature. Then, the so-called available noise temperature of the device under test can be determined, which is a characteristic property
of the device under test and which does not depend on the matching of the device.

An interesting variant of a radiometer is the so-called correlation radiometer, which, different from the previously mentioned switching radiometer, does not need a switch in front of the first preamplifier. Such a switch can influence the measurement results because of its non-ideal characteristics. For a correlation radiometer optional switches, preferably electronic switches, can be inserted advantageously after sufficient preamplification. Then the switches are less critical, because their noise contribution will be of minor importance as compared with the preamplified noise of the device under test. A section about the measurement of the cross spectrum and the cross correlation will help to improve the understanding of the correlation radiometer.

The determination of the noise factor or noise figure, respectively, belongs to the routine measurements tasks in high-frequency engineering. It is important that the measurement technique of the noise figure is closely linked to its definition. According to the definition of the noise figure the load resistance is assumed to be noise-free or noiseless. In practice, this can only be achieved by a sufficient amplification, so that the noise contribution of the load resistance can be neglected. However, the so-called post-amplifier influences the measured noise figure. With the help of the cascade formula the influence of the post-amplifier can be taken into account, so that the noise figure of the device under test can be determined without the contribution of the post-amplifier. A correction of the noise figure can be omitted, if the device under test itself has enough gain.

In addition to the determination of the noise figure, different methods for the measurement of the set of noise parameters, which completely describe the noise behavior of a thermally noisy linear two-port, will be presented. As already explained for the measurement of the noise figure, the noise parameters such as the minimum noise figure and the optimum generator admittance usually can not be measured directly. Low-noise amplification of the weak noise signals is required, so that an error correction of the measured data becomes necessary in order to determine the true parameters of the device under test. For this purpose, a so-called de-embedding method will be described.

All presented noise measurement procedures, such as the measurement of the noise temperature with a radiometer or the measurement of the noise figure and the noise parameters, have in common that an arbitrarily precise measurement is not possible, even if the pre-amplification, the mismatching and the noise contribution of the amplifier are exactly known. This is due to the fact that a principle error bound limits the precision of the measurements. This principle error bound results from the stochastic nature of the measurement signals. For a finite frequency bandwidth and a finite measurement time noise power can not be determined with arbitrary accuracy. The emerging error becomes smaller the larger the frequency bandwidth and the measurement time are. The high-frequency range is thus especially well suited for noise measurements, because large absolute bandwidths are in general avail-
able. This principle measurement error is the main difference between noise measurement techniques and measurements with coherent signals. A further important difference is that for the noise measurements the inevitable amplifier noise is generally of the same order of magnitude as the measurement quantity.

In comparison to this principle error bound, which cannot be avoided, all other uncertainties such as the post-amplifier noise, the mismatch of the device under test, the magnitude and drift of the amplifier gain can be kept arbitrarily small. It will thus be one aim to reduce these uncertainties down to the order of the principle measurement errors caused by the finite measurement time and bandwidth in order to achieve highly accurate noise measurements.

Furthermore, noise measurements can often become erroneous by cross talk and disturbing radiation. Such disturbing signals can influence the reproducibility of the measurements. It is thus necessary to pay attention to shielding and filtering in order to provide sufficient suppression of such interferences. Under favorable conditions, noise measurements are comparable to measurements with deterministic signals, with respect to reproducibility and precision.

In the following section, the measurement of the cross-correlation function and the cross-spectrum will be discussed first. The principle measurement error, which results from the finite measurement time and bandwidth, will be derived in section 3.1.8.

### 3.1 MEASUREMENT OF NOISE POWER

The accurate determination of noise parameters is principally based on the precise measurement of noise power. In this section, some of the most important methods for the measurement of the noise power will be presented.

### 3.1.1 Power measurement on the basis of a thermocouple

This method is based on the measurement of an increase of temperature with the help of a thermocouple. A thermocouple is heated by an RF signal. The increase of temperature causes a dc voltage, which can be measured and which is proportional to the absorbed RF power.

Initially, metals like a combination of bismuth and antimony ( $\mathrm{Bi}, \mathrm{Sb}$ ) and gold were used as the contact material, as shown in Fig. 3.1. For the thermodynamic equilibrium, i.e. when all junctions are at the same temperature, all contact voltages will compensate. Then, no dc voltage can be measured between the outer connectors. However, if the $\mathrm{Bi}-\mathrm{Sb}$-junction is heated to the temperature $T_{1}$ while the Sb -Au-junctions remain at the ambient temperature $T_{0}$, then a thermoelectric voltage can be measured at the outer connectors, which is proportional to the temperature difference $T_{1}-T_{0}$. The proportion-


Fig. 3.1 Setup of a thermocouple on the basis of bismuth and antimony.
ality constant is called the thermoelectric coefficient. For the combination of $\mathrm{Bi}-\mathrm{Sb}$ the thermoelectric coefficient is particularly high with a value of about $110 \mu \mathrm{~V} / \mathrm{K}$. Obviously, the junction area $\mathrm{Bi}-\mathrm{Sb}$ must have a high thermal resistance towards its environment, in order to obtain a reasonable increase of temperature even for low power inputs.

On the other hand, the heat capacity must be sufficiently small, so that a temperature equilibrium can be reached quickly. For this reason, thin metal strips are used, which are arranged in such a way that the heated junction is not in contact with the substrate material (see Fig. 3.2). For instance, the commonly used sapphire substrate has a good heat conductivity. Thus one can achieve cold outer junctions that are almost at the same temperature $T_{0}$.

sapphire substrate
Fig. 3.2 Thermocouple of metal strips on a sapphire substrate.

The metal strips are designed with the aim to realize a constant highfrequency resistance of $100 \Omega$ over a frequency range as broad as possible. The absorbed high-frequency power will be converted into heat, raising the
 in Fig. 3.3. Preferably, two thermocouples are used, which are connected in series for the dc signals and in parallel for the RF-signals. In order to achieve an accurate match in a $50 \Omega$ environment, a $100 \Omega$ resistance is chosen.

By the use of two thermocouples the need for an inductor as a filter element can be avoided. This has the advantage that capacitors can be used instead of inductors. Capacitors can more easily be realized to cover a broad


Fig. 3.3 Power measurement with two thermocouples.
frequency range. However, the Bi - Sb -thermocouple has a number of disadvantages, e.g. bad reproducibility, poor match and a small overload capacity.

State-of-the-art thermocouples with better performance are typically realized as metal-semiconductor devices in thin film technology. A standard structure is shown in Fig. 3.4. For this configuration a combination of highly


Fig. 3.4 Metal-semiconductor thermocouple.
doped silicon and tantalum nitride ( $n^{+}-\mathrm{Si} / \mathrm{Ta}_{2} \mathrm{~N}$ ) is used as a thermocouple junction. The $\mathrm{Ta}_{2} \mathrm{~N}$-film also serves as a $100 \Omega$ high-frequency resistor.

The thermoelectric coefficient slightly depends on the doping. Hence, for a good reproducibility, a specific doping concentration has to be realized as precise as possible. The thermoelectric coefficient as designed for this application is about $250 \mu \mathrm{~V} / \mathrm{K}$. It is thus higher than for $\mathrm{Bi}-\mathrm{Sb}$. There is a certain dependence between the thermoelectric voltage and the absolute temperature, which must be compensated. The thermal time constant, determined by the thermal resistance and the thermal capacity, is of the order of about 0.1 ms . In order to measure the low dc voltages, the dc signals are amplified and modulated using, e.g. field effect transistors in a chopper amplifier with a clock frequency of e.g. 220 Hz . This chopper amplifier should be placed as close as possible to the thermocouple sensor, ideally on the same substrate. In order to eliminate further unwanted thermoelectrical voltages, all conductors are
realized in gold. The ac signal of 220 Hz , which lies between the harmonics of 50 Hz , is connected to a power meter instrument, where it is further amplified, transformed back to a dc votage by a phase sensitive detector, A/D-converted and displayed.


220 Hz rectangular signal
Fig. 3.5 Principle setup of a chopper amplifier.

### 3.1.2 Thermistor bridge

Thermistors are small samples of sintered metal oxide with contact wires on opposite sides of the sample. The resistance $R_{t h}$ of this material is strongly dependent on temperature, i.e. the resistance decreases with increasing temperature (NTC-resistors, Negative Temperature Coefficient). Two thermistors are placed in a bridge circuit, as shown in Fig. 3.6. A high voltage gain factor and strong feedback result in a nearly zero voltage $E_{1}$ at the input of the amplifier. This means that the bridge balances itself automatically, with $2 R_{t h}=R$. The resistors $R$ are temperature independent. The balance requires a sufficiently high current through the thermistor, so that direct current heating increases the temperature and reduces the resistance $R_{t h}$. The voltage $E_{2}$ at the bridge may be $E_{20}$ for the state of the bridge without RF-power. Then the dc power supplied to the two thermistors is

$$
\begin{equation*}
P_{t h 0}=\frac{1}{4} \frac{E_{20}^{2}}{R} \tag{3.1}
\end{equation*}
$$

If RF-power is applied to the bridge, then the feedback again forces $2 R_{t h}=$ $R$, but now the dc current through the thermistors is lower. The dc power absorbed in the thermistors is

$$
\begin{equation*}
P_{t h 1}=\frac{1}{4} \frac{E_{21}^{2}}{R} \tag{3.2}
\end{equation*}
$$

The reduction in dc power must be equal to the applied RF-power $P_{l}$.

$$
\begin{equation*}
P_{l}=P_{t h 0}-P_{t h 1}=\frac{1}{4 R}\left(E_{20}^{2}-E_{21}^{2}\right) . \tag{3.3}
\end{equation*}
$$



Fig. 3.6 Bridge circuit of a thermistor.

In order to account for variations of the ambient temperature, $E_{20}$ may be measured by a second identical bridge, to which no RF-power is applied.

The thermistor bridge has a number of disadvantages compared with the thermocouple, e.g. a smaller dynamic range and a higher time constant. However, the thermistor bridge has the advantage, that due to the substitution principle, the RF-power measurement is an absolute power measurement. But this is not a real advantage for noise measurements, because most of the noise measurements, which are discussed in the next chapters, rely on relative power measurements only.

### 3.1.3 Power measurements with Schottky-diodes

A detector with Schottky-diodes can be used for highly sensitive power measurements, if the input signals are not too strong so that the detector is operated in the square-law region of the current-voltage characteristic of the diode.

The use of Schottky-diodes instead of pn-diodes in high-frequency detectors is motivated by the fact that Schottky-diodes are based on a majority carrier effect and are thus very fast. The nonlinear current-voltage characteristic of a Schottky-diode, which is principally based on a metal-semiconductor junction, can be described to a good approximation by the following formula:

$$
\begin{equation*}
i(t)=I_{S S}\left(\exp \left(\frac{u(t)}{U_{T}}\right)-1\right) \quad \text { and } \quad U_{T}=\frac{\tilde{n} k T}{q} \tag{3.4}
\end{equation*}
$$

with

| $i(t), u(t)$ | current or voltage of the Schottky-diode |
| :--- | :--- |
| $I_{S S}$ | reverse saturation current |
| $U_{T}$ | temperature voltage $(25.9 \mathrm{mV}$ for $\tilde{n}=1$ and $T=300 \mathrm{~K})$ |
| $T$ | temperature of the depletion layer |
| $k$ | Boltzmann constant |
| $\tilde{n}$ | ideality factor, typically $1.05 \ldots 1.15$ |
| $q$ | elementary charge |

A detector diode in this application is generally operated without a bias voltage. The small signal conductance $G_{j}$ for an unbiased operation is given by

$$
\begin{equation*}
G_{j}=\left.\frac{\mathrm{d} i}{\mathrm{~d} u}\right|_{u=0}=\frac{I_{S S}}{U_{T}} \tag{3.5}
\end{equation*}
$$

The conductance $G_{j}$ should preferably be high, so that as much high-frequency power as possible can reach the depletion layer. One possibility to achieve a high conductance is to increase the saturation current $I_{S S}$, which can be influenced, among others, by the contact potential. The contact potential basically depends on the metal type and the metallization conditions. In practice, the contact potential can be made small enough such that $1 / G_{j}$ is of the order of some $\mathrm{k} \Omega$ instead of the usual $\mathrm{M} \Omega$. Therefore, matching to a conventional $50 \Omega$ system is not possible without a narrow-band transformation circuit. Usually a brute-force match is achieved with the help of a resistor of approximately $50 \Omega$, as shown in the equivalent circuit in Fig. 3.7.


Fig. 3.7 Detector with resistor $R_{1}$ for a brute-force matching.

At the same time, the resistor $R_{1}$ for the forced matching closes the dc current path. The capacitor $C_{1}$ passes the high-frequency signal and blocks the dc voltage. The capacitor $C_{2}$ acts as a short-circuit for the high-frequency signal. Such detectors are available for the frequency range of approximately 0.1 MHz to more than 50 GHz . The lower frequency boundary is primarily determined by the capacitors $C_{1}$ and $C_{2}$, the upper frequency boundary is influenced by the parasitic elements of the Schottky diode. These parasitic elements consist of the bulk resistance, the depletion layer capacitance, the lead inductance and the package capacitance. In a practical detector circuit some compensation elements are introduced in order to obtain a flat frequency response up to the desired upper frequency.

In the case of an amplitude modulated measurement signal, the sensitivity and the inherent matching of the detector can be improved by biasing the detector diode, however, at the expense of the added complexity of a bias supply. In the case of an unmodulated signal, the rectified current cannot be distinguished from the impressed bias current.

For small input levels the video voltage is proportional to the incoming high-frequency power and the characteristic of the Schottky-diode can be approximated by a quadratic law. For higher input levels noticeable linearity deviations occur. Assuming the high-frequency signals to be sinusoidal, then the linearity deviations can be compensated by e.g. a look-up table.

For input signals with a sufficiently low signal level the Schottky diode is operated in the square-law region of its characteristic and the detector can be used for sensitive power measurements. Similar to the noise power measurements with a thermocouple, it is again recommended to transform the small dc voltages into ac signals with the help of a chopper circuit and to amplify the signals close to the Schottky diode. Undesired thermal voltages have again to be kept small. The further processing of the ac signals can be performed with a similar instrument to that used for the thermocouple sensor.

Quantitatively the dependence of the video signal on the high-frequency input power can be described as follows. The high-frequency signal is supposed to be sinusoidal. Then the voltage at the Schottky diode will also be nearly sinusoidal, because the feeding is realized with a low source resistance compared with the junction resistance. The time dependent voltage $u(t)$ at the depletion layer can be approximated by

$$
\begin{equation*}
u(t)=U_{0}+\hat{U}_{1} \cos \Omega t \tag{3.6}
\end{equation*}
$$

Here $U_{0}$ is the existing bias voltage. With the voltage from Eq. (3.6) one obtains for the current $i(t)$ through the Schottky diode by means of Eq. (3.4):

$$
\begin{equation*}
i(t)=I_{s s}\left[\exp \left(\frac{U_{0}}{U_{T}}\right) \exp \left(\frac{\hat{U}_{1}}{U_{T}} \cos \Omega t\right)-1\right] \tag{3.7}
\end{equation*}
$$

We are interested in the dc current $I_{0}$, i.e. the mean value versus time of $i(t)$. For this purpose, we must develop the expression $\exp \left[\left(\hat{U}_{1} / U_{t}\right) \cos \Omega t\right]$ into a Fourier series.

$$
\begin{align*}
\exp \left[\frac{\hat{U}_{1}}{U_{t}} \cos \Omega t\right]=J_{0}\left(\frac{\hat{U}_{1}}{U_{T}}\right) & +2 J_{1}\left(\frac{\hat{U}_{1}}{U_{T}}\right) \cos \Omega t \\
& +2 J_{2}\left(\frac{\hat{U}_{1}}{U_{T}}\right) \cos 2 \Omega t+\ldots \tag{3.8}
\end{align*}
$$

In the last equation the functions $J_{0}, J_{1}, J_{2}$ are the modified Bessel functions. Under the condition that $1 / G_{L} \gg R_{1}$, one obtains for the dc components of
the loop in Fig. 3.7:

$$
\begin{equation*}
I_{0}=-G_{L} U_{0}=I_{s s}\left[\exp \left(\frac{U_{0}}{U_{T}}\right) J_{0}\left(\frac{\hat{U}_{1}}{U_{T}}\right)-1\right] \tag{3.9}
\end{equation*}
$$

This equation describes, although in an implicit form, the relationship between the detector voltage and the RF-signal amplitude $\hat{U}_{1}$ as a function of the load admittance $G_{L}$ and the reverse saturation current $I_{s s}$. For low amplitudes $\hat{U}_{1}$, i.e. $\hat{U}_{1} \ll U_{0}$, this relation is of a quadratic characteristic, i.e. the detector output voltage is proportional to the RF input power. For higher RF input amplitudes the detector characteristic will deviate from a square law behavior.

### 3.1.4 Power measurements with field effect transistors

Field effect transistors on the basis of e.g. gallium arsenide with a metal semiconductor contact as the gate (GaAs MESFET, GaAs metal-semiconductor field effect transistor) can also be utilized as detectors or power meters. The basic characteristics and the noise behavior of field effect transistors are presented in some more detail in Section 4.6.1.

The non-linear current-voltage characteristics of the drain source channel under the assumption of a constant gate bias can serve as a detector for highfrequency signals. The drain source path is operated without a bias voltage. Thus the transistor operates in its ohmic region.


Fig. 3.8 Detector with a field effect transistor.

The gate bias can be chosen to achieve both a sensitive rectification and a good matching by a proper value of the channel resistance. A detector circuit as shown in Fig. 3.8 leads to a characteristic for the rectified voltage $U_{0}$ as shown schematically in Fig. 3.9 as a function of the high-frequency signal amplitude $\hat{U}_{1}$ and the gate bias voltage $U_{g}$ as a parameter. In the graph, the voltages are normalized to the pinch-off voltage $U_{p i}$. The conductances are normalized to the channel conductance $G_{c h}$.

For low amplitudes $\hat{U}_{1}$, i.e. $\hat{U}_{1} \ll U_{p i}$, the relation between $\hat{U}_{1}$ and the detector dc output voltage $U_{l 0}$ is of a quadratic behavior, i.e. the detector


Fig. 3.9 Characteristics of the field effect transistor.
dc output voltage is proportional to the input RF-power. For higher RF input amplitudes the detector characteristic will deviate from a square law behavior.

The saturation of the detector typically occurs at higher power levels than for the Schottky-diode detector. This is basically due to the fact that the pinch-off voltage $U_{p i}$ is typically of the order of some volts while the temperature voltage $k T / q$ is much lower than 1 volt.

Furthermore, a detector with a field effect transistor can be operated in a phase sensitive detector or a controlled rectifier mode. For this purpose, a part of the high-frequency signal is directed to the gate via a $180^{\circ}$ phase shifter. This phase shift is necessary in order to obtain a dc contribution with the same polarity as the part, which is directly rectified at the channel. The principle is depicted in Fig. 3.10.


Fig. 3.10 FET-detector with a $180^{\circ}$ phase shifter between the input and the gate.

### 3.1.5 Power measurements with analog multipliers

Four-quadrant analog multipliers are known from electronic measurement techniques. Often they are realized with bipolar transistors. The analog multiplier can be used as a power detector, if the RF-signal is applied to both input ports of the multiplier simultaneously and if the output signal is filtered by a low-pass filter. To a first-order approximation, for very high frequencies, the double balanced mixer may be used as a substitute for an analog multiplier. In this text, the ideal analog multiplier is sometimes employed as a component in an idealized system, that has to be analyzed.

### 3.1.6 Power measurements with a digital detector

The measurement of the noise power can also be performed digitally with the help of a digital detector. The block diagram of a possible setup is shown in Fig. 3.11. In this setup, the amplified noise signal of the device under test is bandpass-filtered and converted and digitized by an analog-to-digital converter (ADC). Behind the ADC, a digital signal processing algorithm can be performed, consisting of an additional digital band-pass filter (e.g. a FIR-BP, a finite impulse response bandpass filter), the calculation of the squared signal and its mean value. This digital signal processing can be performed by, e.g. a field programmable gate array (FPGA). Such a digital detector has the advan-


Fig. 3.11 Block diagram of the digital detector.
tage of a high linearity over a wide dynamic range. This is of great importance, e.g. for the very precise measurements of noise parameters. Furthermore, the measurements by such a digital detector are quite fast. However, one has to keep in mind that the standard deviation of the measurements is inversely proportional to the square root of the product of bandwidth and measurement time, as will be discussed in detail in the following section. For this reason, the measurements cannot be performed arbitrarily fast, if a high accuracy is required.

### 3.1.7 Power measurements with a spectrum analyzer

Measurements of noise power can be performed very conveniently with the help of a spectrum analyzer and a detector at the intermediate frequency of the spectrum analyzer (Fig. 3.12). The spectrum analyzer performs the func-


Fig. 3.12 Power measurements with a spectrum analyzer and a detector.
tion of a fixed narrow-band bandpass filter and, even more conveniently, the function of a wide-band tunable bandpass filter. The power detector at the intermediate frequency $f_{i f}$ of the spectrum analyzer may be realized according to an analog power measurement principle, as has been discussed before. The intermediate frequency $f_{i f}$ often lies around 20 MHz or even lower. Thus, it is quite feasible to employ a digital detector as a power detector, as has been discussed above (Fig. 3.11). For an intermediate frequency of e.g. 20 MHz , a digital power detector with excellent linearity and dynamic properties is state-of-the-art. Also digital bandpass filtering with a digitally adjustable bandwidth at the intermediate frequency $f_{i f}$ can be found in modern instruments but perhaps not in older ones. But practically all spectrum analyzers have an analog i.f. output port. Then it might be possible to use an external digital power detector, if an internal digital detector is not available.

In the following section, different measurement systems for the determination of noise parameters of one- and two-ports will be discussed. All described systems require the measurement of noise powers. The noise power measurements can be performed according to the methods described above. In the following, the method for the power measurement will not be specified and, therefore, the power detector will generally be symbolized simply by a detector diode.

However, before the theory of radiometers is discussed in some more detail, a quantitative derivation of the errors of noise power measurements with limited measurement time and restricted bandwidth will be presented in the next section. The principle error of noise power measurements under these conditions is non-zero. As will be seen, for a limited measurement time the frequency bandwidth should be as large as possible. However, a large bandwidth has the disadvantage of providing spectrum measurements with a lower spectrum resolution. For spectrum analyzers the maximum bandwidth is usually limited to a few MHz .

### 3.1.8 Errors in noise power measurements

The noise power or the power spectrum or generally the mean square value of a stochastic signal can not be determined exactly, because the measurement
time and bandwidth are not unlimited. Therefore, a quantitative expression representing these uncertainties will be derived. A spectrometer, as used for the measurement of power spectra, is shown in a simplified version in Fig. 3.13. There, $W_{1}, W_{2}, W_{a}$ denote the spectra and $\rho_{1}, \rho_{2}$ and $\rho_{a}$ denote the corresponding auto correlation functions. A spectrometer filters a noise


Fig. 3.13 Block diagram of a spectrometer.
signal in the spectral domain and calculates the mean square value of the noise signal for a certain time $\tau$. We are interested in the mean-square value of the output voltage $u_{a}(t)$ or the mean-square value of samples of $U_{a}$, respectively:

$$
\begin{align*}
\overline{u_{a}^{2}(t)} & =\left\langle U_{a}^{2}\right\rangle=\mathrm{E}\left\{u_{a}^{2}(t)\right\}=\rho_{a}(0) \\
& =\int_{-\infty}^{+\infty} W_{a}(f) d f=\int_{-\infty}^{+\infty} W_{2}(f) \cdot\left|V_{L}(f)\right|^{2} d f \tag{3.10}
\end{align*}
$$

In the last equation $V_{L}$ is the transfer function of the low-pass filter.
The squaring device leads to the following equation for the instantaneous values of the voltages, where $c$ is a constant:

$$
\begin{equation*}
u_{2}(t)=c \cdot u_{1}^{2}(t) \tag{3.11}
\end{equation*}
$$

The expected value of the output voltage $u_{a}(t)$ is equal to

$$
\begin{align*}
\overline{u_{a}(t)} & =\left\langle U_{a}\right\rangle=\mathrm{E}\left\{u_{a}(t)\right\}=V_{L}(0) \cdot \overline{u_{2}(t)} \\
& =c \cdot V_{L}(0) \cdot \int_{-\infty}^{+\infty} W_{1}(f) d f=c \cdot V_{L}(0) \cdot \rho_{1}(0) . \tag{3.12}
\end{align*}
$$

Next, a relation between the spectrum $W_{2}$ and the spectrum $W_{1}$ has to be derived. Under the assumption of a Gaussian amplitude distribution the autocorrelation functions $\rho_{2}$ and $\rho_{1}$ are related as follows ( $c f$. Eq. (1.64)):

$$
\begin{align*}
\rho_{2}(\theta) & =\overline{u_{2}(t) \cdot u_{2}(t+\theta)}=\left\langle u_{2}(t) \cdot u_{2}(t+\theta)\right\rangle \\
& =c^{2} \cdot \overline{u_{1}^{2}(t) \cdot u_{1}^{2}(t+\theta)}=c^{2} \cdot\left\langle u_{1}^{2}(t) \cdot u_{1}^{2}(t+\theta)\right\rangle \\
& =c^{2}\left(\rho_{1}^{2}(0)+2 \rho_{1}^{2}(\theta)\right) . \tag{3.13}
\end{align*}
$$

By means of a Fourier transformation, $W_{2}$ can be calculated from $\rho_{2}$. Here, the term $\rho_{1}^{2}(\theta)$ in Eq. (3.13), which is a product in the $\theta$-range, is represented by a convolution in the frequency domain

$$
\begin{equation*}
W_{2}(f)=c^{2} \cdot \rho_{1}^{2}(0) \cdot \delta(f)+2 c^{2} \cdot \underbrace{\int_{-\infty}^{+\infty} W_{1}\left(f^{\prime}\right) \cdot W_{1}\left(f-f^{\prime}\right) d f^{\prime}}_{\text {convolution }} \tag{3.14}
\end{equation*}
$$

Based on Eq. (3.10) and Eq. (3.14) the variance $\sigma_{a}^{2}$ of the output voltage $u_{a}(t)$ is obtained as follows:

$$
\begin{align*}
\sigma_{a}^{2}= & \overline{u_{a}^{2}(t)}-{\overline{u_{a}(t)}}^{2}=c^{2} \cdot \rho_{1}^{2}(0) \int_{-\infty}^{+\infty}\left|V_{L}(f)\right|^{2} \delta(f) d f \\
& +2 c^{2} \int_{-\infty}^{+\infty} \int_{-\infty}\left|V_{L}(f)\right|^{2} W_{1}\left(f^{\prime}\right) \cdot W_{1}\left(f-f^{\prime}\right) d f^{\prime} d f \\
& -\left(c \cdot V_{L}(0) \cdot \rho_{1}(0)\right)^{2} \\
& =2 c^{2} \int_{-\infty}^{+\infty} \int_{L}\left|V_{L}(f)\right|^{2} \cdot W_{1}\left(f^{\prime}\right) \cdot W_{1}\left(f-f^{\prime}\right) d f^{\prime} d f . \tag{3.15}
\end{align*}
$$

The bandwidth $f_{L}$ of the low-pass filter is much smaller than the bandwidth $\Delta f$ of the high-frequency band-pass filter, i.e. $f_{L} \ll \Delta f$, so that in Eq. (3.15) the term $W_{1}\left(f-f^{\prime}\right) \approx W_{1}\left(-f^{\prime}\right)=W_{1}^{*}\left(f^{\prime}\right)=W_{1}\left(f^{\prime}\right)$. Furthermore, under the assumptions that the spectrum $W_{1}$ is constant within the pass-band $\Delta f$ of the band-pass filter and that the band-pass filter has a rectangular shape around the center frequency $f_{0}$, Eq. (3.15) can be rewritten as

$$
\begin{equation*}
\overline{u_{a}^{2}(t)}-{\overline{u_{a}(t)}}^{2}=2 c^{2} \cdot 2 \cdot W_{1}^{2}\left(f_{0}\right) \cdot \Delta f \cdot \int_{-\infty}^{+\infty}\left|V_{L}(f)\right|^{2} d f \tag{3.16}
\end{equation*}
$$

With the relative variance $\tilde{\sigma}_{a}$ of the output signal, which is normalized to ${\overline{u_{a}(t)}}^{2}$, it follows with Eq. (3.12), using the one-sided spectra:

$$
\begin{align*}
\tilde{\sigma}_{a}^{2} & =\frac{\overline{u_{a}^{2}(t)}-{\overline{u_{a}(t)}}^{2}}{{\overline{u_{a}(t)}}^{2}}=\frac{2 \cdot c^{2} \cdot \mathrm{~W}_{1}^{2}\left(f_{0}\right) \cdot \Delta f \cdot \int_{0}^{+\infty}\left|V_{L}(f)\right|^{2} d f}{c^{2} \cdot \mathrm{~W}_{1}^{2}\left(f_{0}\right) \cdot(\Delta f)^{2} \cdot V_{L}^{2}(0)} \\
& =2 \cdot \frac{1}{\Delta f} \cdot \frac{\int_{0}^{\infty}\left|V_{L}(f)\right|^{2} \mathrm{~d} f}{V_{L}^{2}(0)} \tag{3.17}
\end{align*}
$$

An effective bandwidth $\Delta f_{L}$ of the low-pass filter is defined as follows:

$$
\begin{equation*}
\Delta f_{L}=\frac{\int_{0}^{\infty}\left|V_{L}(f)\right|^{2} d f}{V_{L}^{2}(0)} \tag{3.18}
\end{equation*}
$$

Expressed by the fluctuation $\Delta T_{m}$ of the noise temperature $T_{m}$ and taking into account the system noise temperature $T_{a}$ of the spectrometer, Eq. (3.17) becomes

$$
\begin{equation*}
\tilde{\sigma}_{a}=\frac{\Delta T_{m}}{T_{m}+T_{a}}=\frac{\Delta T_{m}}{T_{n}}=\sqrt{2 \cdot \frac{\Delta f_{L}}{\Delta f}} \tag{3.19}
\end{equation*}
$$

For a rectangular low-pass characteristic with the cut-off frequency $f_{L}$, we have $f_{L}=\Delta f_{L}$ and thus

$$
\begin{equation*}
\frac{\Delta T_{m}}{T_{n}}=\sqrt{2 \cdot \frac{f_{L}}{\Delta f}} \tag{3.20}
\end{equation*}
$$

If the low-pass filter is realized as an ideal integrator with an integration time $\tau$, then

$$
\begin{equation*}
\left|V_{L}(f)\right|^{2}=c_{i}^{2} \frac{\sin ^{2}(\pi f \tau)}{(\pi f)^{2}} \tag{3.21}
\end{equation*}
$$

with $c_{i}$ being a constant and

$$
\begin{equation*}
\Delta f_{L}=\frac{1}{2 \tau} \tag{3.22}
\end{equation*}
$$

In this case, Eq. 3.20 yields

$$
\begin{equation*}
\frac{\Delta T_{m}}{T_{n}}=\frac{1}{\sqrt{\Delta f \cdot \tau}} \tag{3.23}
\end{equation*}
$$

This important relation was first derived by Rice in 1946.
If the spectrum $W_{1}$ is not constant over the bandwidth $\Delta f$ or if the highfrequency band-pass filter does not have a rectangular shape, then Eq. (3.19) is still valid, if instead of $\Delta f$ an effective bandwidth $\Delta f_{e f}$ is used, which is defined according to the following equation (cf. Fig. 3.13):

$$
\begin{equation*}
\Delta f_{e f}=\frac{\left[\int_{0}^{\infty} W_{1}(f) d f\right]^{2}}{\int_{0}^{\infty} W_{1}^{2}(f) d f}=\frac{\left[\int_{0}^{\infty}|V(f)|^{2} \cdot W_{n}(f) d f\right]^{2}}{\int_{0}^{\infty}|V(f)|^{4} \cdot W_{n}^{2}(f) d f} . \tag{3.24}
\end{equation*}
$$

## Problem

3.1 Derive Eq. (3.22). Which high-frequency bandwidth is required, if for an integration time of 1 s either $68 \%$ or $95 \%$ of all measurement values shall deviate less than 0.1 K from a noise temperature of $T_{m}=300 \mathrm{~K}$ ?

### 3.2 MEASUREMENT OF THE CROSS-CORRELATION FUNCTION AND THE CROSS-SPECTRUM

The measurement technique for the cross-correlation function or the crossspectrum results from the definition of these parameters. An analog method
for the measurement of the correlation function in the high-frequency range is depicted in Fig. 3.14. One of the two input signals is delayed by an adjustable


Fig. 3.14 Measurement of the cross-correlation function.
delay time $\theta$. The product of both signals is generated by means of an analog multiplier and the mean value is formed by a low-pass filter. In the highfrequency range an analog multiplier can be realized by a double balanced mixer.

In the frequency range up to perhaps 100 MHz a digital processing might be preferred. Then, the amplitude characteristics of $u_{1}(t)$ and $u_{2}(t)$ are transformed by analog-to-digital converters and the following signal processing is performed completely digitally.

The cross-spectrum can be measured with the circuit in Fig. 3.15. In contrast to the measurement of the correlation function, here narrow bandpass filters are used. The signals are described in the frequency domain. The


Fig. 3.15 Measurement of the cross-spectrum.
complex transfer functions of the band-pass filters including the amplifiers are denoted by $V_{1}$ and $V_{2}$. The phase switch has the complex transfer function
$H_{\phi}$. For the cross-spectrum $W_{o 12}$ at the output we have

$$
\begin{equation*}
W_{o 12}=W_{i 12} \cdot V_{1}^{*} \cdot H_{\phi}^{*} \cdot V_{2} \tag{3.25}
\end{equation*}
$$

The cross-correlation function $\rho_{o 12}(\theta=0)$ is measured by the multiplier and the low-pass filter. Provided that the band-pass filters are sufficiently narrow, the output yields

$$
\begin{align*}
\rho_{o 12}(\theta=0)= & \int_{-\infty}^{-\infty} W_{o 12}(f) d f \quad(\text { because of } \theta=0 \text { and } \exp (j 2 \pi f \theta)=1) \\
= & {\left[V_{1}^{*}\left(f_{0}\right) \cdot H_{\phi}^{*}\left(f_{0}\right) \cdot V_{2}\left(f_{0}\right) \cdot W_{i 12}\left(f_{0}\right)\right.} \\
& \left.+V_{1}^{*}\left(-f_{0}\right) \cdot H_{\phi}^{*}\left(-f_{0}\right) \cdot V_{2}\left(-f_{0}\right) \cdot W_{i 12}\left(-f_{0}\right)\right] \Delta f \tag{3.26}
\end{align*}
$$

Here, $f_{0}$ represents the center frequency of the band-pass filters. For equal band-pass filters with $V_{1}=V_{2}=V$ and for the phase switch in position $\phi=0^{\circ}$ or $H_{\phi}=1$, it follows from Eq. (3.26) due to $V\left(-f_{0}\right)=V^{*}\left(f_{0}\right)$ and $H_{\phi}\left(-f_{0}\right)=H_{\phi}^{*}\left(f_{0}\right):$

$$
\begin{align*}
\rho_{o 12} & =\left|V\left(f_{0}\right)\right|^{2}\left(W_{i 12}\left(f_{0}\right)+W_{i 12}^{*}\left(f_{0}\right)\right) \cdot \Delta f \\
& =\left|V\left(f_{0}\right)\right|^{2} \cdot 2 \cdot \operatorname{Re}\left\{W_{i 12}\left(f_{0}\right)\right\} \cdot \Delta f \tag{3.27}
\end{align*}
$$

For the switch position $\phi=0^{\circ}$, the result is equal to the real part of the input cross-spectrum except for a proportionality constant. For the switch position $\phi=90^{\circ}$ it follows from Eq. (3.26) with $V_{1}=V_{2}=V$ and $H_{\phi}\left(f_{0}\right)=j$ or $H_{\phi}^{*}\left(-f_{0}\right)=H_{\phi}\left(f_{0}\right)=j:$

$$
\begin{align*}
\rho_{o 12} & =\left[-j\left|V\left(f_{0}\right)\right|^{2} \cdot W_{i 12}\left(f_{0}\right)+j\left|V\left(f_{0}\right)\right|^{2} \cdot W_{i 12}^{*}\left(f_{0}\right)\right] \cdot \Delta f \\
& =\left|V\left(f_{0}\right)\right|^{2} \cdot 2 \cdot \operatorname{Im}\left\{W_{i 12}\left(f_{0}\right)\right\} \cdot \Delta f \tag{3.28}
\end{align*}
$$

For the switch position $\phi=90^{\circ}$, a value results that is equal to the imaginary part of the input cross spectrum except for a proportionality constant which is the same as before. By varying the center frequency of the band-pass filter, both the real and the imaginary part of the cross spectrum can be measured as a function of frequency. For the calibration of the correlator the inputs can be supplied with two completely correlated noise signals. For $\phi=90^{\circ}$, a zero output signal should result. With completely uncorrelated signals it can be verified for both switch positions, that zero output signals result.

If the input signals of the measurement setup in Fig. 3.15 are identical, i.e. $U_{1}=U_{2}=U$, then the cross spectrum is equal to the power spectrum of $U$. For the measurements of power spectra only, the phase switch and one band-pass filter can be omitted and the simplified circuit in Fig. 3.16 results. Note that a multiplier with the input signals connected in parallel and a subsequent low-pass filter form a power meter as discussed before.


Fig. 3.16 Measurement of the spectrum with a multiplier or a power meter, respectively.

For the measurement of the cross-spectrum according to Fig. 3.15 it is often difficult to realize two band-pass filters, especially variable band-pass filters, with a good tracking behavior. The problem can be solved by converting both input signals with the help of one voltage controlled oscillator signal with a variable frequency to two identical fixed intermediate frequencies (heterodyne principle or double spectrum analyzer setup).

If only one variable band-pass filter is used, then the measurement can be performed sequentially in time on the basis of the setup in Fig. 3.17. At the


Fig. 3.17 Time serial measurement of the spectrum.
output of a $180^{\circ}$-coupler the sum and the difference of the input signals $U_{1}(f)$ and $U_{2}(f)$ are available. According to the mathematical identity $(a+b)^{2}-$ $(a-b)^{2}=4 a b$, the spectra at the output of the $180^{\circ}$-coupler, representing the sum and the difference of the signals, are measured. Next, the difference of both measured values is calculated. In the symbolic notation, for the switch position $\phi=0^{\circ}$ we have:

$$
\begin{align*}
& \frac{1}{2}\left(U_{1}+U_{2}\right)^{*}\left(U_{1}+U_{2}\right)|V|^{2}-\frac{1}{2}\left(U_{1}-U_{2}\right)^{*}\left(U_{1}-U_{2}\right) \cdot|V|^{2} \\
& =\left(U_{1}^{*} \cdot U_{2}+U_{1} \cdot U_{2}^{*}\right) \cdot|V|^{2} \\
& =2|V|^{2} \cdot \operatorname{Re}\left\{U_{1}^{*} U_{2}\right\}=2|V|^{2} \cdot \operatorname{Re}\left\{W_{i 12}\right\} . \tag{3.29}
\end{align*}
$$

This result is proportional to the real part of the cross-spectrum at the input. In the same way, the imaginary part can be obtained by changing the position of the phase switch to $90^{\circ}$. If a $90^{\circ}-3 \mathrm{~dB}$-coupler instead of the $180^{\circ}$ type is used, then the real part results for the $90^{\circ}$ position and the imaginary part for the $0^{\circ}$ position of the switch.

Sometimes, however, the bandwidth of the band-pass filter is so wide, that the spectrum of the input signal is not constant within the pass-band. In this case, for the switch position $\phi=0^{\circ}$ and with $V_{1}=V_{2}=V$ according to Eq. (3.26) the measured value is proportional to the frequency average of the real part of the input cross spectrum. If $f_{1}$ and $f_{2}$ are the corner frequencies of the band-pass filter, then

$$
\begin{equation*}
\rho_{o 12}(\theta=0)=2 \cdot \int_{f_{1}}^{f_{2}}|V(f)|^{2} \cdot \operatorname{Re}\left\{W_{i 12}\right\} d f, \tag{3.30}
\end{equation*}
$$

where $|V(f)|^{2}$ is a weighting function. A similar expression results for the switch position $\phi=90^{\circ}$.

### 3.3 ILLUSTRATIVE INTERPRETATION OF THE CORRELATION

The correlation between two noise signals can be described by two equivalent functions, namely the cross-correlation function $\rho_{12}$ or the crossspectrum $W_{12}$. For both representations a concise description of the correlation will be discussed in this section.

At first, the cross-correlation will be considered. Let $u_{1}(t)$ and $u_{2}(t)$ be continuous time signals, which are partly correlated. The signal $u_{2}(t)$ is separated into two components

$$
\begin{equation*}
u_{2}(t)=u_{2}^{\prime}(t)+u_{2}^{\prime \prime}(t) \tag{3.31}
\end{equation*}
$$

in such a way that $u_{2}^{\prime}(t)$ is identical in time to $u_{1}(t)$ except for a real proportionality factor $\gamma$

$$
\begin{equation*}
u_{2}^{\prime}(t)=\gamma \cdot u_{1}(t) \tag{3.32}
\end{equation*}
$$

Such a partition is always possible and, at first, only represents a formal step. However, if $\gamma$ is chosen properly, namely,

$$
\begin{equation*}
\gamma=\frac{\rho_{12}(0)}{\rho_{11}(0)} \tag{3.33}
\end{equation*}
$$

then $u_{2}^{\prime \prime}(t)$ is uncorrelated with $u_{1}(t)$. This can be shown directly by

$$
\begin{align*}
\overline{u_{2}^{\prime \prime}(t) \cdot u_{1}(t)} & =\overline{\left(u_{2}(t)-\gamma u_{1}(t)\right) \cdot \overline{u_{1}(t)}} \\
& =\overline{u_{2}(t) \cdot u_{1}(t)}-\gamma \cdot \overline{u_{1}^{2}(t)} \\
& =\rho_{12}(\theta=0)-\gamma \cdot \rho_{11}(\theta=0)=0 . \tag{3.34}
\end{align*}
$$

This consideration also works with two signals being shifted in time by $\theta$ relative to each other. The cross-correlation function thus represents, except for a normalization factor, that part of $u_{2}(t)$ which is identical in time to $u_{1}(t)$ and which could, therefore, be nulled by means of a balanced configuration, for example. As is generally known for an ac bridge, being supplied with sinusoidal signals, a complete balance to zero can be achieved due to the fact that two signals with a phase difference of $180^{\circ}$ are interfering destructively. Uncorrelated signals cannot be balanced with a bridge at all, because for a superposition the signals have to be added according to the square root of the sum of the squares. For partly correlated signals, the completely correlated part $u_{2}^{\prime}(t)$, which is described by $\rho_{12}$, can be nulled by a balance, whereas for the uncorrelated parts $u_{2}^{\prime \prime}(t)$ and $u_{1}(t)$, the square-law summation applies. Also for a finite time shift $\theta$ the signals can be separated into correlated and uncorrelated parts. The partition generally is a function of the time shift $\theta$, similarly to the cross-correlation function, which generally depends on $\theta$.

For a representation in the frequency domain, the correlation can be interpreted in a similar way. For this purpose, the phasor notation is used. Let $U_{1}(f)$ and $U_{2}(f)$ denote two partly correlated noise signals. Let $k_{12}$ be a complex number, which represents that part of $U_{2}$ which is identical to $U_{1}$ after an appropriate phase- and amplitude change:

$$
\begin{equation*}
U_{2}=U_{2}^{\prime}+U_{2}^{\prime \prime}=k_{12} \cdot U_{1}+U_{2}^{\prime \prime} \tag{3.35}
\end{equation*}
$$

Again, it can be shown that $U_{2}^{\prime \prime}$ is uncorrelated with $U_{1}$, if $k_{12}$ is chosen properly:

$$
\begin{equation*}
U_{1}^{*} \cdot U_{2}^{\prime \prime}=U_{1}^{*}\left(U_{2}-k_{12} \cdot U_{1}\right)=W_{12}-k_{12} \cdot W_{1} \tag{3.36}
\end{equation*}
$$

Apparently, this relation is equal to zero, if $k_{12}$ is chosen as

$$
\begin{equation*}
k_{12}=\frac{W_{12}}{W_{1}} \tag{3.37}
\end{equation*}
$$

### 3.4 MEASUREMENT OF THE EQUIVALENT NOISE TEMPERATURE OF A ONE-PORT

In this section it will be described, how the available noise power or equivalent noise temperature of a one-port at the center frequency $f_{0}$ in a given bandwidth $\Delta f$ is measured as precisely as possible.

The fundamental measurement system, which is also called a radiometer or a spectrometer, is shown in Fig. 3.18. In principle, the measurement system consists of at least one cascade of amplifiers with an extremely low-noise preamplifier in the first stage, a band-pass filter, and a power meter as discussed in section 3.1. Such a noise measurement system poses a number of problems. First of all, the gain of the cascade of amplifiers has to be known exactly for the determination of the effective noise power of the device under


Fig. 3.18 Principle setup for noise temperature measurements.
test. Furthermore, the necessary high gain of the cascade of amplifiers might change with time, i.e. it drifts. Moreover, the first preamplifier, although being a low-noise type, also produces noise, which is often in the same order as the noise of the device under test. It is thus necessary to discriminate the preamplifier noise from the noise of the device under test. In addition, the measurement result should not depend on the gain. A possible setup to reduce these disturbing effects is illustrated in Fig. 3.19. Here, $Z_{g}$ denotes the impedance of the device under test at the temperature $T_{m}$ and $Z_{i n}$ is the input impedance of the amplifier. $Z_{g}$ and $Z_{i n}$ may be complex. The noise


Fig. 3.19 Radiometer with different calibration standards.
contribution of the amplifier is also described by a temperature $T_{a}$ (system or amplifier temperature). The amplifier can be represented by a thermally noisy generator resistance with the temperature $T_{a}$ and the impedance $Z_{g}$, which is supposed to produce the same noise at the load impedance $Z_{l}$ as the amplifier itself. For this model, the amplifier is assumed to be noise-free. In addition, two calibration standards with the known but different temperatures $T_{1}$ and $T_{2}$ are needed, both having the same impedance $Z_{g}$ as the device under test. With the gain $G_{p}$ of the amplifier, three noise powers can be measured at the output impedance $Z_{l}$, namely the noise power $P_{m}$ for the measurement of the device under test and the noise powers $P_{1}, P_{2}$ for the measurements of the two calibration standards:

$$
\begin{align*}
P_{m} & =G_{p}\left(T_{m}+T_{a}\right) \cdot k \cdot \Delta f, \\
P_{1} & =G_{p}\left(T_{1}+T_{a}\right) \cdot k \cdot \Delta f, \\
P_{2} & =G_{p}\left(T_{2}+T_{a}\right) \cdot k \cdot \Delta f . \tag{3.38}
\end{align*}
$$

Solving this set of equations for $T_{m}$ yields

$$
\begin{equation*}
T_{m}=\frac{\left(p_{m 2}-1\right) p_{m 1}}{p_{m 2}-p_{m 1}} \cdot T_{1}-\frac{\left(p_{m 1}-1\right) p_{m 2}}{p_{m 2}-p_{m 1}} \cdot T_{2} \tag{3.39}
\end{equation*}
$$

which only depends on the known temperatures $T_{1}$ and $T_{2}$ and on the ratios of the noise powers $P_{m} / P_{1}=p_{m 1}$ and $P_{m} / P_{2}=p_{m 2}$. The result does not depend on the unknown gain $G_{p}$ and the temperature of the amplifier $T_{a}$. It is advantageous to choose one of the temperatures equal to the ambient temperature $T_{0}$, e.g. $T_{2}=T_{0}$, because the available noise power or available temperature is then known a priori.

One disadvantage of this method is that the three single measurements might take a relatively long time. Consequently, since the gain has to be constant during the measurements, the amplifier needs a good long-term stability. In Section 3.5, other radiometer circuits with reduced requirements for the long-term stability of the amplifier will be discussed.

Furthermore, the device under test might be mismatched and its impedance might be different from the impedance of the two calibration standards. Also for this case, radiometer circuits will be presented that may alleviate this problem.

### 3.5 SPECIAL RADIOMETER CIRCUITS

### 3.5.1 Dicke-Radiometer

With a Dicke-radiometer, also called switching radiometer, the noise of a one-port can be measured independently of the gain and the noise of the multistage amplifier. In Fig. 3.20 the block diagram is shown. By means of a


Fig. 3.20 Dicke-radiometer for a known impedance of the device under test.
switch, which should have low loss, the amplifier input is periodically switched between the one-port device under test with the unknown temperature $T_{m}$
and the impedance $Z_{m}$ and a reference device with the variable temperature $T_{r e f}$ and the impedance $Z_{\text {ref }}$. The noise signal at the output of the band-pass filter versus time, as shown in Fig. 3.21, is composed of the contributions of $T_{m}$ and $T_{r e f}$, sequential in time, and of the contribution of the first preamplifier, which is constant in time. The noise signals of the device under test and


Fig. 3.21 Output power of the radiometer versus time.
the reference noise source are not correlated with the noise of the amplifier. However, the contribution of the amplifier is constant for both positions of the switch only, if the impedances of the device under test and the reference, $Z_{m}$ and $Z_{r e f}$, are identical. This is a precondition for the correct measurement with this radiometer. After having passed the amplifier and the band-pass filter, the noise signal is square-law rectified and filtered with the low-pass filter. Next, the a.c. signal caused by the switching procedure (at, for example, a frequency of 1 kHz ) is filtered with e.g. a phase sensitive detector (PSD) and then displayed. For the measurement of $T_{m}$ the reference temperature $T_{\text {ref }}$ is varied until the ac-signal vanishes. In this balanced case

$$
\begin{equation*}
T_{m}=T_{r e f} \tag{3.40}
\end{equation*}
$$

Since the additive noise contribution of the amplifier is equal for both switch positions, it does not influence the balance condition. Also drift effects of the gain do not affect the balance condition as long as they are slow by comparison with the period of the switching frequency. This is a noticeable advantage of the Dicke-radiometer by comparison with the fundamental radiometer of Fig. 3.18. The measurement time $\tau$ of the Dicke-radiometer can be arbitrarily larger than the switching period. The measurement time will be chosen large enough, so that the related measurement error for the noise power will be sufficiently small. However, it is absolutely essential that the power meter has a settling time much shorter than the switching period.

Often the switch of the Dicke-radiometer will not have the same reflection coefficient for both positions. In this case, the circuit of Fig. 3.20 can be modified as shown in Fig. 3.22. First, the device under test is connected to port 1. With the reference noise source at the switch position I a zero compensation is performed which leads to the value $T_{\text {ref }}^{I}$. Next, the reference


Fig. 3.22 Dicke-radiometer with two reference noise sources.
noise source II is connected to port 1 and by varying $T_{r e f}^{I I}$ a further zero balance is performed. For equal impedances $Z_{r e f}^{I I}=Z_{m}$ the temperature of the device under test is given by

$$
\begin{equation*}
T_{m}=T_{r e f}^{I I} \tag{3.41}
\end{equation*}
$$

In this way, equal input reflection coefficients for both switch positions are not necessary. Only the long-term stability of the input reflection is needed. The reference noise source I at port 2 does not need to be calibrated, it just has to be variable and stable. The impedance $Z_{r e f}^{I}$ may be different from the impedance of the device under test $Z_{m}$. The impedance of the reference noise source II, however, must be identical to the impedance of the device under test, i.e. $Z_{m}=Z_{r e f}^{I I}$.

### 3.5.2 Problems with mismatched devices under test

In the previous sections, measurement methods for the determination of the noise temperature of a matched device or devices with a known impedance were presented. In this context, the word known can also have the meaning that the impedance of the device under test is equal to the impedance of the noise source. However, if the device under test is mismatched and, furthermore, its impedance is unknown, perhaps complex and frequency-dependent, then an exact measurement of the unknown noise temperature becomes more difficult because of two problems.

First problem: Because of the mismatch of the device under test with the temperature $T_{m}$, one does not measure the available noise power $P_{a v}=$ $k \cdot T_{m} \cdot \Delta f$ in the bandwidth $\Delta f$, but a smaller power $P_{l}$ given by

$$
\begin{equation*}
P_{l}=\left(1-|\rho|^{2}\right) \cdot k \cdot T_{m} \cdot \Delta f, \tag{3.42}
\end{equation*}
$$

where $|\rho|$ denotes the magnitude of the reflection coefficient of the device under test. This relation will be derived next.

In Fig. 3.23 the load resistance $Z_{0}$, which also serves as the reference impedance, is assumed to be real. The noise power $P_{l}$ at the load impedance


Fig. 3.23 Explanation of the measured noise power for a mismatched device.
$Z_{0}$, which is supposed to be noiseless, can be calculated as follows:

$$
\begin{equation*}
P_{l}=\frac{4 k \cdot T_{m} \cdot \operatorname{Re}\left\{Z_{m}\right\}}{\left|Z_{0}+Z_{m}\right|^{2}} \cdot Z_{0} \cdot \Delta f \tag{3.43}
\end{equation*}
$$

With

$$
\begin{equation*}
|\rho|^{2}=\left|\frac{Z_{m}-Z_{0}}{Z_{m}+Z_{0}}\right|^{2} \tag{3.44}
\end{equation*}
$$

Eq. (3.43) yields:

$$
\begin{align*}
P_{l} & =k T_{m} \cdot \Delta f \cdot \frac{2 \cdot\left(Z_{m}+Z_{m}^{*}\right) \cdot Z_{0}}{\left|Z_{m}+Z_{0}\right|^{2}} \\
& =k T_{m} \cdot \Delta f \frac{\left|Z_{m}+Z_{0}\right|^{2}+2\left(Z_{m}+Z_{m}^{*}\right) \cdot Z_{0}-\left|Z_{m}+Z_{0}\right|^{2}}{\left|Z_{m}+Z_{0}\right|^{2}} \\
& =k T_{m} \cdot \Delta f\left[1-\left|\frac{Z_{m}-Z_{0}}{Z_{m}+Z_{0}}\right|^{2}\right] \\
& =k T_{m} \Delta f\left(1-|\rho|^{2}\right)=P_{a v}\left(1-|\rho|^{2}\right) . \tag{3.45}
\end{align*}
$$

Here, $P_{a v}=k \cdot T_{m} \cdot \Delta f$ is the available noise power of the device under test or the generator, respectively. The noise power $P_{l}$, which arrives at the load resistance $Z_{0}$, is reduced by the reflected part $P_{r e}$

$$
\begin{equation*}
P_{r e}=k T_{m} \cdot \Delta f \cdot|\rho|^{2} \tag{3.46}
\end{equation*}
$$

The term $1-|\rho|^{2}$ is equal to the gain $G_{p}$ of the circuit:

$$
\begin{equation*}
G_{p}=\frac{P_{l}}{P_{a v}}=1-|\rho|^{2} . \tag{3.47}
\end{equation*}
$$

If, as depicted in Fig. 3.24, the impedance of the device under test or the generator with $Z_{m}=Z_{g}$ as well as the load resistance $Z_{l}$ are complex and not
equal to the reference impedance $Z_{0}$, then the following well-known relation for the gain $G_{p}$ results:

$$
\begin{equation*}
G_{p}=\frac{\left(1-\left|\Gamma_{g}\right|^{2}\right)\left(1-\left|\Gamma_{l}\right|^{2}\right)}{\left|1-\Gamma_{g} \Gamma_{l}\right|^{2}} \tag{3.48}
\end{equation*}
$$

In Eq. (3.48) $\Gamma_{g}$ and $\Gamma_{l}$ are the reflection coefficients of the generator and the load impedance, with respect to the real reference impedance (Fig. 3.24)

$$
\begin{equation*}
\Gamma_{g}=\frac{Z_{g}-Z_{0}}{Z_{g}+Z_{0}}, \quad \Gamma_{l}=\frac{Z_{l}-Z_{0}}{Z_{l}+Z_{0}} . \tag{3.49}
\end{equation*}
$$

Equation (3.48) is not well suited for an illustrative explanation. Such an


Fig. 3.24 Mismatched generator and load impedances.
explanation can be derived similarly to Eq. (3.45) and (3.46), if a modified reflection coefficient $\tilde{\rho}$ is introduced, which is defined with respect to the generally complex generator impedance $Z_{g} \equiv Z_{m}$. With

$$
\begin{equation*}
|\tilde{\rho}|=\left|\frac{Z_{l}-Z_{m}^{*}}{Z_{l}+Z_{m}}\right|=\left|\frac{Z_{l}-Z_{g}^{*}}{Z_{l}+Z_{g}}\right| \tag{3.50}
\end{equation*}
$$

it follows for the power $P_{l}$ at the load resistance:

$$
\begin{equation*}
P_{l}=P_{a v}\left(1-|\tilde{\rho}|^{2}\right), \tag{3.51}
\end{equation*}
$$

as will be shown in problem 3.2. Here, $P_{a v}=k T_{m} \Delta f$ is again the available noise power (or the available power in general) of the device under test or the generator, respectively. The power $P_{r e}$ with

$$
\begin{equation*}
P_{r e}=P_{a v}-P_{l}=P_{a v} \cdot|\tilde{\rho}|^{2}, \tag{3.52}
\end{equation*}
$$

can be interpreted as the reflected power, similar to Eq. (3.46), as will be seen more clearly later. The power $P_{l}$ can be defined as the transmitted power. The available gain $G_{p}$ is again given by

$$
\begin{equation*}
G_{p}=1-|\tilde{\rho}|^{2} . \tag{3.53}
\end{equation*}
$$

This term is identical to the term for $G_{p}$ in Eq. (3.48).

## Problem

3.2 Verify the validity of Eq. (3.51) as well as the identity of Eq. (3.53) and Eq. (3.48).

A second problem, which arises for a mismatched one-port device, is caused by a noise wave of the first preamplifier radiating toward the device under test. This noise wave can be reflected by the device under test and can thus return to the amplifier. In general, this reflected wave will be correlated with the noise wave at the output of the amplifier. For a measurement setup as shown in Fig. 3.20, the noise contributions of the amplifier are no longer equal for both positions of the switch and, consequently, it has an impact on the noise balance. This problem can be solved by connecting a matched ferrite isolator between the switch and the amplifier (Fig. 3.25). Such a passive non-reciprocal device of a homogenous temperature shows uncorrelated noise waves at its input and output, as has already been discussed. Additionally, its noise contribution at its input is known quantitatively, if the physical temperature of the isolator is known. Furthermore, the noise wave of the


Fig. 3.25 Radiometer setup with an isolator in front of the first preamplifier.
preamplifier cannot reach the device under test, due to the backward isolation of the isolator.

If the radiometer is balanced, i.e. if the temperature of the matched reference is tuned until the noise powers at the output of the cascade of amplifiers are equal for both positions of the switch corresponding to a zero output signal of the phase-sensitive detector, then the noise powers at the input of the
isolator are given by:

$$
\begin{array}{ll}
\text { position I } & P_{I}=k \cdot T_{m} \cdot \Delta f \cdot\left(1-|\rho|^{2}\right)+k \cdot T_{0} \cdot|\rho|^{2} \cdot \Delta f \\
\text { position II } & P_{I I}=k \cdot T_{r e f} \cdot \Delta f
\end{array}
$$

For position I the second term represents the contribution of the isolator. For a balance, that means $P_{I}=P_{I I}$, we have

$$
\begin{equation*}
T_{m} \cdot\left(1-|\rho|^{2}\right)+T_{0} \cdot|p|^{2}=T_{r e f} \tag{3.54}
\end{equation*}
$$

If $|\rho|^{2}$ is known from measurements, then $T_{m}$ can be calculated for a known $T_{\text {ref }}$ and a known temperature $T_{0}$ of the isolator by

$$
\begin{equation*}
T_{m}=\frac{T_{r e f}-T_{0} \cdot|\rho|^{2}}{1-|\rho|^{2}} \tag{3.55}
\end{equation*}
$$

If a passive ferrite isolator is not available, as e.g. for frequencies below 500 MHz , then the uncorrelated amplifier of Fig. 2.23 can be used. However, its temperature at its input has to be determined. If a high degree of decorrelation is needed, then it is also possible to combine an isolator and an uncorrelated amplifier.

An evaluation of Eq. (3.55) becomes difficult, if the reflection coefficient $\rho$ depends on the frequency within the measurement bandwidth. Then, $|\rho(f)|^{2}$ in Eq. (3.55) has to be replaced by its mean value.

A more elegant way for the measurement of the noise temperature of mismatched objects is to use so-called compensation radiometers, where the reflection coefficient of the device under test does not need to be known, because it is not part of the balance condition. Such compensation radiometers will be discussed in the next section.

### 3.5.3 Compensation radiometers

As can be seen in Fig. 3.26, the device under test and the reference noise source are connected alternately to the input of the amplifier by a switchable circulator. The direction of circulation can be reversed by changing the direction of the magnetizing field of the circulator. This, however, is not a very practical solution and therefore a more suitable circuit will be proposed later. For operation in position I, the noise power $P_{I}$ enters the input of the first preamplifier. The noise power $P_{I}$ consists of a noise contribution from the reference device, which is reflected by the device under test, and a second contribution from the device under test. Both contributions are uncorrelated. Because of the possible mismatch of the device under test, described by the reflection coefficient $\rho$, the noise power of the device under test is reduced by a factor of $1-|\rho|^{2}$.

$$
\begin{equation*}
P_{I}=k \cdot T_{r e f} \cdot|\rho|^{2} \cdot \Delta f+k \cdot T_{m} \cdot\left(1-|\rho|^{2}\right) \cdot \Delta f \tag{3.56}
\end{equation*}
$$



Fig. 3.26 Compensation radiometer with a switchable circulator.

For the orientation II of the circulator and under the assumption of an ideal circulator, the noise power of the reference source is measured:

$$
\begin{equation*}
P_{I I}=k \cdot T_{r e f} \cdot \Delta f \tag{3.57}
\end{equation*}
$$

By varying the reference temperature $T_{\text {ref }}$ the noise powers $P_{I}$ and $P_{I I}$ are balanced for the two directions of circulation:

$$
\begin{align*}
P_{I}=P_{I I} & =k \cdot T_{r e f}|\rho|^{2} \cdot \Delta f+k \cdot T_{m}\left(1-|\rho|^{2}\right) \cdot \Delta f \\
& =k \cdot T_{r e f} \Delta f . \tag{3.58}
\end{align*}
$$

From this relation it follows that

$$
\begin{equation*}
T_{m}=T_{r e f}, \tag{3.59}
\end{equation*}
$$

provided that the magnitude of the reflection coefficient $\rho$ of the device under test is not equal to one. The result of Eq. (3.59) does not depend on the value of the reflection coefficient $\rho$. Hence, $\rho$ may be frequency-dependent. This means that $\rho(f)$ may vary within the bandwidth of the measurements. The described method is called a compensation method, because the reduced noise contribution of the device under test, due to its mismatch, is compensated by an equivalent contribution of the reference.

One can also argue in another way: the part of the circuit within the dashed box in Fig. 3.26 has an input noise temperature $T_{i n}$. If this part is at a homogeneous temperature $T_{\text {ref }}=T_{m}$ and if, furthermore, the circulator is lossless, then $T_{i n}=T_{r e f}=T_{m}$.

The compensation principle will be explained once more with the help of Fig. 3.27. In this circuit, an isolator at the temperature $T_{0}$ is placed between the device under test and the amplifier. For clarity reasons, this isolator is realized on the basis of an ideal circulator. One of the three ports of the


Fig. 3.27 Principle of the compensation radiometer.
circulator is terminated by the real reference impedance $Z_{0}$, which is at the temperature $T_{0}$. One can recognize that a wave radiated from the input of the amplifier is absorbed at port 3 of the circulator. The wave at the output of the amplifier is constant and does not depend on the impedance of the device, $Z_{m}$. This output wave can be eliminated for the measurements. Another noise wave originates from the termination $Z_{0}$ of port 3 of the circulator. It propagates towards the device under test where it is reflected. Then, it passes the circulator resulting in the power $P_{r e}$ at the input of the amplifier

$$
\begin{equation*}
P_{r e}=k \cdot T_{0} \cdot \Delta f \cdot|\rho|^{2}=P_{a v} \cdot|\rho|^{2} \tag{3.60}
\end{equation*}
$$

The device under test emits the power $P_{l}$ to the input of the amplifier. With $T_{m}=T_{0}$ the power $P_{l}$ is given by:

$$
\begin{align*}
P_{l} & =k \cdot T_{m} \cdot \Delta f \cdot\left(1-|\rho|^{2}\right)=k \cdot T_{0} \cdot \Delta f \cdot\left(1-|\rho|^{2}\right) \\
& =P_{a v}\left(1-|\rho|^{2}\right) \tag{3.61}
\end{align*}
$$

This power is lower than the available power $P_{a v}$, due to the mismatch of the device under test. The missing part is compensated by $P_{r e}$. Thus, the input circuit is described by the equivalent circuit of Fig. 3.23.

Even if the load resistance $Z_{l}$ is mismatched, i.e. complex and not equal to a real reference impedance $Z_{0}$ but still at the temperature $T_{0}$, an exact compensation can be achieved. For this purpose, the circuit of Fig. 3.24 is considered. Extracting the lossless imaginary part $j \operatorname{Im}\left\{Z_{l}\right\}$ from the load resistance $Z_{l}$, Fig. 3.24 can be modified according to Fig. 3.28. Shifting the reference plane from 1-1' to 2-2' in Fig. 3.28, the magnitude of the reflection coefficient $\tilde{\rho}$ remains unchanged. Adopting the expression for $\tilde{\rho}$ from Eq. (3.50) leads to

$$
\begin{equation*}
|\tilde{\rho}|=\left|\frac{Z_{l}-Z_{g}^{*}}{Z_{l}+Z_{g}}\right|=\left|\frac{\operatorname{Re}\left\{Z_{l}\right\}-\left(Z_{g}+j \operatorname{Im}\left\{Z_{l}\right\}\right)^{*}}{\operatorname{Re}\left\{Z_{l}\right\}+\left(Z_{g}+j \operatorname{Im}\left\{Z_{l}\right\}\right)}\right| \tag{3.62}
\end{equation*}
$$

At the reference plane 2-2' the impedance is equal to $Z_{g}+j \operatorname{Im}\left\{Z_{l}\right\}$. The impedance $\operatorname{Re}\left\{Z_{l}\right\}$ can be chosen as a new real reference impedance with


Fig. 3.28 Explanation of the compensation effect for a complex load resistance.
$\operatorname{Re}\left\{Z_{l}\right\} \equiv Z_{0}$. Then, Eq. (3.60) and Eq. (3.61) can be applied and the case of a complex load resistance $Z_{l}$ is traced back to the case of a real load resistance $Z_{0}$, to which the following considerations will be restricted.

Instead of the switchable circulator, which will probably cause switching spikes and which might be limited to low switching rates, it is also possible to use a fixed circulator, a signal divider and an ordinary mechanical or electronic switch, as depicted in Fig. 3.29.


Fig. 3.29 Compensation radiometer with a fixed circulator, a signal divider and a switch.

A compensation radiometer can also be realized without a circulator, of which the real properties often differ noticeably from its ideal characteristics. The compensation radiometer can also be built by means of couplers, wave terminations, an attenuator, a switch and a non-reciprocal passive isolator, as shown in Fig. 3.30.


Fig. 3.30 Compensating radiometer with couplers, a switch, an isolator and two reference sources.

## Problem

3.3 Derive the balance condition for the radiometer of Fig. 3.30. The couplers are assumed to be lossless with an attenuation $\kappa$ for the power coupling. The matched attenuator has the power attenuation $a=1-\kappa$. All passive components are at the ambient temperature $T_{0}$. Except for the device under test, which has the reflection coefficient $\rho$, all other components are matched. The variable reference noise source with the temperature $T_{r e f}$ is available twice, with exact tracking of the two noise temperatures, i.e. $T_{r e f}^{I}=T_{r e f}^{I I}$.

Provided that all passive components, i.e. all components within the dashed box in Fig. 3.30, including the isolator, are at the same homogenous temperature, e.g. $T_{0}$, then an arbitrarily mismatched device under test ( $\rho \neq 0$ ) at the temperature $T_{m}=T_{0}$ will necessarily be measured exactly with this temperature. This means that for $T_{m}=T_{0}$ there is no offset error, even if e.g. the couplers and the connecting lines have losses. Such an offset test can be performed if, for example, a wave termination with the temperature $T_{0}$ is used as the device under test combined with a series or parallel reactance to cause a mismatch. The reactance may have losses, if these are also at the temperature $T_{0}$. An offset error generally occurs, if the isolator or the input of the preamplifier are not at the temperature $T_{0}$. If the input temperature is lower than $T_{0}$, then it can be raised artificially to the value $T_{0}$ by additive noise.

An offset error can also be caused by correlation effects of the preamplifier. The isolator/preamplifier combination itself radiates some noise power towards the device under test, i.e. a noise wave is emitted by the input of the isolator/preamplifier, reflected by the mismatched device under test and then returned to the isolator/preamplifier. In addition, the isolator/preamplifier generates a noise wave at the output. For all radiometer setups discussed so far, it was assumed for the balance condition that the noise waves at the input and output are uncorrelated, and that the noise wave at the output thus only adds a constant contribution for both switch positions, which disappears in the final balance condition. This is true for a matched isolator at a homogenous temperature with sufficient reverse isolation. A low-noise preamplifier does generally not possess this characteristic except for the case of de-correlation, as for example the de-correlated amplifier of Fig. 2.23. In general, the isolator has a finite backward isolation. Therefore, the combination of an isolator and a preamplifier can again possess a finite de-correlation only. In fact, a high degree of de-correlation is needed for the described compensation radiometers, in order to keep the measurement errors small, as will also be shown in problem 3.4.

## Problem

3.4 Consider the radiometer circuits of Figs. 3.26, 3.29 and 3.30 . Which de-correlation of the preamplifier with isolator is required for a measurement error below 1 K ? The reflection coefficient of the device under test is assumed to be -6 dB .

It may be necessary to utilize both isolators as well as de-correlated amplifiers and there might even be the need for further provisions to reduce the effective correlation. For the correlators of Fig. 3.26 and 3.29 , the circulator also reduces a possible correlation. The two variable reference noise sources in Fig. 3.30 must have a good tracking behavior. These two noise sources can also be realized by means of one noise source and a matched and decoupling signal divider or by means of one noise source and a switch.

The compensating radiometer can be modified by adding a further variable noise source so that mismatched devices under test with a temperature below the ambient temperature $T_{0}$ can be measured without using a cold noise source (cf. problem 3.5).

## Problem

3.5 With one further hot noise source with $T_{a u x}>T_{0}$ the compensating radiometer according to Fig. 3.30 or Fig. 3.26, 3.29, respectively, can be extended such that mismatched cold devices under test with $T_{m}<T_{0}$ can be
measured. The variable noise source with the temperature $T_{a u x}$ can be inserted into the circuit of Fig. 3.30 via a further directional coupler in the measurement path, so that the overall noise in this branch is increased and a zero compensation by the reference temperature $T_{r e f}^{I}$ becomes possible. Furthermore, the compensating branch is extended by an attenuator with the attenuation $a_{2}=1-\kappa_{2}$. After having increased the temperature $T_{a u x}$ in a defined way, e.g. by a factor $\eta$, a second balance is performed by increasing the reference temperature $T_{\text {ref }}^{I I}$. Derive an equation to determine the temperature $T_{m}$ of the device from $T_{r e f}^{I I}$.

### 3.5.4 Correlation radiometer

The operation of a correlation radiometer will first be explained for a matched device under test. The noise signal of the device under test with the temperature $T_{m}$, described by the noise wave $A_{m}$, is superimposed to the noise wave $A_{r e f}$ of the variable and matched reference noise source. The superposition is realized with a directional coupler, e.g. a $3 \mathrm{~dB} 180^{\circ}$-coupler, such that the sum of the signals $A_{m}$ and $A_{r e f}$ is obtained at one output port and the difference of the signals $A_{m}$ and $A_{\text {ref }}$ at the other output port (Fig. 3.31). The


Fig. 3.31 Principle setup of the correlation radiometer.
noise waves of the $180^{\circ}$-coupler are amplified separately by amplifiers with the complex voltage amplification factors $V_{1}$ and $V_{2}$. The signals are correlated in the correlator, which can be described in the time domain as a multiplier with a subsequent low-pass filter, thus producing the function: $\overline{u_{1}(t) \cdot u_{2}(t)}$. A description of the correlator in the frequency domain leads to the expression:

$$
\begin{equation*}
\operatorname{Re}\left\{W_{12}\right\}=\operatorname{Re}\left\{U_{1}^{*}(f) \cdot U_{2}(f)\right\} \tag{3.63}
\end{equation*}
$$

With

$$
U_{1}=\frac{1}{\sqrt{2}} \cdot\left(A_{m}-A_{r e f}\right) \cdot V_{1}
$$

$$
\begin{equation*}
U_{2}=\frac{1}{\sqrt{2}} \cdot\left(A_{m}+A_{r e f}\right) \cdot V_{2} \tag{3.64}
\end{equation*}
$$

and

$$
\begin{align*}
\left|A_{m}\right|^{2} & =k \cdot T_{m} \Delta f \\
\left|A_{r e f}\right|^{2} & =k \cdot T_{r e f} \Delta f \tag{3.65}
\end{align*}
$$

Eq. (3.63) becomes

$$
\begin{align*}
\operatorname{Re}\left\{W_{12}\right\} & =\frac{1}{2} \cdot \operatorname{Re}\left\{\left(A_{m}-A_{r e f}\right)^{*} \cdot\left(A_{m}+A_{r e f}\right) \cdot V_{1}^{*} \cdot V_{2}\right\} \\
& =\frac{1}{2} \cdot k\left(T_{m}-T_{r e f}\right) \cdot \Delta f \cdot \operatorname{Re}\left\{V_{1}^{*} \cdot V_{2}\right\}, \tag{3.66}
\end{align*}
$$

if $A_{m}$ and $A_{r e f}$ are not correlated. For a circuit as in Fig. 3.31, one can expect that $A_{m}$ and $A_{r e f}$ are not correlated, because they originate from different sources. A vanishing correlation, i.e. $\operatorname{Re}\left\{W_{12}\right\}=0$ or a zero display at the output of the correlator, respectively, corresponds to $T_{m}=T_{r e f}$, independently of $V_{1}$ or $V_{2}$. Thus, the balance of the correlation radiometer is, in principle, similar to the balance of the switching radiometer: the reference temperature is varied until a zero output signal is obtained. The significant advantage of the correlation radiometer by comparison with the switching radiometer is that no switch in front of the preamplifier is needed. Such a switch can produce measurement errors especially due to its switching spikes, its non-zero and variable attenuation and its noise contribution. Nevertheless, the additional use of a switch might be advantageous even for a correlation radiometer, as shown in Fig. 3.32. In general, an analog multiplier shows a finite dc voltage as an offset at its output, even if the correlation is zero. For this reason, it is useful to introduce a $180^{\circ}$-phase shifter behind one of the two amplifiers of the correlation radiometer (Fig. 3.32), which periodically changes the polarity at a low frequency of, e.g. $f_{i f}=10 \mathrm{kHz}$. At the output of the multiplier (correlator) the resulting 10 kHz alternating signal is amplified and displayed. By this provision, the influence of an offset voltage of the multiplier can be eliminated.

For the zero balance it does not matter, if the $0^{\circ} / 180^{\circ}$-phase shifter shows a slightly different attenuation in both switching positions as expressed by the amplification factor $V_{1}^{\prime}=V_{1} \cdot(1-\Delta V)$, where $\Delta V$ is real. The amplitude of the 10 kHz signal at the output of the multiplier is proportional to the difference of $\operatorname{Re}\left\{W_{12}\right\}$ for both of the phase states, i.e. $0^{\circ}$ (I) and $180^{\circ}$ (II) of the $180^{\circ}$-phase shifter (compare with Eq. (3.27)).

$$
\begin{align*}
& \operatorname{Re}\left\{W_{12}^{\mathrm{I}}\right\}-\operatorname{Re}\left\{W_{12}^{\mathrm{II}}\right\} \\
& =\frac{1}{2} \cdot k \Delta f \cdot\left(T_{m}-T_{r e f}\right) \operatorname{Re}\left\{V_{1}^{*} V_{2}-V_{1}^{\prime *} V_{2} \cdot e^{-j 180^{\circ}}\right\} \\
& =\frac{1}{2} \cdot k \Delta f \cdot\left(T_{m}-T_{r e f}\right) \operatorname{Re}\left\{V_{1}^{*} V_{2}-V_{1}^{*}(1-\Delta V) V_{2} \cdot e^{-j 180^{\circ}}\right\} \\
& =\frac{1}{2} \cdot k \Delta f \cdot\left(T_{m}-T_{r e f}\right) \operatorname{Re}\left\{V_{1}^{*} V_{2}(2-\Delta V)\right\} \tag{3.67}
\end{align*}
$$



Fig. 3.32 Correlation radiometer with a $180^{\circ}$-switch.

Obviously, a balance again leads to $T_{m}=T_{r e f}$. However, if the correlator has a finite offset error, then a different attenuation for the two switching states of the $180^{\circ}$-phase shifter leads to an error at the output of the correlator. In other words, a parasitic amplitude modulation of the phase shifter leads to a measurement error, if the correlator is not exactly balanced.

It should be mentioned that the $180^{\circ}$ phase difference of the phase shifter is not critical and that for a deviation from the $180^{\circ}$ phase shift the sensitivity is only marginally reduced.

Instead of a $180^{\circ}$-coupler in the receiver stage of the correlation radiometer, a $90^{\circ}-3 \mathrm{~dB}$-coupler can be employed as well. This will be discussed in more detail in problem 3.6.

## Problem

3.6 The correlation radiometer will be realized on the basis of a $90^{\circ}-3 \mathrm{~dB}-$ coupler at the input. What further changes of the circuit are necessary in order to measure noise temperatures with such a setup?

For mismatched devices under test the compensating methods derived for the switching radiometer can also be transferred to the correlation radiometer. For the correlation radiometer of Fig. 3.26, a modified version is depicted in Fig. 3.33 as an example.

The relation for the balance of the radiometer circuit is equal to Eq. (3.58). The circulator can also be replaced by a directional coupler as depicted in Fig. 3.30. Two variable reference noise sources should have tracking properties as good as possible. However, the two noise sources should not be correlated. Therefore, it is not advisable to derive them from a single noise source with the help of a signal divider. For the radiometers discussed here, it is not necessary that the device under test and the reference noise source have the same amplitude statistics.


Fig. 3.33 Compensation-correlation radiometer for a mismatched device under test.

### 3.5.5 Fundamental errors of noise power or noise temperature measurements

As already discussed in Section 3.1.8, the power of a stationary noise signal cannot be measured without errors, because the available measurement time and the measurement bandwidth is limited. The standard deviation $\sigma_{m}=\Delta T_{m}$ for a temperature measurement according to Eq. (3.23) is inversely proportional to the square root of the measurement time and the bandwidth $B=\Delta f$. If $T_{a}$ denotes the system temperature of the amplifier, then

$$
\begin{equation*}
\sigma_{m}=\Delta T_{m}=\frac{1}{\sqrt{\tau \cdot \Delta f}} \cdot\left(T_{m}+T_{a}\right) \tag{3.68}
\end{equation*}
$$

A switching radiometer compares the noise temperature $T_{m}$ (standard deviation $\Delta T_{m}$ ) of a one-port with the noise temperature $T_{r e f}$ (standard deviation $\Delta T_{\text {ref }}$ ) of a reference one-port. The balance of the radiometer yields the result $T_{m}=T_{r e f}$. However, this balance can be achieved only with an error $\Delta T_{\text {bal }}$ (standard deviation), because the temperature of the DUT as well as the temperature of the reference are measured with an error. With Eq. (1.52) for uncorrelated noise signals, the variance of the error for the balance of the temperature results as the sum of the variances of the measured temperatures of the device under test and the reference temperature.

$$
\begin{equation*}
\Delta T_{b a l}^{2}=\Delta T_{m}^{2}+\Delta T_{r e f}^{2} \tag{3.69}
\end{equation*}
$$

For equal measurement times $\tau^{\prime}$ for the reference and the measurement device and for a balance of the setup, we have $\Delta T_{m}=\Delta T_{r e f}$ and

$$
\begin{equation*}
\Delta T_{b a l}=\sqrt{2} \cdot \Delta T_{m}=\frac{\sqrt{2}}{\sqrt{\tau^{\prime} \cdot B}}\left(T_{m}+T_{a}\right) \quad \text { with } \quad B=\Delta f . \tag{3.70}
\end{equation*}
$$

Concerning the switching radiometer the measurement times $\tau^{\prime}$ for the measurement device and the reference device will normally be identical. With a total measurement time $\tau=2 \tau^{\prime}$ the temperature error $\Delta T_{s w}$ increases by a factor of $\sqrt{2}$ to

$$
\begin{equation*}
\Delta T_{s w}=\sqrt{2} \cdot \sqrt{2} \cdot \Delta T_{m}=\frac{2}{\sqrt{\tau \cdot B}}\left(T_{m}+T_{a}\right) \tag{3.71}
\end{equation*}
$$

The total measurement time in general is independent of the switching frequency. The increase of the measurement error by a factor of $\sqrt{2}$ or 3 dB for an equal distribution of the measurement time between the object and the reference can be avoided, if a double or transfer switch and two amplifying channels are used as depicted in Fig. 3.34. The transfer switch consecutively


Fig. 3.34 Two-channel radiometer with a transfer switch.
contacts 1 with 2 and $1^{\prime}$ with $2^{\prime}$ or 1 with $2^{\prime}$ and $1^{\prime}$ with 2 , respectively. The output signals of the two detectors or power meters are in phase and can be subtracted or, as shown in Fig. 3.34, can be added, if the polarity of one detector diode is reversed. This radiometer with two channels makes maximum use of the measurement time. The radiometer thus has a temperature error according to Eq. (3.70). This means an improvement of 3 dB by comparison with the simple switching radiometer.

The temperature error increases, if the DUT with a reflection coefficient $\rho$ is mismatched. This will be derived quantitatively in problem 3.7.

## Problem

3.7 Calculate the temperature error for a compensation radiometer as depicted in Fig. 3.26 as a function of the reflection coefficient $\rho$.

The previous error considerations are independent of the switching frequency. Alternatively, the necessary measurements can also be performed subsequently, the results can be stored and the differences can then be computed.

In addition to these principle errors, which can be kept small by choosing a large bandwidth, further errors arise due to, for example, drift effects, quantization errors, non-uniform heating, etc. The reasons for these errors can be as manifold as known from other measurement procedures. For mismatched devices under test further measurement errors might appear, if the input temperature of the preamplifier and the isolator are not precisely equal to $T_{0}$ and if the isolator-amplifier combination has partly correlated noise waves at its input and output.

For a switching radiometer with a zero balance, the characteristic of the detector has no influence, i.e. the detector must not necessarily have a quadratic characteristic, as long as the device under test and the reference have the same statistical amplitude behavior, for example, if they are both normally distributed.

### 3.5.6 Principle errors of a correlation radiometer or correlator

One would expect that a correlation radiometer has the same temperature error (Eq. 3.70) as a two-channel switching radiometer, because of their similarity. In fact, this is true as will be shown in problem 3.8.

## Problem

3.8 Show for a correlation radiometer (Figs. 3.31 or 3.32 ) that it has the same principle measurement error as the radiometer with the double switch of Fig. 3.34.

Furthermore, one can prove that also for a correlation radiometer the multiplier within the correlator must not necessarily be ideal, if a zero balance is performed. In the GHz frequency range a broadband multiplier is realized e.g. as a double balanced mixer which shows some deviations from an ideal multiplier characteristic. Under the balance condition and for an equal amplitude distribution of the device under test and the reference, the correlator must not necessarily have a perfect multiplier characteristic. This will be demonstrated in problem 3.9 by a direct calculation.

## Problem

3.9 Show by using the characteristic function that vanishing correlation is measured correctly with a correlator, even if its characteristic deviates from an ideal multiplier. The correlator contains a $180^{\circ}$-phase shifter according to Fig. 3.32.

### 3.6 MEASUREMENT OF THE NOISE FIGURE

According to its definition the measurement of the noise figure is based on a variation of the generator's noise power and the observation of a corresponding change of the noise power at the output. For the 3dB-method an adjustable calibrated noise generator is needed, the temperature $T_{g}$ of which should be known (Fig. 3.35). For the quantitative determination of the noise figure


Fig. 3.35 Principle setup for the measurement of the noise figure.
$F$, the noise temperature $T_{g}$ of the generator has to be increased until the noise power $P_{2}$ at the output of the device under test or the post-amplifier, respectively, has doubled. The doubled noise power is denoted by $P_{2}^{\prime}$. The noise contribution of the two-port to the output noise is given by $\Delta P_{2}$ and the noise contribution of the generator with the temperature $T_{0}$ is represented by $P_{20}$ with:

$$
\begin{align*}
P_{2} & =\Delta P_{2}+P_{20} \\
P_{2}^{\prime} & =\Delta P_{2}+P_{20} \cdot \frac{T_{g}}{T_{0}} \\
& =2\left(\Delta P_{2}+P_{20}\right) . \tag{3.72}
\end{align*}
$$

Solving Eq. (3.72) for $\Delta P_{2}$,

$$
\begin{equation*}
\Delta P_{2}=P_{20}\left[\frac{T_{g}}{T_{0}}-2\right] \tag{3.73}
\end{equation*}
$$

and inserting the result into Eq. (2.70) for the noise figure yields

$$
\begin{equation*}
F=1+\frac{\Delta P_{2}}{P_{20}}=\frac{T_{g}}{T_{0}}-1=\frac{T_{e x}}{T_{0}} \tag{3.74}
\end{equation*}
$$

The expression $T_{g}-T_{0}$ is also called excess noise temperature $T_{e x}$. The noise figure is thus proportional to the excess temperature of the noise generator normalized to $T_{0}$, which is necessary for doubling the noise power at the output. Instead of an increase by 3 dB of the output power it is also possible to choose any other arbitrary value. The noise figure is measured at the center
frequency $f_{0}$ of the band-pass filter of the amplifier cascade, strictly speaking as a mean noise figure within the bandwidth $\Delta f$ of the filters. The noise figure is generally measured for the cascade of the device under test and the first amplifier. For the determination of the noise figure of the device under test itself, the contribution of the first amplifier has to be eliminated by using the cascade formula. This is not necessary, if the device under test is an amplifier with sufficient gain. Then, the noise contribution from the following stage can be neglected. The noise powers at the output of the device under test can also be measured directly by means of a radiometer. In this case, the noise figure of the following post-amplification stages will not influence the measurement result.

For the Y-factor-method a noise generator with a fixed excess temperature $T_{g 0}-T_{0}$ is used, which can be switched on and off periodically. Such a noise source can be realized, for example, by an avalanche diode and a matched attenuator. A common value for $T_{g 0} / T_{0}$ is 16 dB . For the on-state of the noise generator with the temperature $T_{g 0}$ the amplified noise power shall be denoted by $P_{2}^{\prime}$. For the off-state of the noise generator with the temperature $T_{0}$ the noise power at the output is assumed to be $P_{2}$. The ratio of $P_{2}^{\prime}$ and $P_{2}$ is called the Y-factor:

$$
\begin{equation*}
Y=\frac{P_{2}^{\prime}}{P_{2}} \tag{3.75}
\end{equation*}
$$

With Eq. (3.72) and Eq. (3.74) and a known $Y$, the following relation results for the noise figure

$$
\begin{equation*}
F=\frac{T_{g 0} / T_{0}-1}{Y-1}=\frac{T_{e x}}{T_{0}(Y-1)} \tag{3.76}
\end{equation*}
$$

Similar to other noise parameters, the noise figure cannot be measured arbitrarily precisely due to the finite measurement time and the restricted bandwidth. In problem 3.10 it will be shown that the error caused by the calculation of the mean square value of the noise signals is of minor importance in comparison to the influence of the other measurement errors.

## Problems

3.10 How large is the error due to the stochastic nature of the noise signal for a noise figure measurement in a bandwidth of 5 MHz and for a measurement time of 0.1 s ? The noise figure is assumed to be 6 dB and the excess temperature has a value of 16 dB .

[^0]In addition to the measurement of the noise figure, the knowledge of the minimum noise figure and the optimum generator admittance of a linear twoport is of great interest for the design of low-noise circuits e.g low-noise amplifiers. Based on the measured noise parameters, the noise behavior of a linear circuit can be simulated completely. In the following section, different methods for the measurement of the noise parameters of linear two-ports will be presented.

### 3.7 MEASUREMENT OF THE MINIMUM NOISE FIGURE AND OPTIMUM SOURCE IMPEDANCE

A variety of methods for the measurement of the noise parameters of linear two-ports, i.e. the minimum noise figure $F_{\min }$, the optimum generator admittance $Y_{o p t}=G_{o p t}+j B_{o p t}$ and the equivalent noise resistance $R_{n}$ will now be discussed. Alternatively, in a spectral representation, the spectra $W_{u}, W_{i}$, $W_{u i}=C_{r}+j C_{i}$ for the equivalent circuit will represent the noise parameters and have to be determined.

In principle, all methods are based on noise power measurements. The simplified block diagram of the measurement setup is depicted in Fig. 3.36.


Fig. 3.36 Block diagram of the noise parameter measurement setup.

Similar to the measurement of the noise figure, the setup consists of a noise source with a cold and a hot state, described by the noise temperatures $T_{0}$ and $T_{e x}+T_{0}$ for the noise generator temperature $T_{g}$. At the output of the DUT the noise signals are amplified and band-pass-filtered and the noise power can be measured by a power meter. As already seen in Eq. (2.114) or Eq. (2.126), the relation between the noise figure and the noise parameters only depends on the generator admittance. The determination of the noise parameters can thus be performed with the help of an impedance tuner with different impedance states denoted by $\mu$, which transforms the generator admittance of the noise source into a variety of different admittances $Y_{g \mu}$. Such an impedance tuner can be inserted between the noise source and the device under test (DUT).

Besides changing the generator admittance, the tuner at the temperature $T_{0}$ also causes a change of the generator temperature for the hot state of the source leading to an effective temperature $T_{g \mu}$ for the $\mu$-th state of the impedance tuner at the input of the DUT.

In order to determine the noise parameters of a linear two-port, it is possible to measure the noise figure of the DUT according to the Y-factor-method, as described above, and to vary the generator admittance by means of the tuner until a minimum of the noise figure is obtained. For this optimum state, the generator admittance can be measured with a network analyzer. This is quite a tedious and unprecise method for the noise parameter measurement, because on the one hand it might take quite some time to find the minimum for the noise figure and on the other hand the impedance range of the tuner may be restricted, so that the tuner may not necessarily be able to realize the optimum generator admittance. Furthermore, the noise temperature for the hot state of the noise generator may change with the position of the tuner, thus changing the measurement value of the noise figure. For these reasons, other methods for the measurement of the noise parameters will be presented in the following section, e.g. the hot-cold or paired method which is based on noise figure measurements and the cold or unpaired method as well as the 7 -state-method, which are based on noise power measurements.

### 3.7.1 Hot-cold method or paired method

The hot-cold or paired method for the determination of the noise parameters is based on noise figure measurements $F_{\mu}$ for a variety of different generator admittances $Y_{g \mu}=G_{g \mu}+j B_{g \mu}$. As already introduced in Eq. (3.75), the measurement of the noise figure requires two noise power measurements according to the Y-factor method. For the $\mu$-th impedance position of the tuner with the corresponding generator admittance $Y_{g \mu}$, the noise figure $F_{\mu}$ can be calculated from the noise power measurements $P_{c \mu}$ and $P_{h \mu}$ for the temperatures $T_{c \mu}=T_{0}$ and $T_{h \mu}=T_{0}+T_{e x \mu}$. The noise figure of the $\mu$-th tuner position can be written as a function of the spectral noise parameters (Eq. (2.114)):

$$
\begin{equation*}
F_{\mu}=1+\frac{\left|Y_{g \mu}\right|^{2} \mathrm{~W}_{u}+\mathrm{W}_{i}+2 G_{g \mu} \mathrm{C}_{r}+2 B_{g \mu} \mathrm{C}_{i}}{4 k T_{0} G_{g \mu}} \tag{3.77}
\end{equation*}
$$

Rearranging this equation

$$
\begin{equation*}
\left(F_{\mu}-1\right) 4 k T_{0} G_{g \mu}=\left|Y_{g \mu}\right|^{2} \mathrm{~W}_{u}+\mathrm{W}_{i}+2 G_{g \mu} \mathrm{C}_{r}+2 B_{g \mu} \mathrm{C}_{i} \tag{3.78}
\end{equation*}
$$

one obtains a linear equation for the spectral noise parameters $W_{u}, W_{i}, C_{r}$ and $C_{i}$. Thus, the measurement of the noise figure for different tuner positions leads to a system of linear equations for the determination of the unknown spectral noise parameters. For the calculation of the unknowns, at least four noise figure measurements for different generator admittances $Y_{g \mu}$ have to be performed. In order to minimize the measurement error, it is advantageous to perform more than the necessary four measurements, so that the
parameters can be determined on the basis of the least-squares method for an over-determined system of linear equations. Moreover, for the enhancement of the measurement accuracy, weighting factors can be introduced in order to reduce the influence of data which seem to be less accurate.

The spectral noise parameters are thus known. The parabolic noise parameters can directly be calculated with (cf. Section 2.3.5):

$$
\begin{align*}
B_{o p t} & =-\frac{C_{i}}{W_{u}}  \tag{3.79}\\
G_{o p t} & =\sqrt{\frac{W_{i}}{W_{u}}-B_{o p t}^{2}}  \tag{3.80}\\
R_{n} & =\frac{W_{u}}{4 k T_{0}}  \tag{3.81}\\
F_{\min } & =1+2 R_{n} G_{o p t}+\frac{C_{r}}{2 k T_{0}} \tag{3.82}
\end{align*}
$$

For this hot-cold or paired method measurement errors arise, because the effective generator noise temperature $T_{g \mu}$ for the hot state of the noise source has to be known exactly for the different source admittances $Y_{g \mu}$. Furthermore, the source reflection coefficient $\Gamma_{g \mu}$ has to be the same for the hot and the cold state of the noise source.

### 3.7.2 Cold method or unpaired method

The problems discussed above can be minimized by a determination of the noise parameters mainly from unpaired noise power measurements with a so-called cold noise source at the ambient temperature $T_{0}$. For the noise equivalent circuit in Fig. 3.37, the noise power at the output of the two-port can be calculated in the frequency band $\Delta f$ as follows:

$$
\begin{align*}
P_{L \mu}= & \left|U_{2}\right|^{2} \operatorname{Re}\left\{Y_{L}\right\} \Delta f=\kappa\left|U_{1}\right|^{2} \operatorname{Re}\left\{Y_{L}\right\} \Delta f \\
= & \underbrace{\kappa \operatorname{Re}\left\{Y_{L}\right\} \Delta f}_{m} \\
& \cdot \frac{\left[4 k T_{g \mu} G_{g \mu}+\left|Y_{g \mu}\right|^{2} W_{u}+W_{i}+2 G_{g \mu} C_{r}+2 B_{g \mu} C_{i}\right]}{\left|Y_{g \mu}+Y_{i n}\right|^{2}} . \tag{3.83}
\end{align*}
$$

Here, $\kappa$ represents the power gain and $Y_{i n}$ is the input admittance of the device under test.

With Eq. (3.83) it follows that, in contrast to the noise figure, the noise power also depends on the product of the power gain $\kappa$, the real part of the load admittance $Y_{L}$ and the bandwidth $\Delta f$, all together abbreviated by a factor $m$. Furthermore, it depends on the unknown input admittance of the two-port $Y_{i n}$.

A partly unpaired method still needs one noise figure measurement, i.e. one paired noise power measurement. Based on this paired measurement with the


Fig. 3.37 Noise equivalent circuit for the calculation of the noise power at the load admittance $Y_{L}$.
hot and cold noise power $P_{h}$ and $P_{c}$ for the generator temperature $T_{h}$ and $T_{c}$ and for the same generator admittance $Y_{g}$

$$
\begin{align*}
P_{h} & =\frac{m}{\left|Y_{i n}+Y_{g}\right|^{2}}\left(4 k T_{h} G_{g}+\left|Y_{g}\right|^{2} \mathrm{~W}_{u}+\mathrm{W}_{i}+2 G_{g} \mathrm{C}_{r}+2 B_{g} \mathrm{C}_{i}\right)(  \tag{3.84}\\
P_{c} & =\frac{m}{\left|Y_{i n}+Y_{g}\right|^{2}}\left(4 k T_{c} G_{g}+\left|Y_{g}\right|^{2} \mathrm{~W}_{u}+\mathrm{W}_{i}+2 G_{g} \mathrm{C}_{r}+2 B_{g} \mathrm{C}_{i}\right) \tag{3.85}
\end{align*}
$$

the factor $m$ can be determined, if the input admittance $Y_{i n}$ is known:

$$
\begin{equation*}
m=\frac{\left(P_{h}-P_{c}\right)\left|Y_{i n}+Y_{g}\right|^{2}}{4 k\left(T_{h}-T_{c}\right) G_{g}} \tag{3.86}
\end{equation*}
$$

For the determination of all noise parameters, further noise power measurements, with e.g. the noise source operated at the ambient temperature $T_{0}$, have to be considered. On the basis of cold noise power measurements for different tuner positions $\mu$, one obtains with Eq. (3.85)

$$
\begin{equation*}
P_{c \mu} \frac{\left|Y_{i n}+Y_{g \mu}\right|^{2}}{m}-4 k T_{c} G_{g \mu}=\left|Y_{g \mu}\right|^{2} \mathrm{~W}_{u}+\mathrm{W}_{i}+2 G_{g \mu} \mathrm{C}_{r}+2 B_{g \mu} \mathrm{C}_{i} \tag{3.87}
\end{equation*}
$$

a system of linear equations for the unknown parameters $\mathrm{W}_{u}, \mathrm{~W}_{i}, \mathrm{C}_{r}$ and $\mathrm{C}_{i}$, if $Y_{i n}$ is known. With at least one noise figure and four noise power measurements the noise parameters are calculable.

Another algorithm makes it possible to determine the noise parameters on the basis of unpaired noise power measurements only. For this purpose, at least five noise power measurements have to be performed for different source admittances. For at least one of these measurements, the noise source has to be operated in its hot state. For this method identical values of the source admittance for the hot and cold state of the noise source are not necessary.

For the determination of the noise parameters according to the unpaired method different ratios of the measured noise powers denoted by $p_{n}, n=$ $1 \ldots 4$, for the $\mu$-th and $\nu$-th tuner position are considered. In this way, the
dependence on the load admittance $Y_{L}$ and the power gain $\kappa$ or the factor $m$ can be eliminated:

$$
\begin{equation*}
p_{n}=\frac{P_{L \mu}\left|Y_{i n}+Y_{g \mu}\right|^{2}}{P_{L \nu}\left|Y_{i n}+Y_{g \nu}\right|^{2}} \tag{3.88}
\end{equation*}
$$

With the help of Eq. (3.83) the following linear relation as a function of the unknown spectral noise parameters $\mathrm{W}_{u}, \mathrm{~W}_{i}, \mathrm{C}_{r}$ and $\mathrm{C}_{i}$ results:

$$
\begin{align*}
4 k\left(p_{n} T_{g \nu} G_{g \nu}-T_{g \mu} G_{g \mu}\right)= & 2 \mathrm{C}_{r}\left(G_{g \mu}-p_{n} G_{g \nu}\right)+2 \mathrm{C}_{i}\left(B_{g \mu}-p_{n} B_{g \nu}\right) \\
& +\mathrm{W}_{u}\left(\left|Y_{g \mu}\right|^{2}-p_{n}\left|Y_{g \nu}\right|^{2}\right)+\mathrm{W}_{i}\left(1-p_{n}\right) \tag{3.89}
\end{align*}
$$

At least one noise power measurement has to be performed with the noise source operated at a hot temperature different from the ambient temperature $T_{0}$, so that a system of four linearly independent equations results. As will be shown later, the optimum generator admittance $Y_{o p t}$ can already be determined on the basis of cold noise power measurements only.

For this unpaired or cold method, the input admittance $Y_{i n}$ of the device under test has to be known. It can be determined with the help of a network analyzer. However, this additional measurement can lead to additional errors. For example, reproducibility errors might arise because of the necessary multiple connections and disconnections of the connectors.

Also for these methods it is advantageous to perform more than just the minimum number of power measurements and to calculate the unknown noise parameters on the basis of the least-squares method for over-determined linear equations.

### 3.7.3 The 7-state-method

The 7 -state-method allows to determine the noise parameters on the basis of unpaired noise power measurements. The optimum generator admittance $Y_{o p t}$ and the input admittance $Y_{i n}$ of the DUT can be calculated from cold noise power measurements only. The measurement of the DUT's input admittance with a network analyzer is not necessary. The minimum noise figure $F_{m i n}$ and the equivalent noise resistance $R_{n}$ can be determined on the basis of cold noise power measurements only, except for the previously defined factor $m$. In order to determine the unknown factor $m$, one further noise power measurement with a hot noise source has to be performed.

The theory of the 7 -state method is based on noise power measurements according to Eq. (3.83). This relation can be rewritten as follows:

$$
\begin{equation*}
P_{\mu} \cdot\left|Y_{g \mu}+Y_{i n}\right|^{2}=m\left[4 k T_{g \mu} G_{g \mu}+\mathrm{W}_{i}+\left|Y_{g \mu}\right|^{2} \mathrm{~W}_{u}+2 G_{g \mu} \mathrm{C}_{r}+2 B_{g \mu} \mathrm{C}_{i}\right] \tag{3.90}
\end{equation*}
$$

leading to

$$
S_{\mu}=P_{\mu} \cdot\left|Y_{g \mu}+Y_{i n}\right|^{2}-m\left[4 k T_{g \mu} G_{g \mu}+\mathrm{W}_{i}+\left|Y_{g \mu}\right|^{2} \mathrm{~W}_{u}+2 G_{g \mu} \mathrm{C}_{r}+2 B_{g \mu} \mathrm{C}_{i}\right]
$$

$$
\begin{align*}
= & \underbrace{P_{\mu}\left|Y_{g \mu}\right|^{2}}_{a_{\mu 1}}+\underbrace{2 P_{\mu} G_{g \mu}}_{a_{\mu 2}} G_{i n}+\underbrace{2 P_{\mu} B_{g \mu}}_{a_{\mu 3}} B_{i n}+\underbrace{P_{\mu}}_{a_{\mu 4}}\left(G_{i n}^{2}+B_{i n}^{2}\right) \\
& -\underbrace{4 k T_{e x, \mu} G_{g \mu}}_{a_{\mu 5}} m-\underbrace{1}_{a_{\mu 6}} \underbrace{m \mathrm{~W}_{i}}_{\tilde{W}_{i}}-\underbrace{\left|Y_{g \mu}\right|^{2}}_{a_{\mu 7}} \underbrace{m \mathrm{~W}_{u}}_{\tilde{W}_{u}} \\
& -\underbrace{2 G_{g \mu}}_{\tilde{\mathrm{C}}_{r}} \underbrace{m\left(2 k T_{0}+\mathrm{C}_{r}\right)}_{a_{\mu 9}}-\underbrace{2 B_{g \mu}}_{\tilde{\mathrm{C}}_{i}} \underbrace{m C_{i}}_{\mathrm{C}_{i}} \tag{3.91}
\end{align*}
$$

with the source temperature

$$
\begin{equation*}
T_{g \mu}=T_{0}+T_{e x, \mu} \tag{3.92}
\end{equation*}
$$

For the different tuner positions $\mu$, a system of equations results, which depends non-linearly on the input admittance $Y_{i n}=G_{i n}+j B_{i n}$ at the input of the DUT and linearly on the noise parameters and the factor $m$. The products of the noise parameters and the factor $m$ are substituted by normalized noise parameters $\tilde{W}_{i}, \tilde{W}_{u}$ and $\tilde{C}_{i}$, also called modified noise parameters. As the real part of the cross spectrum $C_{r}$ and the part of the noise temperature at ambient temperature, $4 k T_{0}$, both depend on the real part of the source input admittance, they are combined as $\tilde{C}_{r}$. Thus, only the term $a_{\mu 5}$ in front of the factor $m$ depends on the excess noise temperature $T_{e x, \mu}$.

The noise parameters, the input admittance and the factor $m$ can be determined on the basis of eight noise power measurements, where at least one measurement has to be performed with a hot noise source temperature. In order to enhance the measurement accuracy with the help of the least-squares method a higher number of measurements is recommended. For the elimination of the non-linear dependence on the DUT's input admittance, the sum $S$ of the squares of $S_{\mu}$ of Eq. (3.91)

$$
\begin{equation*}
S=\sum_{\mu=1}^{n} S_{\mu}^{2} \tag{3.93}
\end{equation*}
$$

is differentiated with respect to the seven unknown terms consisting of the four normalized noise parameters, $\tilde{W}_{i}, \tilde{W}_{u}, \tilde{\mathrm{C}}_{r}$ and $\tilde{\mathrm{C}}_{i}$, the real and the imaginary part of the input admittance, $G_{i n}$ and $B_{i n}$, and the factor $m$. This leads to a set of seven equations:

$$
\begin{align*}
\frac{\partial S}{\partial G_{i n}} & =2 \sum_{\mu=1}^{n} S_{\mu} \cdot\left(a_{\mu 2}+2 a_{\mu 4} G_{i n}\right) \stackrel{!}{=} 0  \tag{3.94}\\
\frac{\partial S}{\partial B_{\text {in }}} & =2 \sum_{\mu=1}^{n} S_{\mu} \cdot\left(a_{\mu 3}+2 a_{\mu 4} B_{i n}\right) \stackrel{!}{=} 0  \tag{3.95}\\
\frac{\partial S}{\partial m} & =-2 \sum_{\mu=1}^{n} S_{\mu} \cdot a_{\mu 5} \stackrel{!}{=} 0 \tag{3.96}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial S}{\partial \tilde{\mathrm{~W}}_{i}} & =-2 \sum_{\mu=1}^{n} S_{\mu} \cdot a_{\mu 6} \stackrel{!}{=} 0  \tag{3.97}\\
\frac{\partial S}{\partial \tilde{\mathrm{~W}}_{u}} & =-2 \sum_{\mu=1}^{n} S_{\mu} \cdot a_{\mu 7} \stackrel{!}{=} 0  \tag{3.98}\\
\frac{\partial S}{\partial \tilde{\mathrm{C}}_{r}} & =-2 \sum_{\mu=1}^{n} S_{\mu} \cdot a_{\mu 8} \stackrel{!}{=} 0  \tag{3.99}\\
\frac{\partial S}{\partial \tilde{\mathrm{C}}_{i}} & =-2 \sum_{\mu=1}^{n} S_{\mu} \cdot a_{\mu 9} \stackrel{!}{=} 0 \tag{3.100}
\end{align*}
$$

which can be solved for the unknown parameters. This is demonstrated in problem 3.12.

## Problem

3.12 Derive a solution for the unknown parameter $G_{i n}$ with the help of the least square error minimization of Eqs. (3.94) to (3.100). Discuss the possibility to determine $G_{i n}$ with the help of cold measurements only, i.e. with the generator temperature $T_{e x}=0$.

As described in problem 3.12, eliminating $B_{i n}$ and solving for $G_{i n}$ leads to a polynomial of 8 th degree with the coefficients $h_{i}, i=1, \ldots, 8$,
$h_{8} G_{i n}^{8}+h_{7} G_{i n}^{7}+h_{6} G_{i n}^{6}+h_{5} G_{i n}^{5}+h_{4} G_{i n}^{4}+h_{3} G_{i n}^{3}+h_{2} G_{i n}^{2}+h_{1} G_{i n}+h_{0}=0$,
which is unambiguously solvable numerically. The determination of $G_{\text {in }}$ or $B_{\text {in }}$ can either be performed on the basis of only cold, only hot or a combination of both measurements. Using only cold noise power measurements with $T_{e x, \mu}=$ 0 leads to $a_{\mu 5}=0$ in Eq. (3.91) and the unknown factor $m$ can thus be eliminated. Consequently, on the basis of cold noise power measurements, it is possible to calculate $G_{i n}$ and $B_{i n}$ and the normalized noise parameters $\tilde{W}_{i}, \tilde{W}_{u}, \tilde{C}_{r}$ and $\tilde{C}_{i}$. The spectral noise parameters are thus known, except for the factor $m$. As the optimum generator admittance $Y_{o p t}$ only depends on quotients of the spectral noise parameters, $Y_{o p t}$ is calculable using the results of the cold noise measurements only:

$$
\begin{align*}
G_{o p t} & =\sqrt{\frac{W_{i}}{W_{u}}-B_{o p t}^{2}}=\sqrt{\frac{\tilde{W}_{i}}{\tilde{W}_{u}}-B_{o p t}^{2}}  \tag{3.102}\\
B_{o p t} & =-\frac{C_{i}}{W_{u}}=-\frac{\tilde{C}_{i}}{\tilde{W}_{u}} . \tag{3.103}
\end{align*}
$$

For the determination of the factor $m$ at least one hot noise power measurement is necessary. For $T_{e x \mu} \neq 0$ it follows $a_{\mu 5} \neq 0$ in Eq. (3.91) and the factor $m$ can be calculated:

$$
\begin{equation*}
m=\frac{1}{a_{\mu 5}}\left[P_{\mu} \cdot\left|Y_{g \mu}+Y_{i n}\right|^{2}-a_{\mu 6} \tilde{W}_{i}-a_{\mu 7} \tilde{W}_{u}-a_{\mu 8} \tilde{C}_{r}-a_{\mu 9} \tilde{C}_{i}\right] \tag{3.104}
\end{equation*}
$$

The 7 -state-method has the advantage that an additional measurement of the DUT's input admittance with a network analyzer is not necessary. Reproducibility errors due to multiple connections can thus be avoided. Furthermore, nearly all unknowns, as e.g. the DUT input admittance and the optimum generator admittance, can be determined on the basis of cold noise power measurements. The so-called cold measurements, which are performed at ambient temperature, help to reduce measurement uncertainties because their noise temperature is well known by definition and is not influenced by the state of the tuner. Figure 3.38 shows experimental results for the noise parameters of a low noise high electron mobility transistor (HEMT) as an active element.


Fig. 3.38 Noise parameters of a high electron mobility transistor.

### 3.8 DE-EMBEDDING OF THE NOISE PARAMETERS

In general, the weak noise signals of the device under test have to be amplified sufficiently, so that a noise power measurement becomes possible. As a consequence, for the noise parameter measurement system in Fig. 3.36 only the noise parameters of the cascade connection of the device under test and the amplifier can be determined. The direct measurement of the DUT noise parameters is not possible. For the correction of the measurement data, in order to eliminate the influence of the preamplifier, a so-called de-embedding has to be performed. The following correction procedure is based on a noise correlation matrix description with chain matrices. For the equivalent circuit of a two-port a correlation matrix representation is derived. For the input and output currents and voltages we have:

$$
\left[\begin{array}{c}
U_{1}  \tag{3.105}\\
I_{1}
\end{array}\right]=\left[A_{d}\right]\left[\begin{array}{c}
U_{2} \\
-I_{2}
\end{array}\right]+\left[\begin{array}{c}
U_{d} \\
I_{d}
\end{array}\right]
$$

where $\left[A_{d}\right]$ represents the chain matrix of the two-port. The noise parameters are defined by a noise correlation matrix $\left[C_{A}\right]$ :

$$
\left[C_{A}\right]=\left[\begin{array}{c}
U_{d}  \tag{3.106}\\
I_{d}
\end{array}\right]\left[\begin{array}{c}
U_{d} \\
I_{d}
\end{array}\right]^{\dagger}=\left[\begin{array}{c}
U_{d} \\
I_{d}
\end{array}\right]\left[\begin{array}{ll}
U_{d}^{*} & I_{d}^{*}
\end{array}\right]=\left[\begin{array}{cc}
\left|U_{d}\right|^{2} & U_{d} I_{d}^{*} \\
U_{d}^{*} I_{d} & \left|I_{d}\right|^{2}
\end{array}\right]
$$

where the dagger-sign ( $\dagger$ ) denotes the hermitian conjugate. The hermitian conjugate is equal to the transposed complex conjugate matrix.


Fig. 3.39 Noise equivalent circuit of the cascade connection of the device under test and the preamplifier in the chain matrix representation.

Based on the equivalent circuits in Fig. 3.39 and Fig. 3.40 for the cascade connection of the device under test and the preamplifier, the following relations can be derived with a chain matrix description. With Eq. (3.105) and

$$
\left[\begin{array}{c}
U_{2}  \tag{3.107}\\
-I_{2}
\end{array}\right]=\left[A_{k}\right]\left[\begin{array}{c}
U_{3} \\
-I_{3}
\end{array}\right]+\left[\begin{array}{c}
U_{k} \\
I_{k}
\end{array}\right],
$$

we get the following relation:

$$
\left[\begin{array}{c}
U_{1}  \tag{3.108}\\
I_{1}
\end{array}\right]=\left[A_{d}\right]\left[A_{k}\right]\left[\begin{array}{c}
U_{3} \\
-I_{3}
\end{array}\right]+\left[A_{d}\right]\left[\begin{array}{c}
U_{k} \\
I_{k}
\end{array}\right]+\left[\begin{array}{c}
U_{d} \\
I_{d}
\end{array}\right]
$$



Fig. 3.40 Noise equivalent circuit of the device under test and the preamplifier in cascade connection with noise equivalent sources at the input of the cascade connection.
for the noise equivalent circuit of Fig. 3.39. Further on, the noise equivalent circuit in Fig. 3.40 is described by:

$$
\left[\begin{array}{c}
U_{1}  \tag{3.109}\\
I_{1}
\end{array}\right]=\left[A_{d}\right]\left[A_{k}\right]\left[\begin{array}{c}
U_{3} \\
-I_{3}
\end{array}\right]+\left[\begin{array}{c}
U_{g} \\
I_{g}
\end{array}\right]
$$

A comparison of the coefficients of Eq. (3.108) and Eq. (3.109) leads to

$$
\left[\begin{array}{c}
U_{g}  \tag{3.110}\\
I_{g}
\end{array}\right]=\left[A_{d}\right]\left[\begin{array}{c}
U_{k} \\
I_{k}
\end{array}\right]+\left[\begin{array}{c}
U_{d} \\
I_{d}
\end{array}\right]
$$

For the determination of the spectral noise parameters the noise correlation matrix $\left[C_{g}\right.$ ] is calculated for the setup in Fig. 3.40:

$$
\left[C_{g}\right]=\left[\begin{array}{c}
U_{g}  \tag{3.111}\\
I_{g}
\end{array}\right]\left[\begin{array}{c}
U_{g} \\
I_{g}
\end{array}\right]^{\dagger}=\left[\begin{array}{c}
U_{g} \\
I_{g}
\end{array}\right]\left[\begin{array}{ll}
U_{g}^{*} & I_{g}^{*}
\end{array}\right]=\left[\begin{array}{cc}
\left|U_{g}\right|^{2} & U_{g} I_{g}^{*} \\
U_{g}^{*} I_{g} & \left|I_{g}\right|^{2}
\end{array}\right]
$$

Finally, from Eq. (3.110) and Eq. (3.111), a relation for the correlation matrices $\left[C_{d}\right]$ of the DUT and $\left[C_{k}\right]$ of the preamplifier can be derived. We can benefit from the fact that $U_{d}, I_{d}$ and $U_{k}, I_{k}$ are uncorrelated.

$$
\begin{align*}
{\left[C_{g}\right] } & =\left[\begin{array}{c}
U_{g} \\
I_{g}
\end{array}\right]\left[\begin{array}{c}
U_{g} \\
I_{g}
\end{array}\right]^{\dagger}=\left(\left[A_{d}\right]\left[\begin{array}{c}
U_{k} \\
I_{k}
\end{array}\right]+\left[\begin{array}{c}
U_{d} \\
I_{d}
\end{array}\right]\right)\left(\left[A_{d}\right]\left[\begin{array}{c}
U_{k} \\
I_{k}
\end{array}\right]+\left[\begin{array}{c}
U_{d} \\
I_{d}
\end{array}\right]\right)^{\dagger} \\
& =\left[A_{d}\right] \underbrace{\left[A_{d}\right]^{\dagger}+\underbrace{\left[\begin{array}{c}
U_{d} \\
I_{d}
\end{array}\right]\left[\begin{array}{c}
U_{d} \\
I_{d}
\end{array}\right]^{\dagger}}_{\left[C_{d}\right]}}_{\left[\begin{array}{c}
U_{k} \\
I_{k}
\end{array}\right]\left[\begin{array}{c}
U_{k} \\
I_{k}
\end{array}\right]^{\dagger}} \\
& =\left[A_{d}\right]\left[C_{k}\right]\left[A_{d}\right]^{\dagger}+\left[C_{d}\right] \tag{3.112}
\end{align*}
$$

This equation can be solved for $\left[C_{d]}\right]$ so that the noise parameters of the device under test are calculated as follows:

$$
\begin{equation*}
\left[C_{d}\right]=\left[C_{g}\right]-\left[A_{d}\right]\left[C_{k}\right]\left[A_{d}\right]^{\dagger} \tag{3.113}
\end{equation*}
$$

if the noise parameters of the whole setup as well as the noise parameters of the preamplifier and additionally the chain matrix of the DUT are known. In order to perform a de-embedding of the DUT noise parameters, it is thus necessary to perform noise measurements both with and without the DUT.

The noise parameters of a device under test are thus calculable. As derived for this de-embedding procedure, a noise characterization of the setup itself has to be performed first, leading to the noise parameters of the preand postamplifier cascade of the measurement setup. Then, the DUT's noise parameters can be determined. The noise behavior of the measurement setup will thus completely be characterized as part of the noise parameter determination.

### 3.9 ALTERNATIVE METHOD FOR THE DETERMINATION OF THE NOISE TEMPERATURE OF A ONE-PORT

In addition to the calculation of the noise parameters of two-port networks, the noise parameter measurement system can also be utilized for the measurement of noise temperatures of one-ports as has already been discussed previously on the basis of radiometers.

With the knowledge of the noise parameters $W_{u}, W_{i}, C_{r}, C_{i}$, the input impedance $Y_{\text {in }}$ and the factor $m$ of the measurement setup, the noise temperature of a one-port device can be calculated, for example, via (Eq. 3.114). On the basis of a noise power measurement

$$
\begin{equation*}
P_{L}=m \cdot \frac{4 k T_{g} G_{g}+\mid Y_{g}{ }^{2} \mathrm{~W}_{u}+\mathrm{W}_{i}+2 G_{g} \mathrm{C}_{r}+2 B_{g} \mathrm{C}_{i}}{\left|Y_{g}+Y_{i n}\right|^{2}} \tag{3.114}
\end{equation*}
$$

the noise temperature can be determined by

$$
\begin{equation*}
T_{g}=\frac{1}{4 k G_{g}} \cdot\left(P_{L} \frac{\left|Y_{g}+Y_{i n}\right|^{2}}{m}-\left|Y_{g}\right|^{2} \mathrm{~W}_{u}-\mathrm{W}_{\mathrm{i}}-2 G_{g} \mathrm{C}_{r}-2 B_{g} \mathrm{C}_{i}\right) \tag{3.115}
\end{equation*}
$$

Contrary to the previously described radiometers, a decorrelation of the preamplifier is not necessary for this method, because the noise behavior of the amplifier is completely characterized and thus known, so that its contribution is accounted for correctly in this solution.

## 4 <br> Noise of Diodes and Transistors

Apart from thermal noise, shot noise is one of the fundamental noise phenomena of electronic devices. Shot noise is closely related to the fact that the current does not flow continuously but in small portions, due to the discrete charge of the electrons. Furthermore, the transition of the electrons takes place irregularly in time. A direct current is thus constant only as a time average but not for short periods of time. Consequently, the direct current is superimposed by a fluctuation current. The spectrum of the current fluctuations of high-frequency devices can be constant up to high frequencies, similar to the thermal noise. As described by the so-called Schottky-relation, the spectrum depends on the value of the direct current. For example, pndiodes and Schottky-diodes show shot noise. Relating the shot noise for a given direct current to the impedance of the diode allows one to introduce an effective noise temperature for the pn- and Schottky-diodes, similar to the temperature description for thermally noisy resistors. On the following pages it will be shown that in most cases the thus defined noise temperature of Schottky diodes is lower than that of thermally noisy resistors at the same physical temperature.

With the PIN-diode a device will be presented, which has a noise temperature nearly equal to the physical temperature.

Noise equivalent circuits of bipolar and field effect transistors can mostly be based on thermal noise equivalent sources and on shot noise equivalent sources. In addition, passive elements and controlled sources are needed for the equivalent circuits. With the help of equivalent circuits, the devices can be implemented in the circuitry of e.g. amplifiers, so that complete equivalent circuits for small signal amplifiers can be found. On the basis of such
noise equivalent circuits, the noise figure of amplifiers can be calculated and compared with measurements.

### 4.1 SHOT NOISE

The current of electron tubes shows noise, because the transport of the electrons is not a continuous process, but rather it relies on discrete charges. Noise arises because the flow of the electrons, i.e. their number per unit time, is not constant but is subject to statistical fluctuations. A fairly concise model is a vacuum tube or, more specifically, a vacuum diode in the saturation region. The entire current $i(t)$ can be separated into a direct current $I_{0}$ and an alternating current $i_{s h}(t)$. Let $z$ denote the mean number of electrons per unit time and $q$ the elementary charge. Then, we can write

$$
\begin{equation*}
i(t)=I_{0}+i_{s h}(t) \tag{4.1}
\end{equation*}
$$

with

$$
\begin{equation*}
I_{0}=z \cdot q \tag{4.2}
\end{equation*}
$$

The time average of the alternating part of the current $i_{s h}(t)$ is assumed to be zero

$$
\begin{equation*}
\overline{i_{s h}(t)}=0 . \tag{4.3}
\end{equation*}
$$

The alternating or noisy part $i_{s h}(t)$ of the current $i(t)$ is assumed to be an ergodic fluctuation phenomenon. This means that the time average and the ensemble average are assumed to be equal.

A vacuum diode with a metal cathode generates a saturation current, if it is operated at a high anode voltage. The saturated diode is also a fairly concise model for a number of semiconductor devices, which show a similar noise behavior. For the model of the saturated vacuum diode, the following assumptions are valid to a large extent:
a) The electrons are emitted from the hot cathode statistically independent from each other.
b) The path-time characteristic of the single electron in the region between the cathode and the anode is independent of the presence of other electrons, i.e. the influence of a space charge is neglected.

Furthermore, the following assumptions are made in order to simplify the model:
c) The electrons have no thermal initial speed at the cathode.
d) All electrons follow the same path versus time.
e) No secondary electrons are emitted at the anode.

Each electron, which passes through the vacuum diode, induces a current pulse of length $\tau$ in the outer circuit. Here, $\tau$ is the travel time of an electron from the cathode to the anode.

The shape of the induced current pulse is equal for each electron according to the assumptions made and it is described by a function $\xi(t)$. In principle, $\xi(t)$ can be calculated if the voltage of the anode and the geometry of the vacuum diode are known. As will be seen, however, a detailed knowledge of $\xi(t)$ is not necessary. It is assumed that $\xi(t)$ is equal to zero at the starting time of the electron. The electron starts its travel at $\vartheta=0$ and ends its travel at $\vartheta=\tau$ :

$$
\begin{equation*}
\xi(\vartheta)=0 \quad \text { for } \quad \vartheta \leq 0 \quad \text { and } \quad \vartheta \geq \tau . \tag{4.4}
\end{equation*}
$$

Thus, the $\nu$-th current pulse, which starts at $t_{\nu}$, has the following time characteristic:

$$
\begin{equation*}
i_{\nu}(t)=q \cdot \xi\left(t-t_{\nu}\right) . \tag{4.5}
\end{equation*}
$$

For some current pulses the time characteristic is shown in Fig. 4.1. Each


Fig. 4.1 Time characteristic of the current pulse in the outer circuit.
electron transports the elementary charge $q$, so that a normalization condition can be formulated for the single current pulse:

$$
\begin{equation*}
\int_{t_{\nu}}^{t_{\nu}-\tau} i_{\nu}(t) d t=\int_{t_{\nu}}^{t_{\nu}+\tau} q \cdot \xi\left(t-t_{\nu}\right) d t=q \tag{4.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{0}^{\tau} \xi(\vartheta) d \vartheta=1 \tag{4.7}
\end{equation*}
$$

The total current $i(t)$ results from the superposition of the single current pulses:

$$
\begin{equation*}
i(t)=I_{0}+i_{s h}(t)=q \cdot \sum_{\nu} \xi\left(t-t_{\nu}\right) . \tag{4.8}
\end{equation*}
$$

Thus the direct current is given by

$$
\begin{equation*}
I_{0}=z \cdot \int_{0}^{\tau} q \cdot \xi(\vartheta) d \vartheta=q \cdot z \tag{4.9}
\end{equation*}
$$

Because of $\overline{i_{s h}(t)}=0$, we get for the mean square values:

$$
\begin{equation*}
\overline{i^{2}(t)}=I_{0}^{2}+\overline{\dot{i}_{s h}^{2}(t)} . \tag{4.10}
\end{equation*}
$$

In order to determine $\overline{i_{s h}^{2}(t)}$, the variance of a statistically independent sequence of single pulses has to be calculated (the so-called Campbell theorem).

It will be the aim to determine the autocorrelation function of $i(t)$. An irregular pulse sequence $p(t)$ (a so-called Poisson process), consisting of arbitrarily starting but equal and normalized single pulses $\xi\left(t-t_{\nu}\right)$, is considered. Let $z \cdot d t$ be the probability that an impulse lies within an infinitesimal time interval $d t$. Here, $z$ is constant and independent of the position of the time interval. Furthermore, the pulses are assumed to be independent from each other, i.e. the appearance of a pulse at a time $t_{\nu}$ has no influence on the appearance of further pulses. Arbitrary pulse overlaps are allowed.

With the help of the Dirac or $\delta$-function, the single pulse can also be represented by an integral form:

$$
\begin{equation*}
\xi\left(t-t_{\nu}\right)=\int_{-\infty}^{+\infty} \xi\left(t^{\prime}\right) \cdot \delta\left(t-t_{\nu}-t^{\prime}\right) d t^{\prime} \tag{4.11}
\end{equation*}
$$

For the pulse sequence $p(t)$, the following expression can be obtained if the order of summation and integration is changed:

$$
\begin{align*}
p(t) & =\int_{-\infty}^{+\infty} \xi\left(t^{\prime}\right) \cdot \sum_{\nu} \delta\left(t-t_{\nu}-t^{\prime}\right) d t^{\prime} \\
& =\int_{-\infty}^{+\infty} \xi\left(t^{\prime}\right) \cdot x\left(t-t^{\prime}\right) d t^{\prime} \tag{4.12}
\end{align*}
$$

Here, $x(t)$ stands for an irregular sequence of $\delta$-pulses. For the autocorrelation function $\rho_{p}(\theta)$ of $p(t)$ the following expression results, where $P(\theta)$ denotes the autocorrelation function of a sequence of $\delta$-pulses:

$$
\begin{align*}
\rho_{p}(\theta) & =\int_{-\infty}^{+\infty} \xi\left(t^{\prime}\right) \cdot \xi\left(t^{\prime \prime}\right) \mathrm{E}\left\{x\left(t-t^{\prime}\right) x\left(t-t^{\prime \prime}+\theta\right)\right\} d t^{\prime} d t^{\prime \prime} \\
& =\int_{-\infty}^{+\infty} \int_{-\infty} \xi\left(t^{\prime}\right) \cdot \xi\left(t^{\prime \prime}\right) \cdot P\left(t^{\prime}-t^{\prime \prime}+\theta\right) d t^{\prime} d t^{\prime \prime} \tag{4.13}
\end{align*}
$$

The autocorrelation function of an irregular pulse sequence is thus expressed by the autocorrelation function of an irregular sequence of Dirac pulses. As can be anticipated and as will be shown in problem 4.1, the autocorrelation function $P(\theta)$ of an irregular sequence of Dirac impulses is again a Dirac function.

$$
\begin{equation*}
P(\theta)=z \cdot \delta(\theta)+z^{2} \tag{4.14}
\end{equation*}
$$

The term $z^{2}$ on the right-hand side of Eq. (4.14) results from the constant term of $\mathrm{E}\{x(t)\}$. For the term $\mathrm{E}\{p(t)\}$ we have:

$$
\begin{align*}
\mathrm{E}\{p(t)\} & =\int_{-\infty}^{+\infty} \xi\left(t^{\prime}\right) \cdot \mathrm{E}\left\{x\left(t-t^{\prime}\right)\right\} d t^{\prime} \\
& =z \cdot \int_{-\infty}^{+\infty} \xi(t) d t=z \tag{4.15}
\end{align*}
$$

Considering only the fluctuating part $P_{s h}(\theta)$ of the autocorrelation function, we observe that this part consists of a pure Dirac function without constant terms:

$$
\begin{align*}
P_{s h}(\theta) & =\mathrm{E}\{(x(t)-\mathrm{E}\{x(t)\})(x(t+\theta)-\mathrm{E}\{x(t)\})\} \\
& =P(\theta)-z^{2}=z \cdot \delta(\theta) \tag{4.16}
\end{align*}
$$

## Problem

4.1 Derive Eqs. (4.14) and (4.16).

With the result of Eq. (4.14), i.e. the autocorrelation function for an irregular sequence of Dirac pulses, Eq. (4.13) can be evaluated. The result is

$$
\begin{equation*}
\rho_{p}(\theta)=z \cdot \int_{-\infty}^{+\infty} \xi(t) \cdot \xi(t+\theta) d t+z^{2} \tag{4.17}
\end{equation*}
$$

This relation is called Campbell's theorem. The power spectrum $W_{p}$ of the irregular pulse sequence is obtained as the Fourier transform of the autocorrelation function $\rho_{p}(\theta)$. The Fourier transform of the single pulse $\xi(t)$ is

$$
\begin{equation*}
S(f)=\int_{-\infty}^{+\infty} \xi(t) e^{-j 2 \pi f t} d t \tag{4.18}
\end{equation*}
$$

The power spectrum $W_{p}$ of this so-called Poisson process can thus be determined immediately, because the Fourier transform of the convolution integral
in Eq. (4.17) is just $|S(f)|^{2}$. Hence we have:

$$
\begin{equation*}
W_{p}(f)=\int_{-\infty}^{+\infty} \rho_{p}(\theta) e^{-j 2 \pi f \theta} d \theta=z \cdot|S(f)|^{2}+z^{2} \cdot \delta(f) \tag{4.19}
\end{equation*}
$$

The frequency characteristic is solely determined by the shape of the single pulse. The spectrum becomes broader with shorter pulses. The term $z^{2} \cdot \delta(f)$ in Eq. (4.19) describes the constant part and the term $z \cdot|S(f)|^{2}$ represents the fluctuation part or the noise spectrum of the irregular pulse sequence, respectively.

For a Poisson process the shape of the autocorrelation function or the power spectrum is entirely determined by the shape of the single pulse. The pulse density enters as a multiplying factor only. It is of no relevance whether there are overlapping pulses or not. In contrast, the amplitude distribution of the stochastic signals depends on the probability of pulse overlapping. Assuming that the single pulses have a rectangular shape with a rate that overlapping appears very rarely, then the amplitude distribution will have two values only, namely the two distinct values of the rectangular signals. For strong pulse overlapping it follows from the central limit theorem that the amplitude distribution can be approximated by a Gaussian distribution, independently of the shape of the single pulses. For the shot noise the case of an intense overlapping is practically always given. As a consequence, it can be assumed that the amplitude distribution is a Gaussian distribution. However, for the shape of the power spectrum the assumption of strong overlapping of the single pulses is without relevance, as has already been discussed. With the fluctuation part

$$
p_{s h}(t)=p(t)-\mathrm{E}\{p(t)\}
$$

and

$$
\begin{equation*}
\overline{i_{s h}^{2}(t)}=q^{2} \cdot \overline{p_{s h}^{2}(t)} \tag{4.20}
\end{equation*}
$$

Equation (4.19) yields the one-sided power spectrum $W_{s h}$ of the current fluctuations, i.e. the spectrum of the shot noise:

$$
\begin{equation*}
W_{s h}=2 \cdot q^{2} \cdot z \cdot|S(f)|^{2}=2 \cdot q \cdot I_{0} \cdot|S(f)|^{2} \tag{4.21}
\end{equation*}
$$

The frequency dependence of the noise is determined by the form of the single pulse and its spectrum $|S(f)|^{2}$.

For the region of low frequencies, i.e. frequencies $f$ that are small compared to the reciprocal time length $\tau$ of the pulses, i.e.

$$
\begin{equation*}
f \ll \tau^{-1} \tag{4.22}
\end{equation*}
$$

the noise can be calculated without knowledge of the particular pulse shape. For this case we have:

$$
|S(f)|^{2}=\left|\int_{0}^{\tau} \xi(\theta) e^{-j 2 \pi f \theta} d \theta\right|^{2}
$$

$$
\begin{equation*}
\approx\left|\int_{0}^{\tau} \xi(\theta) d \theta\right|^{2}=1 \quad \text { for } \quad f \cdot \theta \approx 0 \tag{4.23}
\end{equation*}
$$

The low-frequency part of the noise spectrum $W_{s h}$ is thus independent of the pulse form and entirely determined by the direct current $I_{0}$ :

$$
\begin{equation*}
\mathrm{W}_{s h}=2 q \cdot I_{0} \tag{4.24}
\end{equation*}
$$

This so-called Schottky relation is of great practical relevance, because it can be applied to a multitude of devices. Especially for very fast semiconductor devices, the Schottky relation is valid up to very high frequencies. The spectrum $|S(f)|^{2}$ only weakly depends on the pulse shape. Typically, it shows a characteristic similar to a $\mathrm{si}^{2}$ function as shown in Fig. 4.2.


Fig. 4.2 Typical characteristic of the pulse spectrum.

### 4.2 SHOT NOISE OF SCHOTTKY DIODES

In the following section, metal-semiconductor junctions, so-called Schottkydiodes, will be considered. Because these diodes are based on an effect of majority carriers, they are fast enough that the Schottky relation in its frequency independent form is valid up to very high frequencies (e.g. $\approx 100$ GHz ). First, a Schottky diode without bulk resistance is considered. The following relation holds between the current $I$ and the voltage $U$ :

$$
\begin{equation*}
I=I_{s s} \cdot\left(\exp \left(\frac{q \cdot U}{\tilde{n} \cdot k T}\right)-1\right) \tag{4.25}
\end{equation*}
$$

In Eq. (4.25) $I_{s s}$ is the so-called saturation current, $T$ is the physical temperature of the depletion layer and $\tilde{n}$ is an empirical so-called ideality factor, which describes a deviation from the ideal exponential behavior. Typical values are
$\tilde{n}=1.02 \ldots 1.3$. The current $I_{0}$ for the bias voltage $U_{0}$ can be considered to be composed of a current in the forward direction $I_{f}$ and a current $I_{r}$ in the reverse direction. The current in the forward direction consists of an electron current from the conduction band of the semiconductor to the metal. With increasing bias voltage this electron current finds a decreasing potential barrier from the semiconductor to the metal. The current in the reverse direction consists of an electron current from the metal to the semiconductor. In this case, the electrons have to surmount a nearly constant potential barrier from the metal to the semiconductor. For reverse voltages, the barrier from the semiconductor to the metal increases rapidly, so that the current in the forward direction becomes so small that it can be neglected. The current in the reverse direction, that is the electron current from the metal to the semiconductor, remains nearly constant. Therefore, the saturation current $I_{s s}$ is approximately equal to the reverse current $I_{r}$, i.e.

$$
\begin{equation*}
I_{r}=I_{s s} \quad \text { and } \quad I_{f}=I_{0}+I_{s s} \tag{4.26}
\end{equation*}
$$

Without a bias voltage the magnitudes of the currents in the forward and reverse directions are equal. For the current in the forward direction as well as for the current in the reverse direction similar assumptions apply as for the vacuum diode, which led to the derivation of the Schottky relation. As long as the charge carriers move in regions with relatively large numbers of fixed charges, the interaction of the mobile charge carriers will remain small. Therefore, both the current in the forward direction as well as the current in the reverse direction show shot noise, which is uncorrelated from each other. For the corresponding noise spectra of the forward current, $\mathrm{W}_{f}$, the reverse current, $\mathrm{W}_{r}$, and the total current, $\mathrm{W}_{i s}$, the following relations apply:

$$
\begin{align*}
\mathrm{W}_{f} & =2 q\left(I_{0}+I_{s s}\right) \\
\mathrm{W}_{r} & =2 q I_{s s} \\
\mathrm{~W}_{i s} & =2 q\left(I_{0}+2 I_{s s}\right) \tag{4.27}
\end{align*}
$$

As long as the transit time and the life time of the carriers can be neglected, that is up to frequencies in the mm-wave region, the small signal conductance $G_{s}$ of the Schottky diode is given by:

$$
\begin{align*}
G_{s}\left(U_{0}\right)=\left.\frac{d I}{d U}\right|_{U=U_{0}} & =\frac{q}{\tilde{n} \cdot k T} I_{s s} \cdot \exp \left(\frac{q \cdot U_{0}}{\tilde{n} \cdot k T}\right) \\
& =\frac{q}{\tilde{n} \cdot k T}\left(I_{0}+I_{s s}\right) \tag{4.28}
\end{align*}
$$

With the small signal conductance $G_{s}$ as the source conductance and the noise spectrum $W_{i s}$ of an ideal current source a noise equivalent circuit of a Schottky diode can be specified (Fig. 4.3). The noise equivalent circuit according to Fig. 4.3 can be extended by a thermally noisy bulk resistance $R_{b}$ with the temperature $T$ (Fig. 4.4). With the source conductance $G_{s}$ the


Fig. 4.3 Noise equivalent circuit of a Schottky diode without bulk resistance.


Fig. 4.4 Noise equivalent circuit of a Schottky diode with bulk resistance $R_{b}$.
shot noise of a Schottky diode can be described by an effective temperature, similar to the thermal noise. This temperature will be named the effective temperature $T_{e f}$. According to Eq. (4.28) the spectrum of the shot noise $W_{i s}$ can be represented by the small signal conductance $G_{s}$. Thus

$$
\begin{equation*}
\mathrm{W}_{i s}=2 \tilde{n} k T \cdot G_{s}+2 \cdot q \cdot I_{s s} \tag{4.29}
\end{equation*}
$$

As for the thermal noise, the effective temperature is defined by the following equation:

$$
\begin{equation*}
\mathrm{W}_{i s}=4 k \cdot T_{e f} \cdot G_{s} \tag{4.30}
\end{equation*}
$$

from which $T_{\text {ef }}$ can be determined:

$$
\begin{equation*}
T_{e f}=\frac{1}{2} \tilde{n} \cdot T+\frac{1}{2} \tilde{n} \cdot T \cdot \frac{I_{s s}}{I_{0}+I_{s s}} \tag{4.31}
\end{equation*}
$$

In practice, the second term on the right side of Eq. (4.31) is negligible for an operating point in the conduction region with $I_{0} \gg I_{s s}$. Consequently, the interesting result can be obtained that a Schottky diode with a negligible bulk or series resistance behaves like a thermally noisy impedance with the temperature $\tilde{n} \cdot T / 2$. The available noise power $P_{a v}$ in the bandwidth $\Delta f$ is independent of the frequency and equal to

$$
\begin{equation*}
P_{a v}=\frac{1}{2} \tilde{n} \cdot k T \cdot \Delta f \tag{4.32}
\end{equation*}
$$

Here, $T$ is the thermodynamic or physical temperature of the junction of the Schottky diode.

For thermodynamic equilibrium, i.e. $I_{0}=0$, the effective temperature is expected to be equal to the ambient temperature with $T_{e f}=T$. In Eq. (4.31) this is true for $\tilde{n}=1$, however, it does not apply for $\tilde{n}>1$. This is a hint of the heuristic approach when introducing the ideality factor $\tilde{n}$.

Figure 4.5 shows the effective noise temperature of a Schottky diode as a function of the bias current in forward direction. In problem 4.2 it is shown that this characteristic can be described quite well by a model as depicted in Fig. 4.4 with one noise source for the shot noise and another for the thermal noise of the bulk resistor $R_{b}$.


Fig. 4.5 Effective noise temperature of a Schottky diode as a function of the bias current.

## Problem

4.2 Calculate the effective temperature $T_{e f}$ of a commercial Schottky diode with $R_{b}=9.8 \Omega, \tilde{n}=1.2$ and $I_{s s}=8 \mathrm{nA}$ according to the model in Fig. 4.4.

As can be deduced from Fig. 4.5, with Schottky diodes it is possible to realize un-cooled noise generators with noise temperatures below room temperature.

At low frequencies, for example below 1 MHz , additional noise mechanisms might appear for instance as flicker or $1 / f$-noise and recombination noise. As a consequence, the effective temperature can increase even above $T_{0}$. Generally, the fiicker noise is more distinct for gallium arsenide ( GaAs ) diodes than for silicon (Si) devices.

A considerably increased noise level can be observed if the reverse voltage is increased into the region of the breakdown. This so-called avalanche noise is virtually independent of frequency, similar to the shot noise and the thermal noise.

### 4.3 SHOT NOISE OF PN-DIODES

The current $I$ of a pn-junction can be assumed to be composed of four parts:
First, a current of the majority carriers, which pass through the depletion region and become minority carriers in the adjacent diffusion region, where they recombine. The current of the majority carriers can consist of a current of holes, $I_{p f}$, as well as a current of electrons, $I_{n f}$. For an unsymmetrical pn-junction one carrier type will dominate.

Second, a current of minority carriers, which pass through the depletion region and recombine in the adjacent diffusion regions. The currents are $I_{p r}$ and $I_{n r}$, respectively.

For each of these four partial currents a situation known from the vacuum diode applies: The transition of the carriers through the depletion region is subject to statistical fluctuations. An interaction of the carriers rarely occurs, because in the depletion region the density of the mobile charge carriers generally is much smaller than the density of the fixed ionized acceptors or donors. The adjacent $p$ - and $n$-regions are electrically neutral. Consequently, the four listed currents generate shot noise contributions, which are uncorrelated. The corresponding shot noise spectra are:

$$
\begin{align*}
& \mathrm{W}_{i f}=2 q \cdot\left(\left|I_{p f}\right|+\left|I_{n f}\right|\right)=2 q\left(I+I_{s s}\right) \\
& \mathrm{W}_{i r}=2 q \cdot\left(\left|I_{p r}\right|+\left|I_{n r}\right|\right)=2 q \cdot I_{s s} \\
& \mathrm{~W}_{i s}=\mathrm{W}_{i f}+\mathrm{W}_{i r}=2 q\left(I+2 I_{s s}\right) . \tag{4.33}
\end{align*}
$$

The saturation $I_{s s}$ current in the reverse direction usually is very small. The shot noise spectra thus possess the same spectral form as observed for the Schottky diode. The equations (4.25) and (4.29) are also valid. However, $p n$-junctions show, even at moderate frequencies, for example a few 100 MHz , a noticeable deviation of the small signal conductance $G(f)$ from the low frequency value.

Under certain restricting conditions, the shot noise spectrum can be described empirically but in accordance with the experiment as follows:

$$
\begin{equation*}
\mathrm{W}_{i s}=4 k T \cdot \operatorname{Re}\left\{G(f)-G_{c h}\right\}+2 q\left(I_{0}+2 I_{s s}\right) . \tag{4.34}
\end{equation*}
$$

It is thus assumed that the part of the conductance $G(f)$, which differs from the low-frequency conductance $G_{c h}$, i.e. $G(f)-G_{c h}$, generates thermal noise. Consequently, the effective noise temperature increases.

### 4.4 NOISE OF PIN DIODES

A PIN diode made of silicon consists of the series connection of a $p$-zone, an intrinsic $i$-zone and a $n$-zone (Fig. 4.6). If the PIN-diode is biased in forward direction, then holes and electrons from the $p$ - and $n$-regions are injected into


Fig. 4.6 PIN-structure in the forward conduction state.
the $i$-zone. Temporarily, they are stored in the $i$-zone until they contribute to a current due to recombination. However, part of the recombination also takes place in the boundary regions and the contacts. Neglecting the recombination in the bulk regions, then in principle, the current at the pi-junction consists of holes, which are injected into the $i$-zone. This current $I_{0}$ is equal to the total charge $Q_{p}$ of all holes divided by their life time $\tau_{p}$.

$$
\begin{equation*}
I_{0}=\frac{Q_{p}}{\tau_{p}}=\frac{q \cdot p \cdot A_{i} \cdot w_{i}}{\tau_{p}} \tag{4.35}
\end{equation*}
$$

Here, $A_{i}$ is the area, $q$ is the elementary charge, $p$ is the mean density of the charge carriers in the $i$-zone and $w_{i}$ is the width of the $i$-zone. A corresponding term can be written for the in-junction.

$$
\begin{equation*}
I_{0}=\frac{Q_{n}}{\tau_{n}}=\frac{q \cdot n \cdot A_{i} \cdot w_{i}}{\tau_{n}} \tag{4.36}
\end{equation*}
$$

Both types of charge carriers in the $i$-zone are in a charge equilibrium, i.e. the resulting space charge is zero. Furthermore, it is assumed that the $i$-zone is free of fixed space charges. Because the holes and the electrons mainly recombine with one another in the $i$-zone, we have

$$
\begin{equation*}
n \approx p, \quad \tau_{p} \approx \tau_{n}=\tau_{i} \tag{4.37}
\end{equation*}
$$

The high-frequency resistance $R_{i}$ of the $i$-zone can approximately be calculated via the specific conductivity $\sigma_{i}$. If $\mu_{p}$ is the mobility of the holes, $\mu_{n}$ the mobility of the electrons in the $i$-zone and $\mu_{i}$ their mean value, $\left(\mu_{p}+\mu_{n}\right) / 2$, we get

$$
\begin{equation*}
\sigma_{i}=q \cdot\left(\mu_{p} \cdot p+\mu_{n} \cdot n\right)=2 q \mu_{i} \cdot p \tag{4.38}
\end{equation*}
$$

The high-frequency resistance $R_{i}$ of the $i$-zone is thus given by

$$
\begin{equation*}
R_{i}=\frac{w_{i}}{\sigma_{i} \cdot A_{i}}=\frac{w_{i}^{2}}{2 q \mu_{i} p \cdot A_{i} \cdot w_{i}}=\frac{w_{i}^{2}}{2 \mu_{i} \tau_{i} I_{0}} . \tag{4.39}
\end{equation*}
$$

The higher the current, the more mobile charge carriers will be in the $i$-zone and the lower the high frequency resistance will be. In order to realize small high-frequency resistances, the width $w_{i}$ should be small and the life time $\tau_{i}$ should be large. The total resistance of the adjacent bulk regions also should be as small as possible.

The minority carriers stored in the bulk regions cause diffusion capacitances. For alternating signals these capacitances can be assumed to be connected in series to the resistance of the $i$-zone. Beyond some kHz the impedance of the diffusion capacitances becomes so small that it can be neglected compared with the bulk resistance $R_{b}$ and the resistance of the $i$-zone $R_{i}$.


Fig. 4.7 Equivalent circuit of a PIN-diode for alternating signals.

For a reverse biased PIN-junction, a small and virtually voltage independent depletion capacitance $C_{i}$ arises, which is determined by the width $w_{i}$ of the $i$-zone, its area $A_{i}$, and its dielectric constant $\epsilon_{i}$. Fig. 4.7 shows an equivalent circuit which applies for high-frequency signals. The PIN-diode is highly resistive under reverse bias and of low resistance in forward direction. The resistance can be controlled by the current and is proportional to $1 / I_{0}$ (Eq. 4.39). For a sufficiently high current $I_{0}$ the resistance $R_{i}$ becomes small compared with the bulk resistance $R_{b}$.

PIN-diodes can thus be used as electronically controlled high-frequency switches or as continuously controlled high-frequency resistances or as attenuators.

Due to the equilibrium of the space charges in the $i$-zone it is expected that the high-frequency resistance $R_{i}$ of the $i$-zone shows thermal noise. This means that it is thermally noisy with the physical temperature of the $i$-zone. This can be confirmed fairly well by the experiment. Figure 4.8 shows the effective noise temperature of a PIN-diode as a function of the control current. Within the measurement accuracy the effective noise temperature is equal to the physical temperature $T$. This is caused by the fact that the bulk resistance and the $i$-zone show the same noise temperature. Thus, the temperature partition between the bulk resistance and the PIN junction does not change as a function of the bias current $I_{0}$. This is a different situation compared with the Schottky diode in Fig. 4.5.


Fig. 4.8 Effective noise temperature of a PIN-diode as a function of the bias current $I_{0}$.

### 4.5 NOISE EQUIVALENT CIRCUITS OF BIPOLAR TRANSISTORS

In the following, a pnp-transistor will be considered, the basic structure of which is shown in Fig. 4.9. It is assumed that the operating frequency is so high that low-frequency noise effects as flicker noise or recombination noise are negligible. The basic remaining noise mechanisms are shot noise and thermal noise. Some of the symbols used in the following section are given first:

| $I_{e}, I_{b}, I_{c}$ | direct current of the emitter, base or collector node |
| :--- | :--- |
| $I_{e e}$ | emitter saturation current |
| $I_{c c}$ | collector saturation current |
| $W_{i}^{e}$ | noise spectrum of the emitter-base junction |
| $W_{i}^{c}$ | noise spectrum of the collector-base junction |
| $G_{e 0}$ | small signal conductance of the emitter-base junction |
| $U_{e b}$ | emitter-base direct voltage |
| $\alpha_{0}$ | direct current gain |
| $W_{i}^{e c}$ | cross spectrum of the emitter and collector noise currents |
| $R_{b}$ | base bulk resistance |
| $I^{e}, I^{b}, I^{c}$ | emitter, base, collector noise currents in a symbolic <br> $\tilde{I}^{e}, \tilde{I}^{b}, \tilde{I}^{c}$ <br> oriented arrow notation |
| signal currents of emitter, base and collector |  |

The emitter-base junction is a forward biased $p n$-junction, which shows shot noise according to the Schottky-relation. Furthermore, $I_{e}$ is the emitter current and $I_{e e}$ is the emitter saturation current. For the shot noise spectrum $W_{i}^{e}$, Eq. (4.27) yields

$$
\begin{equation*}
\mathrm{W}_{i}^{e}=2 q\left(I_{e}+I_{e e}\right)+2 q \cdot I_{e e}=2 q\left(I_{e}+2 \cdot I_{e e}\right)=\left|I^{e}\right|^{2} \tag{4.40}
\end{equation*}
$$

In the usual way, the noise spectrum $W_{i}^{e}$ is set equivalent to the magnitude squared of the corresponding oriented arrow, $\left|I^{e}\right|^{2}$. Note that the dimension of


Fig. 4.9 Schematic setup of a pnp-transistor.
the symbolic oriented arrow $I^{e}$ - or corresponding arrows - does not necessarily belong to a current. However, for the case of a current the dimension of $\mathrm{W}_{i}$ is equal to $\mathrm{A}^{2} \cdot \mathrm{~s}$ and thus the dimension of $I^{e}$ is equal to $\mathrm{A} \cdot \sqrt{\mathrm{s}}$.

The index $i$ indicates that $\mathrm{W}_{i}^{e}=\left|I^{e}\right|^{2}$ represents a noise current source, which is connected in parallel with the conductance $G_{e 0}$ in the equivalent circuit of Fig. 4.10. The spectrum $W_{i}^{e}$ can as well be expressed with the help of the small signal conductance $G_{e 0}$ of the emitter base junction. With

$$
I_{e}=I_{e e} \cdot\left(\exp \left(\frac{q U_{e b}}{k T}\right)-1\right)
$$

and

$$
\begin{equation*}
G_{e 0}=\frac{d I_{e}}{d U_{e b}}=\frac{q}{k T} \cdot I_{e e} \cdot \exp \left(\frac{q U_{e b}}{k T}\right)=\frac{q}{k T}\left(I_{e}+I_{e e}\right) \tag{4.41}
\end{equation*}
$$

we have

$$
\begin{align*}
\mathrm{W}_{i}^{e} & =2 q\left(I_{e}+2 \cdot I_{e e}\right)=4 k T \cdot G_{e 0}-2 q \cdot I_{e} \\
& \approx 2 k T \cdot G_{e 0} \text { for } I_{e e} \ll I_{e} . \tag{4.42}
\end{align*}
$$

The forward current of the emitter-base junction proceeds to the base-collector junction except for some minor recombination losses. This is described by the current gain $\alpha_{0}$. Thus, the term $\alpha_{0}\left(I_{e}+I_{e e}\right)$ is the main part of the collector current. A small additional part is given by the collector reverse current (saturation current) $I_{c c}$. The collector current is thus given by

$$
\begin{equation*}
-I_{c}=\alpha_{0}\left(I_{e}+I_{e e}\right)+I_{c c} \tag{4.43}
\end{equation*}
$$

The minus sign for $I_{c}$ results from the current direction defined in Fig. 4.9. Both parts of the collector current consist of minority carriers (here holes). For this reason, the spectrum is calculated as

$$
\begin{equation*}
\mathrm{W}_{i}^{c}=2 q\left|I_{c}\right|=2 q \alpha_{0}\left(I_{e}+I_{e e}\right)+2 q I_{c c}=\left|I^{c}\right|^{2} . \tag{4.44}
\end{equation*}
$$

The noise currents $I^{e}$ and $I^{c}$ are strongly correlated. It can be anticipated that the cross-spectrum

$$
\begin{equation*}
W_{i}^{e c}=\left(I^{e}\right)^{*} \cdot I^{c} \tag{4.45}
\end{equation*}
$$



Fig. 4.10 Noise equivalent circuit of a bipolar transistor with correlated noise sources.
is proportional to the power spectrum of the noise of the common forward current

$$
\begin{equation*}
\left|I_{f}^{e}\right|^{2}=2 q\left(I_{e}+I_{e e}\right) \tag{4.46}
\end{equation*}
$$

Thus the cross-spectrum is given by

$$
\begin{align*}
\mathrm{W}_{\mathrm{i}}^{e c} & =-\left(I_{f}^{e}\right)^{*} \cdot \alpha_{0} \cdot I_{f}^{e}=-\alpha_{0}\left|I_{f}^{e}\right|^{2} \\
& =-\alpha_{0} 2 q\left(I_{e}+I_{e e}\right)=-2 k T \cdot \alpha_{0} \cdot G_{e 0} \tag{4.47}
\end{align*}
$$

The minus sign follows from the definition of the direction of $I_{c}$. In Fig. 4.10 the thermal noise of the bulk resistance $R_{b}$ of the base zone is taken into account by a voltage source. The bulk resistances of the emitter and collector zone are neglected.

A drawback of the equivalent circuit in Fig. 4.10 is that the noise sources are largely correlated. In this respect, the equivalent circuit in Fig. 4.11 is more convenient, where two noise current sources with $\alpha_{0} \cdot I^{e}$ and $I^{c}$ are combined into one, i.e. $I^{a}$. Furthermore, the noise current source $I^{e}$ is converted into a noise voltage source $U^{e}$. The following relation results for the spectrum:

$$
\begin{equation*}
\mathrm{W}_{u}^{e}=\left|U^{e}\right|^{2}=2 k T \cdot \frac{1}{G_{e 0}}=2 k T \cdot R_{e 0} \tag{4.48}
\end{equation*}
$$

Furthermore, the spectrum $\mathrm{W}_{i}^{a}$ can be derived by means of the equations (4.42), (4.44) and (4.47):

$$
\begin{aligned}
\mathrm{W}_{i}^{a} & =\left|I^{a}\right|^{2}=\left(\alpha_{0} I^{e}+I^{c}\right)^{*} \cdot\left(\alpha_{0} I^{e}+I^{c}\right) \\
& =\alpha_{0}^{2}\left|I^{e}\right|^{2}+\left|I^{c}\right|^{2}+2 \cdot \alpha_{0} \cdot \operatorname{Re}\left\{\left(I^{e}\right)^{*} \cdot I^{c}\right\}
\end{aligned}
$$



Fig. 4.11 Noise equivalent circuit of a bipolar transistor with uncorrelated noise sources.

$$
\begin{align*}
& =\alpha_{0}^{2}\left(4 k T \cdot G_{e 0}-2 q I_{e}\right)+2 q\left|I_{c}\right|-4 \alpha_{0}^{2} \cdot k T \cdot G_{e 0} \\
& =2 q\left(\left|I_{c}\right|-\alpha_{0}^{2} \cdot I_{e}\right)=2 q \cdot \alpha_{0}\left(I_{e}+I_{e e}\right)+2 q I_{c c}-2 q \cdot \alpha_{0}^{2} \cdot I_{e} \\
& =2 q \alpha_{0} \cdot\left(1-\alpha_{0}\right)\left(I_{e}+I_{e e}\right)+2 q\left(\alpha_{0}^{2} I_{e e}+I_{c c}\right) \\
& =2 k T \cdot G_{e 0} \cdot \alpha_{0}\left(1-\alpha_{0}\right)+2 q\left(\alpha_{0}^{2} \cdot I_{e e}+I_{c c}\right) . \tag{4.49}
\end{align*}
$$

Finally, the cross-spectrum $W_{u i}^{e a}$ becomes:

$$
\begin{align*}
\mathrm{W}_{u i}^{e a} & =\left(\frac{1}{G_{e 0}} \cdot I^{e}\right)^{*} \cdot\left(\alpha_{0} \cdot I^{e}+I^{c}\right) \\
& =\alpha_{0} \cdot \frac{1}{G_{e 0}} \cdot \mathrm{~W}_{i}^{e}+\frac{1}{G_{e 0}} \cdot \mathrm{~W}_{i}^{e c} \\
& =\alpha_{0} \cdot \frac{1}{G_{e 0}}\left(4 k T \cdot G_{e 0}-2 q \cdot I_{e}-2 k T \cdot G_{e 0}\right) \tag{4.50}
\end{align*}
$$

With the approximation of Eq. (4.42) one can find that $W_{u i}^{e a}$ is approximately zero:

$$
\begin{equation*}
W_{u i}^{e a} \approx 0 \tag{4.51}
\end{equation*}
$$

The equivalent circuit of Fig. 4.11 thus has the convenient characteristic, that the three equivalent noise sources are uncorrelated. With the help of noise equivalent circuits such as the one of Fig. 4.11, for example, the noise figure of a small signal amplifier can be calculated. Figure 4.12 shows a common emitter circuit. For simplification, the small conductance $Y_{c 0}$ has been neglected.


Fig. 4.12 Small signal amplifier as a common emitter circuit with equivalent noise sources.

As will be shown in problem 4.3, the following solution results from a small signal noise calculation:

$$
\begin{align*}
F= & 1+\frac{R_{b}}{R_{g}}+\frac{R_{e 0}}{2 R_{g}}+\frac{\left(R_{g}+R_{b}+R_{e 0}\right)^{2}}{2 \cdot R_{e 0} \cdot R_{g} \cdot \alpha_{0}^{2}} \\
& \cdot\left(\alpha_{0}\left(1-\alpha_{0}\right)+\frac{\alpha_{0}^{2} I_{e e}+I_{c c}}{I_{\epsilon}+I_{e e}}\right) \tag{4.52}
\end{align*}
$$

## Problems

4.3 Determine for the equivalent circuit in Fig. 4.12 the noise figure as well as the optimum noise figure. Calculate the minimum noise figure for $R_{e 0}=15 \Omega, R_{b}=40 \Omega, \alpha_{0}=0.98$ and $\left(\alpha_{0}^{2} I_{e e}+I_{c c}\right) /\left(I_{e}+I_{e e}\right)=10^{-2}$.
4.4 Calculate with the same data as in problem 4.3 and with the noise equivalent circuit of Fig. 4.11 the noise figure and the optimum noise figure for a small signal amplifier in common base configuration.

For high frequencies, the transit time of the carriers in the $p n$-junction as well as in the base zone have to be taken into account. All parameters will, in general, be frequency dependent and complex. The conductance of the emitter-base junction, $Y_{e}(f)$, split into a real and an imaginary part, $G_{e}$ and $B_{e}$, can be written as

$$
Y_{e}(f)=G_{e}(f)+j B_{e}(f)=\frac{1}{Z_{e}(f)}
$$

and

$$
\begin{equation*}
Y_{c}=Y_{c}(f) \tag{4.53}
\end{equation*}
$$

According to Eq. (4.34), it is assumed that the part deviating from $G_{e 0}$, that is $G_{e}(f)-G_{e 0}$, shows thermal noise. For the spectra of the noise equivalent circuit in Fig. 4.10 we get:

$$
\begin{align*}
\mathrm{W}_{i}^{e}(f) & =\left(I^{e}\right)^{*} \cdot I^{e}=4 k T \cdot G_{e}(f)-2 q \cdot I_{e} \\
\mathrm{~W}_{i}^{c}(f) & =\left(I^{c}\right)^{*} \cdot I^{c}=2 q \cdot\left|I_{c}\right| \\
\mathrm{W}_{i}^{e c}(f) & =\left(I^{e}\right)^{*} \cdot I^{c}=-2 k T \cdot \alpha(f) \cdot Y_{e}(f) \tag{4.54}
\end{align*}
$$

For the current gain with the cut-off frequency $f_{\alpha}$ we have:

$$
\begin{equation*}
\alpha(f)=\frac{\alpha_{0}}{1+j f / f_{\alpha}} \tag{4.55}
\end{equation*}
$$

Finally, the frequency dependent spectra for the noise equivalent circuit in Fig. 4.11 can be determined.

The spectrum for the noise voltage $U^{e}$ can be written as

$$
\begin{equation*}
W_{u}^{e}(f)=\left(4 k T \cdot G_{e}(f)-2 q \cdot I_{e}\right) \cdot\left|Z_{e}(f)\right|^{2} \tag{4.56}
\end{equation*}
$$

The spectrum of $I^{a}$, that is $W_{i}^{a}$, can be derived from the equivalent circuit in Fig. 4.12 with the parallel connection of $\alpha \cdot I^{e}$ and $I^{c}$ and with $W_{i}^{e}, W_{i}^{c}$ and $W_{i}^{e c}$ from Eq. (4.54).

$$
\begin{align*}
\mathrm{W}_{i}^{a}(f) & =\left(\alpha I^{e}+I^{c}\right)^{*} \cdot\left(\alpha I^{e}+I^{c}\right) \\
& =|\alpha|^{2} \mathrm{~W}_{i}^{e}(f)+\mathrm{W}_{i}^{c}+\alpha\left(\mathrm{W}_{i}^{e c}(f)\right)^{*}+\alpha^{*} \mathrm{~W}_{i}^{e c}(f) \\
& =|\alpha|^{2}\left(4 k T \cdot G_{e}(f)-2 q \cdot I_{e}\right\rangle+2 q \cdot\left|I_{c}\right|-|\alpha|^{2} 2 k T \cdot 2 \cdot \operatorname{Re}\left\{Y_{e}(f)\right\} \\
& =2 q\left(\left|I_{c}\right|-|\alpha|^{2} \cdot I_{e}\right) \tag{4.57}
\end{align*}
$$

With the result for $\left|I_{c}\right|$ of Eq. (4.43) we get:

$$
\begin{align*}
\mathbb{W}_{i}^{a}(f) & =2 q\left(\alpha_{0}\left(I_{e}+I_{e e}\right)+I_{c c}-|\alpha|^{2} I_{e}\right) \\
& =2 q I_{e}\left(\alpha_{0}-|\alpha(f)|^{2}\right)+2 q\left(\alpha_{0} I_{e e}+I_{c c}\right) \tag{4.58}
\end{align*}
$$

The last equation still missing is the cross-spectrum $W_{u i}^{e a}$ between the noise voltage $U^{e}$ and the noise current $I^{a}$ :

$$
\begin{align*}
\mathbb{W}_{u i}^{e a}(f)= & \left(I^{e} \cdot Z_{e}\right)^{*} \cdot\left(\alpha I^{e}+I^{c}\right)=Z_{e}^{*} \cdot \alpha \cdot \mathrm{~W}_{i}^{e}+Z_{e}^{*} \cdot \mathrm{~W}_{i}^{e c} \\
= & \alpha(f) \cdot Z_{e}^{*}\left(4 k T \cdot G_{e}(f)-2 q \cdot I_{e}-2 k T \cdot G_{e}(f)\right. \\
& \left.-2 k T \cdot j B_{e}(f)\right) \\
= & \alpha(f) \cdot Z_{e}^{*}(f) \cdot\left(2 k T \cdot Y_{e}^{*}(f)-2 q \cdot I_{e}\right) . \tag{4.59}
\end{align*}
$$

Thus frequency-dependent spectra for the noise equivalent circuit according to Fig. 4.11 have also been derived.

However, it should be noted that such equivalent circuits can offer an empirical approximation only. A refinement of the model should as well consider parasitic circuit elements of the transistor case and the connection of the transistor to the case.

However, the linear parasitic circuit elements can also be combined with the external linear circuitry of the transistor. A further approximation of the models discussed is the neglected feedback of the output to the input.

### 4.6 NOISE OF FIELD EFFECT TRANSISTORS

### 4.6.1 Static characteristics and small signal behavior

Field effect transistors (FETs) of different types are utilized in numerous high frequency circuits. Although amplifiers are the main field of application, FETs are also suited for the realization of oscillators, mixers, switches and other circuits. Field effect transistors made of gallium arsenide with Schottkytype gates (GaAs-MEtal Semiconductor FET, GaAs-MESFET) can be used at frequencies up to the mm-wave range ( $>100 \mathrm{GHz}$ ).

The analysis of the noise behavior of FETs is closely related to the principle of operation of the device. Therefore, we will start with a description of the static and small signal behavior of the FET. Due to its dominant role in RF-applications, only the junction FET will be considered.

Figure 4.13 shows the basic structure of a junction FET. On a substrate


Fig. 4.13 Principal setup of an $n$-channel-junction field effect transistor.
there is an active semiconductor layer, which in most high frequency transistors is $n$-doped. In this layer a current flows from the drain to the source contact. The gate contact and the $n$-conducting channel form a junction, i.e. either a pn-junction (Junction Field Effect Transistor, JFET) or a Schottky junction (MESFET). Via the gate potential the current flow between the drain and source can be controlled.

A detailed analysis will be restricted to the inner FET, i.e. the region below the gate contact. Figure 4.14 shows a cross-section view of the inner FET, the dimensions of which are specified by the length $l$ and width $a$ of the gate and the thickness $d$ of the active layer.

A quantitative relation between the drain current $I_{d}$ as a function of the gate-source voltage $U_{g}$ and the drain-source voltage $U_{d}$ was first given by Shockley in 1952. The theory of Shockley is based on two assumptions. With the so called gradual channel approximation it is assumed that the width $w(x)$ of the space charge region smoothly changes along the channel and, therefore, the electrical field $E$ approximately has a $y$-component only in the space charge region and a $x$-component only within the conducting channel (see Fig. 4.14). Furthermore, an ohmic behavior is assumed in the channel, i.e. proportionality between the current density and the electric field. This


Fig. 4.14 Cross-section of the inner FET.
means that the mobility $\mu$ of the electrons is assumed to be constant. In particular, this latter assumption is not really valid for gallium arsenide and related compound FETs. A number of models have been developed to take into account the dependence of the carrier mobility on the electric field. However, these models will not be discussed here, because a simple analytical noise theory for the FET so far only exists for the Shockley model.

Using the assumptions of the Shockley model, the drain current is given by the expression

$$
\begin{equation*}
I_{d}=-q \mu N_{D} a(d-w(x)) E_{x}(x), \tag{4.60}
\end{equation*}
$$

with $q$ as the elementary charge and $N_{D}$ as the doping density. The electrical field $E_{x}$ in $x$-direction and the depletion layer width $w$ depend on the voltage $U(x)$ in the channel:

$$
\begin{align*}
E_{x}(x) & =-\frac{d U(x)}{d x}  \tag{4.61}\\
w(x) & =\sqrt{\frac{2 \epsilon_{0} \epsilon_{r}}{q N_{D}}\left(U_{D f}-U_{g}+U(x)\right)} \tag{4.62}
\end{align*}
$$

with $\epsilon_{0}$ as the vacuum permittivity and $\epsilon_{r}$ as the relative dielectric constant of the semiconductor material. The quantity $U_{D f}$ is the so-called diffusion voltage or built-in barrier potential of the gate contact.

With the definitions of the pinch-off voltage

$$
\begin{equation*}
U_{p i}=\frac{q N_{D} d^{2}}{2 \epsilon_{0} \epsilon_{r}} \tag{4.63}
\end{equation*}
$$

and the normalized voltage $V(x)$ according to

$$
\begin{equation*}
V(x)=\frac{U_{D f}-U_{g}+U(x)}{U_{p i}} \tag{4.64}
\end{equation*}
$$

the depletion layer width and the drain current may be expressed as

$$
\begin{equation*}
w(x)=d \sqrt{V(x)} \tag{4.65}
\end{equation*}
$$

$$
\begin{equation*}
I_{d}=q \mu N_{D} a d U_{p i}(1-\sqrt{V(x)}) \frac{d V(x)}{d x} . \tag{4.66}
\end{equation*}
$$

The solution of the differential equation Eq. (4.66) is

$$
\begin{equation*}
I_{d}=G_{c h} U_{p i} F_{1}\left(V_{d}\right) \tag{4.67}
\end{equation*}
$$

Here,

$$
\begin{equation*}
G_{c h}=q \mu N_{D} \frac{a d}{l} \tag{4.68}
\end{equation*}
$$

is the conductance of the channel for vanishing depletion layer $(w(x) \equiv 0)$ and the function $F_{1}$ is defined by

$$
\begin{equation*}
F_{1}(V)=V\left(1-\frac{2}{3} \sqrt{V}\right)-V_{g}\left(1-\frac{2}{3} \sqrt{V_{g}}\right) \tag{4.69}
\end{equation*}
$$

The quantities $V_{g}$ and $V_{d}$ are the normalized voltages at both ends of the conducting channel:

$$
\begin{align*}
V_{g} & =V(x=0)=\frac{U_{D f}-U_{g}}{U_{p i}}  \tag{4.70}\\
V_{d} & =V(x=l)=\frac{U_{D f}-U_{g}+U_{d}}{U_{p i}} \tag{4.71}
\end{align*}
$$

For a constant gate voltage $U_{g}$ the drain current $I_{d}$ increases with an increasing drain voltage $U_{d}$ until $U_{d}$ is equal to the saturation value

$$
\begin{equation*}
U_{d s a t}=U_{p i}-U_{D f}+U_{g} \tag{4.72}
\end{equation*}
$$

For $U_{d}=U_{d s a t}$ we have $V(l)=1$ and therefore $w(l)=d$. At the drain side end of the channel the depletion layer extends across the total thickness $d$ of the active layer. In the simple Shockley model, it is assumed that a further increase of the drain current is not possible and that for $U_{d}>U_{d s a t}$ the current $I_{d}$ remains at the saturation value:

$$
\begin{equation*}
I_{d s a t}=I_{d}\left(U_{d s a t}\right)=G_{c h} U_{p i} F_{1}(1) \tag{4.73}
\end{equation*}
$$

The drain current $I_{d}$ can be controlled by the gate voltage $U_{g}$. The drain current decreases if $U_{g}$ becomes more negative. For $U_{g}=U_{D f}-U_{p i}$ the drain current is zero, i.e. $I_{d}=0$, independent of the drain voltage. In this case, the transistor is completely switched off. For $U_{g}=U_{D f}$ the maximum drain current $I_{d}=G_{c h} U_{p i} / 3$ is obtained. Then, $w(0)=0$ and a further increase of the gate voltage will cause significant current flow across the gate. Usually, this state is avoided by a proper choice of the bias voltages and the signal amplitudes.

As an example, the Fig. 4.15 shows the typical I-V characteristics of a field effect transistor. The range with $U_{d}<U_{d s a t}$ is called the linear or
ohmic region. The range of the characteristics with $U_{d}>U_{d s a t}$ is called the saturation region. For an amplifier, the bias points are always chosen within the saturation region.

For silicon devices the characteristics calculated with the Shockley model show quite good agreement with measurements. However, a slight devation from the model may be observed in the saturation region, because the drain current still increases somewhat with increasing drain-source voltage. Although the characteristics of GaAs devices are qualitatively similar to the curves in Fig. 4.15, a precise quantitative calculation is not possible with the Shockley model.


Fig. 4.15 I-V characteristics of a field effect transistor.


Fig. 4.16 Small signal equivalent circuit of the inner FET.

If we superimpose small signal voltages $u_{g}$ and $u_{d}$ on the bias voltages $U_{g}$ and $U_{d}$, then the behavior of the inner FET for the small signals can be described by the equivalent circuit of Fig. 4.16. The transconductance $g_{m}$ and the output conductance $g_{d}$ are obtained as partial derivatives of Eq. (4.67):

$$
\begin{align*}
g_{m} & =\frac{\partial I_{d}}{\partial U_{g}}=G_{c h}\left(\sqrt{V_{d}}-\sqrt{V_{g}}\right)  \tag{4.74}\\
g_{d} & =\frac{\partial I_{d}}{\partial U_{d}}=G_{c h}\left(1-\sqrt{V_{d}}\right) \tag{4.75}
\end{align*}
$$

In a similar way, the gate-source capacitance $C_{g}$ and the drain-gate capacitance $C_{d}$ are derived from the charge $Q_{g}$ on the gate contact:

$$
\begin{equation*}
Q_{g}=-Q_{0} \frac{F_{2}\left(V_{d}\right)}{F_{1}\left(V_{d}\right)} \tag{4.76}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{0}=q N_{D} a d l \tag{4.77}
\end{equation*}
$$

and the function

$$
\begin{equation*}
F_{2}(V)=V\left(\frac{2}{3} \sqrt{V}-\frac{1}{2} V\right)-V_{g}\left(\frac{2}{3} \sqrt{V_{g}}-\frac{1}{2} V_{g}\right) . \tag{4.78}
\end{equation*}
$$

Via the partial derivatives of Eq. (4.76) with respect to $U_{g}$ and $U_{d}$ we get the gate and drain capacitances:

$$
\begin{align*}
C_{g} & =2 C_{0} \frac{1-\sqrt{V_{g}}}{F_{1}\left(V_{d}\right)}\left[\frac{F_{2}\left(V_{d}\right)}{F_{1}\left(V_{d}\right)}-\sqrt{V_{g}}\right],  \tag{4.79}\\
C_{d} & =2 C_{0} \frac{1-\sqrt{V_{d}}}{F_{1}\left(V_{d}\right)}\left[\sqrt{V_{d}}-\frac{F_{2}\left(V_{d}\right)}{F_{1}\left(V_{d}\right)}\right] \tag{4.80}
\end{align*}
$$

with

$$
\begin{equation*}
C_{0}=\epsilon_{0} \epsilon_{r} \frac{a l}{d}=\frac{Q_{0}}{2 U_{p i}} . \tag{4.81}
\end{equation*}
$$

All elements of the equivalent circuit are functions of the voltages $U_{g}$ and $U_{d}$. Of particular interest are the values for $U_{d}=U_{d s a t}$, i.e. along the boundary of the saturation region. As for the drain current, one can also assume for the quantities $g_{m}, g_{d}, C_{g}$ and $C_{d}$, that their values are not changed essentially by a further increase of the drain voltage. Setting $V_{d}=1$ in equations (4.74), (4.75) and (4.79), (4.80) yields:

$$
\begin{align*}
g_{m}\left(U_{d s a t}\right) & =G_{c h}\left(1-\sqrt{V_{g}}\right)  \tag{4.82}\\
g_{d}\left(U_{d s a t}\right) & =0,  \tag{4.83}\\
C_{g}\left(U_{d s a t}\right) & =2 C_{0} \frac{1-\sqrt{V_{g}}}{F_{1}(1)}\left[\frac{F_{2}(1)}{F_{1}(1)}-\sqrt{V_{g}}\right] \\
& =3 C_{0} \frac{1+\sqrt{V_{g}}}{\left(1+2 \cdot \sqrt{V_{g}}\right)^{2}}  \tag{4.84}\\
C_{d}\left(U_{d s a t}\right) & =0 \tag{4.85}
\end{align*}
$$

Thus, for an operating point in the saturation region, the small signal equivalent circuit of the inner FET is approximately reduced to the capacitance $C_{g}$ at the input and a voltage controlled current source with the transconductance
$g_{m}$. The ratio of both values is defined as the transit or cut-off frequency $\omega_{t r}$ of the transistor:

$$
\begin{equation*}
\omega_{t r}=\frac{g_{m}}{C_{g}} \tag{4.86}
\end{equation*}
$$

At the angular frequency $\omega_{t r}$ the current gain of the inner FET has decreased to one.

### 4.6.2 Thermal noise of the inner FET

According to the Shockley model, within the channel the current density and the electric field are proportional to each other, i.e. they follow Ohm's law. Therefore, thermal noise will be generated in the channel. But since the channel does not have constant cross section dimensions due to the active behavior of the FET, the relationship between the inherent physical noise sources and the resulting equivalent noise sources referred to the outer terminals is rather complicated.

With respect to its small signal properties, the transistor can be regarded as a linear two-port. Therefore, the usual two-port equivalent circuits with two noise sources can also be applied to the field effect transistor. For a fixed operating point the noise properties are completely described by the spectra and cross-spectra of these two noise sources. Often a model with two current noise sources as shown in Fig. 4.17 is chosen for the FET.


Fig. 4.17 Noise equivalent circuit of the inner FET.

We will proceed with the description of a general method to calculate the equivalent short circuit noise currents $i_{g}$ and $i_{d}$ with the help of the Shockley relations. This calculation is based on the so-called two-transistor model. In this approach an infinitesimal channel section of length $d x$ at a distance $x$ from the source is considered, as depicted in Fig. 4.18a. The thermal noise of this channel section induces noise currents $d i_{g}$ and $d i_{d}$ in the external short circuit. For their calculation, the transistor is separated into two noise-free transistors with gate lengths $x$ and $l-x$, respectively. As shown in Fig. 4.18b, the noise of the infinitesimal channel section is described by a noise voltage source $d u$ at the interface between the two sub-transistors. If for each sub-transistor an equivalent circuit as shown in Fig. 4.16 is assumed, then the spectra $d W_{g}, d W_{d}$ and $d W_{g d}$ of the currents $d i_{g}$ and $d i_{d}$ can be calculated from the spectrum


Fig. 4.18 Calculation of the FET noise with the two-transistor model.
$d W_{u}$ of the noise voltage source. The spectra $W_{g}, W_{d}$ and the cross-spectrum $W_{g d}$ of the complete noise currents $i_{g}$ and $i_{d}$ are obtained by an integration over the noise contributions of all infinitesimal channel sections. For this integration, the assumption is made that the noise voltages $d u$ from different positions $x$ in the channel are uncorrelated.

The values of the equivalent circuit elements of both sub-transistors depend on the position $x$ of the interface. Eqs. (4.74), (4.75) and (4.79), (4.80) can be applied, if the different geometries and voltages of the sub-transistors are correctly accounted for. With $V$ as the normalized voltage at the position $x$, we obtain for the source-sided sub-transistor:

$$
\begin{align*}
g_{m 1} & =G_{c h} \frac{l}{x}\left(\sqrt{V(x)}-\sqrt{V_{g}}\right)  \tag{4.87}\\
g_{d 1} & =G_{c h} \frac{l}{x}(1-\sqrt{V(x)})  \tag{4.88}\\
C_{g 1} & =2 C_{0} \frac{x}{l} \frac{1-\sqrt{V_{g}}}{F_{1}(V(x))}\left(\frac{F_{2}(V(x))}{F_{1}(V(x))}-\sqrt{V_{g}}\right),  \tag{4.89}\\
C_{d 1} & =2 C_{0} \frac{x}{l} \frac{1-\sqrt{V(x)}}{F_{1}(V(x))}\left(\sqrt{V(x)}-\frac{F_{2}(V(x))}{F_{1}(V(x))}\right) . \tag{4.90}
\end{align*}
$$

For the drain-sided sub-transistor we get:

$$
\begin{align*}
g_{m 2} & =G_{c h} \frac{l}{l-x}\left(\sqrt{V_{d}}-\sqrt{V(x)}\right)  \tag{4.91}\\
g_{d 2} & =G_{c h} \frac{l}{l-x}\left(1-\sqrt{V_{d}}\right),  \tag{4.92}\\
C_{g 2} & =2 C_{0} \frac{l-x}{l} \frac{1-\sqrt{V(x)}}{F_{1}\left(V_{d}\right)-F_{1}(V)}\left(\frac{F_{2}\left(V_{d}\right)-F_{2}(V)}{F_{1}\left(V_{d}\right)-F_{1}(V)}-\sqrt{V(x)}\right)  \tag{4.93}\\
C_{d 2} & =2 C_{0} \frac{l-x}{l} \frac{1-\sqrt{V_{d}}}{F_{1}\left(V_{d}\right)-F_{1}(V)}\left(\sqrt{V_{d}}-\frac{F_{2}\left(V_{d}\right)-F_{2}(V)}{F_{1}\left(V_{d}\right)-F_{1}(V)}\right) . \tag{4.94}
\end{align*}
$$

Since the ohmic region usually is not used for amplification, we can restrict the further discussion to the case $V_{d}=1$. This yields

$$
\begin{equation*}
g_{d 2}=C_{d 2}=0 . \tag{4.95}
\end{equation*}
$$

Due to the external short circuit between gate and source of the source-sided sub-transistor, the elements $C_{g 1}$ and $g_{m 1}$ become ineffective. For the calculation of the short circuit noise currents we can use the equivalent circuit of Fig. 4.19. Because the circuit is linear, a noise analysis can be performed with


Fig. 4.19 Noise equivalent circuit of the FET for the calculation of the short circuit noise currents.
the usual complex phasors $d U, d I_{g}$ and $d I_{d}$. The result is

$$
\begin{align*}
d I_{g} & =\frac{j \omega\left(C_{g 2} g_{d 1}-C_{d 1} g_{m 2}\right)}{g_{m 2}+g_{d 1}+j \omega\left(C_{d 1}+C_{g 2}\right)} d U  \tag{4.96}\\
d I_{d} & =\frac{g_{m 2}\left(g_{d 1}+j \omega C_{d 1}\right)}{g_{m 2}+g_{d 1}+j \omega\left(C_{d 1}+C_{g 2}\right)} d U . \tag{4.97}
\end{align*}
$$

If the above relations for the equivalent circuit elements are inserted into these equations, the resulting expressions are very complicated. So far, a closed form analytical solution on the basis of the Eqs. (4.96) and (4.97) is not known. The expressions are simplified by low frequency approximations. With

$$
\begin{equation*}
\omega \ll \frac{g_{m 2}+g_{d 1}}{C_{d 1}+C_{g 2}} \tag{4.98}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega \ll \frac{g_{d 1}}{C_{d 1}} \tag{4.99}
\end{equation*}
$$

Eqs. (4.96) and (4.97) are reduced to

$$
\begin{align*}
d I_{g} & =\frac{j \omega\left(C_{g 2} g_{d 1}-C_{d 1} g_{m 2}\right)}{g_{m 2}+g_{d 1}} d U,  \tag{4.100}\\
d I_{d} & =\frac{g_{m 2} g_{d 1}}{g_{m 2}+g_{d 1}} d U . \tag{4.101}
\end{align*}
$$

The conditions (4.98) and (4.99) are only met if frequencies below the transit frequency $\omega_{t r}$ according to Eq. (4.86) are considered. With the Eqs. (4.82), (4.84), (4.88), (4.90), (4.91), (4.93) and

$$
\begin{equation*}
\frac{x}{l}=\frac{F_{1}(V)}{F_{1}(1)} \tag{4.102}
\end{equation*}
$$

one finally obtains

$$
\begin{align*}
& d I_{g}=j \omega C_{g} \frac{1-\sqrt{V}}{1-\sqrt{V_{g}}} \frac{\frac{F_{2}(1)}{F_{1}(1)}-\sqrt{V}}{\frac{F_{2}(1)}{F_{1}(1)}-\sqrt{V_{g}}} d U,  \tag{4.103}\\
& d I_{d}=g_{m} \frac{1-\sqrt{V}}{1-\sqrt{V_{g}}} d U . \tag{4.104}
\end{align*}
$$

For the corresponding power spectra $d W_{g}, d W_{d}$, and the cross-spectrum $d W_{g d}$ we get:

$$
\begin{align*}
d W_{g} & =\left(\omega C_{g}\right)^{2}\left(\frac{(1-\sqrt{V})(\gamma-\sqrt{V})}{\left(1-\sqrt{V_{g}}\right)\left(\gamma-\sqrt{V_{g}}\right)}\right)^{2} d W_{u}  \tag{4.105}\\
d W_{d} & =g_{m}^{2}\left(\frac{1-\sqrt{V}}{1-\sqrt{V_{g}}}\right)^{2} d W_{u}  \tag{4.106}\\
d W_{g d} & =-j \omega C_{g} g_{m}\left(\frac{1-\sqrt{V}}{1-\sqrt{V_{g}}}\right)^{2} \frac{\gamma-\sqrt{V}}{\gamma-\sqrt{V_{g}}} d W_{u} \tag{4.107}
\end{align*}
$$

Here, the abbreviation

$$
\begin{align*}
\gamma=\frac{F_{2}(1)}{F_{1}(1)} & =\frac{\frac{1}{6}-V_{g}\left(\frac{2}{3} \sqrt{V_{g}}-\frac{1}{2} V_{g}\right)}{\frac{1}{3}-V_{g}\left(1-\frac{2}{3} \sqrt{V_{g}}\right)} \\
& =\frac{1}{2} \frac{1+2 \cdot \sqrt{V_{g}}+3 V_{g}}{1+2 \cdot \sqrt{V_{g}}} \tag{4.108}
\end{align*}
$$

was used. The quantity $\gamma$ has a simple physical meaning. According to Eq. (4.76) $\gamma$ is the ratio of the space charge $-Q_{g}$ of the depletion layer to the maximum charge $Q_{0}$, or the averaged normalized depletion layer charge width $\bar{w} / d$ of the inner FET. The noise $d W_{u}$ of the noise voltage source is the thermal noise of the infinitesimal channel section of length $d x$ with the resistance $d R$ :

$$
\begin{equation*}
d W_{u}=2 k T d R \tag{4.109}
\end{equation*}
$$

with

$$
\begin{equation*}
d R=\frac{d x}{q \mu N_{D} a(d-w)}=\frac{d x}{G_{c h} l(1-\sqrt{V})} . \tag{4.110}
\end{equation*}
$$

From Eqs. (4.66) to (4.68) a relationship between $d x$ and $d V$ is obtained:

$$
\begin{equation*}
d x=\frac{l}{F_{1}(1)}(1-\sqrt{V}) d V \tag{4.111}
\end{equation*}
$$

This leads to an expression for the resistance of the channel section:

$$
\begin{equation*}
d R=\frac{d V}{G_{c h} \overline{F_{1}(1)}} \tag{4.112}
\end{equation*}
$$

Of the three spectra $W_{g}, W_{d}$ and $W_{g d}$ the power spectrum of the noise current $i_{d}$ is the easiest to calculate. By insertion of the Eqs. (4.109) and (4.112) into the Eq. (4.106) we get

$$
\begin{equation*}
d W_{d}=2 k T g_{m} \frac{(1-\sqrt{V})^{2}}{F_{1}(1)\left(1-\sqrt{V_{g}}\right)} d V \tag{4.113}
\end{equation*}
$$

The integration results in

$$
\begin{align*}
W_{d} & =\int d W_{d} \\
& =2 k T g_{m} \frac{1}{F_{1}(1)\left(1-\sqrt{V_{g}}\right)} \int_{V_{g}}^{1}(1-2 \sqrt{V}+V) d V  \tag{4.114}\\
& =2 k T g_{m} \frac{1}{F_{1}(1)\left(1-\sqrt{V_{g}}\right)}\left(\frac{1}{6}-V_{g}\left(1-\frac{4}{3} \sqrt{V_{g}}+\frac{1}{2} V_{g}\right)\right)
\end{align*}
$$

After some algebraic manipulations the result can be expressed as

$$
\begin{equation*}
W_{d}=2 k T g_{m} \tilde{P}\left(V_{g}\right) \tag{4.115}
\end{equation*}
$$

with the function

$$
\begin{equation*}
\tilde{P}\left(V_{g}\right)=\frac{\left(1+3 \sqrt{V_{g}}\right)\left(1-\sqrt{V_{g}}\right)^{2}}{2\left(1-V_{g}\left(3-2 \sqrt{V_{g}}\right)\right)}=\frac{1}{2} \frac{1+3 \sqrt{V_{g}}}{1+2 \sqrt{V_{g}}} . \tag{4.116}
\end{equation*}
$$

In a similar way, however with more effort, the spectra $W_{g}$ and $W_{g d}$ can be calculated. The results are:

$$
\begin{equation*}
W_{g}=2 k T \frac{\left(\omega C_{g}\right)^{2}}{g_{m}} \tilde{R}\left(V_{g}\right) \tag{4.117}
\end{equation*}
$$

with

$$
\begin{align*}
\tilde{R}\left(V_{g}\right)= & \frac{\gamma^{2}\left(1-V_{g}\right)-\frac{4}{3} \gamma(1+\gamma)\left(1-V_{g}^{3 / 2}\right)+\frac{1}{2}\left(1+4 \gamma+\gamma^{2}\right)\left(1-V_{g}^{2}\right)}{F_{1}(1)\left(1-\sqrt{V_{g}}\right)\left(\gamma-\sqrt{V_{g}}\right)^{2}} \\
& -\frac{\frac{4}{5}(1+\gamma)\left(1-V_{g}^{5 / 2}\right)-\frac{1}{3}\left(1-V_{g}^{3}\right)}{F_{1}(1)\left(1-\sqrt{V_{g}}\right)\left(\gamma-\sqrt{V_{g}}\right)^{2}} \\
= & \frac{1}{10} \cdot \frac{1+7 \sqrt{V_{g}}}{1+2 \sqrt{V_{g}}} \tag{4.118}
\end{align*}
$$

and

$$
\begin{equation*}
W_{g d}=-2 k T j \omega C_{g} \tilde{Q}\left(V_{g}\right) \tag{4.119}
\end{equation*}
$$

with

$$
\begin{align*}
\tilde{Q}\left(V_{g}\right)= & \frac{\gamma\left(1-V_{g}\right)-\frac{2}{3}(1+2 \gamma)\left(1-V_{g}^{3 / 2}\right)}{F_{1}(1)\left(1-\sqrt{V_{g}}\right)\left(\gamma-\sqrt{V_{g}}\right)} \\
& +\frac{\frac{1}{2}(2+\gamma)\left(1-V_{g}^{2}\right)-\frac{2}{5}\left(1-V_{g}^{5 / 2}\right)}{F_{1}(1)\left(1-\sqrt{V_{g}}\right)\left(\gamma-\sqrt{V_{g}}\right)} \\
= & \frac{1}{10} \cdot \frac{1+3 \sqrt{V_{g}}\left(2+\sqrt{V_{g}}\right)}{\left(1+\sqrt{V_{g}}\right)\left(1+2 \sqrt{V_{g}}\right)} \tag{4.120}
\end{align*}
$$

Finally, the correlation between $i_{g}$ and $i_{d}$ is best described by the normalized cross-spectrum $k_{g d}$ :

$$
\begin{equation*}
k_{g d}=\frac{W_{g d}}{\sqrt{W_{g} W_{d}}}=-j \frac{\tilde{Q}\left(V_{g}\right)}{\sqrt{\tilde{P}\left(V_{g}\right) \tilde{R}\left(V_{g}\right)}}=-j \tilde{C}\left(V_{g}\right) \tag{4.121}
\end{equation*}
$$

## Problem

4.5 Calculate the function $\tilde{C}\left(V_{g}\right)$. Determine the upper and lower bounds of the normalized cross-spectrum in the range $0 \leq V_{g} \leq 1$.

Figure 4.20 shows the quantities $\tilde{P}, \tilde{Q}, \tilde{R}$ and $\tilde{C}$, which have been introduced above as a function of the normalized voltage $V_{g}$. All parameters only weakly depend on the gate-voltage and can even be considered to be constant for a first-order approximation. For low noise amplifiers, operating points at low
drain currents are preferred. The corresponding $V_{g}$ values typically range from 0.5 to 1 . Therefore, a good approximation for the noise parameters is

$$
\begin{align*}
\tilde{P}\left(V_{g}\right) & \approx \frac{2}{3}  \tag{4.122}\\
\tilde{R}\left(V_{g}\right) & \approx \frac{1}{4}  \tag{4.123}\\
\tilde{Q}\left(V_{g}\right) & \approx \frac{1}{6}  \tag{4.124}\\
\tilde{C}\left(V_{g}\right) & \approx 0.4 \tag{4.125}
\end{align*}
$$



Fig. 4.20 FET noise parameters $\tilde{P}, \tilde{Q}, \tilde{R}$ and $\tilde{C}$ as a function of the normalized gate voltage $V_{g}$.

The above calculation of the noise spectra is based on the Shockley model. As was already mentioned, this model cannot be applied to GaAs FETs. For these devices the electric field in the channel can be so high that the electron mobility can no longer be considered to be constant. For a more realistic transistor model, it is assumed that Ohm's law holds in a part of the channel only and that the electrons move with a constant saturated drift velocity in the remaining channel region.

The strong electrical fields in the channel also require a more complicated noise model. In the relations for the thermal noise, e.g. Eq. (4.109), the physical temperature of the device can not be used anymore, because the electrons are no longer in thermal equilibrium with the crystal lattice. The actual electron temperature is typically higher than the lattice temperature (hot electrons). In the region of the saturated drift velocity, the current fluctuations cannot be considered as thermal noise but must be treated more generally as so-called diffusion noise.

The general equivalent circuit of Fig. 4.17 is valid for any linear circuit, i.e. also for GaAs FETs. Equations (4.115), (4.117) and (4.119) for the noise
spectra can be used for GaAs FETs as well, except that the functions $\tilde{P}, \tilde{Q}$ and $\tilde{R}$ are different from the relations given by the constant mobility model. Among others, an important difference from the results obtained so far is that the noise currents $i_{g}$ and $i_{d}$ are almost completely correlated. Thus, the values of the quantity $\tilde{C}$ in Eq. (4.121) are close to 1 , compared with 0.4 for the constant mobility model.

### 4.6.3 Noise figure of the complete FET

In addition to the inner FET, several parasitic resistances contribute to the noise of the complete FET. These are in particular the gate resistance $R_{g}$ and the source resistance $R_{s}$. A more detailed noise equivalent circuit of the complete FET is shown in Fig. 4.21. The thermal noise of the parasitic


Fig. 4.21 Noise equivalent circuit of the complete FET.
resistances is described by noise voltage sources with the complex phasors $U_{g}$ and $U_{s}$. The complex impedance $Z_{0}=R_{0}+j X_{0}$ is the source impedance of the signal source. The noise of the signal source is designated by the voltage phasor $U_{0}$.

The different noise phasors cause a short circuit noise current at the output with the complex amplitude $I_{l}$, which can easily be determined from the equivalent circuit of Fig. 4.21:

$$
\begin{align*}
I_{l}= & \frac{-U_{0}-U_{g}+U_{s}-I_{g}\left(Z_{0}+R_{g}+R_{s}\right)}{R_{s}+\frac{1}{g_{m}}\left(1+j \omega C_{g}\left(Z_{0}+R_{g}+R_{s}\right)\right)} \\
& +\frac{\frac{I_{d}}{g_{m}}\left(1+j \omega C_{g}\left(Z_{0}+R_{g}+R_{s}\right)\right)}{R_{s}+\frac{1}{g_{m}}\left(1+j \omega C_{g}\left(Z_{0}+R_{g}+R_{s}\right)\right)} . \tag{4.126}
\end{align*}
$$

The squared magnitude of the phasor $I_{l}$ yields the corresponding power spectrum at the output. Only the correlation between the currents $I_{g}$ and $I_{d}$ must be taken into account. Then, the noise figure $F$ of the FET is given by

$$
\begin{align*}
F= & 1+\frac{R_{g}+R_{s}}{R_{0}}+\frac{\tilde{P}}{g_{m} R_{0}}-\frac{2 \omega C_{g} X_{0}}{g_{m} R_{0}}(\tilde{P}-\tilde{Q}) \\
& +\frac{\left(\omega C_{g}\right)^{2}\left(\left(R_{0}+R_{g}+R_{s}\right)^{2}+X_{0}^{2}\right)}{g_{m} R_{0}}(\tilde{P}+\tilde{R}-2 \tilde{Q}) . \tag{4.127}
\end{align*}
$$

Apart from the transistor properties, the noise figure also depends on the source impedance $Z_{0}=R_{0}+j X_{0}$. For an optimum source impedance $Z_{\text {opt }}=$ $R_{\text {opt }}+j X_{o p t}$ the minimum noise figure $F_{\min }$ is obtained. The partial derivatives of Eq. 4.127 yield the real and imaginary parts of the optimum source impedance:

$$
\begin{align*}
R_{o p t} & =\sqrt{\left(R_{g}+R_{s}\right)^{2}+\frac{\tilde{P} \tilde{R}\left(1-\tilde{C}^{2}\right)+g_{m}\left(R_{g}+R_{s}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q})}{\left(\left(\omega C_{g}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q})\right)^{2}}} \\
X_{o p t} & =\frac{1}{\omega C_{g}} \frac{\tilde{P}-\tilde{Q}}{\tilde{P}+\tilde{R}-2 \tilde{Q}} \tag{4.128}
\end{align*}
$$

The resulting minimum noise figure is given by

$$
\begin{equation*}
F_{\min }=1+2 \frac{\left(\omega C_{g}\right)^{2}}{g_{m}}\left(R_{o p t}+R_{g}+R_{s}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q}) \tag{4.130}
\end{equation*}
$$

or

$$
\begin{align*}
F_{\min }= & 1+2(\tilde{P}+\tilde{R}-2 \tilde{Q}) \frac{\left(\omega C_{g}\right)^{2}}{g_{m}}\left(R_{g}+R_{s}\right) \\
& \cdot\left(1+\sqrt{1+\frac{\tilde{P} \tilde{R}\left(1-\tilde{C}^{2}\right)+g_{m}\left(R_{g}+R_{s}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q})}{\left(\omega C_{g}\left(R_{g}+R_{s}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q})\right)^{2}}}\right) \tag{4.131}
\end{align*}
$$

## Problem

4.6 Derive the expressions Eqs. (4.128) and (4.131) for the minimum noise figure and the optimum source impedance.

For frequencies that are small compared to the transit frequency of the transistor, we have $\omega C_{g} \ll g_{m}$ and thus the quotient under the square root in Eq. (4.131) is much larger than one. This leads to a simplified relation for
the minimum noise figure:

$$
\begin{align*}
F_{\min }= & 1+2 \frac{\omega C_{g}}{g_{m}} \sqrt{\tilde{P} \tilde{R}\left(1-\tilde{C}^{2}\right)+g_{m}\left(R_{g}+R_{s}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q})} \\
& +2 \frac{\left(\omega C_{g}\right)^{2}}{g_{m}}\left(R_{g}+R_{s}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q}) \tag{4.132}
\end{align*}
$$

Equation (4.132) shows that the minimum noise figure far below the transit frequency increases linearly with frequency. Approaching the transit frequency, $F_{\text {min }}$ increases faster due to the quadratic term in Eq. (4.132). The parasitic resistances $R_{g}$ and $R_{s}$ contribute substantially to this frequency behavior. If only the inner FET is considered, i.e. for $R_{g}=R_{s}=0$, we get the simple expression

$$
\begin{equation*}
F_{\min }=1+2 \sqrt{\tilde{P} \tilde{R}\left(1-\tilde{C}^{2}\right)} \frac{\omega C_{g}}{g_{m}} \tag{4.133}
\end{equation*}
$$

As has already been mentioned, the two noise currents of the inner FET are strongly correlated for GaAs-FETs. With $\tilde{C} \approx 1$, the expression $\tilde{P} \tilde{R}\left(1-\tilde{C}^{2}\right)$ under the square root of Eq. (4.132) can be neglected with respect to the second term. If, furthermore the quadratic term in frequency is omitted, then


Fig. 4.22 Noise figure $F$ of GaAs and InP field effect transistors.
the noise figure is given by

$$
\begin{equation*}
F_{\min }=1+K \omega C_{g} \sqrt{\frac{R_{g}+R_{s}}{g_{m}}} \tag{4.134}
\end{equation*}
$$

with

$$
\begin{equation*}
K=2 \sqrt{\tilde{P}+\tilde{R}-2 \tilde{Q}} \tag{4.135}
\end{equation*}
$$

The general dependence of the noise figure on the bias point can be derived from Eq. (4.134). If $U_{g}$ becomes more negative, then $C_{g}$ as well as $g_{m}$ decrease. Also the ratio $\omega C_{g} / \sqrt{g_{m}}$ and thus the noise figure decreases at first. But if the transconductance finally approaches zero close to the pinch-off point, the noise figure increases again. Therefore, an optimum for the noise figure is observed at a certain drain current. For a GaAs FET the optimum gate voltage typically is close to the pinch-off voltage.

## Problem

4.7 Determine the normalized gate voltage which yields the minimum noise figure, if $g_{m}$ and $C_{g}$ are described by the relations derived from the Shockley model.

Figure 4.22 shows typical noise figure values versus frequency curves of state of the art FETs, fabricated on GaAs or indium phosphide ( $\operatorname{InP}$ ) material. The best devices today achieve minimum noise figures close to 1 dB at 100 GHz .

## 5 <br> Parametric Circuits

For a very important class of non-linear circuits the drive signal of the nonlinear device (or devices) is a time-periodic pump voltage $u_{p}(t)$ of a relatively large amplitude and with the fundamental frequency $f_{p}$. Furthermore, there are a number of signals, $\Delta u(t)$, superimposed on the non-linear device, which are much smaller in amplitude than the pump signal and which normally have frequencies different from $f_{p}$. The so-called parametric approach is based on the assumption that the instantaneous properties of the non-linear device are determined exclusively by the periodic pump signal. It is assumed that the small signals do not influence the device behavior. As a first example, we will treat the Schottky diode with its unambiguous non-linear current-voltage characteristic. Then, we will transfer the parametric approach to other nonlinear devices such as the field effect transistor or the varactor diode with its non-linear charge-voltage characteristic. We will see that parametric circuits can be treated quasi-linearly which simplifies the derivation of a noise model.

### 5.1 PARAMETRIC THEORY

The non-linear device relates the current $I$ and the voltage $U$ by an unambiguous current-voltage characteristic $I=I(U)$. The non-linear device is driven by a periodic signal $u_{p}(t)$ of a relatively large amplitude. A small signal $\Delta u(t)$ is superimposed on the large signal. If the amplitudes of $\Delta u(t)$ are very small compared with the amplitudes of $u_{p}(t)$, then a good approximation is given
by the parametric approach:

$$
\begin{align*}
I\left[u_{p}(t)+\Delta u(t)\right] & =I\left(u_{p}(t)\right)+\left.\frac{d I}{d U}\right|_{u_{p}(t)} \cdot \Delta u(t) \\
& =I\left(u_{p}(t)\right)+\Delta i(t) \tag{5.1}
\end{align*}
$$

The small signal voltage $\Delta u(t)$ causes a small signal current $\Delta i(t)$ and both are related via the time dependent admittance $g\left(u_{p}(t)\right)$ :

$$
\begin{align*}
\Delta i(t) & =g\left(u_{p}(t)\right) \cdot \Delta u(t) \\
g(t) & =\frac{d I\left(u_{p}(t)\right)}{d U} \tag{5.2}
\end{align*}
$$

The instantaneous admittance only depends on the large signal $u_{p}(t)$ and is the parameter, which is changed by the large signal. It should be noted that the small signal currents and voltages $\Delta i$ and $\Delta u$ are related linearly, because they do not influence the function $g(t)$. Therefore, the superposition principle holds for the small signal quantities. However, because the admittance $g(t)$ is time dependent, new frequency components will appear. The relationship between the different frequency components may be seen more clearly by using a phasor description. We will assume in the following derivation that the pump or local oscillator signal is periodic with the angular frequency $\omega_{p}=2 \pi f_{p}$. Then, the instantaneous admittance $g(t)$ is also periodic with $\omega_{p}$ and can be developed into a Fourier series:

$$
\begin{align*}
g\left(u_{p}(t)\right) & =\sum_{n=-\infty}^{+\infty} G_{n} \cdot \exp \left(j n \omega_{p} t\right) \\
G_{n} & =\frac{1}{2 \pi} \int_{-\pi}^{+\pi} g\left(u_{p}(t)\right) \exp \left(-j n \omega_{p} t\right) d\left(\omega_{p} t\right) \tag{5.3}
\end{align*}
$$

Because $g(t)$ is a real function, we have

$$
\begin{equation*}
G_{-n}=G_{n}^{*} \tag{5.4}
\end{equation*}
$$

and $G_{0}$ is real. If we assume for the moment that $\Delta u(t)$ is sinusoidal with the angular frequency $\omega_{s}=2 \pi f_{s}$, then we conclude from Eq. (5.2) that $\Delta i(t)$ appears at all combination frequencies $\left|f_{s} \pm n \cdot f_{p}\right|, n=0,1,2,3$ etc. The small signal approximation has the consequence that harmonic frequencies of $f_{s}$ can not appear. The small signal currents at the different combination frequencies lead to small signal voltages at these frequencies if the load impedances at these frequencies are not equal to zero.

At the moment, we will assume for the small signals that apart from the current at the signal frequency $f_{s}$ only a current at the intermediate frequency
$f_{i}=f_{s}-f_{p}$ flows through the two-terminal non-linear device. At all other combination frequencies the load impedance is high enough to prevent any current flow. In a phasor description with the complex current phasors $I_{s}, I_{i}$ at the signal and the intermediate frequency, respectively, we then may write for the small signal current

$$
\begin{equation*}
\Delta i(t)=\frac{1}{2}\left(I_{s} e^{j \omega_{s} t}+I_{s}^{*} e^{-j \omega_{s} t}+I_{i} e^{j \omega_{i} t}+I_{i}^{*} e^{-j \omega_{i} t}\right) \tag{5.5}
\end{equation*}
$$

Only the voltage phasors at the frequencies $f_{s}$ and $f_{i}$ together with the corresponding current phasors give rise to a power flow at the non-linear twoterminal element. We therefore introduce components only at the frequencies $f_{s}$ and $f_{i}$ also for $\Delta u(t)$ :

$$
\begin{equation*}
\Delta u(t)=\frac{1}{2}\left(U_{s} e^{j \omega_{s} t}+U_{s}^{*} e^{-j \omega_{s} t}+U_{i} e^{j \omega_{i} t}+U_{i}^{*} e^{-j \omega_{i} t}\right) \tag{5.6}
\end{equation*}
$$

If we insert Eqs. (5.3), (5.5) and (5.6) into Eq. (5.2) and arrange according to frequency components, we obtain the following two equations in matrix form

$$
\left[\begin{array}{c}
I_{s}  \tag{5.7}\\
I_{i}
\end{array}\right]=\left[\begin{array}{ll}
G_{0} & G_{1} \\
G_{1}^{*} & G_{0}
\end{array}\right] \cdot\left[\begin{array}{c}
U_{s} \\
U_{i}
\end{array}\right]=[G] \cdot\left[\begin{array}{c}
U_{s} \\
U_{i}
\end{array}\right]
$$

for $f_{s}>f_{p}$.
We can see that the complex current and voltage phasors are linearly related via an admittance matrix. However, in contrast to time-invariant linear twoports, the phasors belonging to different indexes $s$ and $i$ also belong to different frequencies, $f_{s}$ and $f_{i}$.

The amplitude of the pump signal does not enter into the equations explicitly. However, it determines the magnitude of the matrix elements $G_{0}, G_{n}$.

In contrast to the upper sideband conversion discussed so far (Fig. 5.1a), for the lower sideband conversion we have $f_{i}=f_{p}-f_{s}$ (Fig. 5.1b). For the


Fig. 5.1 (a) Upper sideband conversion; (b) Lower sideband conversion.
case of the lower sideband conversion we obtain the following matrix equation for the current and voltage phasors:

$$
\left[\begin{array}{c}
I_{s}  \tag{5.8}\\
I_{i}^{*}
\end{array}\right]=\left[\begin{array}{ll}
G_{0} & G_{1} \\
G_{1}^{*} & G_{0}
\end{array}\right] \cdot\left[\begin{array}{c}
U_{s} \\
U_{i}^{*}
\end{array}\right]=[G] \cdot\left[\begin{array}{c}
U_{s} \\
U_{i}^{*}
\end{array}\right]
$$

for $f_{s}<f_{p}$.
If the large signal time function $u_{p}(t)$, for a proper choice of the time origin, is an even function around $t=0$, which e.g. is true for a cosine function, then the Fourier coefficients $G_{n}$ in Eq. (5.3) are real. In this case, the admittance matrix [ $G$ ] is symmetrical and the corresponding two-port is reciprocal. Upand down-conversion lead to the same conversion gain or conversion loss. If the large signal time function $u_{p}(t)$ is an arbitrary function of time, then the Fourier coefficients $G_{n}$ in Eq. (5.3) are normally complex. Due to the special form of the admittance matrix $[G]$ the corresponding two-port is quasireciprocal and up- and down-conversion lead to the same conversion gain or conversion loss.

The size of the admittance matrix increases with the number of combination frequencies allowed. For instance, a $3 \times 3$ matrix is obtained if the image frequency $f_{i m}=f_{p} \pm f_{i}$ is additionally taken into account.

### 5.2 DOWN CONVERTERS WITH SCHOTTKY DIODES

Schottky diodes are particularly well suited for the heterodyne reception at high frequencies, because they have a high cut-off frequency. As Schottky diodes are passive components, the stability of the mixer circuits is practically always guaranteed. As we will see in this chapter, frequency converters with Schottky diodes also have low noise figures. In general, circuits of down-


Fig. 5.2 Basic down converter circuit.
converters have a structure as shown in Fig. 5.2. For the band-pass filters BP shown, it is assumed that only the specified frequency is passed while all other frequencies are suppressed. Also, the input impedance of the band-pass
filter is assumed to be very high at these other frequencies. In particular, it is assumed that all band-pass filters have a high input impedance at the image frequency $f_{i m}$, at least for the circuit of Fig. 5.2. As a consequence no current will flow through the Schottky diode at the image frequency.

In a dual manner, for a Schottky diode connected in series, the band-pass filters should have a short circuit as input impedance at all frequencies outside the pass band. It is evident from these assumptions that only currents and voltages at the signal frequency $f_{s}$ and the intermediate frequency $f_{i}$ have to be taken into account. Therefore, the matrix relation Eq. (5.7) can be applied. Let $Y_{s}$ be the source admittance, $Y_{i}$ the load admittance and $I_{s g}$ the signal generator current source, then we obtain the equations:

$$
\begin{align*}
{\left[\begin{array}{c}
I_{s} \\
I_{i}
\end{array}\right] } & =\left[\begin{array}{ll}
G_{0} & G_{1} \\
G_{1}^{*} & G_{0}
\end{array}\right] \cdot\left[\begin{array}{l}
U_{s} \\
U_{i}
\end{array}\right] \text { for } f_{s}>f_{p}  \tag{5.9}\\
I_{s g} & =U_{s} \cdot Y_{s}+I_{s}  \tag{5.10}\\
0 & =U_{i} \cdot Y_{i}+I_{i} \tag{5.11}
\end{align*}
$$

Figure 5.3 shows a two-port equivalent circuit in an admittance description with current and voltage phasors and a source and a load impedance. The


Fig. 5.3 Two-port equivalent circuit of a down converter.
elements of the admittance matrix $G_{0}, G_{1}$ are the Fourier coefficients of the periodic time function of $g(t)$ of the Schottky diode according to Eq. (5.3). We will assume that a sinusoidal voltage $U_{p}$ from the pump signal or local oscillator drives the Schottky diode at the angular frequency $\omega_{p}=2 \pi f_{p}$. In addition, a d.c. bias voltage $U_{0}$ is applied to the Schottky diode. Then, the voltage $u_{p}(t)$ across the diode is given by

$$
\begin{equation*}
u_{p}(t)=U_{0}+\hat{U}_{p} \cdot \cos \omega_{p} t \tag{5.12}
\end{equation*}
$$

Because $u_{p}(t)$ is an even function of time, all Fourier coefficients are real. For an exponential current-voltage characteristic according to

$$
\begin{equation*}
I=I_{s s} \cdot\left(\exp \left(\frac{U}{U_{T}}\right)-1\right) \tag{5.13}
\end{equation*}
$$

and with

$$
\begin{equation*}
U_{T}=\tilde{n} k T / q \tag{5.14}
\end{equation*}
$$

the Fourier coefficients are obtained as

$$
\begin{align*}
G_{n}= & \frac{I_{s s}}{U_{T}} \exp \left(U_{0} / U_{T}\right) \\
& \cdot \frac{1}{2 \pi} \int_{-\pi}^{+\pi} \exp \left(\frac{\hat{U}_{p}}{U_{T}} \cdot \cos \left(\omega_{p} t\right)\right) \cos \left(n \omega_{p} t\right) d\left(\omega_{p} t\right) \tag{5.15}
\end{align*}
$$

The integral in Eq. (5.15) represents a modified Bessel function of the $n$-th order, $\tilde{I}_{n}\left(\hat{U}_{p} / U_{T}\right)$. Therefore, the Fourier coefficients may also be written as

$$
\begin{equation*}
G_{n}=\frac{I_{s, s}}{U_{T}} \cdot \exp \left(U_{0} / U_{T}\right) \cdot \tilde{I}_{n}\left(\hat{U}_{p} / U_{T}\right) \tag{5.16}
\end{equation*}
$$

According to this model the Fourier coefficients only depend on the peak value of the pump signal $\hat{U}_{p}$. Figure 5.4 shows a typical time characteristic of the admittance $g(t)$. For the following discussions, we will assume that $G_{0}$ is real


Fig. 5.4 Time characteristic of the admittance $g(t)$.
and positive and that $G_{1}$ and possibly $G_{2}$ etc. are allowed to be complex but have a positive real part. All $G_{0}, G_{1}, G_{2}$ etc. are known, because the pump level is assumed to be known. Normally, for a fundamental frequency converter, the relation $G_{0}>G_{1}>G_{2}$ holds. With known $G_{0}$ and $G_{1}$ and with known source and load admittances $Y_{s}$ and $Y_{i}$ we can determine the power gain or simply gain $G_{p}$, the available gain $G_{a v}$ and the maximum available gain $G_{m}$ of the equivalent mixer circuit of Fig. 5.3. The gain of the down-converter is the ratio of the output power $\left|U_{i}\right|^{2} \cdot \operatorname{Re}\left(Y_{i}\right) / 2$ to the available source power
$\left|I_{s g}\right|^{2} /\left(8 \cdot \operatorname{Re}\left(Y_{s}\right)\right)$. The ratio $U_{i} / I_{s g}$ can conveniently be determined from the extended matrix $[\tilde{G}]$, in which the Eqs. (5.9) to (5.11) are combined:

$$
\left[\begin{array}{c}
I_{s g}  \tag{5.17}\\
0
\end{array}\right]=[\tilde{G}] \cdot\left[\begin{array}{c}
U_{s} \\
U_{i}
\end{array}\right]=\left[\begin{array}{cc}
G_{0}+Y_{s} & G_{1} \\
G_{1}^{*} & G_{0}+Y_{i}
\end{array}\right] \cdot\left[\begin{array}{c}
U_{s} \\
U_{i}
\end{array}\right]
$$

or

$$
\left[\begin{array}{l}
U_{s}  \tag{5.18}\\
U_{i}
\end{array}\right]=[\tilde{G}]^{-1} \cdot\left[\begin{array}{c}
I_{s g} \\
0
\end{array}\right]
$$

Equation (5.18) yields

$$
\begin{equation*}
\frac{U_{i}}{I_{s g}}=-\frac{G_{1}}{\left(G_{0}+Y_{s}\right)\left(G_{0}+Y_{i}\right)-\left|G_{1}\right|^{2}}, \tag{5.19}
\end{equation*}
$$

which leads to an expression for the gain $G_{p}$ :

$$
\begin{align*}
G_{p} & =\left|\frac{U_{i}}{I_{s g}}\right|^{2} \cdot 4 \cdot \operatorname{Re}\left(Y_{s}\right) \cdot \operatorname{Re}\left(Y_{i}\right) \\
& =\frac{4 \cdot \operatorname{Re}\left(Y_{s}\right) \cdot \operatorname{Re}\left(Y_{i}\right) \cdot\left|G_{1}\right|^{2}}{\left|\left(G_{0}+Y_{s}\right)\left(G_{0}+Y_{i}\right)-\left|G_{1}\right|^{2}\right|^{2}} \tag{5.20}
\end{align*}
$$

For mixer or frequency converter circuits the available gain $G_{a v}$ is often required, which is the ratio of the available output power to the available source power. The available output power is obtained, if the load admittance $Y_{i}$ is chosen equal to the complex conjugate of the input admittance $Y_{i i}$ of the mixer circuit as seen from the load side at the intermediate frequency $f_{i}$ :

$$
\begin{equation*}
Y_{i}=Y_{i i}^{*} . \tag{5.21}
\end{equation*}
$$

Conveniently, the input admittance $Y_{i i}$ is computed from admittance matrix [ $G_{i}$ ] extended by the source admittance $Y_{s}$ only:

$$
\left[\begin{array}{c}
0  \tag{5.22}\\
I_{i}
\end{array}\right]=\left[G_{i}\right] \cdot\left[\begin{array}{l}
U_{s} \\
U_{i}
\end{array}\right]=\left[\begin{array}{cc}
G_{0}+Y_{s} & G_{1} \\
G_{1}^{*} & G_{0}
\end{array}\right] \cdot\left[\begin{array}{c}
U_{s} \\
U_{i}
\end{array}\right]
$$

or

$$
\left[\begin{array}{c}
U_{s}  \tag{5.23}\\
U_{i}
\end{array}\right]=\left[G_{i}\right]^{-1} \cdot\left[\begin{array}{c}
0 \\
I_{i}
\end{array}\right]
$$

From Eq. (5.23) the input admittance $Y_{i i}$ at the intermediate frequency or load side is obtained as

$$
\begin{equation*}
Y_{i i}=\frac{I_{i}}{U_{i}}=\frac{\left(G_{0}+Y_{s}\right) G_{0}-\left|G_{1}\right|^{2}}{\left(G_{0}+Y_{s}\right)}=G_{0}-\frac{\left|G_{1}\right|^{2}}{\left(G_{0}+Y_{s}\right)} . \tag{5.24}
\end{equation*}
$$

With $Y_{i i}$ from Eq. (5.24) and $Y_{i}=Y_{i i}^{*}$ the available gain is calculated in the same way as in Eq. (5.20), with $Y_{i}$ replaced by $Y_{i i}^{*}$ :

$$
\begin{equation*}
G_{a v}=\frac{4 \cdot \operatorname{Re}\left(Y_{s}\right) \cdot \operatorname{Re}\left(Y_{i i}^{*}\right) \cdot\left|G_{1}\right|^{2}}{\left|\left(G_{0}+Y_{s}\right)\left(G_{0}+Y_{i i}^{*}\right)-\left|G_{1}\right|^{2}\right|^{2}} \tag{5.25}
\end{equation*}
$$

The available gain does not depend on the load admittance $Y_{i}$. The reciprocal value of the available gain $G_{a v}$ will be denoted as conversion loss $L_{a v}$ :

$$
\begin{equation*}
L_{a v}=\frac{1}{G_{a v}} . \tag{5.26}
\end{equation*}
$$

The maximum available gainavailable gain, maximum available gain $G_{m}=$ $1 / L_{m}$ is obtained when an impedance match is provided at the mixer input as well as at the mixer output side. Since the gain is symmetrical with respect to the quantities $Y_{s}$ and $Y_{i}$, we must have $Y_{s}=Y_{i}$ for the maximum available gain. For the input admittance at the source side, $Y_{i s}$, we get, by similarity to Eq. (5.24),

$$
\begin{equation*}
Y_{i s}=G_{0}-\frac{\left|G_{1}\right|^{2}}{\left(G_{0}+Y_{i}\right)} \tag{5.27}
\end{equation*}
$$

With impedance match at the source side, i.e. $Y_{s}=Y_{i s}^{*}$ we obtain

$$
\begin{equation*}
Y_{s}=Y_{i}=Y_{i s}^{*}=G_{0}-\frac{\left|G_{1}\right|^{2}}{\left(G_{0}+Y_{i}^{*}\right)} \tag{5.28}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|Y_{s}\right|^{2}=\left|Y_{i}\right|^{2}=G_{0}^{2}-\left|G_{1}\right|^{2} \tag{5.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im}\left\{Y_{s}\right\}=\operatorname{Im}\left\{Y_{i}\right\}=0 \tag{5.30}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
Y_{s}=Y_{i}=\sqrt{G_{0}^{2}-\left|G_{1}\right|^{2}} \tag{5.31}
\end{equation*}
$$

and $Y_{s}$ and $Y_{i}$ are real quantities. If these results for $Y_{s}$ and $Y_{i}$ are inserted into the relation Eq. (5.20) for the gain, then, after some manipulations the following expression is obtained for the maximum available gain $G_{m}$ :

$$
\begin{equation*}
G_{m}=\left(\frac{\left|G_{1}\right|}{G_{0}}\right)^{2}\left[\frac{1}{1+\sqrt{1-\left|G_{1}\right|^{2} / G_{0}^{2}}}\right]^{2} \tag{5.32}
\end{equation*}
$$

The maximum available gain $G_{m}$ only depends on the ratio of $\left|G_{1}\right| / G_{0}<1$. Therefore, the maximum available gain is smaller than 1 .

In the extreme case of a mixer driven by very narrow pulses, so-called Dirac impulses, $\left|G_{1}\right| \approx G_{0}$ and thus $G_{m} \approx 1$. However, under these conditions the input admittance $Y_{i s}$ approaches zero and thus an impedance match is no longer possible. Practical mixers with Schottky diodes exhibit conversion losses in the range of 5 dB to 10 dB . The series resistance or bulk resistance of the Schottky diode, which has been neglected so far, is the reason for the somewhat higher conversion losses. Figure 5.5 shows an equivalent mixer circuit that has been supplemented by a series resistance $R_{b}$.


Fig. 5.5 Equivalent circuit of a down converter with a series resistance $R_{b}$.

## Problem

5.1 Calculate the power gain, the available gain and the maximum available gain for the mixer circuit of Fig. 5.5 by taking into account the series resistance $R_{b}$.

For the down-converter, which has been discussed so far, we implicitly assumed that at the image frequency $f_{i m}=f_{p}-f_{i}$ the load admittance is a short circuit, because we assumed the voltage $U_{i m}$ at $f_{i m}$ to be zero. Frequently, mixers do not have a short circuit at the image frequency, in particular, if the intermediate frequency $f_{i}$ is low. In this case, the image frequency $f_{i m}$ and the signal frequency $f_{s}$ are so close to each other that in practice it is difficult to supply a match at the signal frequency and simultaneously a short circuit at the image frequency. These practical difficulties become even more severe, if the pump frequency has to be tuned over a wide frequency range. For such a so-called broadband mixer, the load impedance at the signal frequency and the image frequency are nearly equal, at the price of a higher conversion loss. Figure 5.6 shows the equivalent circuit of a down-converter, where the load admittance at the image frequency, $Y_{i m}$, has the same value as the load admittance $Y_{s}$ at the signal frequency, i.e. $Y_{i m}=Y_{s}$. For $f_{s}>f_{p}$ the currents and voltages are related via a 3-port admittance matrix $[G]$ as given by the following equation:

$$
\left[\begin{array}{c}
I_{s}  \tag{5.33}\\
I_{i} \\
I_{i m}^{*}
\end{array}\right]=\left[\begin{array}{lll}
G_{0} & G_{1} & G_{2} \\
G_{1}^{*} & G_{0} & G_{1} \\
G_{2}^{*} & G_{1}^{*} & G_{0}
\end{array}\right] \cdot\left[\begin{array}{c}
U_{s} \\
U_{i} \\
U_{i m}^{*}
\end{array}\right] \text { for } \quad f_{s}>f_{p}
$$

Again the gains for up- and down-conversion are equal. For a feed signal from the intermediate frequency side, due to symmetry the signal power is evenly divided between the signal and the image port. However, because the power at the image load admittance $Y_{i m}$ is useless power with respect to the intended mode of operation, the conversion loss for the up- and down-conversion is at least 3 dB . Therefore, in practice, the conversion loss of a broadband mixer


Fig. 5.6 3 -port equivalent circuit of a down-converter with a load admittance $Y_{i m}$ at the image frequency.
is higher than the conversion loss of a mixer which is terminated by a lossless load admittance at the image frequency, e.g. a short circuit.

## Problem

5.2 Calculate the power gain and the available gain for the case that the image frequency is terminated by the same complex load admittance as the signal frequency, $Y_{i m}=Y_{s}$.

### 5.3 MIXER CIRCUITS

### 5.3.1 Single diode mixer

The single diode or one-diode mixer is particularly simple in its design and can achieve a broad bandwidth. A typical realization is shown in Fig. 5.7. The signal and the pump signal are combined via a coupler. The details of the coupler are not important. In Fig. 5.7 a transmission line coupler is drawn. The circuit has losses for the RF signal as well as for the pump signal. By the choice of the coupling factor, the losses can be shifted between the RF signal and the pump signal. If a 10 dB coupling is selected, then the pump signal is attenuated by 10 dB while the signal is attenuated by 0.46 dB . The high-pass filter HP must pass the high-frequency signal and the pump signal, and suppress the intermediate frequency, which is assumed to be much lower than the RF and the pump frequencies. The low-pass filter LP must pass the


Fig. 5.7 Block diagram of a single diode mixer.
intermediate frequency and stop the RF signal and the pump frequency. On the diode side the low-pass filter must have a high impedance for the highfrequency components, while the high pass filter at the diode side must show a high impedance at the intermediate frequency.


Fig. 5.8 Block diagram of a series connected one-diode mixer.

Instead of operating the diode in shunt configuration, one may connect the diode in series, as shown in Fig. 5.8. For a series connected diode the low-pass filter on the diode side must act as a short circuit against ground for the highfrequency signals and the high-pass filter as a short circuit against ground for the intermediate signal. Due to the rectification of the pump signal, a direct current will flow through the diode, if the current path is closed, driving the diode into a low impedance state. Therefore, normally, an additional bias voltage needs not to be applied to the diode.

### 5.3.2 Two-diode mixer or balanced mixer

The balanced mixer needs a 3 dB coupler of the $90^{\circ}$ - or $180^{\circ}$-type and two diodes. Figure 5.9 shows a circuit with shunt diodes.

Similarly, the circuit can be built with series connected diodes. The balanced mixer circuit does not show additional losses, because for lossless couplers and filters the full power gets to the diodes. As an example we will consider a $3 \mathrm{~dB}-90^{\circ}$ coupler. At the input of the coupler the signal and the


Fig. 5.9 Principal block diagram of a balanced mixer with two diodes.
pump signal are assumed to have the following time behavior:

$$
\begin{align*}
& u_{s}(t)=\hat{U}_{s} \cdot \cos \left(\omega_{s} t+\phi_{s}\right) \\
& u_{p}(t)=\hat{U}_{p} \cdot \cos \left(\omega_{p} t\right) \tag{5.34}
\end{align*}
$$

Then, we will observe the following signals at the diode I or diode II, respectively:

$$
\begin{array}{cl}
\text { diode I : } & \frac{1}{\sqrt{2}} \hat{U}_{s} \cdot \cos \left(\omega_{s} t+90^{\circ}+\phi_{s}\right)+\frac{1}{\sqrt{2}} \hat{U}_{p} \cdot \cos \left(\omega_{p} t\right) \\
\text { diode II : } & \frac{1}{\sqrt{2}} \hat{U}_{s} \cdot \cos \left(\omega_{s} t+\phi_{s}\right)+\frac{1}{\sqrt{2}} \hat{U}_{p} \cdot \cos \left(\omega_{p} t+90^{\circ}\right) \tag{5.35}
\end{array}
$$

With the conversion factor $\kappa$ we obtain the intermediate frequency signal $u_{i}(t)$ for the diode I:

$$
\begin{equation*}
\text { diode I: } u_{i}^{I}=\kappa G_{1} \hat{U}_{s} \cos \left(\omega_{i} t+90^{\circ}+\phi_{s}\right) . \tag{5.36}
\end{equation*}
$$

Because the polarity is reversed for the diode II, the admittance function $g(t)$ has been shifted by half a period or $180^{\circ}$ at the pump frequency $f_{p}$. Thus, we obtain for the diode II the expression:

$$
\text { diode II : } \begin{align*}
u_{i}^{I I} & =\kappa G_{1} \hat{U}_{s} \cos \left(\omega_{i} t-90^{\circ}+180^{\circ}+\phi_{s}\right) \\
& =\kappa G_{1} \hat{U}_{s} \cos \left(\omega_{i} t+90^{\circ}+\phi_{s}\right) . \tag{5.37}
\end{align*}
$$

We assumed that the diodes are well paired, i.e. that they are equal. Then, both intermediate frequency signals are equal with respect to the phase and amplitude and they can be added, as it is shown in the circuit of Fig. 5.9. In total, the mixer circuit does not have additional signal and pump losses.

## Problem

5.3 Show that a mixer with two diodes and a $180^{\circ}$-coupler does not exhibit additional signal or pump signal losses. What is the difference between a mixer with a $90^{\circ}$-coupler and a $180^{\circ}$-coupler?

The statement that a mixer is balanced has the following meaning. A pump oscillator signal normally shows irregular amplitude fluctuations, which are also denoted as amplitude noise. Such amplitude fluctuations are of stochastic nature and typically cover a broad frequency spectrum, which may also include spectral components in the intermediate frequency range. The origin of the amplitude noise will be discussed in detail in Chapters 6 and 7. The Schottky diodes of the mixer rectify the pump oscillator signal. Therefore, a direct voltage appears across the diodes, which also shows small irregular fluctuations, similar to the amplitude fluctuations of the pump oscillator. Spectral components of these fluctuations may fall into the frequency range of the intermediate frequency signal. Normally, the amplitude noise spectrum decreases with increasing offset frequency and, therefore, its contribution to the total noise may be negligible at high offset frequencies.

A mixer with two nearly identical diodes with opposite polarity and a superposition of the output signals as shown in Fig. 5.9 allows one to cancel the amplitude fluctuations independent of time. An identical small irregular fluctuation signal appears at the second diode, but due to the reversal of the second diode, this fluctuation signal has the opposite polarity versus time. When added these noise contributions of the pump oscillator signal will cancel. We will denote this balancing effect also as a noise balance. The radio frequency signal, in contrast, does not contribute substantially to the amplitude fluctuations, because it is much smaller than the pump signal and, therefore, all spectral contributions are transferred linearly without being rectified. On the other hand, the two intermediate frequency signals will add, as has been explained before.

For practical mixers the balancing effect is in the order of 20 to 40 dB . This is normally sufficient to eliminate the influence of the pump signal amplitude noise to the noise figure of the mixer. Then, the measured noise figure of the mixer as determined by its intrinsic noise is in agreement with the theory, which will be shown in the next sections.

A single diode mixer is not noise balanced, of course. A so-called double balanced mixer or ring modulator with four diodes arranged in a ring shows a similar noise balancing effect as the two-diode mixer.

### 5.3.3 Four-diode double balanced mixer

An example of a so-called double balanced mixer is the ring mixer as shown in Fig. 5.10. The name stems from the fact that the four diodes are arranged in a ring configuration, if one follows their topology in the direction of e.g. forward conduction. The two transformers cause a ground-symmetrical excitation of the four diodes for the radio frequency signals and the pump signal. The center tapping of the transformers acts as a direct galvanic connection to the diodes for the low intermediate frequency. We may introduce directed arrows to indicate the polarity of the radio frequency (RF) signal and the pump signal or local oscillator (LO) signal. We will make the assumption that
a LO directed arrow in the forward conduction direction of a diode, i.e. in the direction of the tip of the diode symbol, represents an admittance time characteristic with a phase of $0^{\circ}$ relative to the LO-signal, a directed arrow against the diode tip for a phase of $180^{\circ}$. The phase of the intermediate frequency signal (IF) results from the difference of the RF-phase and the phase of the admittance time characteristic. With these representations the resulting directed arrows for the IF-signals give the result shown in Fig. 5.11. We notice that all four arrows for the IF-signal are parallel and thus sum up. Due to the bridge arrangement of the diodes the RF port and the LO port are isolated, provided that the diodes are well paired. We may thus speak of a signal balancing of these ports. Similarly, for symmetry reasons, the IF port is isolated from the RF and LO ports, which may also be called a signal balancing. The double balanced mixer is noise balanced, because the rectified LO-signals cancel, due to their opposite polarities.


Fig. 5.10 Double balanced mixer or ring mixer.


Fig. 5.11 Directed arrows for the IF-signals of the double balanced mixer of Fig. 5.10.

At higher frequencies, the transformers of Fig. 5.10 might be replaced by $180^{\circ}-3 \mathrm{~dB}$ couplers as shown in Fig. 5.12. In this figure, the $180^{\circ}-3 \mathrm{~dB}$ couplers are realized by $90^{\circ}$ branch-line couplers with additional $90^{\circ}$ phase shifters (PS). The low-pass filters should have a high impedance for the highfrequency signals at the diodes side. The RF and LO ports are isolated.


Fig. 5.12 Double balanced mixer with two $90^{\circ}$ branch-line couplers.

### 5.4 NOISE EQUIVALENT CIRCUIT OF PUMPED SCHOTTKY DIODES

The sensitivity of a down-converter for the reception of weak high-frequency signals depends on the conversion loss, ultimately however, it is the noise figure which determines the deterioration of the signal-to-noise ratio at the intermediate frequency output of the mixer. In order to calculate the noise figure of the mixer, we need a noise equivalent circuit of the mixer. We will choose an equivalent circuit with a parallel noise current source $I_{n s}=I_{n 1}$ for the signal input port at the frequency $f_{s}$ and a second noise current source $I_{n i}=I_{n 2}$ for the intermediate frequency output port at the frequency $f_{i}$ (Fig. 5.13). The down converter is assumed to have a short circuit as a load admittance at the image frequency and all other relevant combination frequencies. The two-port with the admittance matrix [ $G$ ] itself is noise-free, $G_{1}$ is assumed to be real for the initial discussion. Later on, it may also be complex. The difference to equivalent circuits of normal linear circuits is


Fig. 5.13 Noise equivalent circuit of a down converter with an ideal Schottky diode.
that the ports 1 and 2 refer to different frequencies. In order to simplify the following discussion, we will neglect the noise contribution of the small reverse saturation current $I_{s s}$. Furthermore, we will neglect the thermal noise of the series resistance of the Schottky diode, but will add this contribution later on.

If we neglect the contribution of the reverse saturation current, then the Fourier coefficients of the current, $I_{\mu}$, and of the admittance, $G_{\mu}$, are proportional to each other, because the corresponding time characteristics are proportional to each other. We get

$$
i(t)=\sum_{\mu=-\infty}^{+\infty} I_{\mu} \cdot \exp \left(j \mu \omega_{p} t\right) \approx U_{T} \cdot g(t)
$$

and

$$
\begin{equation*}
I_{\mu}=U_{T} \cdot G_{\mu} \tag{5.38}
\end{equation*}
$$

The power spectra of the noise current sources are easily calculated. With a short circuit at port 2 , the input admittance at port 1 is just $G_{0}$, and the current source shows shot-noise according to the mean value of the current, $I_{0}$, or the mean admittance, $G_{0}$. With the ideality factor $\tilde{n}$ for the Schottky diode the two-sided spectra $W_{n 1}$ and $W_{n 2}$ are given by

$$
\begin{equation*}
W_{n 1}=\left|I_{n 1}\right|^{2}=q \cdot I_{0}=2 k \cdot\left(\frac{1}{2} \tilde{n} T\right) \cdot G_{0}=W_{n 2}=\left|I_{n 2}\right|^{2} \tag{5.39}
\end{equation*}
$$

Here, as before, $k$ is the Boltzmann constant and $T$ is the absolute temperature.

The considerations concerning the cross-spectrum are more difficult. If the pump amplitude is equal to zero, then $G_{1}$ is also equal to zero and the ports 1 and 2 are isolated. According to the mathematical definition of correlation, signals of different, non-overlapping frequency bands are always uncorrelated. However, in the context of noise in mixers, the evaluation of the correlation requires to shift one of the two frequency bands in frequency such that both frequency bands perfectly overlap. For the unmodulated shot noise of the Schottky diode, i.e. $G_{1}=0$, there is no correlation even after a frequency translation for the purpose of achieving a frequency coincidence. This will be shown in problem (5.4).

## Problem

5.4 Prove for white unmodulated noise that the noise signals at the output of two band-pass filters are uncorrelated, as long as the pass bands do not overlap. For the calculation of the correlation, first a frequency translation for the purpose of frequency coincidence should be performed.

We will normally observe a correlation if the shot noise of the Schottky diode is modulated by the pump signal, because the modulation generates noise sidebands at corresponding frequencies. After the frequency translation towards frequency coincidence, there are noise components from the same origin, which may lead to a correlation.

The unmodulated white shot noise is assumed to have the time characteristic $s(t)$. The autocorrelation function of $s(t)$, i.e. $\rho$, is assumed to be a Dirac function $\delta(\tau)$ :

$$
\begin{equation*}
\rho(\tau)=\mathrm{E}\{s(t) \cdot s(t+\tau)\}=\rho_{0} \cdot \delta(\tau) \tag{5.40}
\end{equation*}
$$

The modulated shot noise is assumed to have the time characteristic $s_{m}(t)$. For the following considerations, we will make the fundamental assumption that the instantaneous power $s_{m}^{2}(t)$ of the modulated noise is proportional to the instantaneous current $i(t)$ through the diode or admittance of the diode $g(t):$

$$
\begin{align*}
s_{m}^{2}(t) & =s^{2}(t) \frac{i(t)}{I_{0}} \\
& =s^{2}(t) \cdot\left[1+\frac{2 I_{1}}{I_{0}} \cos \left(\omega_{p} t\right)+\frac{2 I_{2}}{I_{0}} \cos \left(2 \omega_{p} t\right)+\cdots\right] \\
& =s^{2}(t) \cdot\left[1+\frac{2 G_{1}}{G_{0}} \cos \left(\omega_{p} t\right)+\frac{2 G_{2}}{G_{0}} \cos \left(2 \omega_{p} t\right)+\cdots\right] \tag{5.41}
\end{align*}
$$

or

$$
\begin{equation*}
s_{m}(t)=s(t) \cdot \sqrt{1+\frac{2 G_{1}}{G_{0}} \cos \left(\omega_{p} t\right)+\frac{2 G_{2}}{G_{0}} \cos \left(2 \omega_{p} t\right)+\cdots} \tag{5.42}
\end{equation*}
$$

As shown in Fig. 5.14, we will discuss the correlation between the rectangularly band-pass filtered noise signals $X_{i}(t)$ at the frequency $f_{i}$ and $X_{s}(t)$ at the frequency $f_{s}$, with $f_{s}-f_{i}=f_{p}$. We assume that the bandwidths $\Delta f$ of the band-pass filters are equal and small. In the following, only the term $G_{1}$ will


Fig. 5.14 Illustration of the correlation between two frequency bands around $f_{i}$ and $f_{s}$.
be taken into account, because further terms, e.g $G_{2}$, do not contribute to
the correlation, as may be shown. The functions $h_{i}(t)$ and $h_{s}(t)$ denote the impulse responses of the ideal band-pass filters with the center frequencies $f_{i}$ and $f_{s}$. Then, we obtain the band-pass filtered signals $X_{i}(t)$ and $X_{s}(t)$ from $s_{m}(t)$ by a convolution of the impulse responses $h_{i}(t)$ and $h_{s}(t)$ :

$$
\begin{align*}
X_{i}(t) & =\int_{-\infty}^{+\infty} h_{i}\left(t^{\prime}\right) \cdot s_{m}\left(t-t^{\prime}\right) d t^{\prime} \\
& =\int_{-\infty}^{+\infty} h_{i}\left(t^{\prime}\right) \cdot s\left(t-t^{\prime}\right) \cdot \sqrt{1+\frac{2 G_{1}}{G_{0}} \cos \left[\omega_{p}\left(t-t^{\prime}\right)\right]} d t^{\prime} \\
X_{s}(t) & =\int_{-\infty}^{+\infty} h_{s}\left(t^{\prime \prime}\right) \cdot s_{m}\left(t-t^{\prime \prime}\right) d t^{\prime \prime} \\
& =\int_{-\infty}^{+\infty} h_{s}\left(t^{\prime \prime}\right) \cdot s\left(t-t^{\prime \prime}\right) \cdot \sqrt{1+\frac{2 G_{1}}{G_{0}} \cos \left[\omega_{p}\left(t-t^{\prime \prime}\right)\right]} d t^{\prime \prime} \tag{5.43}
\end{align*}
$$

The signal $X_{s}(t)$ includes spectral components around $f_{s}$. In order to calculate the correlation, a frequency translation or frequency shift by the amount or distance $f_{p}$ from the frequency band at $f_{s}$ to the frequency band at $f_{i}$ must be performed. As illustrated in Fig. 5.15, such a frequency translation can be realized with the help of an ideal analog multiplier and a band-pass filter. We obtain the signal $\tilde{X}_{s}(t)$ after the ideal frequency shift of the signal $X_{s}(t)$ by the frequency distance $f_{p}$. The analog multiplier creates the sum and the


Fig. 5.15 Ideal frequency translator.
difference frequency. The difference frequency falls into the frequency band at $f_{i}$, as intended, while the sum frequency $f_{p}+f_{s}$ does not contribute to the correlation. The signals $\tilde{X}_{s}(t)$ and $X_{i}$ both have spectral components in the vicinity of $f_{i}$ and can be considered as the input signals of a correlator as shown in Fig. 3.15. Then, the correlation $\mathrm{E}\left\{X_{i}(t) \cdot \tilde{X}_{s}(t)\right\}$ is obtained from the following expression, in which the integration and time averaging have
already been exchanged:

$$
\begin{align*}
\left\langle X_{i}(t) \cdot \tilde{X}_{s}(t)\right\rangle= & \mathrm{E}\left\{X_{i}(t) \cdot \tilde{X}_{s}(t)\right\}=\int_{-\infty}^{+\infty} \int_{i} h_{i}\left(t^{\prime}\right) \cdot h_{s}\left(t^{\prime \prime}\right) \\
& \cdot \mathrm{E}\left\{2 \cdot \cos \omega_{p} t \cdot s\left(t-t^{\prime}\right) \cdot \sqrt{1+\frac{2 G_{1}}{G_{0}}} \cos \left[\omega_{p}\left(t-t^{\prime}\right)\right]\right. \\
& \left.\cdot s\left(t-t^{\prime \prime}\right) \cdot \sqrt{1+\frac{2 G_{1}}{G_{0}} \cos \left[\omega_{p}\left(t-t^{\prime \prime}\right)\right]}\right\} d t^{\prime} d t^{\prime \prime} \tag{5.44}
\end{align*}
$$

We note that the expected value of the expression in the curly brackets, denoted by $E\{\tilde{x}\}$, becomes identical to zero for $t^{\prime} \neq t^{\prime \prime}$, for similar reasons as $\rho(\tau)$ in Eq. (5.40) for $\tau \neq 0$. We therefore analyze the expression $E\{\tilde{x}\}$ for $t^{\prime}=t^{\prime \prime}$ :

$$
\begin{align*}
E\{\tilde{x}\}= & \left.\mathrm{E}\left\{2 \cdot \cos \omega_{p} t \cdot s^{2}\left(t-t^{\prime}\right) \cdot\left(1+\frac{2 G_{1}}{G_{0}} \cos \left[\omega_{p}\left(t-t^{\prime}\right)\right]\right)\right\}\right|_{t^{\prime}=t^{\prime \prime}} \\
= & \mathrm{E}\left\{2 \cdot \cos \omega_{p} t \cdot s^{2}\left(t-t^{\prime}\right)\right\}+ \\
& \left.\mathrm{E}\left\{\frac{4 G_{1}}{G_{0}} \cdot \cos \omega_{p} t \cdot \cos \left[\omega_{p}\left(t-t^{\prime}\right)\right] \cdot s^{2}\left(t-t^{\prime}\right)\right\}\right|_{t^{\prime}=t^{\prime \prime}} \\
= & \mathrm{E}\left\{2 \cdot \cos \omega_{p} t \cdot s^{2}\left(t-t^{\prime}\right)\right\}+\mathrm{E}\left\{\frac{2 G_{1}}{G_{0}} \cdot \cos \omega_{p} t^{\prime} \cdot s^{2}\left(t-t^{\prime}\right)\right\} \\
& +\left.\mathrm{E}\left\{\frac{2 G_{1}}{G_{0}} \cdot \cos \left[2 \omega_{p} t-\omega_{p} t^{\prime}\right] \cdot s^{2}\left(t-t^{\prime}\right)\right\}\right|_{t^{\prime}=t^{\prime \prime}} \\
E\{\tilde{x}\}= & 0 \quad \text { for } t^{\prime} \neq t^{\prime \prime} \tag{5.45}
\end{align*}
$$

The first and the third expression on the right hand side of Eq. (5.45) are zero, because $s^{2}\left(t-t^{\prime}\right)$ is multiplied by an alternating and limited weighting function. Therefore, the final result is

$$
\begin{align*}
& E\{\tilde{x}\}=\mathrm{E}\left\{\frac{2 G_{1}}{G_{0}} \cdot \cos \omega_{p} t^{\prime} \cdot s^{2}\left(t-t^{\prime}\right)\right\}=\left.\frac{2 G_{1}}{G_{0}} \cdot \cos \omega_{p} t^{\prime} \cdot \mathrm{E}\left\{s^{2}\left(t-t^{\prime}\right)\right\}\right|_{t^{\prime}=t^{\prime \prime}} \\
& E\{\tilde{x}\}=0 \quad \text { for } t^{\prime} \neq t^{\prime \prime} \tag{5.46}
\end{align*}
$$

or with Eq. (5.40):

$$
\begin{equation*}
E\{\tilde{x}\}=\frac{2 G_{1}}{G_{0}} \cdot \cos \omega_{p} t^{\prime} \cdot \rho_{0} \cdot \delta\left(t^{\prime \prime}-t^{\prime}\right) \tag{5.47}
\end{equation*}
$$

We therefore can write for Eq. (5.44):

$$
\mathrm{E}\left\{X_{i}(t) \cdot \tilde{X}_{s}(t)\right\}=\int_{-\infty}^{+\infty} \int_{i} h_{i}\left(t^{\prime}\right) \cdot h_{s}\left(t^{\prime \prime}\right)
$$

$$
\begin{align*}
& \frac{2 G_{1}}{G_{0}} \cdot \cos \left(\omega_{p} t^{\prime}\right) \cdot \rho_{0} \cdot \delta\left(t^{\prime \prime}-t^{\prime}\right) d t^{\prime} d t^{\prime \prime} \\
= & \rho_{0} \cdot \frac{2 G_{1}}{G_{0}} \cdot \int_{-\infty}^{+\infty} h_{i}\left(t^{\prime}\right) \cdot h_{s}\left(t^{\prime}\right) \cos \left(\omega_{p} t^{\prime}\right) d t^{\prime} \tag{5.48}
\end{align*}
$$

In the following, we will calculate the normalized correlation coefficient, i.e. the correlation coefficient normalized to the autocorrelation coefficient $\mathrm{E}\left\{X_{i}(t)\right.$. $\left.X_{i}(t)\right\}$ in the band with the center frequency $f_{i}$. This ratio is equal to the ratio of the cross-spectrum to the auto spectrum, $\left(I_{n 1}^{*} \cdot I_{n 2}\right) /\left|I_{n 1}\right|^{2}$, because, according to the assumption made, the crossspectrum of the current sources is real due to the real $[G]$-matrix. Thus the imaginary part of $I_{n 1}^{*} I_{n 2}$ is zero ( cf. problem (5.5)). Therefore, we can write:

$$
\begin{align*}
\frac{\mathrm{E}\left\{X_{i}(t) \cdot \tilde{X}_{s}(t)\right\}}{\mathrm{E}\left\{X_{i}^{2}(t)\right\}} & =\frac{\operatorname{Re}\left\{I_{n 1}^{*} I_{n 2}\right\}}{\left|I_{n 1}\right|^{2}}=\frac{I_{n 1}^{*} \cdot I_{n 2}}{\left|I_{n 1}\right|^{2}} \\
& =\frac{\rho_{0} \cdot \frac{2 G_{1}}{G_{0}} \cdot \int_{-\infty}^{+\infty} h_{i}\left(t^{\prime}\right) \cdot h_{s}\left(t^{\prime}\right) \cos \left(\omega_{p} t^{\prime}\right) d t^{\prime}}{\rho_{0} \int_{-\infty}^{+\infty} h_{i}^{2}\left(t^{\prime}\right) d t^{\prime}} \tag{5.49}
\end{align*}
$$

For further evaluation of Eq. (5.49) we will use the explicit expressions for the impulse responses $h_{i}(t)$ and $h_{s}(t)$ for a rectangular band-pass filter, as already known from a similar calculation in problem 1.7:

$$
\begin{equation*}
h_{i, s}=2 \Delta f \cdot \cos \left(2 \pi f_{i, s} \cdot t\right) \cdot \operatorname{si}(\pi \Delta f \cdot t) \tag{5.50}
\end{equation*}
$$

For a small value of $\Delta f$ the integrals in Eq. (5.49) are almost zero, if the products of cosine functions in front of the term $\mathrm{si}^{2}\left(\pi \Delta f \cdot t^{\prime}\right)$ are alternating weighting functions. A contribution of the integrals only occurs if the products of cosine functions results in a constant term (cf. problem 5.5). With this knowledge Eq. (5.49) yields:

$$
\begin{align*}
\frac{\mathrm{E}\left\{X_{i}(t) \cdot \tilde{X}_{s}(t)\right\}}{\mathrm{E}\left\{X_{i}^{2}(t)\right\}} & =\frac{I_{n 1}^{*} \cdot I_{n 2}}{\left|I_{n 1}\right|^{2}} \\
& =\frac{2 G_{1}}{G_{0}} \cdot \frac{\frac{1}{4} \int_{-\infty}^{+\infty} \mathrm{si}^{2}\left(\pi \Delta f \cdot t^{\prime}\right) d t^{\prime}}{\frac{1}{2} \int_{-\infty}^{+\infty} \mathrm{si}^{2}\left(\pi \Delta f \cdot t^{\prime}\right) d t^{\prime}}=\frac{G_{1}}{G_{0}} \tag{5.51}
\end{align*}
$$

From Eqs. (5.39) and (5.51) we finally get the requested cross-spectrum $I_{n 1}^{*} \cdot I_{n 2} \equiv I_{n i}^{*} \cdot I_{n s}$ :

$$
\begin{equation*}
I_{n 1}^{*} \cdot I_{n 2}=2 k\left(\frac{1}{2} \tilde{n} T\right) \cdot G_{1} \tag{5.52}
\end{equation*}
$$

We notice that the cross-spectrum of two frequency bands that are related by the pump frequency $f_{p}$, are proportional to the Fourier coefficient $G_{1}$. This is for instance true for the frequency ranges $f_{i}$ and $f_{s}$ or $f_{i}$ and $f_{i m}$. Similarly, the cross-spectrum of two frequency ranges that are related by twice the pump frequency $2 f_{p}$, as for instance $f_{s}$ and $f_{i m}$, are proportional to the Fourier coefficient $G_{2}$ :

$$
\begin{equation*}
I_{n s}^{*} \cdot I_{n, i m}=2 k\left(\frac{1}{2} \tilde{n} T\right) \cdot G_{2} . \tag{5.53}
\end{equation*}
$$

Thus, the so-called correlation matrix for the equivalent noise current sources of an ideally pumped Schottky diode has the same structure as that of a passive noisy two-port with only thermal noise at a homogeneous temperature $T$. This equivalent passive two-port is also described by its admittance matrix $[Y]$ and with current sources (see also Eq. (2.47) and Eq. (2.48)). The Fourier coefficient $G_{0}$ corresponds to the admittance matrix element $Y_{11}$ and the element $G_{1}$ corresponds to the admittance matrix element $Y_{21}=Y_{12}$. However, instead of the temperature $T$ for the passive circuit with thermal noise, we have to use the temperature $\tilde{n} T / 2$, i.e. the effective temperature already known from the Schottky diode with a bias current but without series resistance. The correlation matrix which corresponds to Eq. (2.32) is:

$$
\left[\begin{array}{ccc}
I_{n s}^{*} \cdot I_{n s} & I_{n s}^{*} \cdot I_{n i} & I_{n s}^{*} \cdot I_{n, i m}^{*}  \tag{5.54}\\
I_{n i}^{*} \cdot I_{n s} & I_{n i}^{*} \cdot I_{n i} & I_{n i}^{*} \cdot I_{n, i m}^{*} \\
I_{n, i m} \cdot I_{n s} & I_{n, i m} \cdot I_{n i} & I_{n, i m} \cdot I_{n, i m}^{*}
\end{array}\right]=2 k(\tilde{n} T / 2) \cdot\left[\begin{array}{ccc}
G_{0} & G_{1} & G_{2} \\
G_{1}^{*} & G_{0} & G_{1} \\
G_{2}^{*} & G_{1}^{*} & G_{0}
\end{array}\right] .
$$

We can state that the mixer noise correlation matrix is proportional to the correlation matrix of a passive time-invariant thermally noisy multi-port of a homogeneous temperature and the same admittance matrix. The proportionality constant is $\tilde{n} T / 2$. This statement remains valid if some of the elements of the $G$-matrix are complex, due to a non-even pump-drive of the mixer, as will be shown in problem 5.5. The Eq. (5.54) has been given in complex form.

## Problem

5.5 Determine the correlation spectra of an ideally pumped Schottky diode for the case of complex elements $G_{1}, G_{2}$ of the $G$-matrix, due to a non-even pump-drive.

The noise model of the mixer of Fig. 5.13 can be extended in such a way that it includes the thermal noise of the time invariant series or bulk resistance $R_{b}$ (Fig. 5.16). Since the series resistance is time invariant, the noise sources $W_{u 1}$ and $W_{u 2}$ are uncorrelated. For the noise sources $I_{n 1}$ and $I_{n 2}$, the relations Eq. (5.39) and Eq. (5.40) remain valid. The noise sources $I_{n 1}$ and $I_{n 2}$ are not correlated with the noise sources $U_{b 1}$ and $U_{b 2}$.


Fig. 5.16 Noise equivalent circuit of a pumped Schottky diode with a series resistance $R_{b}$.

### 5.5 NOISE FIGURE OF DOWN-CONVERTERS WITH SCHOTTKY DIODES

For the moment, we will neglect the series or bulk resistance $R_{b}$. In this case, the calculation of the noise figure is quite straightforward. Because the equivalent circuit with current sources and an admittance matrix has the same structure and the same form of the correlation matrix as a thermally noisy two-port at a homogeneous temperature $T$, we can adopt the results of timeinvariant passive noisy two-ports with thermal noise only. The difference for the Schottky diode mixer is that we have to use the effective temperature $T_{e f}=\tilde{n} T / 2$ and not the physical temperature $T$ of the semiconductor. Here, $\tilde{n}$ is again the ideality factor of the diode.

With Eq. (2.90) from chapter 2 and $T_{1}=T_{\epsilon f}=\tilde{n} T / 2$, with the available gain $G_{a v}=1 / L_{a v}$, and the ambient temperature $T_{0}$, the noise figure $F_{m}$ of the mixer is obtained as

$$
\begin{equation*}
F_{m}=1+\frac{\tilde{n}}{2} \cdot \frac{T}{T_{0}} \cdot \frac{1-G_{a v}}{G_{a v}}=1+\frac{\tilde{n}}{2} \frac{T}{T_{0}}\left(L_{a v}-1\right) \tag{5.55}
\end{equation*}
$$

One may determine the available gain from Eq. (5.25). The relation for the noise figure Eq. (5.55) applies, if the image frequency and all further combination frequencies of secondary importance are terminated by a short circuit or an open circuit or more generally by a lossless admittance. The relation for the noise figure is valid for a down-converter as well as for an up-converter, for a lower sideband up-converter as well as for an upper sideband up-converter.

Equation (5.55) may also be proven directly, i.e. with the equivalent circuit of Fig. 5.13 and Eqs. (5.39) and (5.52). One has to express the noise figure as a function of the available gain (problem 5.6).

## Problem

5.6 Calculate the noise figure of a down-converter with a short circuit at the image frequency with the help of the equivalent circuit of Fig. 5.13 and derive Eq. (5.55).

For the maximum available gain the noise figure attains its minimum value $F_{\text {min }}$. Theoretically, for a narrow-band mixer and in the limit of an ideal impulse pump drive, the noise figure may approach the value of 1 or 0 dB .

The noise figure increases if the series resistance of the diode is taken into account, as will be shown in problem 5.7.

## Problem

5.7 Calculate the noise figure of a down-converter with a series resistance of the Schottky diode with the help of the equivalent circuit of Fig. 5.16.

The mixer with a Schottky diode and a series resistance can also be described by a two-temperature model, i.e. with a temperature $\tilde{n} T / 2$ of the ideal Schottky junction and the temperature $T$ of the series or bulk resistance $R_{b}$. In general, we may write for the noise figure of a two-temperature two-port:

$$
\begin{equation*}
F=1+\frac{\beta_{s} T+\beta_{j} \frac{\tilde{n}}{2} T}{T_{0} \cdot G_{a v}} \tag{5.56}
\end{equation*}
$$

Here, $\beta_{s}$ and $\beta_{j}$ are the relative dissipated powers in the series resistance and junction, respectively, when feeding from the load side and assuming reciprocity.

## Problem

5.8 Calculate the noise figure of a down-converter with a series resistance as in problem 5.7 via the relation Eq. (5.56) and with the help of the dissipation theorem.

The broadband mixer according to Fig. 5.6 can also be treated as a twotemperature problem. It is assumed that the same load admittance is effective at the image frequency $f_{i m}$ and at the signal frequency $f_{s}$. For the moment, the series resistance will be neglected. The part in the dashed box of the circuit in Fig. 5.6 contains the noisy two-port of the mixer with the ports 1 and 2. This two-port consists of two temperature regions, i.e. the load admittance $Y_{i m}=Y_{s}$ at the image frequency with the ambient temperature $T_{0}$ and the Schottky diode junction with the temperature $\tilde{n} T / 2$. Therefore, the noise figure expression is similar to Eq. (5.56):

$$
\begin{equation*}
F=1+\frac{\beta_{i m} T_{0}+\beta_{j} \frac{\tilde{n}}{2} T}{T_{0} \cdot G_{a v}} \tag{5.57}
\end{equation*}
$$

Here, $\beta_{i m}$ is the relative power dissipated in the admittance $Y_{i m}$, when feeding from the load side, i.e. from the intermediate frequency side. If $L_{a v}=1 / G_{a v}$
is the conversion loss from port 1 to port 2 , then, due to reciprocity, the conversion loss from port 2 to port 1 is the same. For reasons of symmetry, we have

$$
\begin{equation*}
\beta_{i m}=\frac{1}{L_{a v}} . \tag{5.58}
\end{equation*}
$$

The part of the total power which is not absorbed in the load admittance $Y_{i m}$ at the image frequency or the generator admittance $Y_{s}$ remains in the diode junction. According to the dissipation theorem, the feeding occurs from the intermediate frequency port. We therefore conclude that

$$
\begin{equation*}
\beta_{j}=1-\frac{1}{L_{a v}}-\frac{1}{L_{a v}}=1-\frac{2}{L_{a v}} . \tag{5.59}
\end{equation*}
$$

With this result for $\beta_{j}$ we obtain for the noise figure of the broadband downconverter from Eqs. (5.57) and (5.58)

$$
\begin{equation*}
F=1+\frac{\frac{1}{L_{a v}} T_{0}+\left(1-\frac{2}{L_{a v}}\right) \cdot \frac{\tilde{n}}{2} T}{T_{0} \cdot 1 / L_{a v}}=2+\left(L_{a v}-2\right) \cdot \frac{\tilde{n}}{2} \frac{T}{T_{0}} . \tag{5.60}
\end{equation*}
$$

Because $L_{a v} \geq 2$, the lower limit for the minimum noise figure of the broadband mixer is 3 dB .

### 5.6 MIXERS WITH FIELD EFFECT TRANSISTORS

The circuit structure of a mixer with a field effect transistor (FET) as the nonlinear element is particularly simple, because the FET as a three-terminal component already provides an inherent isolation between the RF and LO port or the gate and drain, respectively. The pump signal (LO) is fed to the gate. The LO-signal periodically alters the value of the drain-source channel admittance and thus determines the admittance time function $g(t)$. Normally, the field-effect transistor is operated passively, i.e. without a drain-source bias voltage and within the ohmic part of the current-voltage characteristic. This type of operation has the advantage that the mixer has good large signal properties, is unconditionally stable and, to a first approximation, does not exhibit $1 / f$-noise. The bias voltage together with the pump signal amplitude at the gate typically are chosen such that the modulation of the channel admittance varies between the open and the closed channel conditions. The parametric mixer theory of this chapter can be applied to the FET mixer without change. In Section 4.6 it was described how the admittance time characteristic $g(t)$ can be determined for a given gate signal (LO-signal) according to the approximate Shockley model. Figure 5.18 shows the cross-section through the idealized FET for the case that the drain-source bias voltage is zero, i.e. a 'cold' operation of the FET mixer. In contrast to Fig. 4.14, now the interface of the space charge region and the conducting channel is a horizontal straight


Fig. 5.17 Basic equivalent circuit of a single FET mixer.


Fig. 5.18 Cross-section through the inner FET for a zero drain-source bias voltage.
line, which moves up and down with the applied gate voltage. In the equivalent circuit of Fig. 5.17 the capacitance $C_{1}$ blocks the gate bias voltage, the inductance $L_{1}$ and the capacitance $C_{2}$ separate the gate bias voltage $U_{g}$ from the LO-circuit. The low-pass filter should have a high input impedance for the RF-signal, the high pass filter should have a high input impedance for the intermediate frequency signal.

A single FET mixer is inherently noise balanced, because the LO-signal at the gate is not rectified. This, however, is no longer true for very high frequencies, because a part of the LO-signal may couple into the drain-source conducting channel via the gate-drain capacitance and may be rectified there by means of non-linear current voltage relations. Therefore, at high frequencies, the noise balance effect will decrease by $20 \mathrm{~dB} /$ decade with increasing frequency.

A mixer with two FETs has additional degrees of freedom and enables, e.g. by the use of symmetries, a better isolation of the LO port and the RF port, as shown for the mixer-circuit in Fig. 5.19, which employs, as an example, a $3 \mathrm{~dB}-0^{\circ}$ and a $3 \mathrm{~dB}-180^{\circ}$ coupler. Field effect transistors are unipolar devices


Fig. 5.19 Example of an equivalent circuit of a two-FET mixer.
and, therefore, it is not possible, as for Schottky diodes, to change the polarity by reversing the device. Within the circuit of Fig. 5.19 it is thus necessary to combine the intermediate frequency signals by a differential amplifier. There is a twofold noise balance. First, we get a reduction of the pump signal amplitude noise by taking the difference of both FET intermediate frequency signals. Second, the FET is inherently noise balanced, as has been discussed before. Both noise reduction effects add up.

The conversion loss of a FET mixer is comparable to that of a Schottky diode mixer. Typical values are 5 to 10 dB for broadband mixers.

### 5.7 NOISE FIGURE OF DOWN CONVERTERS WITH FIELD EFFECT TRANSISTORS

If a FET mixer is operated in the ohmic or cold mode, i.e. without a drainsource bias voltage or quasi-passively, then we can assume that the channel admittance generates thermal noise only, according to its physical temperature $T$. Because the value of the admittance $g(t)$ of the channel is changed periodically by the pump-signal at the gate, we can adopt the parametric Schottky diode mixer theory for the FET mixer, provided that the signals at the channel admittance are small enough. In particular, the correlation matrix is proportional to the admittance matrix. In the FET case, however, the proportionality constant is given by the physical channel temperature $T$. Thus one obtains for the noise figure $F_{f e t}$ the same expressions as for the Schottky diode mixer. Only the temperature $\tilde{n} T / 2$ for the Schottky diode must be replaced by the temperature $T$ of the FET channel. With the source temperature $T_{0}$ and the mixer conversion loss $L_{a v}=1 / G_{a v}$, which is by definition the inverse of the available gain, we obtain for the noise figure of the

FET mixer:

$$
\begin{array}{ll}
F_{f e t}=1+\frac{T}{T_{0}}\left(L_{a v}-1\right) & \text { narrow-band mixer, } \\
F_{\text {fet }}=2+\frac{T}{T_{0}}\left(L_{a v}-2\right) & \text { broadband mixer } \tag{5.62}
\end{array}
$$

If the channel temperature $T$ is equal to the generator source temperature $T_{0}$, then the relation for the noise figure further simplifies to the expression

$$
\begin{equation*}
F_{f e t}=L_{a v}=\frac{1}{G_{a v}} \tag{5.63}
\end{equation*}
$$

This latter relation holds for a mixer with a filter at the image frequency (narrow-band mixer) as well as for a broadband mixer. The relation even remains valid if additional resistive losses occur in the FET and the surrounding mixer circuit, provided that these losses also relate to the temperature $T_{0}$. Equation (5.63) thus applies to FET-mixers quite generally, in agreement with measurements.

The quasi-passive or cold operation of a FET-mixer, i.e. the operation of the mixer without a drain-source bias current, has the important advantage, as has been mentioned before, that $1 / f$-noise is practically not induced. $1 / f$ noise is rather pronounced in GaAs devices if a continuous current flows in the channel. The $1 / f$-noise power increases approximately quadratically with an increasing continuous current.

### 5.8 HARMONIC MIXERS

For the harmonic mixer or sampling mixer a pump signal is employed which consists of a periodic sequence of small pulses, i.e. nearly $\delta$-pulses, with the pulse repetition frequency $f_{p}$. Then, the admittance time function $g(t)$, which relates the small signals according to Eq. (5.2), also has a periodic and pulselike behavior with the pump signal frequency $f_{p}$. The Fourier series coefficients of the admittance time function $g(t)$ are approximately constant $u p$ to an upper cut-off frequency $f_{h}$ and approximately zero above the cut-off frequency. Thus we have

$$
\begin{align*}
g(t)=\sum_{n=-N}^{N} G_{n} \cdot \exp \left(j n \omega_{p} t\right) &  \tag{5.64}\\
\text { with }\left|G_{n}\right| & \approx \text { constant }=G_{0} \text { for } n \leq N \\
\text { and }\left|G_{n}\right| & \approx 0 \text { for } n>N .
\end{align*}
$$

In Fig. 5.20, a sketch of the line spectrum of such a periodic admittance time characteristic $g(t)$ is shown.

The upper frequency limit $f_{h}$ only depends on the shape of the pulse, but not on the repetition frequency $f_{p}$. However, the value of $\left|G_{n}\right|$ decreases proportional to $1 / N$, while the conversion loss as expressed by power ratios even decreases proportional to $1 / N^{2}$. On the other hand, for a constant pulse shape, the maximum harmonic number $N$ increases proportional to $1 / f_{p}$. The conversion efficiencies at all harmonic spectral lines up to the maximum harmonic number $N$ are approximately equal. One obtains an intermediate frequency signal whenever the equation

$$
\begin{equation*}
\left|f_{s}-n \cdot f_{p}\right|=f_{i}, \quad n=1,2,3 \ldots N \tag{5.65}
\end{equation*}
$$

is fulfilled.
The conversion loss of a harmonic mixer is higher than of a fundamental mixer and increases with an increasing maximum harmonic number $N$. Thus, the conversion loss also increases for a given shape of the pulse but a lowered repetition frequency of the pump signal.


Fig. 5.20 Line spectrum of the admittance time characteristics for a harmonic mixer.

A possible circuit of a harmonic mixer is shown in Fig. 5.21 in the form of a two-wire equivalent circuit. Over a certain length $l_{p}$ the ground wire is split into two parallel lines that may serve as a two-wire transmission line. This two-wire transmission line is marked with thick lines in Fig. 5.21.

The two-wire transmission line or double line forms a section of a symmetrical transmission line which is short circuited at both ends. The leading edge of the pump pulse drives the diodes into a conducting state. The pump pulse travels along the two-wire transmission line and is reflected at the short circuits and travels back with the opposite pulse polarity. By the reversed pump pulse the diodes are switched off. The travel time and thus the length $l_{p}$ must be adapted to the pulse width. The signal line is isolated from the LO-pulse line over a large bandwidth. Therefore, the circuit in Fig. 5.21 is signal- and noise-balanced. The capacitors $C$ are filter elements and separate the low intermediate frequency signals from the high frequency signals and pulses.

We should add the remark that such a harmonic mixer circuit may also serve as a sampler or sampling unit in a sampling oscilloscope. The two-wire


Fig. 5.21 Equivalent circuit of a harmonic mixer with two Schottky diodes.
transmission line is often realized as a slot line in the metallized ground plane of a microstrip circuit.

The realization of a harmonic mixer is even simpler with a field effect transistor (FET) as the non-linear device, because the FET is a three-terminal device. Figure 5.22 shows a harmonic mixer circuit with one FET. The pump


Fig. 5.22 Equivalent circuit of a harmonic mixer with one FET.
signal is applied to the gate, the RF-signal and the intermediate signal are applied to the drain or taken from the gate, respectively. The pump signal is inherently isolated from the RF-signal and the intermediate signal. The RF-signal and the intermediate signal are isolated by RC-filters. Typically, the gate bias voltage is adjusted to pinch off in the channel when no pump pulse is applied, while the pump pulses have a polarity to open the channel for
a short time. This mode of operation leads to a conveniently high impedance level at the intermediate frequency.

The circuit of Fig. 5.23 utilizes two identical FETs, of which one FET is employed as a dummy component for the purpose of compensating any residual direct voltages. This occurs at the expense of an additional 3 dB insertion loss.

For the quantitative description of a harmonic mixer, we will start from an idealized equivalent circuit similar to the one in Fig. 5.6, but with a much higher number of ports to be taken into account. For the calculation of the


Fig. 5.23 Equivalent circuit of a harmonic mixer with two FETs.
insertion loss of a harmonic mixer we may proceed in a similar way as for the broadband mixer and start from an equation similar to Eq. (5.33), but with a higher order of the extended admittance matrix:

$$
\left[\begin{array}{c}
I_{s g} \\
0 \\
0 \\
\cdots \\
0
\end{array}\right]=\left[\begin{array}{ccccc}
G_{0}+Y_{s} & G_{1} & G_{2} & \cdots & G_{N} \\
G_{1}^{*} & G_{0}+Y_{i} & G_{1} & \cdots & \cdots \\
G_{2}^{*} & G_{1}^{*} & G_{0}+\cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
G_{N}^{*} & \cdots & \cdots & \cdots & G_{0}+\cdots
\end{array}\right] \cdot\left[\begin{array}{c}
U_{s} \\
U_{i} \\
\cdots \\
\cdots \\
\cdots
\end{array}\right](5.66)
$$

Equation (5.66) is not well suited for the analytical determination of the conversion loss or gain of a harmonic mixer because the order of the matrix may be very high, up to several hundred or even a few thousand. However, the expression Eq. (5.66) is quite convenient for a numerical evaluation.

If all small signal components are terminated with the same real load admittance $Y_{0}$, then we may find a much simpler solution for the harmonic mixer in the time domain. The assumption of a common load at all frequencies might be a good approximation for a broadband harmonic mixer. The equivalent circuit for the mixer shown in Fig. 5.24 consists of only one loop.


Fig. 5.24 Equivalent circuit for a harmonic mixer in the time domain.

The admittance $Y_{0}$ is the source admittance as well as the load admittance for all small signal frequency components. The admittance time function $g(t)$ is periodic with the angular pump frequency or pulse repetition frequency $\omega_{p}$. We thus obtain the following relationship between the signal generator voltage $u_{s g}$ and the small signal currents $\Delta i(t)$ :

$$
\begin{equation*}
\Delta i(t)=\frac{g(t) Y_{0}}{g(t)+Y_{0}} \cdot u_{s g}=\tilde{g}(t) \cdot u_{s g} \tag{5.67}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{g}(t)=\frac{g(t) Y_{0}}{g(t)+Y_{0}} \tag{5.68}
\end{equation*}
$$

Because $\tilde{g}(t)$ is also a periodic function of time, it may be expanded into a Fourier series. For simplicity we assume that $\tilde{g}(t)$ is an even function of time and can be written as a Fourier series with cosine terms only.

$$
\begin{align*}
\tilde{g}(t) & =\tilde{G}_{0}+\tilde{G}_{1} \cdot \cos \left(\omega_{p} t\right)+\ldots+\tilde{G}_{n} \cdot \cos \left(n \omega_{p} t\right) \\
& =\sum_{n=0}^{N} \tilde{G}_{n} \cdot \cos \left(n \omega_{p} t\right) \tag{5.69}
\end{align*}
$$

Without loss of generality we can write for the source voltage $u_{s g}(t)$

$$
\begin{equation*}
u_{s g}(t)=V_{s g} \cdot \cos \left(\omega_{s} t\right) \tag{5.70}
\end{equation*}
$$

and then obtain the small signal current $\Delta i(t)$ by inserting Eq. (5.70) into Eq. (5.69)

$$
\begin{align*}
\Delta i(t) & =V_{s g} \cdot \cos \left(\omega_{s} t\right) \cdot \sum_{n=0}^{N} \tilde{G}_{n} \cdot \cos \left(n \omega_{p} t\right) \\
& =\frac{1}{2} V_{s g} \cdot \sum_{n=0}^{N} \tilde{G}_{n}\left(\cos \left[\left(\omega_{s}-n \omega_{p}\right) t\right]+\cos \left(\left(\omega_{s}+n \omega_{p}\right) t t_{\mathrm{j}}\right)\right. \tag{5.71}
\end{align*}
$$

If we are only interested in the spectral current component at the intermediate frequency $\omega_{i}=\omega_{s}-n \omega_{p}$, then one term of the sum of Eq. (5.71) is sufficient to determine the intermediate frequency current $i_{i}(t)$ :

$$
\begin{equation*}
i_{i}(t)=\frac{1}{2} V_{s g} \tilde{G}_{n} \cos \left(\omega_{i} t\right) \tag{5.72}
\end{equation*}
$$

With the knowledge of the intermediate frequency current $i_{i}(t)$, the Fourier coefficient $\tilde{G}_{n}$ and the source voltage $E_{s g}$, it is straightforward to calculate the conversion loss or gain. One may wonder why the calculation of the gain of the harmonic mixer is so much simpler than the calculation in the frequency domain via Eq. (5.66). The answer is that the values of the Fourier coefficients $G_{n}$ and $\tilde{G}_{n}$ are different. These Fourier coefficients are related via Eq. (5.68). Taking the fundamental mixer as an example, it can be demonstrated in which way the Fourier coefficients differ from each other.

The fundamental mixer described in the frequency domain needs one Fourier coefficient $G_{1}$ only, which for simplicity is assumed to be real:

$$
\begin{equation*}
g(t)=G_{0}+2 G_{1} \cdot \cos \left(\omega_{p} t\right) \tag{5.73}
\end{equation*}
$$

The Fourier series for the mixer described in the time domain is given by

$$
\begin{equation*}
\tilde{g}(t)=\tilde{G}_{0}+2 \tilde{G}_{1} \cdot \cos \left(\omega_{p} t\right)+\cdots . \tag{5.74}
\end{equation*}
$$

According to the relation Eq. (5.68) we may formulate two equations by the method of harmonic balance, linking the Fourier coefficients $\tilde{G}_{1}$ and $G_{1}$ :

$$
\begin{align*}
& \tilde{G}_{0}\left(G_{0}+Y_{0}\right)=G_{0} Y_{0}-G_{1} \tilde{G}_{1} \\
& \tilde{G}_{1}\left(G_{0}+Y_{0}\right)=2 Y_{0} G_{1}-2 G_{1} \tilde{G}_{0} \tag{5.75}
\end{align*}
$$

These two equations can be solved for $\tilde{G}_{1}$ :

$$
\begin{equation*}
\tilde{G}_{1}=\frac{2 Y_{0}^{2} G_{1}}{\left(G_{0}+Y_{0}\right)^{2}-2 G_{1}^{2}} \tag{5.76}
\end{equation*}
$$

We obtain for the voltage $U_{i}$ at the intermediate frequency:

$$
\begin{equation*}
U_{i}=-\frac{I_{i}}{Y_{0}}=V_{s g} Y_{0} \cdot \frac{G_{1}}{2 G_{1}^{2}-\left(G_{0}+Y_{0}\right)^{2}} \tag{5.77}
\end{equation*}
$$

which is the same expression as for a calculation in the frequency domain, given by Eq. (5.18).

### 5.9 NOISE FIGURE OF HARMONIC MIXERS

We will assume that the harmonic mixer has the same real load admittance $Y_{0}$ at all frequencies involved. Furthermore, in this section we will neglect any
bulk resistance $R_{b}$ and employ an effective noise temperature $T_{e f}=\tilde{n} T / 2$ for the Schottky diode. For the calculation of the noise figure we make use of the dissipation theorem and the reciprocity of the available gain. For the application of the dissipation theorem we have to feed the harmonic mixer from the intermediate frequency side, although we consider a down converter. Feeding the harmonic mixer with a sinusoidal signal at the intermediate frequency will produce a spectrum as shown in Fig. 5.25, with pairs of spectral signal lines below and above all harmonics of the pump or pulse repetition frequency $\omega_{p}$. We assume that the Fourier series coefficients of the admittance time function $g(t)$ are approximately constant up to an upper cut-off frequency $f_{h}$ and are approximately zero above the cut-off frequency. With constant real Fourier


Fig. 5.25 Spectrum of a harmonic mixer fed with a sinusoidal signal from the intermediate frequency port.
coefficients up to a maximum harmonic number of $N$ and a total of $2 N-1$ spectral signal lines we can also assume that the available conversion gain from the intermediate frequency side to all spectral signal lines is approximately the same and equal to $G_{a v}$. Then, we obtain for the noise figure $F_{t}$ of a Schottky diode harmonic mixer with a junction temperature $T$ in accordance with Eq. (5.57):

$$
\begin{equation*}
F_{t}=1+\frac{(2 N-1) \cdot G_{a v} \cdot T_{0}+\left(1-2 N G_{a v}\right) \frac{\tilde{n}}{2} T}{G_{a v} \cdot T_{0}} \tag{5.78}
\end{equation*}
$$

The corresponding expression for the noise figure $F_{t}$ of the harmonic mixer using a field effect transistor (FET) with the channel temperature $T$ is

$$
\begin{equation*}
F_{t}=1+\frac{(2 N-1) \cdot G_{a v} \cdot T_{0}+\left(1-2 N G_{a v}\right) T}{G_{a v} \cdot T_{0}} \tag{5.79}
\end{equation*}
$$

Finally, for the case that the channel temperature of the field effect transistor is at the ambient temperature $T_{0}$, the expression for the noise figure of the harmonic mixer simplifies to

$$
\begin{equation*}
F_{t}=\frac{1}{G_{a v}} \tag{5.80}
\end{equation*}
$$

as expected.

### 5.10 NOISE FIGURE MEASUREMENTS OF DOWN CONVERTERS

Since a down-converter has loss and not gain, a low noise figure of the first intermediate frequency amplifier is very important for a low overall noise figure. An alternative solution is a low noise amplifier already in front of the mixer.

For the noise figure measurement of the down-converter there is a peculiarity which has to be noted. Because the noise sources which are employed are typically broadband sources, a broadband down-converter will receive noise power from the noise generator not only at the signal frequency but also at the image frequency. Thus, the noise power of the noise generator seems to have doubled. Therefore, the measured noise figure value, measured e.g. with the Y-factor method, has to be increased by 3 dB . Except for the addition of 3 dB , the measurement of the noise figure of the mixer and a post-amplifier does not differ from the noise figure measurement of an ordinary linear twoport, apart from the fact that the input and output frequencies are not the same. The effective bandwidth is normally determined by a band-pass filter with a center frequency $f_{i}$ and a bandwidth $\Delta f$ at the intermediate frequency. Then, for a broadband mixer two frequency bands above and below the pump frequency at $f_{p}+f_{i}$ and $f_{p}-f_{i}$ with a bandwidth of $\Delta f$ enter into the measurement. If the mixer properties are somewhat frequency dependent, then the intermediate frequency should not be too high in order to ensure that the noise figure does not change significantly between the upper and lower sideband. If the amplifier-converter stage already includes a sufficiently narrow radio frequency (RF) band-pass filter, then the measured noise figure may be the correct one and 3 dB must not be added to the measured noise figure.

### 5.11 NOISE FIGURE OF A PARAMETRIC AMPLIFIER

Reverse biased pn-diodes have a capacitance which is not constant but depends on the reverse bias voltage $U_{r v}$. These so called varactorvaractor diodes or simply varactorsvaractor, varactor diode can be applied for a number of functions in the high frequency area, e.g. for frequency up-converters and frequency multipliers of relatively high powers. Also parametric amplifiers have been realized with low noise figures. Although parametric amplifiers are no longer of practical importance, their principle of operation is of general interest. Often a voltage controlled oscillator with a varactor diode as the frequency controlling device shows instabilities due to parametric amplification. A good comprehension of the mechanism of the parametric instability in conjunction with the varactor diode may help to avoid this effect.

### 5.11.1 Characteristics and parameters of depletion layer varactors

The voltage swing of the varactor is assumed to occur only in the depletion region. Then, the pn-junction is mainly a variable capacitance that depends on the bias voltage $U_{0}$. We will limit the discussion to the simple case of an abrupt pn-junction with a constant doping of the p-and n-regions. For the case of a piecewise constant donor and acceptor doping, $N_{D}$ and $N_{A}$, the space charge $\rho(x)$, the electric field $E(x)$ and the potential $\Phi(x)$ are shown in Fig. 5.26. Here, $U_{D}$ denotes the diffusion voltage, $x$ is the spacial coordinate in the one-dimensional model, $q$ is the elementary charge, and $\epsilon$ is the dielectric constant in the semiconductor. Twofold integration of the Poisson equation,


Fig. 5.26 Abrupt pn-junction.
steady field and potential behavior at $x=0$ and vanishing electrical field in the neighboring bulk regions yields with $U_{r v}=-U_{0}$ a relationship between the reverse bias voltage $U_{r v}$, the doping levels $N_{D}$ and $N_{A}$ and the space charge widths $w_{n}$ and $w_{p}$ :

$$
U_{r v}+U_{D}=\frac{q}{2 \epsilon}\left(N_{D} \cdot w_{n}^{2}+N_{A} \cdot w_{p}^{2}\right)=w_{n}^{2} \cdot \frac{q}{2 \epsilon}\left(N_{D}+\frac{N_{D}^{2}}{N_{A}}\right)
$$

$$
\begin{align*}
& w_{n}=\sqrt{\frac{2 \epsilon}{q}\left(U_{r v}+U_{D}\right) \frac{N_{A}}{N_{D}\left(N_{A}+N_{D}\right)}} \\
& w_{p}=\sqrt{\frac{2 \epsilon}{q}\left(U_{r v}+U_{D}\right) \frac{N_{D}}{N_{A}\left(N_{A}+N_{D}\right)}} . \tag{5.81}
\end{align*}
$$

From this expression one obtains for the total space charge width $w_{t}=w_{n}+$ $w_{p}$ :

$$
\begin{equation*}
w_{t}=w_{n}+w_{p}=\sqrt{\frac{2 \epsilon}{q}\left(U_{r v}+U_{D}\right)\left(\frac{1}{N_{A}}+\frac{1}{N_{D}}\right)} . \tag{5.82}
\end{equation*}
$$

In order to determine the differential junction capacitance $C\left(U_{r v}\right)$ one has to know the charge of one polarity of the total charge, for instance the charge $Q_{n}$ of the n-region:

$$
\begin{equation*}
Q_{n}=q \cdot A \cdot w_{n} \cdot N_{D} \tag{5.83}
\end{equation*}
$$

In the latter equation, $A$ is the area of the semiconductor device. The differential capacitance $C\left(U_{r v}\right)$ follows from a differentiation of the charge $Q_{n}$ with respect to the voltage $U_{r v}$ :

$$
\begin{align*}
C\left(U_{r v}\right) & =\frac{\mathrm{d} Q_{n}}{\mathrm{~d} U_{r v}}=q \cdot A \cdot N_{D} \cdot \frac{\mathrm{~d} w_{n}}{\mathrm{~d} U_{r v}} \\
& =A \cdot \sqrt{\frac{q \cdot \epsilon \cdot N_{A} \cdot N_{D}}{2\left(N_{A}+N_{D}\right)\left(U_{r v}+U_{D}\right)}}=\frac{A \cdot \epsilon}{w_{t}} \tag{5.84}
\end{align*}
$$

Let $Q_{D}=Q_{n}\left(U_{r v}=0\right)$ be the charge of one polarity without an applied reverse bias voltage:

$$
\begin{equation*}
Q_{D}=q \cdot A \cdot N_{D} \cdot \sqrt{\frac{2 \epsilon}{q} U_{D} \frac{N_{A}}{N_{D}\left(N_{A}+N_{D}\right)}} . \tag{5.85}
\end{equation*}
$$

Let $Q_{r v}$ be the additional charge $Q_{n}-Q_{D}$ at a reverse bias voltage $U_{r v}$ with $Q_{r v} \geq 0$ and $U_{r v} \geq 0$. Then we get for the additional charge $Q_{r v}$ :

$$
\begin{equation*}
Q_{r v}=Q_{n}-Q_{D}=Q_{D}\left[\sqrt{1+\frac{U_{r v}}{U_{D}}}-1\right] \tag{5.86}
\end{equation*}
$$

Rearranged, this equation can be written as

$$
\begin{equation*}
\frac{U_{r v}+U_{D}}{U_{D}}=\left(\frac{Q_{r v}+Q_{D}}{Q_{D}}\right)^{2} \tag{5.87}
\end{equation*}
$$

Except for additive constants this last equation establishes a quadratic relationship between the charge $Q_{r v}$ and the voltage $U_{r v}$. For the differential capacitance $C\left(U_{r v}\right)$ we obtain from Eq. (5.86):

$$
\begin{equation*}
C\left(U_{r v}\right)=\frac{\mathrm{d} Q_{r v}}{\mathrm{~d} U_{r v}}=\frac{Q_{D}}{2 U_{D}} \cdot \frac{1}{\sqrt{1+U_{r v} / U_{D}}} \tag{5.88}
\end{equation*}
$$

Instead of the differential capacitance $C\left(U_{r v}\right)$ it may sometimes be more convenient to perform the mathematical calculations with the inverse of the capacitance, the so called differential elastance $S\left(U_{r v}\right)$ or $S\left(Q_{r v}\right)$, because then one obtains a linear relationship between the elastance $S$ and the charge $Q_{r v}$ :

$$
\begin{equation*}
S\left(U_{r v}\right)=\frac{1}{C\left(U_{r v}\right)}=2 \cdot\left(\frac{U_{D}}{Q_{D}}\right) \cdot\left(\frac{Q_{r v}+Q_{D}}{Q_{D}}\right)=S\left(Q_{r v}\right) \tag{5.89}
\end{equation*}
$$

For the reverse bias operation the capacitance of the space charge region follows any voltage changes nearly instantaneously, because the growth and the decay of the space charge region is a majority carrier effect. The maximum voltage swing is limited by the breakdown voltage $U_{B}$. The charge corresponding to $U_{B}$ may be $Q_{B}$. Figure 5.27 shows the capacitance and elastance as a function of the reverse bias voltage $U_{r v}$ or charge $Q_{r v}$, respectively. Losses are


Fig. 5.27 Capacitance versus voltage and elastance versus charge for an abrupt pn-junction.
introduced by the constant, i.e. voltage independent bulk or series resistance $R_{b}$. We define a cut-off frequency $f_{c}$ as the frequency, at which the maximum capacitive reactance, as given by the minimum capacitance $C_{m i n}$, is equal to $R_{b}$ :

$$
\begin{equation*}
f_{c}=\frac{1}{2 \pi} \frac{1}{C_{\min } \cdot R_{b}}=\frac{S_{\max }}{2 \pi R_{b}} . \tag{5.90}
\end{equation*}
$$

### 5.11.2 Parametric operation of a varactor

Often a varactor is operated parametrically, i.e. a strong pump signal at the frequency $f_{p}$ determines the instantaneous operating point for a variety of small signals. If the pump signal as described by the charge as a function of time, $Q_{p}(t)$, is a periodic function of time, then also the elastance $S(t)$ is a periodic function of time and can be developed into a Fourier series. For an abrupt pn-junction, $S(t)$ and $Q_{p}(t)$ are linearly related according to

Eq. (5.89). If $Q_{p}(t)$ is an even function of time, which we will always assume in this section, then $S(t)$ can be expressed as a Fourier series with cosine terms only:

$$
\begin{equation*}
S(t)=S_{0}+2 S_{1} \cos \omega_{p} t+2 S_{2} \cos 2 \omega_{p} t+\cdots \tag{5.91}
\end{equation*}
$$

We will assume small signal phasors for the voltage $U$ and the charge $Q$ at three different frequencies, namely the upper sideband at the frequency $f_{u}$ with the phasors $U_{u}$ and $Q_{u}$, the lower sideband at the frequency $f_{d}$ with the phasors $U_{d}$ and $Q_{d}$ and the intermediate frequency at the frequency $f_{i}$ with the phasors $U_{i}$ and $Q_{i}$. The following relationships hold between the different frequencies:

$$
\begin{align*}
f_{u} & =f_{p}+f_{i} \\
f_{d} & =f_{p}-f_{i} \tag{5.92}
\end{align*}
$$

As for the mixer, the small signal phasors are related to the real Fourier coefficients $S_{0}, S_{1}, S_{2}$ via a linear set of equations.

$$
\left[\begin{array}{c}
U_{u}  \tag{5.93}\\
U_{i} \\
U_{d}^{*}
\end{array}\right]=\left[\begin{array}{lll}
S_{0} & S_{1} & S_{2} \\
S_{1} & S_{0} & S_{1} \\
S_{2} & S_{1} & S_{0}
\end{array}\right]\left[\begin{array}{l}
Q_{u} \\
Q_{i} \\
Q_{d}^{*}
\end{array}\right]
$$

The current and charge phasors are related by

$$
\begin{equation*}
I_{u}=j \omega_{u} \cdot Q_{u} ; I_{i}=j \omega_{i} \cdot Q_{i} ; \quad I_{d}^{*}=-j \omega_{d} \cdot Q_{d}^{*} \tag{5.94}
\end{equation*}
$$

Then, the relation of voltage and current phasors is given by

$$
\left[\begin{array}{c}
U_{u}  \tag{5.95}\\
U_{i} \\
U_{d}^{*}
\end{array}\right]=\left[\begin{array}{lll}
S_{0} / j \omega_{u} & S_{1} / j \omega_{i} & -S_{2} / j \omega_{d} \\
S_{1} / j \omega_{u} & S_{0} / j \omega_{i} & -S_{1} / j \omega_{d} \\
S_{2} / j \omega_{u} & S_{1} / j \omega_{i} & -S_{0} / j \omega_{d}
\end{array}\right]\left[\begin{array}{c}
I_{u} \\
I_{i} \\
I_{d}^{*}
\end{array}\right] .
$$

The relation between currents and voltages at the varactor is no longer reciprocal. Among others, one result from this fact is that down- and up-conversion do not have the same conversion loss or gain.

Problem
5.9 What does Eq. (5.93) look like if the pump drive is a general periodic function of time?

### 5.11.3 Parametric amplifier

The parametric amplifier requires the same frequency scheme as a lower sideband up-converter (Fig. 5.28).


Fig. 5.28 Frequency scheme of the parametric amplifier.

The amplification occurs at the frequency $f_{i}$. One needs an auxiliary resonant circuit at the frequency $f_{d}$, which needs not be accessible from outside. At the frequency $f_{u}$ one must provide a high impedance termination. Then the current at this frequency is negligibly small, i.e. $I_{u}=0$. The current and voltage phasors $U_{i}, U_{d}$ and $I_{i}, I_{d}$ are related via an impedance matrix $[Z]$ in accordance with the matrix of Eq. (5.95):

$$
\left[\begin{array}{c}
U_{i}  \tag{5.96}\\
U_{d}^{*}
\end{array}\right]=\left[\begin{array}{ll}
S_{0} / j \omega_{i} & -S_{1} / j \omega_{d} \\
S_{1} / j \omega_{i} & -S_{0} / j \omega_{d}
\end{array}\right]\left[\begin{array}{c}
I_{i} \\
I_{d}^{*}
\end{array}\right]=[Z] \cdot\left[\begin{array}{c}
I_{i} \\
I_{d}^{*}
\end{array}\right]
$$

The equivalent circuit of a parametric amplifier is shown in Fig. 5.29. The


Fig. 5.29 Equivalent circuit of a parametric amplifier.
large signal drive of the elastance is assumed to be cosinusoidal at the pump frequency $f_{p}$, i.e. $S_{2}=0$. The lower sideband with the frequency $f_{d}$ serves as an auxiliary circuit and is terminated by the inductive reactance $j X_{d}$. Furthermore, the input circuit is extended by the inductive reactance $j X_{i}$. Both the inductive reactances $j X_{d}$ and $j X_{i}$ are chosen in such a way that the capacitive reactances $S_{0} / j \omega_{d}$ and $S_{0} / j \omega_{i}$ are tuned or compensated in the form of a series resonance by $j X_{d}$ and $j X_{i}$, respectively. This proves to be expedient in order to optimize the gain of the parametric amplifier.

The $\tilde{Z}$-matrix extended by $j X_{d}$ and $j X_{i}$ and twice $R_{b}$ reads:

$$
\begin{align*}
{\left[\begin{array}{c}
\tilde{U}_{i} \\
0
\end{array}\right] } & =\left[\begin{array}{cc}
R_{b}+S_{0} / j \omega_{i}+j X_{i} & -S_{1} / j \omega_{d} \\
S_{1} / j \omega_{i} & R_{b}-S_{0} / j \omega_{d}-j X_{d}
\end{array}\right]\left[\begin{array}{c}
I_{i} \\
I_{d}^{*}
\end{array}\right] \\
& =\left[\begin{array}{cc}
R_{b} & -S_{1} / j \omega_{d} \\
S_{1} / j \omega_{i} & R_{b}
\end{array}\right]\left[\begin{array}{c}
I_{i} \\
I_{d}^{*}
\end{array}\right] \tag{5.97}
\end{align*}
$$

The input impedance $Z_{i}$ at the frequency $f_{i}$ is given by

$$
\begin{equation*}
Z_{i}=\frac{\tilde{U}_{i}}{I_{i}}=R_{b}\left[1-\frac{S_{1}^{2}}{\omega_{i} \omega_{d} R_{b}^{2}}\right] \tag{5.98}
\end{equation*}
$$

The input impedance $Z_{i}$ is real and for a sufficiently large $S_{1}$ it becomes negative. The possible amplification for a negative resistance $Z_{i}$ can be expressed by the reflection coefficient $\rho$ :

$$
\begin{equation*}
\rho=\frac{Z_{i}-Z_{0}}{Z_{i}+Z_{0}} . \tag{5.99}
\end{equation*}
$$

In the above equation $Z_{0}$ is the characteristic impedance of the reference transmission line. For $\operatorname{Re}\left(Z_{i}\right)<0$ the reflection coefficient becomes greater than one, i.e. $|\rho|>1$, which means that the reflected wave is larger than the incident wave. One may employ a lossless transformer in order to increase the negative impedance. This, however may reduce the bandwidth. The amplification grows beyond all limits, i.e. the amplifier oscillates, if $Z_{i}=Z_{0}$. Practically, a gain of 15 dB to 20 dB is possible. Normally, the pump signal amplitude must be controlled in order to keep $S_{1}$ and thus the gain constant. The separation of the incident and reflected waves may be accomplished by a circulator, as outlined in Fig. 5.30.


Fig. 5.30 Parametric amplifier with a circulator.

One can estimate the minimum cut-off frequency of the varactor, which is necessary to balance the negative and positive resistance. For this purpose, the expression in the parentheses of Eq. (5.98) must be negative, corresponding to

$$
\begin{equation*}
S_{1}^{2}>\omega_{i} \omega_{d} \cdot R_{b}^{2} \tag{5.100}
\end{equation*}
$$

For a cosinusoidal charge pump at the frequency $f_{p}$, the elastance time function has a cosine form also and $S_{2}$ and $S_{3}$ are zero. The Fourier coefficient $S_{1}$ becomes maximum for the largest possible excitation, i.e. when $S(t)$ approaches the values zero and $S_{\max }$. Then, this maximum $S_{1}$ is

$$
\begin{equation*}
S_{1 \max }=\frac{1}{4} S_{\max }=\frac{1}{4 C_{\min }} \tag{5.101}
\end{equation*}
$$

The inequality Eq. (5.100) can be expressed by the cut-off frequency $f_{c}$ :

$$
\begin{equation*}
f_{c}>4 \sqrt{f_{d} \cdot f_{i}} . \tag{5.102}
\end{equation*}
$$

In reality, the cut-off frequency must even be higher than described by equation (5.102) in order to compensate for circuit losses and also guarantee a positive gain.

### 5.11.4 Noise figure of the parametric amplifier

The equivalent circuit of a parametric amplifier is extended by a thermally noisy generator with the real source impedance $R_{g}$ as shown in Fig. 5.31. In this equivalent circuit, the real load impedance $R_{l}$ is identical to the source impedance $R_{g}$, i.e. $R_{l}=R_{g}$. In a practical circuit, the corresponding signals must be separated, e.g. by a circulator as shown in Fig. 5.30. The only noise


Fig. 5.31 For the explanation of the noise figure of a parametric amplifier.
considered in the parametric amplifier is the thermal noise of the series or bulk resistor $R_{b}$, namely at the auxiliary or image frequency $f_{d}$ and the intermediate or generator frequency $f_{i}$. The noise contributions of the thermally noisy bulk resistance as expressed by the noise voltages $U_{b i}$ and $U_{b d}$ at these two frequencies are uncorrelated, because the bulk resistance is assumed to be constant versus time, i.e. not modulated by the pump signal. The non-linear capacitance is a lossless pure reactance and thus it is noise-free. With these assumptions the calculation of the noise figure does not pose any particular problem. We will again make the assumption that the two inductive reactances compensate for the capacitive reactances of the varactor so that the input impedance of the varactor is real. With $Z_{i}$ from Eq. (5.103) one obtains
for the squared magnitude of the current $I_{i 1}$, caused by the noise voltage $U_{b i}$ :

$$
\begin{equation*}
\left|I_{i 1}\right|^{2}=\frac{\left|U_{b i}\right|^{2}}{\left(R_{l}+Z_{i}\right)^{2}} \tag{5.103}
\end{equation*}
$$

The noise current $I_{i 2}$, caused by the noise voltage $U_{b d}$, is conveniently evaluated via the following extended matrix:

$$
\left[\begin{array}{c}
0  \tag{5.104}\\
U_{b d}^{*}
\end{array}\right]=\left[\begin{array}{cc}
R_{l}+R_{b} & -S_{1} / j \omega_{d} \\
S_{1} / j \omega_{i} & R_{b}
\end{array}\right] \cdot\left[\begin{array}{c}
I_{i 2} \\
I_{d}^{*}
\end{array}\right]
$$

From this extended matrix we obtain:

$$
\begin{align*}
I_{i 2} & =\frac{S_{1} / j \omega_{d}}{\left(R_{l}+R_{b}\right) R_{b}-\frac{S_{1}^{2}}{\omega_{i} \omega_{d}}} \cdot U_{b d}^{*} \\
\left|I_{i 2}\right|^{2} & =\frac{S_{1}^{2} / \omega_{d}^{2}}{\left[\left(R_{l}+R_{b}\right) R_{b}-\frac{S_{1}^{2}}{\omega_{i} \omega_{d}}\right]^{2}} \cdot\left|U_{b d}\right|^{2} \\
& =\frac{S_{1}^{2} / \omega_{d}^{2}}{R_{b}^{2} \cdot\left(R_{l}+Z_{i}\right)^{2}} \cdot\left|U_{b d}\right|^{2} \tag{5.105}
\end{align*}
$$

Thus, we find for the spectrum $\Delta \mathrm{W}_{2}$ of the noisy two-port at the load resistance $R_{l}$ with the contributions of the noisy bulk resistance $R_{b}$ at the temperature $T$ :

$$
\begin{align*}
\Delta \mathrm{W}_{2} & =R_{l} \cdot\left|I_{i 1}\right|^{2}+R_{l} \cdot\left|I_{i 2}\right|^{2} \\
& =4 k T \cdot R_{b} \cdot R_{l} \frac{1+S_{1}^{2} \cdot \omega_{d}^{-2} \cdot R_{b}^{-2}}{\left(R_{l}+Z_{i}\right)^{2}} \tag{5.106}
\end{align*}
$$

The spectrum $W_{20}$ is the amplified source spectrum supplied to the load resistance $R_{l}$ via the circulator. For this calculation the parametric amplifier is assumed to be noise-free. Regarding $R_{g}$ as the real reference impedance $Z_{0}$, then we have

$$
\begin{equation*}
\mathrm{W}_{20}=k \cdot T_{0} \cdot\left(\frac{Z_{i}-R_{g}}{Z_{i}+R_{g}}\right)^{2} \tag{5.107}
\end{equation*}
$$

With $R_{l}=R_{g}$ the Eqs. (5.106) and (5.107) yield the noise figure $F_{t}$ :

$$
\begin{equation*}
F_{t}=1+\frac{\Delta \mathrm{W}_{2}}{\mathrm{~W}_{20}}=1+4 \frac{T}{T_{0}} \cdot R_{b} R_{g}\left[1+\frac{S_{1}^{2}}{\omega_{d}^{2} \cdot R_{b}^{2}}\right] \cdot \frac{1}{\left(Z_{i}-R_{g}\right)^{2}} \tag{5.108}
\end{equation*}
$$

For a low noise figure it is apparently favorable to choose the auxiliary frequency $f_{d}$ as high as possible.

## Problem

5.10 Show that the gain and the noise figure become optimum, if the inductive reactances $j X_{i}$ and $j X_{d}$ just compensate the capacitive reactances $S_{0} / j \omega_{i}$ and $S_{0} / j \omega_{d}$.

For a correct operation, the parametric amplifier only shows the relatively low thermal noise of the bulk resistance $R_{b}$ with the temperature $T$. By cooling the amplifier, the temperature $T$ and thus the noise figure can be reduced. Uncooled parametric amplifiers achieve system temperatures $T_{s}=\left(F_{t}-1\right) T_{0}$ of about 150 to 200 K at several GHz . Cooled amplifiers, cooled down to the temperature of liquid helium at 4.2 K , may have system temperatures as low as 5 to 10 K . The varactor diodes must be made of GaAs, because for silicon at very low temperatures there are not enough electrons available in the conduction band. For low noise figures also the circuit around the varactor diode should be cooled, in order to reduce circuit losses and thermal noise. Parametric amplifiers have been installed e.g. in satellite and astronomical receivers and some are still in operation, but are no longer considered in modern systems due to their only moderately low noise figures, their complexity and narrow bandwidth.

An oscillator tuned in frequency by a varactor diode, may show additional spurious oscillations, because unintentionally one may have realized an unstable parametric amplifier. This, however, must strictly be avoided because then additional spurious spectral lines can appear and the noise spectrum may deteriorate. For a large tuning range of a voltage controlled oscillator (VCO), the varactor diode must tightly be coupled to the oscillator, which may lead to a large voltage excursion at the diode. This is a situation which is favorable for the excitation of parametric self oscillations. Among others, stability can be improved by also terminating the sum frequency $f_{u}=f_{p}+f_{i}$ by a suitable impedance, which helps to reduce the gain of the parametric circuit.

### 5.12 UP-CONVERTERS WITH VARACTORS

The frequency scheme of the upper sideband up-converter is the same as in Fig. 5.1a. Feeding takes place at the intermediate frequency $f_{i}$ and for reasons of stability the output power is taken at the upper sideband only. Small signals may be present at the intermediate frequency $f_{i}$ and the upper sideband frequency $f_{u}$, while at the pump frequency $f_{p}=f_{u}-f_{i}$ a large voltage excursion is necessary. An equivalent circuit of the upper sideband up-converter is shown in Fig. 5.32.

Also for this circuit it proves to be advantageous to choose the inductive reactances $j X_{i}$ and $j X_{u}$ in such a way that the capacitive reactances of the


Fig. 5.32 Equivalent circuit of an upper sideband up-converter.
varactor diode $S_{0} / j \omega_{i}$ and $S_{0} / j \omega_{u}$ are compensated. From the extended matrix with the real load and source or generator impedances $R_{u}$ and $R_{g}$

$$
\left[\begin{array}{c}
U_{g}  \tag{5.109}\\
0
\end{array}\right]=\left[\begin{array}{cc}
R_{g}+R_{b} & S_{1} / j \omega_{u} \\
S_{1} / j \omega_{i} & R_{u}+R_{b}
\end{array}\right] \cdot\left[\begin{array}{c}
I_{i} \\
I_{u}
\end{array}\right]
$$

we can determine the gain $G_{p}$. We get

$$
\begin{equation*}
G_{p}=\frac{\left(\frac{S_{1}}{\omega_{i}}\right)^{2} \cdot 4 R_{g} \cdot R_{u}}{\left[\left(R_{g}+R_{b}\right)\left(R_{u}+R_{b}\right)+S_{1}^{2}\left(\omega_{i} \omega_{u}\right)\right]^{2}} . \tag{5.110}
\end{equation*}
$$

Up-converters with varactors show good efficiencies and may even have gain and handle large powers. They have been used when post-amplification was difficult. Also the noise figure is low. However, the circuit is narrow-band and an up-converter with Schottky diodes or field effect transistors (FETs) is usually preferred.

## Problem

5.11 What is the maximum gain $G_{m}$ and the noise figure $F_{t}$ for the above upper sideband up-converter with a varactor diode?
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## 6

## Noise in Non-linear Circuits

### 6.1 INTRODUCTION

The two-ports that have been treated so far were linear with respect to the input and output signals. The parametric systems like mixers and parametric amplifiers of Chapter 5 are based on devices operated in a non-linear mode, but the relationship between the input and output phasors, although assigned to different frequencies, is still quasi linear. For all linear two-ports the noise figure or noise factor is the most commonly used quantity for the characterization of the noise behavior. The noise figure can be determined from the signal and noise powers at the input and the output of the two-port under investigation. The situation is illustrated in Fig. 6.1. A signal with the signal power


Fig. 6.1 Illustration of signal and noise powers of linear two-ports.
$P_{s}$ is fed to the input of a two-port. Furthermore, the signal source supplies the noise power $P_{n}$. The operating bandwidth is assumed to be small enough that the properties of the two-port do not change within this frequency band. For a noise-free two-port with power gain $G_{p}$ we get a signal power $G_{p} \cdot P_{s}$
and a noise power $G_{p} \cdot P_{n}$ at the output. Therefore, the ratio of the signal power to the noise power has not changed while passing through the linear two-port. For a noisy two-port the noise power at the output is raised by the noise contribution $\Delta P_{n}$, which stems from the internal noise sources of the two-port. The noise figure is defined by

$$
\begin{equation*}
F=\frac{G_{p} P_{n}+\Delta P_{n}}{G_{p} P_{n}}=1+\frac{\Delta P_{n}}{G_{p} P_{n}} \tag{6.1}
\end{equation*}
$$

Here, the noise temperature of the signal source has the fixed value $T_{0}$, e.g. 290 K.

According to Eq. (6.1) the noise figure does not depend on the signal power. This statement, however, is only valid on the premise that the quantities $\Delta P_{n}$ and $G_{p}$ are independent of the signal power. This condition is met by linear two-ports but not by non-linear ones. Together with some further effects this leads to the situation that the noise figure and similar quantities from the linear regime are not suitable for the description of non-linear networks. This will be discussed in this chapter.

### 6.2 PROBLEMS WITH THE NOISE CHARACTERIZATION OF NON-LINEAR TWO-PORTS

A very important practical example of a non-linear two-port is an amplifier under large signal conditions. If the input power, starting from small values, is steadily increased then the output power cannot grow forever at the same rate but will finally reach a saturation value, which mainly depends on the characteristics of the active components used. This means that the power gain will eventually decrease, once the input power has passed a certain threshold value. Then also the noise figure will depend on the input power. Generally, however, not only the power gain will change under large signal conditions but also the noise power $\Delta P_{n}$ generated within the two-port. There are two different reasons for this situation. Firstly, under large signal conditions, parameters may vary which directly influence the physical reason for the noise, e.g. temperatures may change and thus the thermal noise or dc currents and thus the shot noise. Secondly, a non-linear operation can lead to frequency conversions, similar to that in mixers. Generally, for a large signal drive at an angular frequency $\Omega_{0}$ the noise can be shifted in frequency by $\pm N \Omega_{0}$ with $N=1,2,3, \ldots$. Therefore, it is theoretically possible to observe noise at the output of a non-linear two-port at an angular frequency $\Omega_{0}$, even without any physical noise sources existing at this frequency.

This discussion shows that the interrelations between signals and noise are much more complicated for non-linear two-ports than for linear circuits. Nevertheless, it might seem possible to use the concept of noise figures for the characterization of non-linear networks as well, if in each case the input and output signal power levels are specified, too. However, the noise signal at the
output of a non-linear two-port shows two additional particularities, which are not directly covered by the noise power $\Delta P_{n}$ and, therefore, do not enter into the noise figure. Firstly, due to the frequency translations, spectral components at different frequencies are not necessarily uncorrelated, as is the case in linear circuits. This in particular is true for spectral components that are located symmetrically with respect to the signal frequency $\Omega_{0}$. It is thus possible that a low frequency noise signal at a frequency $\omega$ with $\omega \ll \Omega_{0}$ gives rise to noise components at the frequencies $\Omega_{0}-\omega$ and $\Omega_{0}+\omega$ at the output of the two-port by mixing with the carrier signal. These noise components are fully correlated, since they have their origin in the same physical source. The detailed and quantitative knowledge of this correlation is very important for the assessment of how this noise interferes with other signals. The second particularity concerns the frequency dependence of the noise power spectral density. So far, we have dealt with noise processes with nearly white spectra, i.e. nearly frequency independent power spectral densities. This in most cases is true for the output noise of linear two-ports, if the operating bandwidth is so small that the frequency dependence within this range can be neglected. For non-linear two-ports, however, one often observes noise spectra as in Fig. 6.2, where the power spectral density close to the high-frequency or RF signal changes rapidly. For many systems the disturbing effect of the noise also depends upon the frequency difference to the RF signal, so that again a specification of the total noise power alone is not sufficient for a proper characterization of the noisy system.


Fig. 6.2 Typical spectrum of a RF signal plus noise at the output of a non-linear two-port.

In conclusion, we can state that the noise figure is a meaningful quantity for the description of the noise behavior of linear two-ports only. For non-linear two-ports additional properties of the noise have to be considered that require a different kind of characterization. Before we introduce new parameters for this purpose we first shall discuss the reasons for the frequency dependent noise spectra as depicted schematically in Fig. 6.2.

## $6.31 /$ F-NOISE

The physical noise processes that have been treated so far, can be described by almost white i.e. nearly frequency independent spectra. However, in many
materials carrying a direct current, in particular in all semiconductor components, an additional noise mechanism occurs with a spectrum approximately inversely proportional to the frequency. All these noise mechanisms are collectively called $1 / f$-noise or flicker-noise. A combination of $1 / f$-noise and white noise may lead to a spectrum as in Fig. 6.3. At low frequencies the


Fig. 6.3 Noise spectrum with a $1 / f$-component (logarithmic scale).
$1 / f$-component dominates, while at high frequencies only the white noise is apparent. The boundary between both regions, where both contributions are equal, is designated as the noise corner frequency $f_{b}$. The corner frequencies of semiconductor components range from below 1 kHz up to approximately 100 MHz . A particularly strong $1 / f$-noise is observed in compound semiconductors, e.g. gallium arsenide. This semiconductor is very important for microwave applications because, e.g. amplifiers with GaAs field effect transistors can operate up to mm-wave frequencies.

For all linear applications of electronic components, e.g. small signal amplifiers, the $1 / f$-noise is of no concern, if the frequency range of interest lies above the corner frequency. The situation changes drastically when non-linear effects have to be taken into account, as for power amplifiers, mixers or oscillators. By the non-linear interaction between the low frequency noise and the large high-frequency signal, the low frequency noise is upconverted resulting in lower and upper noise sidebands around the RF signal. Another view is that the RF signal is modulated by the $1 / f$-noise. In this way, we can obtain spectra like the one in Fig. 6.2.

The physical origin of the $1 / f$-noise still is not completely understood. Only in special cases, it has been possible to develop satisfactory models for the $1 / f$-noise. The $1 / f$-noise does not seem to have one unique origin. It appears that quite a number of different fluctuation processes may lead to a $1 / f$ type spectrum. In particular, this frequency dependence is difficult to model. An analysis of physical fluctuation phenomena often leads to spectra of the form

$$
\begin{equation*}
W \sim \frac{1}{1+\left(f / f_{l p}\right)^{2}} \tag{6.2}
\end{equation*}
$$

where $f_{l p}$ is a characteristic corner frequency. It is possible to show, however, that in a limited frequency range the superposition of many spectra of the type of Eq. (6.2) with different corner frequencies $f_{l p}$ may approximately lead to a $1 / f$-spectrum. It is not known if there is a lower limit of the $1 / f$-noise spectrum. In experimental investigations, the $1 / f$-law of the noise spectrum could be confirmed even at frequencies as low as $10^{-6} \mathrm{~Hz}$.

Apart from models for certain electronic components there are also theories to explain the $1 / f$-noise as a universal phenomenon. An experimental observation for the power spectrum $W_{i}(f)$ of the low frequency fluctuations of a current $I$ through a homogeneous metal or semiconductor sample is the approximate relation

$$
\begin{equation*}
\mathrm{W}_{i}(f)=\frac{\alpha_{H} I^{2}}{N f} \tag{6.3}
\end{equation*}
$$

Here, $N$ is the total number of free electrons in the sample, $f$ is the frequency and $\alpha_{H}$ is a proportionality factor (Hooge's constant), which approximately equals $2 \cdot 10^{-3}$ for a number of materials. However, it does not seem to be possible to extend this relation, which is approximately valid for homogeneous samples, to more complicated structures like semiconductor components.

### 6.4 AMPLITUDE AND PHASE NOISE

Because the usual description of linear two-ports is not well suited for nonlinear circuits, new quantities will be introduced now that are better suited to noise in non-linear circuits.

### 6.4.1 Noise modulation

The spectrum of a sinusoidal carrier signal with an underlying small noise spectrum, which may also include small coherent signals, typically has the form as shown in Fig. 6.2. It will be assumed throughout this chapter that the noise spectrum is band limited to the range $\Omega_{0}-\Delta \Omega_{0}$ to $\Omega_{0}+\Delta \Omega_{0}$. It is further assumed that the bandwidth $2 \Delta \Omega_{0}$ of the small-signal noise-band is smaller than the carrier frequency $\Omega_{c}$. If an ideal sinusoidal carrier passes through a linear or non-linear two-port, either high-frequency noise may add or by some sort of modulation, low-frequency noise may be up-converted to the carrier, e.g. by amplitude or phase modulation or both. The same may happen with small coherent signals which may also add to the noise signals. A signal $x(t)$ is supposed to consist of a sinusoidal carrier signal $X_{0} \cos \left(\Omega_{0} t+\right.$ $\phi_{0}$ ) and a superimposed small noise-signal $n(t)$. The noise-signal $n(t)$ may also include spurious coherent signals but, nevertheless, we shall refer to it as a noise signal. We thus can write:

$$
\begin{align*}
x(t) & =X_{0} \cos \left(\Omega_{0} t+\phi_{0}\right)+n(t) \\
& =\left[X_{0}+\Delta x(t)\right] \cdot \cos \left[\Omega_{0} t+\phi_{0}+\Delta \phi(t)\right] \tag{6.4}
\end{align*}
$$

Here, the influence of the noise signal $n(t)$ on the carrier is described by random amplitude and phase fluctuations of the sinusoidal carrier. This may also be regarded as amplitude noise and phase noise of the carrier signal $x(t)$. The mean values of the amplitude and phase fluctuations are supposed to be zero:

$$
\begin{equation*}
\overline{\Delta x(t)}=\overline{\Delta \phi(t)}=0 \tag{6.5}
\end{equation*}
$$

In complex form Eq. (6.4) reads:

$$
\begin{equation*}
x(t)=\operatorname{Re}\left\{X_{0}\left[1+\frac{\Delta x(t)}{X_{0}}\right] e^{j\left[\Omega_{0} t+\phi_{0}+\Delta \phi(t)\right]}\right\} \tag{6.6}
\end{equation*}
$$

The amplitude and phase fluctuations normally are very small with $\Delta x(t) / X_{0}$ $\ll 1$ and $\Delta \phi(t) \ll 1$. Therefore, $\Delta x(t) \cdot \Delta \phi(t) / X_{0} \approx 0$, because this product is small of higher order, and also:

$$
\begin{equation*}
e^{j \Delta \phi(t)} \approx 1+j \Delta \phi(t) \tag{6.7}
\end{equation*}
$$

With these approximations the equation (6.6) simplifies to

$$
\begin{equation*}
x(t)=\operatorname{Re}\left\{X\left[1+\frac{\Delta x(t)}{X_{0}}+j \Delta \phi(t)\right] e^{j \Omega_{0} t}\right\} \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
X=X_{0} e^{j \phi_{0}} \tag{6.9}
\end{equation*}
$$

is the complex phasor of the carrier. In order to find a relation between the high-frequency noise signal $n(t)$ and the amplitude and phase fluctuations $\Delta x(t)$ and $\Delta \phi(t)$ we shall first analyze the case of small sinusoidal fluctuation signals. Later on this can easily be extended to arbitrary signal waveforms, because all fluctuation quantities are related by linear equations.

### 6.4.2 Sinusoidal amplitude and phase modulation

Sinusoidal amplitude and phase fluctuations with a frequency $\omega \ll \Omega$ can be described by complex phasors $\Delta X$ and $\Delta \Phi$ :

$$
\begin{align*}
& \Delta x(t)=\operatorname{Re}\left\{\Delta X e^{j \omega t}\right\}=\frac{1}{2}\left(\Delta X e^{j \omega t}+\Delta X^{*} e^{-j \omega t}\right)  \tag{6.10}\\
& \Delta \phi(t)=\operatorname{Re}\left\{\Delta \Phi e^{j \omega t}\right\}=\frac{1}{2}\left(\Delta \Phi e^{j \omega t}+\Delta \Phi^{*} e^{-j \omega t}\right) \tag{6.11}
\end{align*}
$$

Inserting the equations (6.10) and (6.11) into Eq. (6.8) we obtain:

$$
\begin{align*}
x(t)=\operatorname{Re}\left\{X e^{j \Omega_{0} t}\right. & +\frac{1}{2} X\left(\frac{\Delta X^{*}}{X_{0}}+j \Delta \Phi^{*}\right) e^{j\left(\Omega_{0}-\omega\right) t} \\
& \left.+\frac{1}{2} X\left(\frac{\Delta X}{X_{0}}+j \Delta \Phi\right) e^{j\left(\Omega_{0}+\omega\right) t}\right\} \tag{6.12}
\end{align*}
$$

We note that the amplitude and phase modulation leads to two sideband signals at a distance $\omega$ from the carrier. For the complex phasors $X_{l}(l \hat{}$ lower sideband) and $X_{u}$ ( $u \hat{=}$ upper sideband) we get the following equations from Eq. (6.12):

$$
\begin{equation*}
X_{l}=\frac{X}{2}\left(\frac{\Delta X^{*}}{X_{0}}+j \Delta \Phi^{*}\right) \quad, \quad X_{u}=\frac{X}{2}\left(\frac{\Delta X}{X_{0}}+j \Delta \Phi\right) \tag{6.13}
\end{equation*}
$$

or, in matrix notation,

$$
\left[\begin{array}{c}
X_{l}^{*}  \tag{6.14}\\
X_{u}
\end{array}\right]=\frac{X_{0}}{2}\left[\begin{array}{cc}
e^{-j \phi_{0}} & -j e^{-j \phi_{0}} \\
e^{j \phi_{0}} & j e^{j \phi_{0}}
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta X}{X_{0}} \\
\Delta \Phi
\end{array}\right]
$$

By inversion of the matrix Eq. (6.14) the amplitude and phase fluctuations may be expressed as a function of the lower and upper sideband phasors:

$$
\left[\begin{array}{c}
\frac{\Delta X}{X_{0}}  \tag{6.15}\\
\Delta \Phi
\end{array}\right]=\frac{1}{X_{0}}\left[\begin{array}{cc}
e^{j \phi_{0}} & e^{-j \phi_{0}} \\
e^{j \phi_{0}} & j e^{-j \phi_{0}}
\end{array}\right]\left[\begin{array}{c}
X_{l}^{*} \\
X_{u}
\end{array}\right]
$$

Generally, the relations (6.14) and (6.15) can not directly be transferred to the corresponding spectra by forming the squared magnitude of the phasors. This is due to the fact that the phasors belong to different frequencies. The problem can be avoided by assigning equivalent baseband phasors at the frequency $\omega$ to the sideband phasors at the frequencies $\Omega_{0} \pm \omega$. With an electronic circuit consisting of ideal filters and an ideal mixer or analog multiplier the sideband signals can be converted to baseband signals and vice versa. Figure 6.4 shows


Fig. 6.4 Ideal single sideband converter.
a possible realization of a single sideband converter.single sideband converter The circuit can operate in both directions. When operated as a single sideband receiver, a high-frequency signal $x_{l, u}(t)$ is fed from the left-hand side, which may or may not include both sidebands:

$$
\begin{equation*}
x_{l, u}(t)=\operatorname{Re}\left\{X_{l} e^{j\left(\Omega_{0}-\omega\right) t}+X_{u} e^{j\left(\Omega_{0}+\omega\right) t}\right\} \tag{6.16}
\end{equation*}
$$

The sideband or bandpass filter suppresses either the lower or the upper sideband. By mixing with the local oscillator signal $2 \cos \Omega_{0} t$ in an ideal mixer or
analog multiplier and subsequent filtering with a low-pass filter, the resulting output signal in the baseband is either

$$
\begin{equation*}
x_{l b}(t)=\operatorname{Re}\left\{X_{l}^{*} e^{j \omega t}\right\} \tag{6.17}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{u b}(t)=\operatorname{Re}\left\{X_{u} e^{j \omega t}\right\}, \tag{6.18}
\end{equation*}
$$

depending on the sideband that is passed by the filter. In complex phasor notation we thus can write

$$
\begin{equation*}
X_{l b}=X_{l}^{*} \tag{6.19}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{u b}=X_{u} \tag{6.20}
\end{equation*}
$$

If the low frequency baseband signal $x_{b}(t)$ is the input signal to the circuit of Fig. 6.4, then the circuit operates as a single sideband modulator. The output signal is a sinusoidal signal at the frequency $\Omega_{0}-\omega$ or $\Omega_{0}+\omega$. The corresponding image sideband is suppressed by the band-pass filter. The relation between the complex phasors of the corresponding signals still is given by Eq. (6.19) and Eq. (6.20).

## Problem

6.1 Prove the equations (6.17) through (6.20).

If in Eqs. (6.14) and (6.15) the sideband phasors $X_{l}, X_{u}$ are replaced by the equivalent baseband phasors $X_{l b}, X_{u b}$, then we only deal with phasors of the same frequency $\omega$, which are related by linear expressions. We therefore can apply the known methods for linear circuits and the corresponding transformation rules for the noise spectra.

### 6.4.3 Spectra of the amplitude and phase noise

Let $W_{l b}$ and $W_{u b}$ be the spectra of the equivalent baseband signal and let $W_{\phi}$ and $W_{\alpha}$ be the spectra of the phase noise phasor $\Delta \Phi$ and of the normalized amplitude noise phasor $\Delta X / X_{0}$, respectively. Then, with the corresponding cross spectra $W_{l u b}$ and $W_{\alpha \phi}$, Eqs. (6.14) and (6.15) yield:

$$
\begin{align*}
X_{l b}^{*} \cdot X_{l b} & \rightarrow W_{l b}=\frac{X_{0}^{2}}{4}\left[W_{\alpha}+W_{\phi}+2 \operatorname{Im}\left\{W_{\alpha \phi}\right\}\right]  \tag{6.21}\\
X_{u b}^{*} \cdot X_{u b} & \rightarrow W_{u b}=\frac{X_{0}^{2}}{4}\left[W_{\alpha}+W_{\phi}-2 \operatorname{Im}\left\{W_{\alpha \phi}\right\}\right]  \tag{6.22}\\
\frac{\Delta X^{*} \cdot \Delta X}{X_{0}^{2}} & \rightarrow W_{\alpha}=\frac{1}{X_{0}^{2}}\left[W_{l b}+W_{u b}+2 \operatorname{Re}\left\{e^{-j 2 \phi_{0}} W_{l u b}\right\}\right]  \tag{6.23}\\
\Delta \Phi^{*} \cdot \Delta \Phi & \rightarrow W_{\phi}=\frac{1}{X_{0}^{2}}\left[W_{l b}+W_{u b}-2 \operatorname{Re}\left\{e^{-j 2 \phi_{0}} W_{l u b}\right\}\right] . \tag{6.24}
\end{align*}
$$

Notice: Although in the above equations (6.21) through (6.24) double-sided spectra have been used, the relations are valid for positive frequencies only. For negative frequencies some signs would have to be changed. This is due to the fact that for negative frequencies the matrix elements in the equations (6.14) and (6.15) must be replaced by their complex conjugates. In order to simplify the equations, only the version for positive frequencies will be given in the following.

## Problem

6.2 Prove the equations (6.21) through (6.24).

Finally, the relation between the baseband spectra $W_{l b}, W_{u b}$ and the spectrum $W_{n}$ of the high-frequency noise signal $n(t)$ is of interest. Similar to the description of the sinusoidal sideband signals it is also appropriate to split the noise signal $n(t)$ into a lower and an upper sideband signal:

$$
\begin{equation*}
n(t)=n_{l}(t)+n_{u}(t) \tag{6.25}
\end{equation*}
$$

The corresponding spectra $W_{l b}, W_{u b}$ and $W_{n}$ are related by

$$
\begin{align*}
& W_{l}(\Omega)=\left\{\begin{array}{cc}
W_{n}(\Omega) & \text { for } \Omega<\Omega_{0} \\
0 & \text { else }
\end{array}\right.  \tag{6.26}\\
& W_{u}(\Omega)=\left\{\begin{array}{cc}
W_{n}(\Omega) & \text { for } \Omega>\Omega_{0} \\
0 & \text { else }
\end{array}\right. \tag{6.27}
\end{align*}
$$

The relation between the high-frequency spectra $W_{l}, W_{u}$ and the corresponding baseband spectra. $W_{l b}, W_{u b}$ can be calculated by means of the ideal single sideband converter of Fig. 6.4. Instead of a rigorous derivation only an illustrative explanation will be given here. The single sideband converter links the baseband components at the frequency $\omega$ to the sideband signals at the frequencies $\Omega_{0}-\omega$ or $\Omega_{0}+\omega$ in a quasi linear way. Therefore, we may expect the relationships:

$$
\begin{equation*}
W_{l}\left(\Omega_{0}-\omega\right)=W_{l b}(\omega) \tag{6.28}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{u}\left(\Omega_{0}+\omega\right)=W_{u b}(\omega) \tag{6.29}
\end{equation*}
$$

This is confirmed by a more rigorous treatment. The relations between the different spectra are shown schematically in Fig. 6.5.

By inserting the equations (6.26) to (6.29) into (6.21) to (6.24) we obtain the required relationships between the high-frequency noise and the amplitude and phase noise:

$$
\begin{equation*}
W_{n}\left(\Omega_{0}-\omega\right)=\frac{X_{0}^{2}}{4}\left[W_{\alpha}(\omega)+W_{\phi}(\omega)+2 \operatorname{Im}\left\{W_{\alpha \phi}(\omega)\right\}\right] \tag{6.30}
\end{equation*}
$$



Fig. 6.5 High-frequency noise spectra $W_{l}, W_{u}$ and the corresponding baseband spectra $W_{l b}, W_{u b}$.

$$
\begin{align*}
W_{n}\left(\Omega_{0}+\omega\right)= & \frac{X_{0}^{2}}{4}\left[W_{\alpha}(\omega)+W_{\phi}(\omega)-2 \operatorname{Im}\left\{W_{\alpha \phi}(\omega)\right\}\right]  \tag{6.31}\\
W_{\alpha}(\omega)= & \frac{1}{X_{0}^{2}}\left[W_{n}\left(\Omega_{0}-\omega\right)+W_{n}\left(\Omega_{0}+\omega\right)\right. \\
& \left.\quad+2 \operatorname{Re}\left\{e^{-j 2 \phi_{0}} W_{l u b}(\omega)\right\}\right]  \tag{6.32}\\
W_{\phi}(\omega)= & \frac{1}{X_{0}^{2}}\left[W_{n}\left(\Omega_{0}-\omega\right)+W_{n}\left(\Omega_{0}+\omega\right)\right. \\
& \left.\quad-2 \operatorname{Re}\left\{e^{-j 2 \phi_{0}} W_{l u b}(\omega)\right\}\right] \tag{6.33}
\end{align*}
$$

Only for the cross-spectrum $W_{l u b}$ there is no equivalent expression, because signals with different and non overlapping frequency ranges, in this case the lower and upper high-frequency noise sidebands, are always uncorrelated according to the mathematical definition. A comparison of the equations (6.30) to (6.33) with the equations (6.14) and (6.15) shows, that again we can describe the carrier amplitude and phase noise or the carrier sideband noise by complex phasors. The squared magnitudes of these phasors are equivalent to the corresponding noise spectra. We may observe, however, that in contrast to linear systems we often calculate spectra by combing phasors of different frequency bands. Furthermore, as an example, the phasor product $X_{l} X_{u}$ and not $X_{l}^{*} X_{u}$ stands for the cross-spectrum $W_{l u b}$. With the power spectra $W_{\alpha}(\omega)$ and $W_{\phi}(\omega)$ of the amplitude and phase noise as well as their cross-spectrum $W_{\alpha \phi}$ the noise properties of a non-linear two-port are described completely and much more in detail than by the concept of the noise figure. The frequency $\omega$ is named the baseband or offset frequency. Normally, all spectra will change, if one parameter of the input signal is changed, e.g. the frequency, the amplitude, or the form of the signal.

### 6.5 NORMALIZED SINGLE SIDEBAND NOISE POWER DENSITY

As has been shown in the preceding sections, the noise behavior of a nonlinear two-port with a noise-free and precisely specified periodic input signal
or an input signal with known noise fluctuations is fully characterized by the noise spectra $W_{\alpha}, W_{\phi}$ and $W_{\alpha \phi}$. However, these quantities can not be measured directly by a sensitive spectrum analyzer, as is possible for the highfrequency noise spectra. According to the equations (6.30) and (6.31) the noise sidebands depend upon the amplitude and phase noise in a rather complicated way. The relations simplify essentially, if one of the two kinds of fluctuations can be neglected. Quite often the phase noise dominates and the amplitude noise can be neglected. In this case, the equations (6.30) and (6.31) simplify to

$$
\begin{equation*}
W_{n}\left(\Omega_{0}-\omega\right)=W_{n}\left(\Omega_{0}+\omega\right)=\frac{X_{0}^{2}}{4} W_{\phi}(\omega) \tag{6.34}
\end{equation*}
$$

or for a one-sided noise spectrum to

$$
\begin{equation*}
W_{n}\left(\Omega_{0} \pm \omega\right)=\frac{X_{0}^{2}}{4} W_{\phi}(\omega) \tag{6.35}
\end{equation*}
$$

The term $X_{0}^{2} / 2$ is a measure of the power $P_{c}$ of the carrier, $\mathrm{W}_{n}\left(\Omega_{0} \pm \omega\right)$ is a measure of the noise power $P_{s s b}$ of one sideband in 1 Hz bandwidth and at an offset-frequency $\omega$ from the carrier. Figure 6.6 schematically shows the powers


Fig. 6.6 Illustration of the normalized single sideband noise power.
$P_{c}$ and $P_{s s b}$ within the spectrum of a large sinusoidal signal plus noise. The ratio $P_{s s b} / P_{c}$ is the normalized single sideband noise power. With Eq. (6.35) we obtain for a carrier with phase noise:

$$
\begin{equation*}
\left(\frac{P_{s s b}}{P_{c}}\right)_{\phi}=\frac{1}{2} \mathrm{~W}_{\phi}(\omega)=W_{\phi}(\omega) \tag{6.36}
\end{equation*}
$$

A similar relation may be given for the case where the noise sidebands are caused by amplitude fluctuations only:

$$
\begin{equation*}
\left(\frac{P_{s s b}}{P_{c}}\right)_{\alpha}=\frac{1}{2} \mathrm{~W}_{\alpha}(\omega)=W_{\alpha}(\omega) \tag{6.37}
\end{equation*}
$$

The equations (6.36) and (6.37) may also be regarded as definitions for the equivalent normalized single sideband noise power of the amplitude and phase noise, when both kinds of fluctuations are present simultaneously. The noise powers then are no longer identical to the physical high-frequency noise sidebands. However, the ratios $\left(P_{s s b} / P_{c}\right)_{\alpha}$ and $\left(P_{s s b} / P_{c}\right)_{\phi}$ can be used for the characterization of the carrier noise instead of the spectra $W_{\alpha}$ and $W_{\phi}$, as is often done in practice. The power ratios are usually given logarithmically in $\mathrm{dBc} / \mathrm{Hz}$ as a function of the offset frequency $\omega$. The correlation between amplitude and phase noise usually is not specified in data sheets. The crossspectrum $W_{\alpha \phi}$ is less important and is also difficult to measure.

### 6.6 AMPLITUDE AND PHASE NOISE OF AMPLIFIERS

In the following, we will discuss the amplitude noise and the phase noise of amplifiers for various drive levels. If the noise-free sinusoidal input signal with the angular frequency $\Omega_{0}$ and the amplitude $X_{0}$ is small enough so that nonlinear effects will not occur in the amplifier, then only a white noise signal with the constant spectral density $W_{0}$ is superimposed to the carrier. Since there is no interaction between the carrier and the noise signal, the noise spectrum remains unchanged and we obtain for the noise sidebands

$$
\begin{equation*}
W_{n}\left(\Omega_{0}-\omega\right)=W_{n}\left(\Omega_{0}+\omega\right)=W_{0}=\mathrm{const} \tag{6.38}
\end{equation*}
$$

Furthermore, both sidebands are independent of each other, because no coupling occurs via the carrier. Therefore, the equivalent baseband signals are uncorrelated:

$$
\begin{equation*}
W_{l u b}(\omega)=0 \tag{6.39}
\end{equation*}
$$

With the equations $(6.32),(6.33)$ and (6.38), (6.39) we obtain for the spectra of the amplitude and phase fluctuations the simple result

$$
\begin{equation*}
W_{\alpha}(\omega)=W_{\phi}(\omega)=\frac{2}{X_{0}^{2}} W_{0} \tag{6.40}
\end{equation*}
$$

Thus we see that the superposition of white noise to a sinusoidal carrier leads to amplitude and phase noise with identical white spectra. Starting from Eq. (6.15) we are also able to calculate the cross-spectrum of the amplitude and phase noise. We obtain:

$$
\begin{equation*}
\left(\frac{\Delta X}{X_{0}}\right)^{*} \Delta \Phi=\frac{1}{X_{0}^{2}}\left[j\left|X_{l}\right|^{2}-j\left|X_{u}\right|^{2}-j e^{-j 2 \phi_{0}} X_{l} X_{u}+j e^{j 2 \phi_{0}} X_{l}^{*} X_{u}^{*}\right] \tag{6.41}
\end{equation*}
$$

With the equations (6.38) and (6.39) the result for the cross-spectrum from Eq. (6.41) is

$$
\begin{equation*}
W_{\alpha \phi}(\omega)=\frac{1}{X_{0}^{2}}\left[j W_{n}\left(\Omega_{0}-\omega\right)-j W_{n}\left(\Omega_{0}+\omega\right)\right]=0 \tag{6.42}
\end{equation*}
$$

We thus conclude that, for the assumptions made, the phase noise and the amplitude noise are completely uncorrelated.

Within the limits of linear amplification the amplitude and phase noise may also be expressed by the noise figure $F$. If both the carrier and the noise signals are referred to the amplifier input port, then $X_{0}^{2} / 2$ corresponds to the carrier input power $P_{i n}$ and $F k T_{0}$ is the one-sided spectral power density of the white noise, which is referred to the carrier at the input port. Then

$$
\begin{equation*}
W_{\alpha}(\omega)=W_{\phi}(\omega)=\frac{1}{2} \frac{F k T_{0}}{P_{i n}} \tag{6.43}
\end{equation*}
$$

or with the equations (6.36), (6.37)

$$
\begin{equation*}
\left(\frac{P_{s s b}}{\bar{P}_{c}}\right)_{\alpha}=\left(\frac{P_{s s b}}{P_{c}}\right)_{\phi}=\frac{1}{2} \frac{F k T_{0}}{P_{i n}} . \tag{6.44}
\end{equation*}
$$

For example, for a noise figure of $F=2 \doteq 3 \mathrm{~dB}$ and $P_{\text {in }}=1 \mu \mathrm{~W} \hat{=}-30$ dBm Eq. (6.44) yields $-144 \mathrm{dBc} / \mathrm{Hz}$, independent of the offset frequency $\omega$. Apparently, the amplitude and phase noise can be reduced by increasing the input power. A limit is reached when the amplifier is driven into saturation and thus the linear range is left.

In the strongly non-linear region, the amplifier may approximately be treated as if the carrier is modulated in amplitude and phase by a single low frequency noise process. Therefore, one may write for the fluctuations in complex form:

$$
\begin{align*}
\frac{\Delta X}{X_{0}} & =m_{\alpha} M  \tag{6.45}\\
\Delta \Phi & =m_{\phi} M . \tag{6.46}
\end{align*}
$$

Here, the phasor $M$ describes the low frequency noise process, which is linked to the amplitude and phase noise of the carrier by the complex frequencyindependent modulation factors $m_{\alpha}$ and $m_{\phi}$. With $\left|M^{2}\right| \hat{=} W_{m}$ the spectra are given by

$$
\begin{align*}
& W_{\alpha}(\omega)=\left|m_{\alpha}\right|^{2} W_{m}(\omega)  \tag{6.47}\\
& W_{\phi}(\omega)=\left|m_{\phi}\right|^{2} W_{m}(\omega) \tag{6.48}
\end{align*}
$$

Since both kinds of fluctuations are caused by the same noise source, we expect that the amplitude and phase noise are perfectly correlated. This is confirmed by a direct calculation via the equations (6.45) and (6.46). From $\left(\Delta X / X_{0}\right)^{*} \Delta \Phi$ we conclude

$$
\begin{equation*}
W_{\alpha \phi}(\omega)=m_{\alpha}^{*} m_{\phi} W_{m}(\omega), \tag{6.49}
\end{equation*}
$$

and the normalized cross-spectrum

$$
\begin{equation*}
\frac{W_{\alpha \phi}(\omega)}{\sqrt{W_{\alpha}(\omega) W_{\phi}(\omega)}}=\frac{m_{\alpha}^{*} m_{\phi}}{\left|m_{\alpha}\right|\left|m_{\phi}\right|} \tag{6.50}
\end{equation*}
$$

has a magnitude of one.
With the equations (6.30) and (6.31) the spectra of the high-frequency noise sidebands are obtained as

$$
\begin{align*}
& W_{n}\left(\Omega_{0}-\omega\right)=\frac{X_{0}^{2}}{4}\left[\left|m_{\alpha}\right|^{2}+\left|m_{\phi}\right|^{2}+2 \operatorname{Im}\left\{m_{\alpha}^{*} m_{\phi}\right\}\right] W_{m}(\omega)  \tag{6.51}\\
& W_{n}\left(\Omega_{0}+\omega\right)=\frac{X_{0}^{2}}{4}\left[\left|m_{\alpha}\right|^{2}+\left|m_{\phi}\right|^{2}-2 \operatorname{Im}\left\{m_{\alpha}^{*} m_{\phi}\right\}\right] W_{m}(\omega) \tag{6.52}
\end{align*}
$$

The imaginary part of the product $m_{\alpha}^{*} m_{\phi}$ disappears if the amplitude and phase modulation have the same phase. Then, the high-frequency noise spectrum is symmetrical with respect to the carrier frequency $\Omega_{0}$. If one of the two kinds of modulation dominates, the spectrum also is symmetrical. In general, however, the noise sidebands may differ in magnitude. With the help of Eq. (6.14) we are able to determine the cross-spectrum of the equivalent base band signals. From

$$
\begin{align*}
X_{l} X_{u}= & \frac{X_{0}^{2}}{4}\left[e^{j 2 \phi_{0}}\left|\frac{\Delta X}{X_{0}}\right|^{2}-e^{j 2 \phi_{0}}|\Delta \Phi|^{2}\right. \\
& \left.+j e^{j 2 \phi_{0}}\left(\frac{\Delta X}{X_{0}}\right)^{*} \Delta \Phi+j e^{j 2 \phi_{0}} \frac{\Delta X}{X_{0}} \Delta \Phi^{*}\right] \tag{6.53}
\end{align*}
$$

we get for the cross-spectrum from the equations (6.47) to (6.49)

$$
\begin{equation*}
W_{l u b}(\omega)=\frac{X_{0}^{2}}{4} e^{j 2 \phi_{0}}\left[\left|m_{\alpha}\right|^{2}-\left|m_{\phi}\right|^{2}+2 j \operatorname{Re}\left\{m_{\alpha}^{*} m_{\phi}\right\}\right] W_{m}(\omega) \tag{6.54}
\end{equation*}
$$

From equations (6.51), (6.52) and (6.54) the normalized cross-spectrum can be calculated:

$$
\begin{align*}
& \frac{W_{l u b}(\omega)}{\sqrt{W_{n}\left(\Omega_{0}-\omega\right) W_{n}\left(\Omega_{0}+\omega\right)}} \\
& =e^{j 2 \phi_{0}} \frac{\left|m_{\alpha}\right|^{2}-\left|m_{\phi}\right|^{2}+2 j \operatorname{Re}\left\{m_{\alpha}^{*} m_{\phi}\right\}}{\sqrt{\left(\left|m_{\alpha}\right|^{2}+\left|m_{\phi}\right|^{2}\right)^{2}-4 \operatorname{Im}^{2}\left\{m_{\alpha}^{*} m_{\phi}\right\}}} . \tag{6.55}
\end{align*}
$$

A more detailed analysis of Eq. (6.55) shows that also the normalized crossspectrum of the noise sidebands has a unit magnitude, as was to be expected from the analogy to the spectrum $W_{\alpha \phi}$.

## Problem

6.3 Prove that the normalized cross-spectrum of Eq. (6.55) has a magnitude of one.

Finally, the normalized single sideband noise powers are obtained from equations (6.36), (6.37) and (6.47), (6.48):

$$
\begin{align*}
& \left(\frac{P_{s s b}}{P_{c}}\right)_{\alpha}=\left|m_{\alpha}\right|^{2} W_{m}(\omega)  \tag{6.56}\\
& \left(\frac{P_{s s b}}{P_{c}}\right)_{\phi}=\left|m_{\phi}\right|^{2} W_{m}(\omega) \tag{6.57}
\end{align*}
$$

Physically, the spectrum $W_{m}(\omega)$ often corresponds to the $1 / f$-noise of semiconductor components within the amplifier. Then, also the amplitude and phase fluctuations show a $1 / f$-spectrum. For a strongly non-linear mode of operation, the input power only has a minor influence on the noise of the output signal. A practical large signal amplifier is usually operated somewhere between the extreme cases regarded here. Therefore, the amplitude and phase noise in general will partly be correlated and the spectra will show a $1 / f$-region as well as a frequency independent region at higher offset frequencies.

### 6.7 TRANSFORMATION OF AMPLITUDE AND PHASE NOISE IN LINEAR TWO-PORTS

Up to now we have assumed that the amplitude and phase noise fluctuations which appear at the output of a two-port are entirely caused by noise processes within the two-port, i.e. we assumed that the input carrier signal is noise-free. This situation will never occur in practice. At least a certain noise floor will be superimposed on the input signal, for instance the thermal noise from the signal source. Generally, amplitude and phase fluctuations are altered when the signal passes through the system, if this system is frequency dependent. Therefore, the amplitude and phase fluctuations of the output signal consist of a noise contribution from the two-port itself and a contribution by the input signal.


Fig. 6.7 Linear system with the transfer function $H(\Omega)$.

In this section, a linear system with the transfer function $H(\Omega)$ as depicted in Fig. 6.7 will be considered. For the derivation of a conversion matrix we start from Eq. (6.14), assuming that the system itself is noise-free. With the phase angle $\phi_{0}$ and the magnitude $X_{0}$ of the complex input carrier signal $X_{c}=X_{0} \exp \left(j \phi_{0}\right)$ the likewise complex amplitude and phase fluctuations $\Delta X / X_{0}$ and $\Delta \Phi$ can be transformed into the complex sideband phasors $X_{l}$
and $X_{u}$ :

$$
\left[\begin{array}{c}
X_{l}^{*}  \tag{6.58}\\
X_{u}
\end{array}\right]=\frac{X_{0}}{2}\left[\begin{array}{cc}
e^{-j \phi_{0}} & -j e^{-j \phi_{0}} \\
e^{j \phi_{0}} & j e^{j \phi_{0}}
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta X}{X_{0}} \\
\Delta \Phi
\end{array}\right]
$$

A similar relation holds for the complex carrier signal at the output $Y_{c}=$ $Y_{0} \exp \left(j \psi_{0}\right)$ with the complex amplitude and phase fluctuations $\Delta Y / Y_{0}$ and $\Delta \Psi:$

$$
\left[\begin{array}{c}
Y_{l}^{*}  \tag{6.59}\\
Y_{u}
\end{array}\right]=\frac{Y_{0}}{2}\left[\begin{array}{cc}
e^{-j \psi_{0}} & -j e^{-j \psi_{0}} \\
e^{j \psi_{0}} & j e^{j \psi_{0}}
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}} \\
\Delta \Psi
\end{array}\right]
$$

Since the network with the transfer function $H$ is linear, the corresponding sidebands are at the same frequency and are linked via the transfer functions $H_{l}$ and $H_{u}$, while the carrier signals at the input and output of the network are linked by the transfer function $H_{c}$ :

$$
\begin{align*}
& Y_{l}=H\left(\Omega_{0}-\omega\right) X_{l}=H_{l} X_{l}  \tag{6.60}\\
& Y_{u}=H\left(\Omega_{0}+\omega\right) X_{u}=H_{u} X_{u}  \tag{6.61}\\
& Y_{0} e^{j \psi_{0}}=H\left(\Omega_{0}\right) X_{0} e^{j \phi_{0}}=H_{c} X_{0} e^{j \phi_{0}} . \tag{6.62}
\end{align*}
$$

From equations (6.58) to (6.61) we get

$$
\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}} \\
\Delta \Psi
\end{array}\right]=\frac{1}{2} \frac{X_{0}}{Y_{0}}\left[\begin{array}{cc}
e^{j \psi_{0}} & e^{-j \psi_{0}} \\
j e^{j \psi_{0}} & -j e^{-j \psi_{0}}
\end{array}\right]\left[\begin{array}{c}
H_{l}^{*}\left(e^{-j \phi_{0}} \frac{\Delta X}{X_{0}}-j e^{-j \phi_{0}} \Delta \Phi\right) \\
H_{u}\left(e^{j \phi_{0}} \frac{\Delta X}{X_{0}}+j e^{j \phi_{0}} \Delta \Phi\right)
\end{array}\right]
$$

and with Eq. (6.62)

$$
\left.\begin{array}{rl}
{\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}} \\
\Delta \Psi
\end{array}\right]=\frac{e^{j\left(\psi_{0}-\phi_{0}\right)}}{2 H_{c}}} & {\left[\begin{array}{l}
\left(H_{l}^{*} e^{j\left(\psi_{0}-\phi_{0}\right)}+H_{u} e^{-j\left(\psi_{0}-\phi_{0}\right)}\right) \frac{\Delta X}{X_{0}} \\
j\left(H_{l}^{*} e^{j\left(\psi_{0}-\phi_{0}\right)}-H_{u} e^{-j\left(\psi_{0}-\phi_{0}\right)}\right) \frac{\Delta X}{X_{0}}
\end{array}\right.} \\
+ & j\left(-H_{l}^{*} e^{j\left(\psi_{0}-\phi_{0}\right)}+H_{u} e^{-j\left(\psi_{0}-\phi_{0}\right)}\right) \Delta \Phi  \tag{6.63}\\
& +j\left(H_{l}^{*} e^{j\left(\psi_{0}-\phi_{0}\right)}+H_{u} e^{-j\left(\psi_{0}-\phi_{0}\right)}\right) \Delta \Phi
\end{array}\right]
$$

With

$$
\begin{equation*}
e^{j 2\left(\psi_{0}-\phi_{0}\right)}=\left(\frac{H_{c}}{\left|H_{c}\right|}\right)^{2}=\frac{H_{c}^{2}}{H_{c} H_{c}^{*}}=\frac{H_{c}}{H_{c}^{*}} \tag{6.64}
\end{equation*}
$$

one finally obtains:

$$
\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}}  \tag{6.65}\\
\Delta \Psi
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cc}
\frac{H_{u}}{H_{c}}+\frac{H_{l}^{*}}{H_{c}^{*}} & j\left(\frac{H_{u}}{H_{c}}-\frac{H_{l}^{*}}{H_{c}^{*}}\right) \\
-j\left(\frac{H_{u}}{H_{c}}-\frac{H_{l}^{*}}{H_{c}^{*}}\right) & \frac{H_{u}}{H_{c}}+\frac{H_{l}^{*}}{H_{c}^{*}}
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta X}{X_{0}} \\
\Delta \Phi
\end{array}\right]
$$

In this way, all elements of the conversion matrix can be calculated from the transfer function. We may observe from Eq. (6.65) that the amplitude and phase fluctuations of the input signal are transferred to the output by the same factor. The two factors for the AM-PM- and PM-AM-conversion differ by the sign only. For a symmetrical transfer function with respect to the carrier frequency, i.e. for $H_{u} / H_{c}=\left(H_{l} / H_{c}\right)^{*}$, there is no mutual conversion with respect of the two kinds of fluctuations. The same is true for a frequency independent network.

### 6.8 TRANSFORMATION OF AMPLITUDE AND PHASE NOISE IN NON-LINEAR TWO-PORTS

### 6.8.1 Conversion matrix

In this section, the transformation of the amplitude and phase noise in a nonlinear system will be discussed. Again, the noise fluctuations of the output signal consist of a noise contribution by the non-linear network in addition to the noise contribution from the input signal. However, by passing through the non-linear two-port, these fluctuations do not remain constant but are subject to a certain change, with a possible conversion of amplitude noise to phase noise and vice versa. If we denote the fluctuations of the input signal by $\Delta X / X_{0}$ and $\Delta \Phi$, and those of the output signal by $\Delta Y / Y_{0}$ and $\Delta \Psi$, then we can express the relation between these quantities by the following matrix equation:

$$
\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}}  \tag{6.66}\\
\Delta \Psi
\end{array}\right]=\left[\begin{array}{cc}
K_{\alpha \alpha} & K_{\alpha \phi} \\
K_{\phi \alpha} & K_{\phi \phi}
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta X}{X_{0}} \\
\Delta \Phi
\end{array}\right]+\left[\begin{array}{c}
\frac{\Delta Y_{n}}{Y_{0}} \\
\Delta \Psi_{n}
\end{array}\right]
$$

The elements of the conversion matrix $[K]$ describe the way in which the fluctuations of the input signal are changed by passing through the non-linear network, while the quantities $\Delta Y_{n} / Y_{0}$ and $\Delta \Psi_{n}$ describe the contribution of the internal noise of the two-port. These contributions have been dealt with in a preceding section. In the following, we will discuss some of the properties of the conversion matrix. The discussion is not only valid for noisy signals but also includes the case that the fluctuations are caused by a deterministic modulation, intentional or not, as long as the fluctuations are small, i.e. as long as $\left|\Delta X / X_{0}\right| \ll 1$ and $\Delta \Phi \ll 1$.

While linear two-ports can be described by a complex transfer function, non-linear networks can be characterized by the so-called describing function. For the definition, we assume at the input a perfect sinusoidal signal of angular frequency $\Omega_{0}$ with the complex amplitude $X$. Due to the non-linear properties of the two-port the output signal normally is no longer sinusoidal, however, it remains periodic with the angular frequency $\Omega_{0}$ and it will typically include higher harmonics. The output signal can therefore be described as a Fourier series with a complex amplitude $Y$ for the fundamental angular frequency $\Omega_{0}$. We will again denote $Y$ as a phasor quantity. The ratio of the complex phasors $X$ and $Y$ defines the describing function, denoted by $D$ :

$$
\begin{equation*}
D=\frac{Y}{X} \tag{6.67}
\end{equation*}
$$

The describing function does not directly depend on the higher harmonics of the output signal. In contrast to the transfer function of linear two-ports, the describing function not only is a function of the frequency but also of the amplitude of the input signal. With $X_{0}=|X|$ we can write for the describing function $D$ with respect to the amplitude and phase:

$$
\begin{equation*}
D=D_{0}\left(X_{0}, \Omega_{0}\right) e^{j \varrho\left(X_{0}, \Omega_{0}\right)} \tag{6.68}
\end{equation*}
$$

$D_{0}$ is defined as a real-valued quantity.

## Problem

6.4 A piecewise linear relation as shown in the figure below shall describe the relation between the input voltage $u_{i n}(t)$ and the output voltage $u_{o u t}(t)$ of an amplifier. Calculate the describing function in dependence of the amplitude $X_{0}$ of the input signal.


For the amplitude and phase noise, the interesting angular offset frequencies $\omega$ usually are small compared to the angular carrier frequency $\Omega_{0}$. Because we consider active non-linear devices that have a relatively large bandwidth around the center frequency $\Omega_{0}$ and due to the assumption that $\omega \ll \Omega_{0}$ we shall neglect the frequency dependence of the active non-linear two-port in
the small frequency region of $\Omega_{0} \pm \omega$. With $X=X_{0} e^{j \phi_{0}}$ and $Y=Y_{0} e^{j \psi_{0}}$ the amplitude and phase of the input signal and the amplitude and phase of the fundamental frequency component of the output signal are related by

$$
\begin{align*}
Y_{0} & =D_{0}\left(X_{0}\right) \cdot X_{0},  \tag{6.69}\\
\psi_{0} & =\phi_{0}+\varrho\left(X_{0}\right) . \tag{6.70}
\end{align*}
$$

If the amplitude and phase of the input signal change by small amounts $\Delta x$ and $\Delta \phi$, then the resulting changes $\Delta y$ and $\Delta \psi$ of the output signal may be calculated by a linear Taylor approximation of the describing function:

$$
\begin{align*}
& Y_{0}+\Delta y=\left[D_{0}\left(X_{0}\right)+\left.\frac{d D_{0}}{d X_{0}}\right|_{\hat{X}_{0}} \cdot \Delta x\right]\left(X_{0}+\Delta x\right),  \tag{6.71}\\
& \psi_{0}+\Delta \psi=\phi_{0}+\Delta \phi+\varrho\left(X_{0}\right)+\left.\frac{d \underline{\varrho}}{d X_{0}}\right|_{\hat{X}_{0}} \cdot \Delta x . \tag{6.72}
\end{align*}
$$

With Eqs. (6.69), (6.70) and by neglecting the term $(\Delta x)^{2}$ in Eq. (6.71), which is of higher order small, we obtain

$$
\begin{align*}
\Delta y & =D_{0}\left(X_{0}\right)\left[1+\left.\frac{X_{0}}{D_{0}\left(X_{0}\right)} \frac{d D_{0}}{d X_{0}}\right|_{\hat{X}_{0}}\right] \Delta x,  \tag{6.73}\\
\Delta \psi & =\Delta \phi+\left.\frac{d \varrho}{d X_{0}}\right|_{\hat{X}_{0}} \Delta x . \tag{6.74}
\end{align*}
$$

Assuming that the relations (6.73) and (6.74), which were derived for static amplitude and phase variations, are also valid for low-frequency time-variant fluctuations, the elements of the conversion matrix directly follow as

$$
\begin{align*}
K_{\alpha \alpha} & =1+\left.\frac{X_{0}}{D_{0}\left(X_{0}\right)} \frac{d D_{0}}{d X_{0}}\right|_{\hat{X}_{0}}  \tag{6.75}\\
K_{\alpha \phi} & =0  \tag{6.76}\\
K_{\phi \alpha} & =\left.X_{0} \frac{d \underline{\varrho}}{d X_{0}}\right|_{\hat{X}_{0}}  \tag{6.77}\\
K_{\phi \phi} & =1 \tag{6.78}
\end{align*}
$$

With derivations with respect to amplitude and phase of the describing function, we can define an amplitude compression factor $k_{\alpha}$ and an AM-PM conversion factor $k_{\phi}$ :

$$
\begin{align*}
k_{\alpha} & =-\left.\frac{X_{0}}{D_{0}\left(X_{0}\right)} \frac{d D_{0}}{d X_{0}}\right|_{\hat{X}_{0}}  \tag{6.79}\\
k_{\phi} & =\left.X_{0} \frac{d \underline{\varrho}}{d X_{0}}\right|_{\hat{X}_{0}} \tag{6.80}
\end{align*}
$$

We can thus write the conversion matrix in the following form:

$$
[K]=\left[\begin{array}{cc}
1-k_{\alpha} & 0  \tag{6.81}\\
k_{\phi} & 1
\end{array}\right]
$$

In the linear case we have $k_{\alpha}=k_{\phi}=0$. The amplitude and phase fluctuations of the input signal are not changed by the two-port, under the assumption, however, that the frequency dependence of the two-port can be neglected.

## Problem

6.5 Determine the amplitude compression factor $k_{\alpha}$ for the amplifier example of the problem (6.4). What is the value of $k_{\phi}$ ?

### 6.8.2 Large signal amplifiers

For an amplifier under large signal conditions, the amplitude compression is the main effect of the non-linear operation. The AM-PM conversion may be important since it can cause crosstalk, if the carrier is subject to a combined amplitude and phase modulation. For noise considerations the conversion factor $k_{\phi}$ is of minor importance. In practical systems the phase noise usually dominates. Then it is of no concern if a part of the much smaller amplitude noise is converted into phase noise. For this reason, the AM-PM conversion factor $k_{\phi}$ will be neglected in the following.

For a large number of amplifiers, the dependence of the power gain $G_{p}$ as a function of the signal input power $P_{s}$ may approximately be described by the following empirical equation:

$$
\begin{equation*}
G_{p}\left(P_{s}\right)=\frac{P_{s a t}}{P_{s}}\left[1-\exp \left(-\frac{G_{0} P_{s}}{P_{s a t}}\right)\right] . \tag{6.82}
\end{equation*}
$$

Here, $G_{0}$ is the small signal power gain and $P_{\text {sat }}$ the saturation value of the output power. For $P_{s} \ll P_{s a t} / G_{0}$ we get $G_{p}=G_{0}$. With Eq. (6.82) we are able to determine the compression factor $k_{\alpha}$. If we assume a real input impedance $Z_{i}$ of the amplifier and a voltage amplitude $X_{i}$ of the input signal, then $P_{s}=X_{i}^{2} /\left(2 Z_{i}\right)$. The corresponding describing function of the amplifier follows from the equation (6.82):

$$
\begin{equation*}
D_{0}\left(X_{i}\right)=\sqrt{\frac{2 Z_{i} P_{s a t}}{X_{i}^{2}}\left[1-\exp \left(-\frac{G_{0} X_{i}^{2}}{2 Z_{i} P_{s a t}}\right)\right]} . \tag{6.83}
\end{equation*}
$$

With Eqs. (6.79) and (6.83) the amplitude compression factor $k_{\alpha}$ is obtained as:

$$
\begin{equation*}
k_{\alpha}=\frac{\frac{2 Z_{i} P_{\text {sat }}}{X_{i}^{2}}\left[1-\exp \left(-\frac{G_{0} X_{i}^{2}}{2 Z_{i} P_{\text {sat }}}\right)\right]-G_{0} \exp \left(-\frac{G_{0} X_{i}^{2}}{2 Z_{i} P_{\text {sat }}}\right)}{\frac{2 Z_{i} P_{\text {sat }}}{X_{i}^{2}}\left[1-\exp \left(-\frac{G_{0} X_{i}^{2}}{2 Z_{i} P_{\text {sat }}}\right)\right]} \tag{6.84}
\end{equation*}
$$

or

$$
\begin{equation*}
k_{\alpha}=1-\frac{G_{0}}{G_{p}\left(P_{s}\right)} \exp \left(-\frac{G_{0} P_{s}}{P_{s a t}}\right) \tag{6.85}
\end{equation*}
$$

For small input powers, i.e. for $P_{s} \ll P_{s a t} / G_{0}$, we see that $k_{\alpha} \approx 0$ and an amplitude compression does not occur. With increasing input power the exponential function in Eq. (6.85) converges to zero and $k_{\alpha}$ approaches the value one. For $k_{\alpha}=1$ all amplitude fluctuations of the input signal will be perfectly suppressed, the amplitude of the output signal is constant.

In order to estimate typical values of $k_{\alpha}$ within the limits 0 and 1 , it should be clarified which input power is a suitable or perhaps optimum choice for a large signal amplifier. For a power amplifier one often attempts to optimize the difference between the output power $G_{p} P_{s}$ and the input power $P_{s}$, i.e. the added power $\Delta P_{s}$. With Eq. (6.82) we obtain for this power difference:

$$
\begin{equation*}
\Delta P_{s}=G_{p} P_{s}-P_{s}=P_{s a t}\left[1-\exp \left(-\frac{G_{0} P_{s}}{P_{s a t}}\right)\right]-P_{s} \tag{6.86}
\end{equation*}
$$

Differentiation with respect to $P_{s}$ yields

$$
\begin{equation*}
\frac{d\left(\Delta P_{s}\right)}{d P_{s}}=G_{0} \exp \left(-\frac{G_{0} P_{s}}{P_{s a t}}\right)-1 \tag{6.87}
\end{equation*}
$$

From this result we obtain the optimum input power

$$
\begin{equation*}
P_{s, o p t}=\frac{P_{s a t}}{G_{0}} \ln G_{0} \tag{6.88}
\end{equation*}
$$

The power gain at this point of operation is

$$
\begin{equation*}
G_{p}\left(P_{s, o p t}\right)=\frac{G_{0}}{\ln G_{0}}\left(1-\frac{1}{G_{0}}\right)=\frac{G_{0}-1}{\ln G_{0}} \tag{6.89}
\end{equation*}
$$

Finally, we get for the corresponding amplitude compression factor

$$
\begin{equation*}
k_{\alpha}=1-\frac{1}{G_{p}\left(P_{s, o p t}\right)}=1-\frac{\ln G_{0}}{G_{0}-1} . \tag{6.90}
\end{equation*}
$$

In Fig. 6.8 we can see this relation in a graphical form. For a typical small signal gain usually between 6 dB and 20 dB , we observe a strong amplitude compression if the amplifier is operated as a power amplifier with optimum drive level. Because this compression partly also suppresses amplitude fluctuations that are generated in the amplifier itself, the amplitude noise is usually smaller than the phase noise. The phase noise is nearly uneffected by nonlinear effects, due to $K_{\phi \phi}=1$.


Fig. 6.8 Amplitude compression factor for an optimal operation point.

### 6.8.3 Frequency multipliers and dividers

Up to now, the input and output signals of the non-linear two-ports had the same frequency. Because of $K_{\phi \phi}=1$ the phase fluctuations of the input signal are transferred to the output without change, except for internal noise and possibly additional noise contributions due to AM-PM conversion. This is no longer true if the output frequency changes due to frequency multiplication or frequency division.

If the input signal of a frequency multiplier is described by

$$
\begin{equation*}
x(t)=X_{0} \cos [\Omega t+\Delta \phi(t)], \tag{6.91}
\end{equation*}
$$

then the output signal is given by

$$
\begin{equation*}
y(t)=Y_{0} \cos [N \Omega t+N \Delta \phi(t)] \tag{6.92}
\end{equation*}
$$

with $N$ as the multiplication factor. The ratio of the amplitudes $Y_{0}$ and $X_{0}$ depends upon the conversion loss or the gain, respectively, of the frequency multiplier. As a consequence of the frequency multiplication all phase excursions are amplified by the factor $N$, too. If the phase fluctuations of the output signal are denoted by $\Delta \psi(t)$, then Eq. (6.92) yields

$$
\begin{equation*}
\Delta \psi(t)=N \cdot \Delta \phi(t) \tag{6.93}
\end{equation*}
$$

or

$$
\begin{equation*}
K_{\phi \phi}=N \tag{6.94}
\end{equation*}
$$

This linear relationship can be transformed directly into a relation of the corresponding spectra, i.e. the input spectrum $W_{\phi}(\omega)$ and the output spectrum $W_{\psi}(\omega)$ :

$$
\begin{equation*}
W_{\psi}(\omega)=N^{2} W_{\phi}(\omega) \tag{6.95}
\end{equation*}
$$

Due to Eq. (6.36) the factor $N^{2}$ is also valid for the normalized single sideband noise powers. Then, e.g. for a multiplication by a factor of 10 , the ratio of the
single sideband noise power to the carrier power deteriorates by 20 dB . This effect normally is crucial for the phase noise of the output signal. The contribution from the internal noise of the multiplier can often be neglected. Good practical frequency multipliers, e.g. multipliers with step recovery diodes, usually only show an internal noise slightly above thermal noise and also low $1 / f$ noise cut-off frequencies.

For the generation of microwave signals with good long term frequency stability, the output signal of a quartz crystal oscillator is often multiplied by a chain of multipliers up to the required frequency. In this way, the total multiplication factor can be rather high and, therefore, a strong phase noise of the output signal can result. If, e.g., the crystal oscillator has a frequency of 10 MHz and an output power of 10 dBm and if one assumes that -as the best possible situation- only thermal noise of $-174 \mathrm{dBm} / \mathrm{Hz}$ is added to the carrier, then the phase noise of the crystal oscillator is $\left(P_{s s b} / P_{c}\right)_{\phi}=-187 \mathrm{dBc} / \mathrm{Hz}$. This value results from Eq. (6.44) with $F=1$ and $P_{i n}=10 \mathrm{dBm}$. By a multiplication to a frequency of e.g. 10 GHz the normalized single sideband noise power deteriorates by 60 dB to $\left(P_{s s b} / P_{c}\right)_{\psi}=-127 \mathrm{dBc} / \mathrm{Hz}$.

For frequency dividers with the division ratio $N$ we observe just the inverse relationships. If, again, we denote the phase fluctuations of the input signal by $\Delta \phi(t)$ and those of the output signal by $\Delta \psi(t)$, then we have

$$
\begin{equation*}
\Delta \psi(t)=\frac{1}{N} \cdot \Delta \phi(t) \tag{6.96}
\end{equation*}
$$

or

$$
\begin{equation*}
K_{\phi \phi}=\frac{1}{N} \tag{6.97}
\end{equation*}
$$

Again, this linear relationship can be transformed into a relation of the corresponding spectra:

$$
\begin{equation*}
W_{\psi}(\omega)=\frac{1}{N^{2}} W_{\phi}(\omega) \tag{6.98}
\end{equation*}
$$

Because the phase fluctuations of the input signal are reduced in magnitude at the output, the contribution of the internal noise of the divider to the output phase noise will typically be of relevance. Therefore, for frequency dividers the magnitude of the internal noise is of greater importance than for frequency multipliers and is more likely to contribute to the overall noise performance of a system.

## Problem

6.6 The input signal of a frequency divider with a division ratio of $N$ consists of two sinusoidal components with the small frequency difference $\Delta f=f_{2}-f_{1}$ and the large amplitude ratio $A_{1} / A_{2} \gg 1$ according to the figure below. What does the spectrum of the output signal look like? The same question should be answered for a frequency multiplier with a multiplication factor of $N$.


### 6.8.4 Frequency converters or mixers

For a shift in frequency of a carrier signal with small phase fluctuations by means of a frequency converter or mixer the situation is particularly simple, if we can assume that the mixer is operated quasi linearly or parametrically. Under this and the further assumption that the local oscillator signal is ideal and free of noise and neglecting the noise contribution of the mixer itself, it follows that the output phase noise $\Delta \psi(t)$ is equal to the input phase noise $\Delta \phi(t)$, independent of the frequencies involved:

$$
\begin{equation*}
\Delta \psi(t)=\Delta \phi(t) \tag{6.99}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{\phi \phi}=1 . \tag{6.100}
\end{equation*}
$$

From this result we conclude that the corresponding spectra are equal:

$$
\begin{equation*}
W_{\psi}(\omega)=W_{\phi}(\omega) \tag{6.101}
\end{equation*}
$$

Under the assumption of quasi-linearity of the mixer also the amplitude fluctuations will linearly be transposed in frequency. If, however, we do not neglect the phase fluctuations of the local oscillator $\Delta \Phi_{c}$ with the corresponding spectrum $W_{c}$, then the equation (6.101) will read as

$$
\begin{equation*}
W_{\psi}(\omega)=W_{\phi}(\omega)+W_{c}(\omega), \tag{6.102}
\end{equation*}
$$

provided that the local oscillator signal is free of amplitude fluctuations and that its phase noise is not correlated with the phase noise of the other signals. The last equation (6.102) is even valid under large signal conditions for all signals involved at the mixer, as long as the signals are free of amplitude fluctuations. Furthermore, we must require, as before, that the signals due to phase fluctuations are small relative to the carrier signals.

### 6.9 MEASUREMENT OF THE PHASE NOISE

The amplitude noise of a non-linear two-port is not measured very often, because it is not as important as the phase noise and because its measurement


Fig. 6.9 Measurement of the phase noise of non-linear two-ports.
is less straightforward. The phase noise, on the other hand can be determined relatively easy. The measurement principle is demonstrated in Fig. 6.9.

The input signal $x(t)$ and the output signal $y(t)$ of a non-linear two-port are both connected to the input ports of a phase detector. With $x(t)=$ $X_{0} \cos \left[\Omega_{0} t+\Delta \phi(t)\right]$ and $y(t)=Y_{0} \cos \left[\Omega_{0} t+\Delta \psi(t)\right]$ the voltage $u(t)$ at the output of the phase detector is proportional to the difference of the phase fluctuations of $x(t)$ and $y(t)$. The proportionality constant is named $K_{P D}$ :

$$
\begin{equation*}
u(t)=K_{P D}[\Delta \psi(t)-\Delta \phi(t)] \tag{6.103}
\end{equation*}
$$

The phase fluctuations $\Delta \psi(t)$ of the output signal include the fluctuations $\Delta \phi(t)$ of the input signal and the noise contribution $\Delta \psi_{n}(t)$ of the noisy twoport under test:

$$
\begin{equation*}
\Delta \psi(t)=\Delta \phi(t)+\Delta \psi_{n}(t) \tag{6.104}
\end{equation*}
$$

We can thus write for the spectrum of $u(t)$ :

$$
\begin{equation*}
W_{u}(\omega)=K_{P D}^{2} \cdot W_{\psi n}(\omega) \tag{6.105}
\end{equation*}
$$

Therefore, the spectrum $W_{u}$ is a replica of the spectrum $W_{\psi n}$ of the internal noise fluctuations of the two-port under test. After a sufficient amplification it can be displayed, e.g. with a spectrum analyzer.

For a quantitative measurement we need to know the product of the phase detector constant $K_{P D}$ and the amplification factor between the phase detector and the display system. This product can be determined e.g. by a calibration measurement. For this purpose, two sinusoidal signals of the same frequency can be applied to the inputs of the phase detector. One of these signals is phase modulated in a well defined manner. The frequency and amplitude of the calibration signals must be identical to those of the measurement signals, because otherwise the detector constant $K_{P D}$ may change.

For not too high frequencies, integrated digital circuits are available as phase detectors. For even higher frequencies one can employ balanced mixers for this purpose. The sensitivity then depends according to a sinus function on the phase difference of the two input signals. In order to adjust the system for maximum sensitivity, the circuit in Fig. 6.9 must be extended by a
variable phase shifter at one of the input ports of the phase detector. In practice, however, and for convenience one should first try to perform the phase noise measurement directly with a sensitive high-frequency spectrum analyzer instead of using a measurement circuit as shown in Fig. 6.9. This requires that the amplitude fluctuations are small enough which often is the case. The spectrum analyzer offers the additional advantage of a spectrum power calibration.

## Problem

6.7 A balanced mixer can be treated as an ideal analog multiplier. Determine the phase detector constant $K_{P D}$.

The circuit in Fig. 6.9 can only be applied if no frequency translation occurs within the non-linear two-port under test. In order to perform also measurements with frequency multipliers and frequency dividers we must extend the circuit according to Fig. 6.10. In this measurement setup instead of one circuit


Fig. 6.10 Measurement circuit for the phase noise with two identical nonlinear two-ports.
under test, two samples of the two-port under test are required with properties as similar as possible. The input signal $x(t)$ is applied to both two-ports. The phase fluctuations $\Delta \psi_{1}(t)$ and $\Delta \psi_{2}(t)$ of the output signals both contain a contribution of the input noise signal and the internal noises $\Delta \psi_{n 1}(t)$ and $\Delta \psi_{n 2}(t)$ :

$$
\begin{align*}
& \Delta \psi_{1}(t)=N \cdot \Delta \phi(t)+\Delta \psi_{n 1}(t)  \tag{6.106}\\
& \Delta \psi_{2}(t)=N \cdot \Delta \phi(t)+\Delta \psi_{n 2}(t) \tag{6.107}
\end{align*}
$$

For frequency multipliers and frequency dividers, the frequency multiplication factor or division factor $N$ is different from one, i.e. $N \neq 1$. For the spectrum $W_{u}$ the equations (6.103), (6.106) and (6.107) yield

$$
\begin{equation*}
W_{u}(\omega)=K_{P D}^{2}\left[W_{\psi n 1}(\omega)+W_{\psi n 2}(\omega)\right] \tag{6.108}
\end{equation*}
$$

because the noise contributions of both two-ports under test are uncorrelated and because the phase fluctuations $\Delta \phi(t)$ of the input signals cancel. As a result the measurement delivers the sum of both phase noises of the twoports under test. For equal or nearly equal noise properties of the two-ports, we therefore obtain the result of the individual two-port simply by reducing the total measurement result of the spectrum by 3 dB . If the two-ports are unequal, then the spectrum of any of the two two-ports is smaller than the measured total spectrum. Furthermore, if available, the second measurement object may be replaced by a frequency multiplier or frequency divider with much lower noise. In this case, the total measured output noise directly yields the phase noise of the device under test. Finally, as will be shown in the next problem, one can use three possibly different devices under test and perform three paired measurements in order to determine all individual phase noise spectra.

## Problem

6.8 Three samples of a frequency divider (frequency multiplier) with equal or unequal noise properties are available. Determine the individual noise properties of the dividers (multipliers) from the result of sequential measurements of all possible pairs of the samples.

Again, in practice, and for convenience, one will usually first try to perform the phase noise measurement directly with a sensitive high-frequency spectrum analyzer and not use a measurement circuit as in Fig. 6.10. Again the requirement for this procedure is that the amplitude fluctuations are small enough compared with the phase fluctuations, which very often is the case. Furthermore, it is required that the phase noises of the internal sources of the spectrum analyzer are smaller than the phase noise to be measured. The spectrum analyzer offers the additional advantage of an easy spectrum power calibration. Fig. 6.11 shows examples of typical measured results of the internal phase noise for an amplifier and a frequency divider in a schematic representation.


Fig. 6.11 Phase noise of (a) an amplifier and (b) of a frequency divider.
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## $\gamma$

## Noise in Oscillators

The output signal of an ideal oscillator has an exactly periodic, for highfrequency oscillators usually a sinusoidal, function of time. The frequency and the amplitude of the output signal are constant with time, except for possible slow drift effects, e.g. by temperature changes or aging effects. For a real oscillator, the noise processes within the circuit lead to small disturbances of the frequency or phase and the amplitude of the output signal. As for the nonlinear two-ports of Chapter 6, we will describe the disturbing effects of the noise on the output signal by amplitude and phase fluctuations of the carrier signal. Therefore, we can fully adopt the concepts of this former chapter, e.g. the concept of single sideband noise power.

In this chapter, we will discuss models that allow one to describe the influence of the different circuit parameters on the noise behavior of the oscillator. Furthermore, we will introduce possible concepts for the practical realization of low-noise signal sources. Finally, we will deal with the appropriate measurement techniques.

### 7.1 TWO-PORT AND ONE-PORT OSCILLATORS

Each oscillator consists of an active amplifying part and a passive network with a frequency selective feedback circuit that determines the oscillation frequency and a signal divider part to branch off the output signal. Principally, there are two different classes of oscillators. A two-port oscillator consists of an active two-port, that provides amplification, and a passive, resonant and thus
frequency selective feedback network, which together with the output port may be described as a three-port (Fig. 7.1). One-port oscillators are based on an active one-port with a negative real part of its terminal impedance and a passive frequency selective circuit, which is usually a two-port. One-port oscillators are the typical choice in the mm-wave region, while at lower frequencies both types of oscillators are employed. Often it only depends on the point of view, whether the oscillator topology is considered as a one-port or a two-port oscillator. Most common active elements are bipolar transistors and field effect transistors. Gunn and Impatt diodes are sometimes found in existing mm-wave oscillators but are now more and more replaced by bipolar and field effect transistors. Vacuum tubes are still very important for oscillators with high powers and high frequencies but will not be discussed in this text.


Fig. 7.1 Block diagram of (a) a two-port and (b) a one-port oscillator.

### 7.2 OSCILLATION CONDITION

Both kinds of oscillators can be described by the flow graph shown in Fig. 7.2. The active element is operated under large signal conditions and, therefore, must be treated as a non-linear network. The relationship between the complex input phasor $X$ with $|X|=X_{0}$, a signal with a sinusoidal waveform, and the complex phasor of the output $Y$, a signal component at the fundamental frequency which, therefore, also has a sinusoidal wave form, is given by the describing function $D$

$$
\begin{equation*}
Y=D\left(X_{0}\right) X \tag{7.1}
\end{equation*}
$$

We will assume throughout this chapter that the describing function of the active element of an oscillator, operating at a fixed frequency, only depends on the amplitude of the input signal and not on the frequency.

For oscillators this assumption is usually justified, because the frequency dependence of the active part normally is negligible compared with the strongly frequency dependent passive part of the circuit, which typically has the prop-


Fig. 7.2 General block diagram of oscillators.
erties of a resonator. For the two-port oscillator the phasors $X$ and $Y$ describe the input and output signals of the active two-port, e.g. the input and output signals of a bipolar or field effect transistor. With respect to the dimension these signals may be voltages, currents or waves. If quantities of the same dimension are used for the input and output signal, then the describing function is dimensionless. For a one-port oscillator the describing function for the active element usually has a dimension. If the input signal is chosen as a current and the output signal as a voltage at the terminals of the active one-port, then the describing function has the dimension of an impedance. A dimensionless describing function results for the one-port, if the signals at the interface between the active and passive parts of the circuit are introduced as waves propagating towards and back from the active impedance. Then, the describing function corresponds to the reflection coefficient of the active one-port.

The properties of the passive network of both the two-port oscillator and the one-port oscillator are described by frequency dependent transfer functions in the signal flow diagram. The transfer function $H(\Omega)$ designates the fraction of the output signal $Y$ of the active element which is coupled back to its input as a signal $X$, in order to maintain a stationary oscillation. The transfer function $A(\Omega)$ specifies the relationship between the output signal $Y$ and the signal $Z$ at the external load impedance of the oscillator. Regarding the dimension of the transfer function, the same considerations hold as for the describing function. From Fig. 7.2 we get

$$
\begin{equation*}
X=H(\Omega) Y \tag{7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
Z=A(\Omega) Y \tag{7.3}
\end{equation*}
$$

Combining the equations (7.1) and (7.2) yields

$$
\begin{equation*}
D\left(X_{0}\right) H(\Omega)=1 \tag{7.4}
\end{equation*}
$$

This last equation is known as the oscillation condition. This condition states that the oscillator can not oscillate with arbitrary amplitude and frequency but only with those combinations of $X_{0 i}, \Omega_{i}$, which meet the condition Eq. (7.4). For a given oscillator circuit with known functions $D\left(X_{0}\right)$ and $H(\Omega)$, all possible modes of oscillation can be found by solving Eq. (7.4). On the other hand, the oscillation condition can be used as a basis for the systematic design of the oscillator circuit. For this purpose, one may start with a proper selection of the signal amplitude $X_{0}$ at the active element. Quite appropriate is the amplitude which maximizes the difference between the input and the output power (see Section 6.8.2). From the corresponding value of the describing function and Eq. (7.4), the feedback transfer function at the specified oscillation frequency is obtained. With this result the passive network can be designed. Then, with Eq. (7.4), the circuit can be analyzed once again in order to check if the oscillation condition has additional solutions at other frequencies. This must be avoided, since in this case unwanted parasitic oscillations at other frequencies are possible. If necessary, the circuit design has to be modified until a single frequency oscillation is guaranteed.

A particularly important and difficult issue in the design process is the accurate description of the active element and the describing function, either by measurement or by simulation or both. Often the description of the active element is based on a small signal characterization, which is easier to accomplish but may lead to a non-optimum output power performance. In such a situation, it is common practice to improve the performance of the oscillator empirically.

The oscillation condition is a necessary but not a sufficient condition for stationary oscillations. A further condition is that the mode of oscillation is stable, which means that, after a disturbance, the oscillation amplitude automatically returns to its former steady state value. The stability condition will be discussed later on, using results of the noise analysis.

### 7.3 NOISE ANALYSIS

The aim of the following noise analysis is the general calculation of the amplitude and phase noise of oscillators. For the amplitude and phase noise of linear and non-linear active networks the results can directly be taken from chapter 6 . For convenience, the most important results will be repeated here.

If we denote the amplitudes of the input and output signals by $X_{0}$ and $Y_{0}$, respectively, and the corresponding amplitude and phase fluctuations by $\Delta X / X_{0}$ and $\Delta Y / Y_{0}$ or $\Delta \Phi$ and $\Delta \Psi$, then we can write

$$
\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}}  \tag{7.5}\\
\Delta \Psi
\end{array}\right]=\left[\begin{array}{ll}
K_{\alpha \alpha} & K_{\alpha \phi} \\
K_{\phi \alpha} & K_{\phi \phi}
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta X}{X_{0}} \\
\Delta \Phi
\end{array}\right]+\left[\begin{array}{c}
\frac{\Delta Y_{n}}{Y_{0}} \\
\Delta \Psi_{n}
\end{array}\right] .
$$

The quantities $\Delta Y_{n} / Y_{0}$ and $\Delta \Psi_{n}$ describe the contribution of the internal noise of the active network to the amplitude and phase noise of the output signal. The matrix elements of $[K]$ denote the changes of the fluctuations of the input signal when passing through the non-linear network. For the calculation of the oscillator noise it is normally sufficient to take into account the amplitude compression only. With the amplitude compression factor $k_{\alpha}$ (see section 6.7.1) we get from Eq. (7.5):

$$
\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}}  \tag{7.6}\\
\Delta \Psi
\end{array}\right]=\left[\begin{array}{cc}
1-k_{\alpha} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta X}{X_{0}} \\
\Delta \Phi
\end{array}\right]+\left[\begin{array}{c}
\frac{\Delta Y_{n}}{Y_{0}} \\
\Delta \Psi_{n}
\end{array}\right] .
$$

As already discussed in Section 6.6, the contributions of the internal noise of the active element depend on the drive level. For a weak drive level i.e. quasilinear operation, we can determine the spectra of the amplitude and phase noise approximately from the noise figure $F$ and the input power $P_{\text {in }}$ of the active network according to the relation

$$
\begin{equation*}
W_{\alpha n}=W_{\phi n}=\frac{F k T_{o}}{2 P_{i n}} . \tag{7.7}
\end{equation*}
$$

The spectra are approximately independent of frequency, i.e. white, and the amplitude and phase fluctuations are not correlated.

For a strongly non-linear mode of operation, in many oscillator circuits the internal noise can be described approximately by a low frequency noise process and a frequency up-conversion. We then may write

$$
\begin{equation*}
W_{\alpha n}=\left|m_{\alpha}\right|^{2} W_{m} \tag{7.8}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{\phi n}=\left|m_{\phi}\right|^{2} W_{m} \tag{7.9}
\end{equation*}
$$

with the modulation factors $m_{\alpha}$ and $m_{\phi}$. The low frequency spectrum $W_{m}$ typically has a more or less pronounced $1 / f$-characteristic. Amplitude and phase noise are fully correlated according to this model.

The quantitative determination of the spectra $W_{\alpha n}$ and $W_{\phi n}$ for a nonlinear network is complicated and requires accurate models for the non-linear elements. If the spectra can not be determined by measurements, the following empirical approach may be used, which results from a slight modification of the relations for the linear case:

$$
\begin{align*}
& W_{\alpha n}=\left(1+\frac{f_{c o}}{f}\right) \cdot\left\{\begin{array}{l}
W_{0} \\
\left(1-k_{\alpha}\right)^{2} W_{0}
\end{array}\right.  \tag{7.10}\\
& W_{\phi n}=\left(1+\frac{f_{c o}}{f}\right) W_{0} \tag{7.11}
\end{align*}
$$

with

$$
\begin{equation*}
W_{0}=\frac{F_{e f} k T_{0}}{2 P_{i n}} \tag{7.12}
\end{equation*}
$$

The spectrum $W_{0}$ corresponds to the noise in the linear case, however, with an effective large signal noise figure $F_{e f}$, which usually is higher than the small signal noise figure $F$. Typical values for $F_{e f}$ might range from 2 dB to 20 dB . The factor ( $1+f_{c o} / f$ ) accounts for the $1 / f$-noise of the active component. The noise corner frequency $f_{c o}$ has already been introduced in Section 6.3 and typically is found in the range of 1 kHz to 100 MHz . The spectrum $W_{\alpha n}$ may be multiplied by the factor $\left(1-k_{\alpha}\right)^{2}$ if it can be assumed that the amplitude noise mainly originates from the input section of the non-linear network and that it therefore will be subject to an amplitude compression. A possible correlation between amplitude and phase noise is normally neglected.

The relationships between the amplitude and phase fluctuations of the input and the output of the linear network with the transfer function $H$ of the block diagram of Fig. 7.2 have already been given in chapter 6, Eq. (6.20). However, it must be noticed that the meanings of $X$ and $Y$ are interchanged in Fig. 7.2. With the abbreviations $H_{c}=H\left(\Omega_{0}\right), H_{l}=H\left(\Omega_{0}-\omega\right)$ and $H_{u}=H\left(\Omega_{0}+\omega\right)$ we have:

$$
\left[\begin{array}{c}
\frac{\Delta X}{X_{0}}  \tag{7.13}\\
\Delta \Phi
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cc}
\frac{H_{u}}{H_{c}}+\frac{H_{l}^{*}}{H_{c}^{*}} & j\left(\frac{H_{u}}{H_{c}}-\frac{H_{l}^{*}}{H_{c}^{*}}\right) \\
-j\left(\frac{H_{u}}{H_{c}}-\frac{H_{l}^{*}}{H_{c}^{*}}\right) & \frac{H_{u}}{H_{c}}+\frac{H_{l}^{*}}{H_{c}^{*}}
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}} \\
\Delta \Psi
\end{array}\right]
$$

For convenience the intrinsic thermal noise of the passive feedback circuit is neglected because it is typically small compared with the noise of the active circuit. However, in principle, it would not raise any problem to consider also the thermal noise of the passive circuitry.

Similar to Eq. (6.16) we obtain a conversion matrix for the linear output network to the load of Fig. 7.2 with the transfer function $A(\Omega)$. For the amplitude and phase fluctuations at the output, $\Delta Z / Z_{0}$ and $\Delta \Theta$, we get the matrix equation

$$
\left[\begin{array}{c}
\frac{\Delta Z}{Z_{0}}  \tag{7.14}\\
\Delta \Theta
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cc}
\frac{A_{u}}{A_{c}}+\frac{A_{l}^{*}}{A_{c}^{*}} & j\left(\frac{A_{u}}{A_{c}}-\frac{A_{l}^{*}}{A_{c}^{*}}\right) \\
-j\left(\frac{A_{u}}{A_{c}}-\frac{A_{l}^{*}}{A_{c}^{*}}\right) & \frac{A_{u}}{A_{c}}+\frac{A_{l}^{*}}{A_{c}^{*}}
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}} \\
\Delta \Psi
\end{array}\right]
$$

with the abbreviations $A_{c}=A\left(\Omega_{0}\right), A_{l}=A\left(\Omega_{0}-\omega\right)$ and $A_{u}=A\left(\Omega_{0}+\omega\right)$.
With the results described above, the noise of the complete oscillator can be calculated in a general form, once the feedback loop is closed (see Fig. 7.2).

Here, the feedback loop is closed via the phasors of the amplitude and phase fluctuations. Using alternative algebra, which, however, delivers exactly identical results, one may use the upper and lower sideband phasors, in order to close the loop.

Combining Eqs. (7.6) and (7.13), we get

$$
\begin{align*}
& {\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}} \\
\Delta \Psi
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cc}
\left(1-k_{\alpha}\right)\left(\frac{H_{u}}{H_{c}}+\frac{H_{l}^{*}}{H_{c}^{*}}\right) & j\left(1-k_{\alpha}\right)\left(\frac{H_{u}}{H_{c}}-\frac{H_{l}^{*}}{H_{c}^{*}}\right) \\
-j\left(\frac{H_{u}}{H_{c}}-\frac{H_{l}^{*}}{H_{c}^{*}}\right) & \left(\frac{H_{u}}{H_{c}}+\frac{H_{l}^{*}}{H_{c}^{*}}\right)
\end{array}\right] } \\
& {\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}} \\
\Delta \Psi
\end{array}\right]+\left[\begin{array}{c}
\frac{\Delta Y_{n}}{Y_{0}} \\
\Delta \Psi_{n}
\end{array}\right] } \tag{7.15}
\end{align*}
$$

With the abbreviations

$$
H_{\Sigma}=\frac{1}{2}\left(\frac{H_{u}}{H_{c}}+\frac{H_{l}^{*}}{H_{c}^{*}}\right)
$$

and

$$
\begin{equation*}
H_{\Delta}=\frac{1}{2}\left(\frac{H_{u}}{H_{c}}-\frac{H_{l}^{*}}{H_{c}^{*}}\right) \tag{7.16}
\end{equation*}
$$

we get

$$
\left[\begin{array}{cc}
1-\left(1-k_{\alpha}\right) H_{\Sigma} & -j\left(1-k_{\alpha}\right) H_{\Delta}  \tag{7.17}\\
j H_{\Delta} & 1-H_{\Sigma}
\end{array}\right] \cdot\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}} \\
\Delta \Psi
\end{array}\right]=\left[\begin{array}{c}
\frac{\Delta Y_{n}}{Y_{0}} \\
\Delta \Psi_{n}
\end{array}\right]
$$

Solving for $\Delta Y / Y_{0}$ and $\Delta \Psi$ we obtain:

$$
\begin{align*}
\frac{\Delta Y}{Y_{0}} & =\frac{\left(1-H_{\Sigma}\right)\left(\Delta Y_{n} / Y_{0}\right)+j\left(1-k_{\alpha}\right) H_{\Delta} \Delta \Psi_{n}}{\left(1-H_{\Sigma}\right)\left[1-\left(1-k_{\alpha}\right) H_{\Sigma}\right]-\left(1-k_{\alpha}\right) H_{\Delta}^{2}}  \tag{7.18}\\
\Delta \Psi & =\frac{\left[1-\left(1-k_{\alpha}\right) H_{\Sigma}\right] \Delta \Psi_{n}-j H_{\Delta}\left(\Delta Y_{n} / Y_{0}\right)}{\left(1-H_{\Sigma}\right)\left[1-\left(1-k_{\alpha}\right) H_{\Sigma}\right]-\left(1-k_{\alpha}\right) H_{\Delta}^{2}} \tag{7.19}
\end{align*}
$$

The amplitude and phase fluctuations each depend on the noise contributions $\Delta Y_{n} / Y_{0}$ as well as $\Delta \Psi_{n}$ of the active network, because in the linear circuit a mutual conversion of both kinds of fluctuations is possible. As was already mentioned, this conversion vanishes if the passive resonance circuit has a symmetry in the sense that $H_{u} / H_{c}=\left(H_{l} / H_{c}\right)^{*}$. With $H_{\Sigma}=H_{u} / H_{c}$ and $H_{\Delta}=0$ the Eqs. (7.18) and (7.19) simplify to

$$
\begin{align*}
\frac{\Delta Y}{Y_{0}} & =\frac{1}{1-\left(1-k_{\alpha}\right) H_{u} / H_{c}} \frac{\Delta Y_{n}}{Y_{0}}  \tag{7.20}\\
\Delta \Psi & =\frac{1}{1-H_{u} / H_{c}} \Delta \Psi_{n} \tag{7.21}
\end{align*}
$$

With Eqs. (7.13) and (7.14) it is possible to calculate from $\Delta Y / Y_{0}$ and $\Delta \Psi$ the amplitude and phase fluctuations at the input of the active network as well as at the load output of the oscillator.

By forming the squared magnitude, the above relations can be transformed into equations for the corresponding spectra. Apart from the spectra $W_{\alpha}$ and $W_{\phi}$, the spectrum for the frequency fluctuations $W_{f}$ is sometimes also given. The frequency fluctuations, i.e. the deviations of the instantaneous frequency from the mean value $\Omega_{c} / 2 \pi$ are obtained by a differentiation with respect to time of the phase fluctuations and a division by $2 \pi$. The phasor of the frequency fluctuations is denoted by $\Delta F$. Then, in complex notation we can write

$$
\begin{equation*}
\Delta F=\frac{j \omega}{2 \pi} \Delta \Phi \tag{7.22}
\end{equation*}
$$

Therefore, the relation between the spectra is given by

$$
\begin{equation*}
W_{f}=\left(\frac{\omega}{2 \pi}\right)^{2} \cdot W_{\Phi}=f^{2} W_{\Phi} \tag{7.23}
\end{equation*}
$$

### 7.4 STABILITY CONDITION

In Section 7.2, it was already mentioned that the oscillation condition (7.4) is not a sufficient condition for a stable oscillation at a certain frequency. The stability is only guaranteed if the oscillation amplitude is insensitive to disturbances. This requires that the oscillation amplitude returns to its former value after a disturbance stops. Only such a behavior corresponds to a stable mode of operation. If the amplitude deviation remains constant or even increases over time, then the oscillation mode is unstable.

The stability of the oscillation amplitude can be checked with the help of Eq. (7.18). This equation is not restricted to noise signals but relates in a general manner disturbances of the amplitude and phase in the active network to the resultant amplitude changes of the oscillator. The relation is linear and Eq. (7.18) can be considered as the transfer function of a linear system. Therefore, well-known methods can be employed in order to test for stability of the system. If we denote the denominator of the equation (7.18) as $D e$, then $D e$ is a complex function of the offset frequency $\omega$ or $D e=D e(j \omega)$. For a stability test we will replace the expression $j \omega$ by the complex frequency $p=\sigma+j \omega$. Subsequently, we will search for the solutions $p_{i}$ of the equation

$$
\begin{equation*}
D e(p)=0 \tag{7.24}
\end{equation*}
$$

The transfer function (7.18) belongs to a stable system, if for all solutions $p_{i}$ of Eq. (7.24):

$$
\begin{equation*}
\operatorname{Re}\left\{p_{i}\right\}<0 \tag{7.25}
\end{equation*}
$$

In this case, the oscillation amplitude of the oscillator is stable.

### 7.5 EXAMPLES

### 7.5.1 Two-port oscillator with transmission resonator



Fig. 7.3 Two-port oscillator with a transmission resonator.

As an example of a two-port oscillator we will analyze the circuit in Fig. 7.3. The output signal of a large signal amplifier is applied via a signal divider to the input of a transmission resonator. The transmitted and filtered signal is fed back to the input of the amplifier, thus closing the feedback loop.

It is expedient to describe the circuit by scattering wave parameters. We will assume for convenience that all components are matched around the oscillation frequency so that reflections do not occur. Furthermore, all signal delays and attenuations caused by interconnecting lines are neglected. They are thought to be included in the amplifier, the signal divider, or resonator.

The non-linear properties of the large signal amplifier have already been treated in Section 6.8.2. The power gain $G_{p}$ decreases monotonously with increasing input power $P_{s}$ and approaches zero asymptotically. Quantitatively, this dependence of the amplifier gain $G_{p}$ as a function of the input power $P_{s}$ can be described by the approximate empirical expression:

$$
\begin{equation*}
G_{p}\left(P_{s}\right)=\frac{P_{s a t}}{P_{s}}\left[1-\exp \left(-\frac{G_{s 0} P_{s}}{P_{s a t}}\right)\right] \tag{7.26}
\end{equation*}
$$

Here, $G_{s 0}$ is the small signal gain of the amplifier and $P_{\text {sat }}$ is the saturated output power of the amplifier. We can thus write for the describing function $D$ of the nonlinear amplifier circuit:

$$
\begin{equation*}
D\left(X_{0}\right)=\sqrt{\frac{P_{s a t}}{X_{0}^{2}}\left[1-\exp \left(-\frac{G_{s 0} X_{0}^{2}}{P_{s a t}}\right)\right]} \tag{7.27}
\end{equation*}
$$

The phasor amplitude $X_{0}$ in the above equation now belongs to a wave quantity.

The scattering parameters $S_{21}$ and $S_{12}$ of the transmission resonator can be written in a general form as

$$
\begin{equation*}
S_{21}=S_{12}=\frac{2 \sqrt{\beta_{1} \beta_{2}}}{1+\beta_{1}+\beta_{2}+j Q_{0}\left(\frac{\Omega}{\Omega_{r}}-\frac{\Omega_{r}}{\Omega}\right)} \tag{7.28}
\end{equation*}
$$

with $Q_{0}$ as the unloaded quality factor and $\Omega_{r}$ as the resonance frequency of the resonator. For $\Omega=\Omega_{r}$ the scattering parameters $S_{12}$ and $S_{21}$ are real and have their maximum magnitude. The positive and real quantities $\beta_{1}$ and $\beta_{2}$ are the coupling factors of the input and the output of the resonator. In the following, we will assume a symmetrical coupling, i.e. $\beta_{1}=\beta_{2}=\beta$. Furthermore, we will use for the resonator the approximation that ( $\Omega / \Omega_{r}-$ $\left.\Omega_{r} / \Omega\right)=2 \omega / \Omega_{r}$ for $\omega \ll \Omega$ and with $\omega=\Omega-\Omega_{r}$. Then, Eq. (7.28) simplifies to the expression

$$
\begin{equation*}
S_{12}=S_{21}=\frac{2 \beta}{1+2 \beta+j 2 Q_{0} \omega / \Omega_{r}} \tag{7.29}
\end{equation*}
$$

We assume that the signal divider has a frequency independent transfer function of $1 / \sqrt{2}$ for both output ports. Thus we obtain for the two transfer functions of Fig. 7.2

$$
\begin{align*}
H(\Omega) & =H\left(\omega+\Omega_{r}\right)=\frac{\sqrt{2} \beta}{1+2 \beta+j 2 Q_{0} \omega / \Omega_{r}}  \tag{7.30}\\
A(\Omega) & =\frac{1}{\sqrt{2}} \tag{7.31}
\end{align*}
$$

The oscillation condition (7.4) together with the equations (7.27) and (7.30) reads:

$$
\begin{equation*}
\sqrt{\frac{P_{s a t}}{X_{0}^{2}}\left[1-\exp \left(-\frac{G_{s 0} X_{0}^{2}}{P_{s a t}}\right)\right]} \cdot \frac{\sqrt{2} \beta}{1+2 \beta+j 2 Q_{0} \omega / \Omega_{r}}=1 \tag{7.32}
\end{equation*}
$$

Since the imaginary part of the oscillation condition must be zero, we conclude that the oscillation frequency $\Omega_{0}=\omega+\Omega_{r}$ is equal to the resonance frequency $\Omega_{r}$ of the oscillator, i.e. $\omega=0$. Squaring the real part of the oscillation condition yields:

$$
\begin{equation*}
\frac{P_{s a t}}{X_{0}^{2}}\left[1-\exp \left(-\frac{G_{s 0} X_{0}^{2}}{P_{s a t}}\right)\right] \cdot \frac{2 \beta^{2}}{(1+2 \beta)^{2}}=1 \tag{7.33}
\end{equation*}
$$

For given circuit parameters, this equation allows one to determine the oscillation amplitude $X_{0}$ and thus also the output power $P_{s}$ of the amplifier. If the amplitude of the amplifier input signal $X_{0}$ has been fixed, then the necessary coupling factor $\beta$ of the resonator can be determined with Eq. (7.33).

## Problem

7.1 An amplifier has the saturated output power $P_{s a t}=20 \mathrm{dBm}$ and the small signal gain $G_{s 0}=15 \mathrm{~dB}$. Which signal input power $P_{\text {sopt }}$ leads to a maximum difference between the output and input power? What is the value of the coupling factor $\beta$ in order to meet the oscillation condition Eq. (7.33) for this optimum drive level? What is the value of the corresponding output power?

For the amplifier characteristic according to Eq. (7.26) the amplitude compression factor $k_{\alpha}$ has already been determined in Section 6.8.2:

$$
\begin{equation*}
k_{\alpha}=1-\frac{G_{s 0}}{G_{p}\left(P_{s}\right)} \exp \left(-\frac{G_{s 0} P_{s}}{P_{s a t}}\right) . \tag{7.34}
\end{equation*}
$$

Furthermore, for the calculation of the noise we need the quantities $H_{\Sigma}$ and $H_{\Delta}$ from Eq. (7.16). With Eq. (7.30) we obtain

$$
\begin{align*}
& H_{\Sigma}=\frac{1+2 \beta}{1+2 \beta+j 2 Q_{0} \omega / \Omega_{r}}  \tag{7.35}\\
& H_{\Delta}=0 . \tag{7.36}
\end{align*}
$$

With Eqs. (7.20) and (7.21) the amplitude and phase fluctuations at the output of the amplifier are given by

$$
\begin{align*}
\frac{\Delta Y}{Y_{0}} & =\frac{1+2 \beta+j 2 Q_{0} \omega / \Omega_{r}}{k_{\alpha}(1+2 \beta)+j 2 Q_{0} \omega / \Omega_{r}} \cdot \frac{\Delta Y_{n}}{Y_{0}}  \tag{7.37}\\
\Delta \Psi & =\frac{1+2 \beta+j 2 Q_{0} \omega / \Omega_{r}}{j 2 Q_{0} \omega / \Omega_{r}} \cdot \Delta \Psi_{n} \tag{7.38}
\end{align*}
$$

Because the transfer function of the signal divider is assumed to be frequency independent, the output coupling network does not change the noise. Therefore, the amplitude and phase fluctuations of the output signal of the oscillator are identical to those at the output of the amplifier. With the assumptions

$$
\begin{equation*}
W_{\alpha n}=\left(1-k_{\alpha}\right)^{2} W_{0} \tag{7.39}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{\phi n}=W_{0} \tag{7.40}
\end{equation*}
$$

for the internal noise of the amplifier we obtain for the spectra of the oscillator noise:

$$
\begin{align*}
& W_{\alpha}(\omega)=\left(1-k_{\alpha}\right)^{2} \frac{(1+2 \beta)^{2}+\left(2 Q_{0} \omega / \Omega_{r}\right)^{2}}{k_{\alpha}^{2}(1+2 \beta)^{2}+\left(2 Q_{0} \omega / \Omega_{r}\right)^{2}} W_{0}  \tag{7.41}\\
& W_{\phi}(\omega)=\left[1+\left(\frac{1+2 \beta}{2 Q_{0} \omega / \Omega_{r}}\right)^{2}\right] W_{0} . \tag{7.42}
\end{align*}
$$

From the Eqs. (7.41) and (7.42) two corner frequencies may be derived, denoted by $\omega_{t 1}$ and $\omega_{t 2}$ (see Fig. 7.4):

$$
\begin{align*}
\omega_{t 1} & =k_{\alpha}(1+2 \beta) \frac{\Omega_{r}}{2 Q_{0}}  \tag{7.43}\\
\omega_{t 2} & =(1+2 \beta) \frac{\Omega_{r}}{2 Q_{0}}=\frac{\omega_{t 1}}{k_{\alpha}} . \tag{7.44}
\end{align*}
$$

Because $k_{\alpha}<1$ we have $\omega_{t 1}<\omega_{t 2}$. Therefore, for offset frequencies below $\omega_{t 1}$ we observe a frequency independent amplitude noise:

$$
\begin{equation*}
W_{\alpha}(\omega)=\left(\frac{1}{k_{\alpha}}-1\right)^{2} W_{0}, \quad \omega \ll \omega_{t 1} \tag{7.45}
\end{equation*}
$$

Between $\omega_{t 1}$ and $\omega_{t 2}$ the amplitude noise decreases with increasing offset frequency by up to 20 dB /decade, before it again approaches a constant level above $\omega_{t 2}$ :

$$
\begin{equation*}
W_{\alpha}(\omega)=\left(1-k_{\alpha}\right)^{2} W_{0}, \quad \omega \gg \omega_{t 2} \tag{7.46}
\end{equation*}
$$

The phase noise decreases with $20 \mathrm{~dB} /$ decade up to the corner frequency $\omega_{t 2}$. For even higher offset frequencies, the spectrum $W_{\phi}$ approaches the constant value $W_{0}$. Thus, we qualitatively observe a noise behavior of the two-port oscillator, as shown in Fig. 7.4a.


Fig. 7.4 Qualitative spectra of the amplitude and phase noise of a two-port oscillator (a) without $1 / f$-noise and (b) with $1 / f$-noise.

If a $1 / f$-noise contribution is included in the spectra $W_{a n}$ and $W_{\phi n}$, then the form of the spectra changes as shown in Fig. 7.4b, assuming that the $1 / f$-noise corner frequency $\omega_{b}<\omega_{t 1}$. A quantitative noise calculation is to be performed in the next problem.

## Problem

7.2 Calculate the noise spectra $W_{\alpha}$ and $W_{\Phi}$ for the data of the two-port oscillator of problem 7.1. The amplifier is assumed to have an effective noise figure of $F_{e f}=20 \mathrm{~dB}$ and a $1 / f$-noise corner frequency $f_{b}$ of 0.1 MHz . The resonance frequency of the resonator is assumed to be 10 GHz , and the unloaded quality or $Q$-factor 1000 .

Of crucial importance for the phase noise is the resonator quality factor $Q_{0}$. For small offset frequencies, a doubling of the quality factor leads to a reduction of the phase noise by 6 dB . Therefore, for a practical realization of an oscillator circuit, a high resonator quality factor is of prime importance.

An improvement of the phase noise can also be achieved by a reduction of the coupling factor $\beta$, i.e. by a weaker coupling of the resonator. However, the range of possible coupling factors is rather small because, according to Eq. (7.29), a smaller coupling of the resonator also leads to a higher transmission loss of the resonator.

The amplitude noise is only slightly affected by the properties of the resonator. The two limits according to Eqs. (7.45) and (7.46) only depend on the properties of the amplifier. A change of the resonator parameters just leads to a shift of the two corner frequencies $\omega_{t 1}$ and $\omega_{t 2}$.

The spectra of the two-port oscillator also depend on the position of the output coupling circuit as is shown in the next problem.

## Problem

7.3 The circuit of a two-port oscillator as shown in Fig. 7.5 is modified in such a way that the output coupling network is located at the output of the resonator or the input of the amplifier, respectively, Calculate the spectra of the amplitude and phase noise with the same numerical values as in the problems 7.1 and 7.2 .

The stability of the two-port oscillator can be analyzed by means of the denominator of Eq. (7.37). With the complex offset frequency $p$, a zero of the denominator occurs at the complex offset frequency $p_{1}$ :

$$
\begin{equation*}
p_{1}=-k_{\alpha}(1+2 \beta) \frac{\Omega_{0}}{2 Q_{0}} . \tag{7.47}
\end{equation*}
$$

Because $k_{\alpha}>0$ and $\beta>0$ the zero lies in the left half of the complex $p$-plane. The solutions of the oscillation condition (7.32) thus correspond to stable oscillation modes.


Fig. 7.5 Two-port oscillator with output coupling network at the amplifier input.

### 7.5.2 One-port oscillator with a series resonator

As a second example we will examine the circuit in Fig. 7.6. The active element is a one-port, which in the equivalent circuit is described by a real resistance $R$. Between the amplitudes of the current and the voltage there is a non-linear relationship. Therefore, the resistance is not constant.


Fig. 7.6 One-port oscillator with a series resonator.

Figure 7.7 shows typical curves for the dependence of the voltage amplitude and the resistance on the current amplitude. For small amplitudes the active two-port has a nearly constant negative terminal resistance. Therefore, highfrequency power can be delivered to the load. With increasing current or voltage amplitudes the magnitude of the negative resistance will decrease, similar to the decrease of the gain in a saturated amplifier. There are, however, also some differences between a one-port with a negative terminal resistance and an amplifier. While the output signal of an amplifier increases monotonously with the input signal, for a one-port also a decrease of, e.g. the voltage amplitude with an increasing current amplitude may be observed. Therefore, the resistance can drop to zero already for a finite current amplitude, while for an amplifier the zero gain is only reached asymptotically.


Fig. 7.7 (a) Voltage and (b) resistance of the active two-port as a function of the current.

With oriented arrows for the current and voltage phasors as defined in Fig. 7.6 we can write

$$
\begin{equation*}
U=-R I \tag{7.48}
\end{equation*}
$$

If we consider the current phasor $I$ as the input signal and the voltage phasor $U$ as the output signal of the non-linear network, then the negative resistance $-R$ corresponds to the describing function $D$ of Fig. 7.2. By means of Eq. (6.79) we can determine the amplitude compression factor $k_{\alpha}$ from the current dependence of $R$ according to Fig. 7.7. With $I_{0}=|I|$ we obtain

$$
\begin{equation*}
k_{\alpha}=-\frac{I_{0}}{R\left(I_{0}\right)} \cdot \frac{d R}{d I_{0}} \tag{7.49}
\end{equation*}
$$

Due to $d R / d I_{0}>0, k_{\alpha}>0$ for $R<0$. For amplifiers, $k_{\alpha}$ is also smaller than one. This restriction does not apply to active one-ports. Because of Eq. (7.49), $k_{\alpha}$ may even become arbitrarily large in the vicinity of the zero crossing of the $R$-function. Even without an exact knowledge of the function $R(I)$ the value of the compression factor $k_{\alpha}>0$ leading to maximum output power can be estimated, as will be shown in the next problem.

## Problem

7.4 For an active non-linear two-port the amplitudes of the current and the voltage have been chosen such that the power transferred from the active oneport to the load becomes maximum. What is the value of the compression factor $k_{\alpha}>0$ in this case?

The linear network of the oscillator or its equivalent circuit consists of a resonator with an inductance $L$ and a capacitance $C$ in series and additionally
the load resistance $R_{0}$. For the linear network the voltage $U$ is considered as the input signal and the current $I$ as the output signal. Therefore, the transfer function $H(\Omega)$ of Fig. 7.2 is identical to the admittance of the series connection of $L, C$ and $R_{0}$ :

$$
\begin{equation*}
H(\Omega)=\frac{1}{R_{0}+j \Omega L+1 / j \Omega C} \tag{7.50}
\end{equation*}
$$

If we consider the voltage at $R_{0}$ as the output signal, then the transfer function $A(\Omega)$ of the output coupling network is given by

$$
\begin{equation*}
A(\Omega)=\frac{R_{0}}{R_{0}+j \Omega L+1 / j \Omega C} \tag{7.51}
\end{equation*}
$$

The oscillation condition (7.4) for this equivalent circuit yields

$$
\begin{equation*}
\frac{-R(I)}{R_{0}+j\left(\Omega L-\frac{1}{\Omega C}\right)}=1 \tag{7.52}
\end{equation*}
$$

From the real part of Eq. (7.52) a condition for the oscillation amplitude $I_{0}$ is obtained:

$$
\begin{equation*}
-R\left(I_{0}\right)=R_{0} \tag{7.53}
\end{equation*}
$$

An oscillation amplitude $I_{0}$ will build up with a corresponding negative resistance value of the active element which in its steady state is equal to the load resistance $R_{0}$. The imaginary part of the oscillation condition Eq. (7.52) shows that the oscillation frequency $\Omega_{0}$ is equal to the resonance frequency $\Omega_{r}$ of the series resonance circuit:

$$
\begin{equation*}
\Omega_{0}=\frac{1}{\sqrt{L C}}=\Omega_{r} \tag{7.54}
\end{equation*}
$$

With Eq. (7.54), Eq. (7.50) yields

$$
\begin{equation*}
H(\Omega)=\frac{1}{R_{0}+j \Omega_{r} L\left(\frac{\Omega}{\Omega_{r}}-\frac{\Omega_{r}}{\Omega}\right)} \tag{7.55}
\end{equation*}
$$

and with $\Omega=\Omega_{r}+\omega$ and $\omega \ll \Omega$ we get

$$
\begin{equation*}
H(\Omega)=\frac{1}{R_{0}+j 2 \omega L} \tag{7.56}
\end{equation*}
$$

For the quantities $H_{\Sigma}$ and $H_{\Delta}$ we then obtain

$$
\begin{align*}
& H_{\Sigma}=\frac{H_{u}}{H_{0}}=\frac{R_{0}}{R_{0}+j 2 \omega L}  \tag{7.57}\\
& H_{\Delta}=0 \tag{7.58}
\end{align*}
$$

The corresponding elements of the output coupling network $A(\Omega)$ are

$$
\begin{equation*}
A(\Omega)=\frac{R_{0}}{R_{0}+j 2 \omega L} \tag{7.59}
\end{equation*}
$$

and

$$
\begin{align*}
& A_{\Sigma}=\frac{A_{u}}{A_{0}}=\frac{R_{0}}{R_{0}+j 2 \omega L}  \tag{7.60}\\
& A_{\Delta}=0 \tag{7.61}
\end{align*}
$$

By insertion of Eqs. (7.57) and (7.58) into Eqs. (7.20) and (7.21) we obtain the amplitude and phase fluctuations of the voltage $U$ :

$$
\begin{align*}
\frac{\Delta U}{U_{0}} & =\frac{1}{1-\left(1-k_{\alpha}\right) \frac{R_{0}}{R_{0}+j 2 \omega L}} \cdot \frac{\Delta U_{n}}{U_{0}}  \tag{7.62}\\
\Delta \Psi & =\frac{1}{1-\frac{R_{0}}{R_{0}+j 2 \omega L}} \cdot \Delta \Psi_{n} \tag{7.63}
\end{align*}
$$

The fluctuations at the load resistance $\Delta U_{R} / U_{R 0}$ and $\Delta \Theta$ are related to the fluctuations $\Delta U / U_{0}$ and $\Delta \Psi$ according to Eqs. (7.14), (7.59), (7.60) and (7.61):

$$
\left[\begin{array}{c}
\frac{\Delta U_{R}}{U_{R 0}}  \tag{7.64}\\
\Delta \Theta
\end{array}\right]=\left[\begin{array}{cc}
\frac{R_{0}}{R_{0}+j 2 \omega L} & 0 \\
0 & \frac{R_{0}}{R_{0}+j 2 \omega L}
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta U}{U_{0}} \\
\Delta \Psi
\end{array}\right]
$$

Inserting $\Delta U / U_{0}$ and $\Delta \Psi$ from the Eqs. (7.62) and (7.63) into Eq. (7.64) we obtain

$$
\begin{align*}
\frac{\Delta U_{R}}{U_{R 0}} & =\frac{R_{0}}{k_{\alpha} R_{0}+j 2 \omega L} \cdot \frac{\Delta U_{n}}{U_{0}}  \tag{7.65}\\
\Delta \Theta & =\frac{R_{0}}{j 2 \omega L} \cdot \Delta \Psi_{n} \tag{7.66}
\end{align*}
$$

For the spectra of the amplitude and phase noise of the active one-port we can use a description according to the Eqs. (7.10) to (7.12). If we neglect the $1 / f$-part of the noise $\left(f_{b}=0\right)$ and if we set $W_{\alpha n}=W_{\phi n}=W_{0}$, then we obtain as a final result for the amplitude and phase noise of the oscillator:

$$
\begin{align*}
W_{\alpha}(\omega) & =\frac{R_{0}^{2}}{\left(k_{\alpha} R_{0}\right)^{2}+(2 \omega L)^{2}} W_{0}  \tag{7.67}\\
W_{\phi}(\omega) & =\frac{R_{0}^{2}}{(2 \omega L)^{2}} W_{0} \tag{7.68}
\end{align*}
$$

Note that the amplitude and phase noise differently depend on the offset frequency $\omega$ (see Fig. 7.5). The phase noise constantly decreases with growing distance from the carrier by 20 dB /decade. In practice, this decay is ultimately limited by the thermal noise, e.g. the thermal noise of the load resistor, which has not been included in the above formulas. For the amplitude noise we can identify an angular corner frequency $\omega_{t}$ from the Eq. (7.65):

$$
\begin{equation*}
\omega_{t}=\frac{k_{\alpha} R_{0}}{2 L} \tag{7.69}
\end{equation*}
$$

For $\omega \ll \omega_{t}$ the Eq. (7.67) leads to

$$
\begin{equation*}
W_{\alpha}(\omega)=\frac{1}{k_{\alpha}^{2}} W_{0}, \quad \omega \ll \omega_{t} \tag{7.70}
\end{equation*}
$$

For offset frequencies below the corner frequency $\omega_{t}$, the amplitude noise is constant. Far above the corner frequency, the second term in the denominator of Eq. (7.67) dominates:

$$
\begin{equation*}
W_{\alpha}(\omega)=\frac{R_{0}^{2}}{(2 \omega L)^{2}} W_{0}, \quad \omega \gg \omega_{t} \tag{7.71}
\end{equation*}
$$

For high offset frequencies the amplitude noise also decreases by $20 \mathrm{~dB} /$ decade and has, in this model, the same spectral density as the phase noise. Qualitatively, the noise spectra versus frequency are depicted in Fig. 7.8a.

(a)

(b)

Fig. 7.8 Qualitative spectra of the amplitude and phase noise of a one-port oscillator (a) without $1 / f$-noise and (b) with $1 / f$-noise.

## Problem

7.5 A one-port oscillator has the element values $L=1 \mu \mathrm{H}, C=0.1 \mathrm{pF}$, $R_{0}=50 \Omega, k_{\alpha}=2, P_{i n}=1 \mathrm{~mW}, F_{e f}=12 \mathrm{~dB}$. Calculate the osciliation frequency and the spectra of the amplitude and phase noise.

The shape of the spectra changes, if with $f_{b} \neq 0$ also a contribution of the $1 / f$-noise is considered. Qualitatively, for this case the noise spectra versus frequency are depicted in Fig. 7.8b.

Finally, we will inspect the circuit for stability. After the introduction of a complex frequency $p$, the denominator $D e(p)$ of Eq. (7.65) reads

$$
\begin{equation*}
D e(p)=k_{\alpha} R_{0}+2 p L \tag{7.72}
\end{equation*}
$$

From $\operatorname{De}\left(p_{1}\right)=0$ it follows

$$
\begin{equation*}
p_{1}=-\frac{k_{\alpha} R_{0}}{2 L}=-\omega_{t}<0 . \tag{7.73}
\end{equation*}
$$

The zero of the denominator $D e(p)$ is negative real. Therefore, the solution of the oscillation condition (7.52) corresponds to a stable oscillation mode of the oscillator.

## Problem

7.6 In the oscillator circuit of Fig. 7.6 the series resonance circuit is replaced by the parallel resonance circuit of Fig. 7.9. Prove that this oscillator circuit is not stable. What modification of the U-I-characteristic of Fig. 7.7 is necessary in order to obtain stable oscillations?


Fig. 7.9 Oscillator circuit with a parallel resonator.

Some oscillator circuits may be considered as one-port or two-port oscillators, simply by defining the interface between the active and the passive part of the circuitry accordingly. An example is given in Fig. 7.10, where the active element is an operational amplifier.


Fig. 7.10 An example of an oscillator, which may equally well be considered as (a) a two-port or (b) a one-port oscillator.

Generally, the interface should be chosen such that the active part includes all active components and only passive components with weak frequency dependence. The passive part should contain only passive components including the resonant part of the passive circuitry. Then, the convenient approximation is justified that the active part can be considered as frequency independent with respect to the small offset frequency range close to the carrier frequency. The passive part does not depend on the oscillation amplitude. Under these assumptions, the interface between these two main parts of the oscillator circuit is arbitrary and any choice will lead to the same result.

A negative input resistance or a negative real part of an input impedance is needed for the operation of a one-port oscillator. Such negative resistances can be realized with transistors. Figure 7.11 shows the idealized small signal equivalent circuit of a bipolar transistor with a voltage controlled current source, controlled by the voltage $u_{b e}$, and with the trans-conductance $g_{m}$. As will be shown in the problem 7.7, the real part of the small signal input admittance $Y_{e i}$ becomes negative, if the load admittance at the base, $Y_{B}$, is an inductive reactance and the collector admittance $Y_{C}$ is real. The circuit can oscillate, if a resonator circuit is connected to the emitter terminal, of which the real part of the admittance is smaller than the real part of the input admittance $\operatorname{Re}\left\{Y_{e i}\right\}$. A similar argument applies to the small signal equivalent circuit of a field effect transistor, as shown in Fig. 7.12. The calculation of the input admittance $Y_{s i}$ at the source can be performed in a similar way to that described in problem 7.7.


Fig. 7.11 Small signal equivalent circuit of a negative resistance with a bipolar transistor.


Fig. 7.12 Small signal equivalent circuit of a negative resistance with a field effect transistor.

## Problem

7.7 Calculate the input admittances $Y_{e i}$ of Fig. 7.11 and show that it can become negative for an inductive reactance at the base.

### 7.5.3 Voltage controlled oscillator (VCO)

A voltage controlled oscillator (VCO) is tunable with respect to the oscillation frequency via a varactor or capacitance diode, which changes the resonance frequency of the passive part of the circuitry. A one-port equivalent circuit of a VCO is shown in Fig. 7.13. The active element is a bipolar high-frequency transistor. For a given oscillation frequency the noise theory of the VCO does not differ from the noise theory of a fixed tuned oscillator, which has been presented above. The varactor diode can be treated as a passive lossy capacitor, of which the instantaneous capacitance is determined by the bias voltage of the varactor. The losses of the varactor give rise to thermal noise with a noise temperature, which is equivalent to the physical junction tem-


Fig. 7.13 A one-port equivalent circuit of a VCO.
perature of the varactor. A necessary condition for such a noise behavior is a low noise bias supply of the varactor. The bias and tuning voltage should be well filtered, stabilized and the bias voltage source impedance should be low. If these precautions are taken, then the excess noise of the varactor due to a frequency modulation by the bias circuit can be negligible as compared with the thermal noise of the capacitance diode and the other passive circuitry.

Across the tuning range of the VCO the small signal real part of the active admittance $Y_{a c t}$, as seen from the plane a-a' in Fig. 7.13, must be higher than the real part of the admittance of the passive branch $Y_{\text {pas }}$ of the one-port oscillator. According to a rule of thumb it should be at least about twice as high, i.e. across the intended tuning range. The oscillation frequency is determined by the condition that the imaginary parts of the admittances are of opposite sign. Figure 7.14 shows the simulated small signal admittances versus frequency of a VCO with a structure as shown in Fig. 7.13, which is tunable from 5 to 9 GHz .

### 7.6 NOISE IN PHASE-LOCKED LOOP CIRCUITS

Figure 7.15 shows the principal structure of a phase locked loop circuit. The oscillator to be stabilized must be tunable, i.e. it must be a VCO, a voltage controlled oscillator. The VCO signal with the frequency $f_{v}$ is divided in frequency by a factor of $N$ by means of a programmable divider and is then compared with the phase of a reference signal with the frequency $f_{r e f}$. The phase comparison is performed with a so called phase detector, which generates an output voltage that is proportional to the phase difference of the divided VCO signal and the reference signal. The reference signal often is derived from a quartz crystal oscillator signal, possibly after a frequency division. In the locked mode of the phase control loop, the phase of the VCO signal is rigidly locked to the phase of the reference signal in such a way that the phase difference is constant and typically small. Then the divided VCO angular frequency $\Omega_{v}=2 \pi f_{v}$ is equal to the reference angular frequency


Fig. 7.14 Small signal admittances $Y_{a c t}$ of the active and $Y_{p a s}$ of the passive circuit of the VCO.


Fig. 7.15 Block diagram of a phase locked loop circuit.
$\Omega_{r e f}=2 \pi f_{r e f}$, i.e.

$$
\begin{equation*}
\Omega_{v}=N \cdot \Omega_{r e f} \tag{7.74}
\end{equation*}
$$

or

$$
\begin{equation*}
f_{v}=N \cdot f_{r e f} \tag{7.75}
\end{equation*}
$$

The frequency stability of the VCO output signal only depends on the stability of the reference signal and the properties of the control loop. This feature is
the essential reason for the great importance of phase locked loops for the realization of stable signal sources at high frequencies. The long term and partly also the short term frequency stability of a crystal oscillator can thus be transferred e.g. to microwave frequencies, where crystal oscillators are not available. In addition, the frequency of the VCO signal can be changed in steps, simply by a variation of the division ratio $N$ in integer steps. Thus, a huge number of different frequencies can be generated in equal frequency steps, all with the same relative long term stability as the crystal oscillator signal.

Besides the long term frequency stability, the short term stability or phase or frequency noise of an oscillator can also be improved. Figure 7.16 shows two signal flow diagrams for the phase fluctuations corresponding to Fig. 7.15. In this section about phase locked loops, only phase fluctuations will be con-


Fig. 7.16 Signal flow diagrams for the phase fluctuations within a phase locked loop circuit.
sidered, amplitude fluctuations will be neglected, because their influence normally is of minor importance. The phase fluctuations of the free-running VCO will be denoted by the phasor $\Delta \theta_{n v}$, those of the reference oscillator by the phasor $\Delta \theta_{\text {ref }}$ and the phase noise of the stabilized VCO output signal by the phasor $\Delta \theta_{v c o}$ (Fig. 7.16a). Furthermore, the equivalent phase noise produced by a noisy phase discriminator including the loop filter and amplifier as referred to the divide-by- $N$ output port will be described by the phasor $\Delta \theta_{p d}$.

Finally, the equivalent phase noise of the divide-by- $N$ circuit, also referred to the output port of the divider, will be described by the phasor $\Delta \theta_{\text {div }}$. We can introduce a resultant phasor $\Delta \theta_{t o t}$, referred to the plane of the reference oscillator with

$$
\begin{equation*}
\Delta \theta_{t o t}=-\Delta \theta_{r e f}+\Delta \theta_{p d}+\Delta \theta_{d i v} \tag{7.76}
\end{equation*}
$$

where $\Delta \theta_{t o t}$ describes the total equivalent phase noise at the input of the phase detector (Fig. 7.16b). The noise phasors $\Delta \theta_{\text {ref }}$ and $\Delta \theta_{p d}$ and $\Delta \theta_{d i v}$ typically are all mutually uncorrelated. Therefore, we can write for the corresponding phase spectra

$$
\begin{equation*}
W_{t o t}=W_{r e f}+W_{p d}+W_{d i v} \tag{7.77}
\end{equation*}
$$

The frequency divider also reduces the amplitude of the phase fluctuations by a factor of $N$ (compare with Section 6.8.3). The sensitivity of the phase detector is described by the constant $K_{p d}$. The loop filter has a transfer function $F(j \omega)$, which normally is frequency dependent. The VCO may have the constant tuning sensitivity $K_{v c o}$, which is assumed to be independent of the offset frequency $\omega$. The transfer function of the control voltage at the tuning input of the VCO to the phase of the VCO is given by $K_{v c o} / j \omega$. This is because the frequency of the oscillator as controlled by the tuning voltage is the time derivative of the phase. We therefore obtain the following relationship from the flow diagram of Fig. 7.16:

$$
\begin{equation*}
\Delta \theta_{v c o}=\frac{1}{1+\frac{1}{N} K_{p d} F(j \omega) \frac{K_{v c o}}{j \omega}} \Delta \theta_{n v}+\frac{K_{p d} F(j \omega) \frac{K_{v c o}}{j \omega}}{1+\frac{1}{N} K_{p d} F(j \omega) \frac{K_{v c o}}{j \omega}} \Delta \theta_{t o t} \tag{7.78}
\end{equation*}
$$

The control behavior strongly depends on the open loop gain $V(j \omega)$ :

$$
\begin{equation*}
V(j \omega)=K_{p d} F(j \omega) \frac{K_{v c o}}{j \omega} . \tag{7.79}
\end{equation*}
$$

A loop filter may be designed by means of an operational amplifier according to the schematic diagram in Fig. 7.17 and with the transfer function $F(j \omega)$ :

$$
\begin{equation*}
F(j \omega)=\frac{U_{2}}{U_{1}}=-\frac{j \omega \tau_{2}+1}{j \omega \tau_{1}} \quad \text { with } \quad \tau_{1}=R_{1} C \quad \text { and } \quad \tau_{2}=R_{2} C \tag{7.80}
\end{equation*}
$$

The magnitude of the transfer function $|F(j \omega)|$ of the loop filter as a function of frequency is schematically shown in Fig. 7.18. Typically the open loop gain will show a low-pass behavior. Let us define an angular corner frequency $\omega_{\text {con }}$ of the loop filter such that $\left|V\left(j \omega_{\text {con }}\right)\right|=1$. For $|V(j \omega)| \gg 1$, i.e. $\omega \ll \omega_{c o n}$, the phase noise of the oscillator output signal $\Delta \theta_{v c o}$ is determined by the phase fluctuations of the reference signal plus the equivalent noise of the frequency divider and the phase discriminator plus the control circuit, i.e. $\Delta \theta_{t o t}$ :

$$
\begin{equation*}
\Delta \theta_{v c o}=N \cdot \Delta \theta_{t o t} \quad \text { for } \quad \omega \ll \omega_{c o n} . \tag{7.81}
\end{equation*}
$$



Fig. 7.17 Equivalent circuit of an active loop filter of first order with the amplification factor $V_{0} \approx \infty$.


Fig. 7.18 Transfer function $F(j \omega)$ of the loop filter versus frequency.

For $|V(j \omega)| \ll 1$ and $\omega \gg \omega_{\text {con }}$ the phase noise of the oscillator output is equal to the phase noise of the free running $\mathrm{VCO}, \Delta \theta_{n v}$.

$$
\begin{equation*}
\Delta \theta_{v c o}=\Delta \theta_{n v} \quad \text { for } \quad \omega \gg \omega_{c o n} . \tag{7.82}
\end{equation*}
$$

In summary, a phase locked loop circuit offers the possibility to reduce the phase noise of a tunable oscillator almost to the level of the reference oscillator, but only for offset frequencies $\omega$ that are small with respect to the angular corner frequency $\omega_{\text {con }}$ of the open loop gain.

The reference oscillator will often be a quartz crystal oscillator with rather low phase noise and a low $1 / f$-noise corner frequency. Further noise will add, e.g. noise from the phase detector and the frequency divider. In the following text, we will denote the total phase noise $\Delta \theta_{t o t}$ by the name reference oscillator phase noise or reference phase noise for simplicity. Typically, this reference phase noise will show a rather flat and frequency independent behavior, although in absolute terms the noise level will increase considerably due to the times $N$ multiplication factor, as predicted by Eq. (7.81). On the other hand, the internal phase noise of the free-running VCO will typically drop with increasing offset frequencies by 20 dB /decade. Therefore, we
will normally observe an intersection of the multiplied reference phase noise curve and the free-running VCO phase noise curve. Let us call the angular frequency belonging to this intercept frequency $\omega_{\text {int }}$. A loop filter angular corner frequency $\omega_{c o n}$, which is approximately equal to $\omega_{i n t}$, may be a good choice in many circumstances and will give an overall phase noise behavior versus offset frequency as shown qualitatively in Fig. 7.19.


Fig. 7.19 Qualitative phase noise spectrum of a PLL stabilized VCO with $\omega_{\text {con }} \approx \omega_{\text {int }}$.

If we choose the cut-off frequency of the open loop gain $\omega_{\text {con }}$ smaller than the intercept frequency $\omega_{\text {int }}$, i.e. $\omega_{\text {con }}<\omega_{\text {int }}$, then we will observe a phase noise behavior versus offset frequency as shown in Fig. 7.20. We observe an increase of the phase noise of the stabilized oscillator around the intercept frequency $\omega_{\text {int }}$, because the phase noise of the free running VCO is now dominating around the offset frequency $\omega_{\text {con }}$. If we choose the cut-off fre-


Fig. 7.20 Qualitative phase noise spectrum of a PLL stabilized VCO with $\omega_{c o n}<\omega_{\text {int }}$.
quency of the open loop gain $\omega_{\text {con }}$ greater than the intercept frequency $\omega_{\text {int }}$,
i.e. $\omega_{\text {con }}>\omega_{\text {int }}$, then we will observe a phase noise function versus offset frequency as shown in Fig. 7.21. We observe an increase of the phase noise of the stabilized oscillator above the intercept frequency $\omega_{\text {int }}$, because the phase noise of the reference oscillator is now dominating around the offset frequency $\omega_{\text {con }}$. In summary, within the loop bandwidth, a VCO stabilized by a phase


Fig. 7.21 Qualitative phase noise spectrum of a PLL stabilized VCO with $\omega_{\text {con }}>\omega_{\text {int }}$.
locked loop behaves much like a frequency multiplier concerning the input and output phase noise. Because the input phase noise spectrum is multiplied by the division factor $N^{2}$, care should be taken to keep the reference frequency as high as possible. If this does not comply with the desired frequency step, a solution with more than one loop has to be chosen.

### 7.7 MEASUREMENT OF THE OSCILLATOR NOISE

### 7.7.1 Amplitude noise

An apparently obvious method for the measurement of the amplitude noise, namely the application of a spectrum analyzer, does not work because the phase noise is dominant and covers the amplitude noise. Therefore, we need a selective method to measure the amplitude noise.

In the simplest case, the amplitude noise can be measured with a setup as shown in Fig. 7.22. The amplitude noise detector consists of a rectifier diode, which can be a Schottky diode, a low pass filter and an amplifier. The output voltage $u(t)$ is proportional to the time dependent amplitude of the input signal $x(t)$. With $x(t)=\left[X_{0}+\Delta x(t)\right] \cos \left[\Omega_{0} t+\Delta \Phi(t)\right]$ the relation

$$
\begin{equation*}
u(t)=K_{a d}\left[X_{0}+\Delta x(t)\right] \tag{7.83}
\end{equation*}
$$

may be formulated for the output signal $u(t)$ of the amplitude detector. Here, $K_{a d}$ is a proportionality constant characterizing the sensitivity of the ampli-
oscillator


Fig. 7.22 Simple circuit for the measurement of amplitude noise.
tude detector. The output signal consists of a constant part $U_{0}=K_{a d} X_{0}$ and a time dependent part $\Delta u(t)=K_{a d} \Delta x(t)$. We obtain the spectrum $W_{\alpha}(\omega)$ of the normalized amplitude fluctuations $\Delta x(t) / X_{0}$ from the d.c. voltage $U_{0}$ and the spectrum $W_{u}(\omega)$ of the signal part $\Delta u(t)$ :

$$
\begin{equation*}
W_{\alpha}(\omega)=\frac{1}{U_{0}^{2}} W_{u}(\omega) \tag{7.84}
\end{equation*}
$$

In this form, the measurement method is only partly useful in practice. The amplitude noise of most oscillators is so weak, that it will give rise to a detector output signal of only the same order of magnitude as the internal detector noise. In order to achieve a better sensitivity, it is necessary to determine the internal detector noise first and then subtract it from the measured total noise spectrum $W_{u}$. Because the internal noise depends upon the carrier drive level, it would be necessary to drive the detector with a noise-free carrier signal of the same amplitude and frequency. This, however, is not possible in practice. The problem can be solved with a measurement circuit as shown in Fig. 7.23. The oscillator signal is split into two equal signals by means of a signal divider


Fig. 7.23 Measurement of the amplitude noise with two amplitude detectors.
and is then applied to a couple of paired amplitude detectors. We then obtain for the output signals or voltages

$$
\begin{align*}
& u_{1}(t)=K_{a d}\left[X_{0}+\Delta x(t)\right]+u_{n 1}(t),  \tag{7.85}\\
& u_{2}(t)=K_{a d}\left[X_{0}+\Delta x(t)\right]+u_{n 2}(t), \tag{7.86}
\end{align*}
$$

where the signals $u_{n 1}$ and $u_{n 2}$ describe the internal noise of the detectors. The output voltage can either be the sum or the difference of the voltages $u_{1}$ or $u_{2}$ :

$$
\begin{align*}
& u_{\Sigma}(t)=u_{1}(t)+u_{2}(t)=2 K_{a d}\left[X_{0}+\Delta x(t)\right]+u_{n 1}(t)+u_{n 2}(t),(  \tag{7.87}\\
& u_{\Delta}(t)=u_{1}(t)-u_{2}(t)=u_{n 1}(t)-u_{n 2}(t) \tag{7.88}
\end{align*}
$$

The voltage $u_{\Sigma}$ includes a d.c. component $U_{0}=2 K_{a d} X_{0}$, while the voltage $u_{\Delta}$ only consists of the internal noise of the detectors. Because the noise contributions from the two detectors are uncorrelated, it follows for the spectra of the time dependent parts:

$$
\begin{align*}
& W_{u \Sigma}(\omega)=\left(2 K_{a d} X_{0}\right)^{2} W_{\alpha}(\omega)+W_{n 1}+W_{n 2}  \tag{7.89}\\
& W_{u \Delta}(\omega)=W_{n 1}+W_{n 2} \tag{7.90}
\end{align*}
$$

Then, we obtain the spectrum $W_{\alpha}(\omega)$ of the normalized amplitude fluctuations $\Delta x(t) / X_{0}$ by the algebraic operation

$$
\begin{equation*}
W_{\alpha}(\omega)=\frac{1}{U_{0}^{2}}\left[W_{u \Sigma}(\omega)-W_{u \Delta}(\omega)\right] \tag{7.91}
\end{equation*}
$$

In this manner, the influence of the internal detector noise can be eliminated to a large extent.

Alternatively, the influence of the detector noise may also be eliminated by calculating the cross-correlation of the signals $u_{1}(t)$ and $u_{2}(t)$, instead of taking the sum and difference of the signals.

As an example, Fig. 7.24 schematically shows the measured amplitude noise of an oscillator with a GaAs field effect transistor as the active element. The oscillation frequency is approximately 10 GHz .

Because the amplitude noise is less important for practical applications than the phase noise, it is seldom measured and in most cases not specified in data sheets.

### 7.7.2 Phase noise

The most convenient method in order to measure the phase noise of an oscillator is by means of a high quality spectrum analyzer as has already been mentioned in Section 6.9. There are, however, some restrictions on the use of a spectrum analyzer, as has also been discussed in Section 6.9. A successful measurement is only possible if the amplitude noise is sufficiently small and if the internal phase noise of the spectrum analyzer is lower than the phase noise to be measured. Here, we will examine other possibilities for the measurement of phase noise, which do not need a spectrum analyzer.

The first method needs a second oscillator, e.g. at the same frequency. The measurement principle shows similarities with the measurement of the phase noise of two-ports, described in Section 6.9. Figure 7.25 shows a block diagram of the measurement circuit.


Fig. 7.24 Schematic diagram of the measured amplitude noise of a GaAs field effect transistor oscillator with an oscillation frequency of approximately 10 GHz .


Fig. 7.25 Measurement of the phase noise with a reference oscillator.

The phase fluctuations of the output signals of the device under test and the reference oscillator are compared by a linear phase detector. With $\Delta \Phi(t)$ as the phase fluctuations of the measurement oscillator and $\Delta \Phi_{r e f}(t)$ as the phase fluctuations of the reference oscillator, we can write for the signal $u(t)$ at the output of the phase detector

$$
\begin{equation*}
u(t)=K_{p d}\left[\Delta \Phi(t)-\Delta \Phi_{r e f}(t)\right] \tag{7.92}
\end{equation*}
$$

or for the corresponding spectra, respectively,

$$
\begin{equation*}
W_{u}(\omega)=K_{p d}^{2}\left[W_{\phi}(\omega)+W_{r e f}(\omega)\right] \tag{7.93}
\end{equation*}
$$

The constant $K_{p d}$ again describes the sensitivity of the phase detector. The condition for the validity of the Eqs. (7.92) and (7.93) is that both sources oscillate at exactly the same frequency. Furthermore, the phase difference of these two oscillators must either be constant or show only small and slow variations in time. The stringent requirements regarding the frequency equality of the two oscillators normally can not be met with free running oscillators but rather requires a phase locked loop system for stabilization. Therefore, either the measurement oscillator or the reference oscillator needs to be tunable in frequency. It is important that the corner frequency of the phased locked loop system is smaller than the smallest offset frequency to be measured. Otherwise the phase fluctuations of both oscillators are equal and due to $\Delta \Phi(t)=\Delta \Phi_{r e f}(t)$ the output signal of the phase detector becomes zero according to Eq. (7.92). The input signals of the phase detector may also be derived from the oscillator signals by frequency division, if the oscillation frequencies are too high as direct inputs to a highly linear digital phase detector.

The spectrum $W_{u}(\omega)$ can be analyzed with a low frequency spectrum analyzer after a proper low noise amplification. A high-frequency spectrum analyzer may be used for an absolute calibration. According to Eq. (7.92) the spectrum $W_{u}(\omega)$ is the sum of the phase noise spectra of the measurement oscillator and the reference oscillator. Therefore, it is obvious to use a reference oscillator with a very low phase noise so that its contribution to $W_{n}$ can be neglected. Otherwise the measurement procedures discussed in section 6.9 can also be applied to oscillator measurements. Thus, the reference oscillator may be replaced by a second measurement oscillator, closely matched to the first one, which requires a correction of the measurement result by 3 dB , or one needs to evaluate the combined noise of the three possible pairs of three different oscillators (see problem 6.8).

The calibration of the different discriminator circuits can be performed by modulating the oscillator under test in frequency or in phase at a given offset frequency $\omega$. For this purpose, also a sinusoidal calibration signal may be introduced by phase or frequency modulating the tunable oscillator. The modulation index and thus the calibration factor can be determined via the generated carrier sidebands. The sidebands can be observed on a high-frequency spectrum analyzer. In case that the oscillator under test is not tunable, a modulation of the reference oscillator might be necessary. Then, a tunable reference oscillator is needed.

The use of a reference oscillator and a frequency stabilizing circuit is somewhat disadvantageous because of the high effort involved required for its realization. The next method does not need a reference oscillator because the oscillator signal is directly applied to a frequency discriminator, where the phase or frequency fluctuations of the oscillator under test are converted to a low frequency noise signal.

The working principle of most frequency discriminators relies on the conversion of phase or frequency fluctuations of the discriminator input signal into amplitude fluctuations, which then can be measured quite easily with
an amplitude discriminator. Figure 7.26 shows a block diagram of the basic setup of such frequency discriminators. The output signal of the oscillator under test is divided by a signal divider into two parts and is applied to two linear networks with strongly different transfer functions $H(j \Omega)$ and $G(j \Omega)$. In the following section, $H(j \Omega)$ is assumed to be the transfer function of a transmission type resonator with a high quality factor and $G(j \Omega)$ is assumed to be the transfer function of a frequency independent phase shift network. The output signals of the two networks $H$ and $G$ are added and yield a sum


Fig. 7.26 Block diagram of a frequency discriminator for the measurement of phase noise.
signal phasor $Y$ with the amplitude $Y_{0}$. The amplitude detector converts the amplitude fluctuations $\Delta y(t)$ of this sum signal to the output signal $u(t)$.

Up to the amplitude detector input, the discriminator is a linear system with the transfer function $H(j \Omega)+G(j \Omega)$. The normalized amplitude fluctuations can therefore be calculated with Eq. (7.14) in complex form:

$$
\begin{equation*}
\frac{\Delta Y}{Y_{0}}=\frac{j}{2}\left[\frac{H\left(\Omega_{r}+\omega\right)+G\left(\Omega_{r}+\omega\right)}{H\left(\Omega_{r}\right)+G\left(\Omega_{r}\right)}-\frac{H^{*}\left(\Omega_{r}-\omega\right)+G^{*}\left(\Omega_{r}-\omega\right)}{H^{*}\left(\Omega_{r}\right)+G^{*}\left(\Omega_{r}\right)}\right] \Delta \Phi . \tag{7.94}
\end{equation*}
$$

In this equation, the amplitude noise of the sinusoidal carrier signal under test has been neglected.

The relation between the amplitude fluctuations $\Delta y(t)$ of the sum signal and the output signal $u(t)$ of the detector can again be described by means of Eq. (7.83). The output signal consists of a DC part $U_{0}=K_{a d} Y_{0}$ and a fluctuating part $\Delta u(t)=K_{a d} \cdot \Delta y(t)$. We are only interested in the time dependent part $\Delta u(t)$ or the discriminated phase noise and obtain the following expression for the spectrum $W_{u}(\omega)$ :

$$
\begin{gather*}
W_{u}(\omega)=\left(\frac{K_{a d} Y_{0}}{2}\right)^{2} \\
\left|\frac{H\left(\Omega_{r}+\omega\right)+G\left(\Omega_{r}+\omega\right)}{H\left(\Omega_{r}\right)+G\left(\Omega_{r}\right)}-\frac{H^{*}\left(\Omega_{r}-\omega\right)+G^{*}\left(\Omega_{r}-\omega\right)}{H^{*}\left(\Omega_{r}\right)+G^{*}\left(\Omega_{r}\right)}\right|^{2} W_{\phi}(\omega) \tag{7.95}
\end{gather*}
$$

As an example for a frequency discriminator we will examine the circuit of Fig. 7.27 in more detail. Here, the frequency dependent network $H(\Omega)$ consists of a circulator and a reflection type resonator, which is tuned to the oscillation frequency of the oscillator under test. This circuit structure has a particularly high discrimination efficiency. If the signals are assumed to be wave quantities,


Fig. 7.27 Frequency discriminator with a reflection type resonator.
then the transfer function $H(j \Omega)$ is identical to the reflection coefficient of the resonator:

$$
\begin{equation*}
H(\Omega)=\frac{\beta-1-j Q_{0}\left(\frac{\Omega}{\Omega_{r}}-\frac{\Omega_{r}}{\Omega}\right)}{\beta+1+j Q_{0}\left(\frac{\Omega}{\Omega_{r}}-\frac{\Omega_{r}}{\Omega}\right)} \tag{7.96}
\end{equation*}
$$

In the last equation, $\beta>1$ is the coupling factor to the resonator and $Q_{0}$ is the quality factor of the unloaded resonator. With $\Omega=\Omega_{r}+\omega$ and $\omega \ll \Omega_{r}$ Eq. (7.96) simplifies to

$$
\begin{equation*}
H\left(\Omega_{r}+\omega\right)=\frac{\beta-1-j 2 Q_{0} \omega / \Omega_{r}}{\beta+1+j 2 Q_{0} \omega / \Omega_{r}} \tag{7.97}
\end{equation*}
$$

The other linear network is a phase shifter with a frequency independent transfer function

$$
\begin{equation*}
G(j \Omega)=e^{j \vartheta} \tag{7.98}
\end{equation*}
$$

It follows from the Eqs. (7.95), (7.97) and (7.98)

$$
W_{u}(\omega)=\left(\frac{K_{a d} Y_{0}}{2}\right)^{2}
$$

$$
\begin{equation*}
\left|\frac{\frac{\beta-1-j 2 Q_{0} \omega / \Omega_{r}}{\beta+1+j 2 Q_{0} \omega / \Omega_{r}}+e^{j \vartheta}}{\frac{\beta-1}{\beta+1}+e^{j \vartheta}}-\frac{\frac{\beta-1-j 2 Q_{0} \omega / \Omega_{r}}{\beta+1+j 2 Q_{0} \omega / \Omega_{r}}+e^{-j \vartheta}}{\frac{\beta-1}{\beta+1}+e^{-j \vartheta}}\right| W_{\phi}(\omega) \tag{7.99}
\end{equation*}
$$

or, after some manipulations,

$$
\begin{array}{r}
W_{u}(\omega)=\left(K_{a d} Y_{0}\right)^{2}\left[\frac{\sin \vartheta}{1+\left(\frac{\beta-1}{\beta+1}\right)^{2}+2 \frac{\beta-1}{\beta+1} \cos \vartheta}\right]^{2} \\
\cdot\left|\frac{4 \beta Q_{0} \omega / \Omega_{r}}{(\beta+1)\left(\beta+1+j 2 Q_{0} \omega / \Omega_{r}\right)}\right|^{2} W_{\phi}(\omega) . \tag{7.100}
\end{array}
$$

By forming the derivative with respect to $\vartheta$ we can find the optimum setting of the phase shifter, as a function of the coupling factor $\beta$. The conversion efficiency of the discriminator becomes maximum for

$$
\begin{equation*}
\vartheta=\vartheta_{0}=\arccos \left[\frac{-2 \frac{\beta-1}{\beta+1}}{1+\left(\frac{\beta-1}{\beta+1}\right)^{2}}\right] \tag{7.101}
\end{equation*}
$$

A variation of the coupling factor $\beta$ between 0 and $\infty$ causes a change of the optimum phase shift value $\vartheta_{0}$ between $0^{\circ}$ and $180^{\circ}$. For a very weak coupling ( $\beta \approx 0$ ) as well as for a very strong coupling ( $\beta \gg 1$ ), the discrimination efficiency becomes very small. In between there exists an optimum coupling value of $\beta=1$, i.e. $H\left(j \Omega_{r}\right)=0$. This coupling is also called critical coupling. The corresponding phase shift value is $\vartheta_{0}=90^{\circ}$.

If we limit the discussion to offset frequencies that are small compared with the $3-\mathrm{dB}$ bandwidth of the resonator, then $2 Q_{0} \omega / \Omega_{r} \ll 1$ is valid. For a constant phase angle $\vartheta=90^{\circ}$ we obtain from Eq. (7.100)

$$
\begin{equation*}
W_{u}(\omega)=\left(K_{a d} Y_{0} \frac{2 \beta Q_{0}}{1+\beta^{2}} \frac{\omega}{\Omega_{r}}\right)^{2} W_{\phi}(\omega) \tag{7.102}
\end{equation*}
$$

It also follows from Eq. (7.102) that the critically coupled resonator ( $\beta=1$ ) has the best discrimination efficiency. Once the coupling $\beta$ and the phase angle $\vartheta$ have optimally been chosen, the discrimination efficiency entirely depends on the unloaded $Q$-factor of the resonator. Therefore, for the measurement of low-noise oscillators the $Q$-factor of the resonator should be sufficiently high.

If a circulator in the circuit of Fig. 7.27 is not available or not suitable, one may employ a 3 dB coupler instead, however at the expense of 6 dB additional loss in conversion efficiency.

The ratio of $W_{u}$ and $W_{\phi}$ is proportional to the square of the offset frequency $\omega$, as may be seen from Eq. (7.102). This shows that the circuit basically acts as a frequency discriminator and not as a phase discriminator. If in Eq. (7.102) the spectrum $W_{\phi}$ is replaced by the frequency noise spectrum $W_{f}=(\omega / 2 \pi)^{2} W_{\phi}$, then the conversion efficiency is independent of the offset frequency.

The circuit of Fig. 7.27 may be simplified by using a transmission type resonator, as shown in Fig. 7.28. In this case, the transmission line bypass with the phase shifter $\vartheta$ is not needed. However, for this configuration the carrier


Fig. 7.28 Frequency discriminator with a transmission type resonator.
frequency must not coincide with the resonance frequency of the resonator but should rather be positioned on the slope of the resonance curve. There is an optimum frequency position which has to be found in the next problem. The discrimination efficiency is lower than that of the circuit of Fig. 7.27. The details are left to problem 7.8.

Problem
7.8 Calculate the discrimination efficiency for the circuit of Fig. 7.28. At what offset frequency relative to the resonance frequency of the resonator does the maximum discrimination efficiency occur? What is the degradation in efficiency relative to the circuit of Fig. 7.27, if we assume the same unloaded $Q$-factor for both circuits?

A frequency discriminator can also be realized with a delay line as shown in Fig. 7.29. The discriminator circuit is similar to the one in Fig. 7.27. It is assumed that the delay line has a length $l$ and an attenuation factor $\alpha=\alpha^{\prime} \cdot l$. Furthermore, we will assume that the total length of the is an integer multiple $n$ of the wavelength at the oscillation frequency. As will be shown in problem 7.9 , the relation between the spectra $W_{\phi}$ and $W_{u}$ is given by the expression

$$
\begin{equation*}
W_{u}(\omega)=\left(K_{a d} Y_{0}\right)^{2}\left[\frac{\sin \frac{\omega l}{2 v}}{\cosh \alpha^{\prime} l}\right]^{2} W_{\phi}(\omega) \tag{7.103}
\end{equation*}
$$

where $v=\Omega_{0} l /(n 2 \pi)$ is the phase velocity of the transmission or delay line.


Fig. 7.29 Frequency discriminator with a delay line.

## Problem

7.9 Derive Eq. (7.103). Which length of the delay line leads to the highest discrimination efficiency?

Up to now we have assumed that the oscillator signal to be measured is free of amplitude fluctuations. If this approximation is not valid, then the measurement circuit of Fig. 7.27 can be modified by substituting the amplitude detector by a balanced mixer (see Fig. 7.30).


Fig. 7.30 Frequency discriminator with a balanced mixer.

The balanced mixer allows one to reduce the impact of the amplitude noise significantly, as is proven in problem 7.10.

## Problem

7.10 Show that for the balanced discriminator circuit of Fig. 7.30 the amplitude noise $\Delta x(t)$ of the carrier signal does not contribute to the output signal $u(t)$ for a perfectly balanced mixer.

The calibration of the different discriminator circuits can be performed by modulating the oscillator under test in frequency or in phase at a given offset frequency $\omega$. As has been discussed before, the modulation index and thus the calibration factor can be determined via the generated carrier sidebands. The sidebands can be measured by a high-frequency spectrum analyzer. In the case that the oscillator under test is not tunable, a frequency modulation of the resonator might be an alternative. Because only a very small modulation index is needed, the resonator may loosely be coupled to e.g. a varactor diode, without deteriorating the quality factor of the resonator significantly. The calibration factor of the resonator, which is modulated in its resonance frequency, can be determined by a substitution measurement with a tunable oscillator of the same frequency and output power. The comparison is done on the basis of equal low frequency signals at the output of the discriminator. The calibrations should be evaluated as a function of the offset frequency $\omega$.

High-frequency systems, for instance radar systems or parts of radar systems, often have a structure similar to the circuit shown in the figures 7.26 to 7.30. Therefore, it is possible that a circuit in the system acts as a frequency or phase discriminator and converts the phase noise of oscillator or carrier signals into low frequency noise signals. These noise signals are sometimes considerably stronger than the internal noise of preamplifiers or mixers. A reduction of the carrier phase noise may then be necessary.

### 7.7.3 Injection locking

For the method of injection locking, the signal of an auxiliary oscillator or an injecting oscillator or a reference oscillator is directly injected or coupled into the main oscillator. One may use an amplifier and a circulator or a coupler to isolate the auxiliary oscillator from the main oscillator and the output as shown in Fig. 7.31. If the fixed frequency $\Omega_{i}$ of the auxiliary oscillator and the frequency $\Omega_{0}$ of the free running main oscillator are sufficiently close together, then the main oscillator will also oscillate at exactly the frequency $\Omega_{i}$, i.e. the frequency of the reference oscillator. We can observe that the main oscillator is synchronized by the reference oscillator. For a quantitative analysis of this effect we must extend the signal flow diagram of Fig. 7.2 as shown in Fig. 7.32. The injecting oscillator signal $Z_{i}$ is coupled to the oscillation circuit via the coupling network $E(\Omega)$ and induces the signal $Y_{i}$ into the oscillation loop.


Fig. 7.31 Circuit for injection locking of an oscillator.


Fig. 7.32 Signal flow diagram for an injection locked oscillator.

This modification alters the oscillation condition. With the definition

$$
\begin{equation*}
\frac{Y_{i}}{Y}=q_{i} e^{j \vartheta} \tag{7.104}
\end{equation*}
$$

we obtain for the oscillation condition

$$
\begin{equation*}
D(X) H\left(\Omega_{i}\right)\left(1+q_{i} e^{j \vartheta}\right)=1 . \tag{7.105}
\end{equation*}
$$

Despite the formal similarity to Eq. (7.4), a substantial difference exists between both oscillation conditions. For the case of the free running oscillator, the oscillation condition determines the oscillation frequency and the amplitude. For the case of injection locking, the frequency of the main oscillator is equal to the frequency $\Omega_{i}$ of the auxiliary oscillator and thus is known. But now the angle $\vartheta$ appears as an unknown quantity, which describes the phase difference between the injecting signal $Y_{i}$ and the oscillation signal $Y$.

By means of Eq. (7.105) some general properties of an injection locked oscillator can be derived. For this purpose, we will assume in the following section that the oscillation condition has a solution with the amplitude $X_{0}$ and the angular frequency $\Omega_{0}$ for $q_{i}=0$, i.e. for the free running case. For $q_{i} \neq 0$, generally both the amplitude and the frequency of the oscillation will change. However, usually the changes are small. Therefore, we assume that due to $X \approx X_{0}$ and $\Omega_{i} \approx \Omega_{0}$ the describing function $D(X)$ will only change its magnitude and the transfer function $H(\Omega)$ will only change its phase.

Under these conditions we will first consider the case $\Omega_{i}=\Omega_{0}$, i.e. the injection locked oscillator has the same frequency as the reference oscillator. Then, $D(X) H\left(\Omega_{i}\right)=D(X) H\left(\Omega_{0}\right)$ is real and due to Eq. (7.105) also the factor $1+q_{i} e^{j \vartheta}$ must be real. Thus, the only solutions for the angle $\vartheta$ are 0 and $\pm \pi$. For $\vartheta=0$, we have $1+q_{i} e^{j \vartheta}>1$ and the magnitude of $D(X)$ must decrease as compared to the free running case. For the amplifier, this will lead to an increased drive level and also to an increased oscillation amplitude. For $\vartheta= \pm \pi$, the relations will reverse. However, this operating point is unstable and, therefore, will not appear in practice. If the frequency of the reference oscillator is changed, then the product $D(X) H\left(\Omega_{i}\right)$ becomes complex, and therefore $1+q_{i} e^{j \vartheta}$ must also become complex. From this we conclude $\vartheta \neq 0$. Because of $q_{i}<1$, the phase angle of the expression $1+q_{i} e^{j \vartheta}$ is limited. The largest angle occurs for $\vartheta= \pm 90^{\circ}$ and is equal to $\arctan q_{i}$. This operating point corresponds to the largest phase change of the function $H\left(\Omega_{i}\right)$ and, therefore, to the largest deviation of the frequency $\Omega_{i}$ from $\Omega_{0}$. If the reference frequency deviates even further from $\Omega_{0}$, then Eq. (7.105) no longer has a solution. Thus, only a limited frequency range $\Omega_{0} \pm \Delta \Omega_{m}$ exists, within which an injection locking or a phase synchronization of the main oscillator is possible. By varying $\Omega_{i}$ within this range, the phase $\vartheta$ will change from $-90^{\circ}$ via $0^{\circ}$ at $\Omega_{i}=\Omega_{0}$ to $+90^{\circ}$.

The synchronization range is proportional to $q_{i}$ and thus to $\sqrt{P_{i} / P_{0}}$, where $P_{i}$ is the injected power and $P_{0}$ is the output power of the main oscillator. Furthermore, the frequency dependence of $H(\Omega)$ is important. The less the phase of $H(\Omega)$ changes as a function of $\Omega$, the wider the synchronization range $2 \Delta \Omega_{m}$ becomes. For a resonator the phase slope is proportional to the quality factor $Q$. Therefore, we expect a relationship of the type

$$
\begin{equation*}
\Delta \Omega_{m} \sim \frac{1}{Q} \sqrt{\frac{P_{i}}{P_{0}}} \tag{7.106}
\end{equation*}
$$

For a more rigorous evaluation of the synchronization range, we will consider the one-port oscillator with the series resonance circuit of Section 7.5. Figure 7.33 shows the circuit which has been supplemented by the voltage source $U_{i}$, which corresponds to the injection signal $Y_{i}$ of Fig. 7.32. We thus have $U_{i} / U=q_{i} \exp (j \vartheta)$, and therefore the oscillation condition with respect to the real and imaginary part is given by:

$$
\begin{equation*}
R_{0}+R(I)\left(1+q_{i} \cos \vartheta\right)=0 \tag{7.107}
\end{equation*}
$$



Fig. 7.33 Phase synchronization of a one-port oscillator.

$$
\begin{equation*}
2\left(\Omega_{i}-\Omega_{0}\right) L+R(I) q_{i} \sin \vartheta=0 \tag{7.108}
\end{equation*}
$$

At the limits of the synchronization range we obtain from $\Omega_{i}-\Omega_{0}= \pm \Delta \Omega_{m}$ and $\vartheta= \pm 90^{\circ}$ :

$$
\begin{align*}
R_{0}+R(I) & =0  \tag{7.109}\\
2 \cdot \Delta \Omega_{m} \cdot L+R(I) \cdot q_{i} & =0 \tag{7.110}
\end{align*}
$$

The output power of the oscillator is given by

$$
\begin{equation*}
P_{0}=\frac{1}{2} R_{0} I^{2}=\frac{1}{2} R_{0}\left|\frac{U}{R(I)}\right|^{2} \tag{7.111}
\end{equation*}
$$

and with Eq. (7.109) we get

$$
\begin{equation*}
P_{0}=\frac{|U|^{2}}{2 R_{0}} \tag{7.112}
\end{equation*}
$$

If we define as injection power $P_{i}$ the available power of the voltage source $U_{i}$ with the resistance $R_{0}$, then

$$
\begin{equation*}
P_{i}=\frac{\left|U_{i}\right|^{2}}{8 R_{0}} \tag{7.113}
\end{equation*}
$$

From this we get

$$
\begin{equation*}
q_{i}=\frac{\left|U_{i}\right|}{U}=2 \sqrt{\frac{P_{i}}{P_{0}}} \tag{7.114}
\end{equation*}
$$

and with the Eqs. (7.109) and (7.110):

$$
\begin{equation*}
\Delta \Omega_{m}=\frac{R_{0}}{L} \sqrt{\frac{P_{i}}{P_{0}}} \tag{7.115}
\end{equation*}
$$

For a resonator it is customary to define an external quality factor $Q_{\text {ext }}$ by

$$
\begin{equation*}
Q_{e x t}=\frac{\Omega_{0} L}{R_{0}} \tag{7.116}
\end{equation*}
$$

If we insert this into Eq. (7.115) we obtain

$$
\begin{equation*}
\Delta \Omega_{m}=\frac{\Omega_{0}}{Q_{e x t}} \sqrt{\frac{P_{i}}{P_{0}}} \tag{7.117}
\end{equation*}
$$

This is a very useful equation for the determination of the external quality factor of an oscillator by means of a measurement of the synchronization range.

## Problem

7.11 In the circuit of a two-port oscillator with a transmission resonator

as shown in Fig. 7.3 the signal divider is replaced by an ideal 3 dB coupler. The injection signal with the available power $P_{i}$ is fed into one of the ports (see figure). By analogy with Eq. (7.117) derive for this oscillator circuit a relationship between the parameters $\Delta \Omega_{m}, P_{i}, P_{0}$ and the properties of the resonator.

A general determination of the amplitude and phase noise for the injection locked oscillator with the signal flow diagram of Fig. 7.32 is tedious. Therefore, we will only treat the special case that $\Omega_{i}=\Omega_{0}$, i.e. the frequency of the free running main oscillator is equal to the frequency of the reference oscillator. Then, we have $\vartheta=0$. Furthermore, the amplitude noise will be neglected and only the phase noise will be discussed.

If the phase fluctuations of the signal $Y$ are denoted by $\Delta \Psi$ and those of the signal $Y_{r}$ by $\Delta \Psi_{r}$, then Eqs. (7.6), (7.14) and (7.15) yield

$$
\begin{equation*}
\Delta \Psi=H_{\Sigma} \Delta \Psi_{r}+\Delta \Psi_{n} \tag{7.118}
\end{equation*}
$$

Due to $\vartheta=0$ and thus $Y_{r}=\left(1+q_{i}\right) Y$ the phase fluctuations $\Delta \Psi_{r}$ can be determined from the fluctuations $\Delta \Psi$ and the fluctuations $\Delta \Psi_{i}$ of the injecting signal. Figure 7.34 illustrates the situation for the case that only the injecting signal $Y_{i}$ has phase fluctuations $\Delta \Psi_{i}$. Since the sum signal $Y_{r}$ has an amplitude which is larger by $\left(1+q_{i}\right) / q_{i}$, the corresponding phase disturbance is reduced by approximately the same factor. A similar reasoning applies to


Fig. 7.34 Superposition of a noisy injecting signal.
the phase fluctuations $\Delta \Psi$ of the signal $Y$. In summary, we obtain the result

$$
\begin{equation*}
\Delta \Psi_{r}=\frac{1}{1+q_{i}}\left(\Delta \Psi+q_{i} \Delta \Psi_{i}\right) \tag{7.119}
\end{equation*}
$$

From the Eqs. (7.118) and (7.119) we get

$$
\begin{equation*}
\Delta \Psi=\frac{q_{i} H_{\Sigma} \Delta \Psi_{i}+\left(1+q_{i}\right) \Delta \Psi_{n}}{1+q_{i}-H_{\Sigma}} \tag{7.120}
\end{equation*}
$$

For a better insight into the last equation we will again consider the oneport oscillator with a series resonant circuit. With Eq. (7.57) and taking into account the output network, we obtain for the phase fluctuations $\Delta \Theta$ at the load resistance

$$
\begin{equation*}
\Delta \Theta=R_{0} \frac{\frac{R_{0}}{R_{0}+j 2 \omega L} \frac{q_{i}}{1+q_{i}} \Delta \Psi_{i}+\Delta \Psi_{n}}{R_{0} \frac{q_{i}}{1+q_{i}}+j 2 \omega L} \tag{7.121}
\end{equation*}
$$

For $q_{i} \rightarrow 0$ the Eq. (7.121) coincides with the Eq. (7.66).
If the phase noise of the injection signal can be neglected, then Eq. (7.121) simplifies to

$$
\begin{equation*}
\Delta \Theta=\frac{R_{0}}{R_{0} \frac{q_{i}}{1+q_{i}}+j 2 \omega L} \Delta \Psi_{n} \tag{7.122}
\end{equation*}
$$

In contrast to the free running oscillator, we observe for the synchronized oscillator a corner frequency $\omega_{c}$, which is given by the expression

$$
\begin{equation*}
\omega_{c}=\frac{R_{o}}{2 L} \frac{q_{i}}{q_{i}+1} . \tag{7.123}
\end{equation*}
$$

Above the corner frequency, the phase noise approaches the value of the free running oscillator. For offset frequencies below the corner frequency, i.e. $\omega<$ $\omega_{c}$, the noise level approaches the constant value

$$
\begin{equation*}
\Delta \Theta=\left(1+1 / q_{i}\right) \Delta \Psi_{n} \tag{7.124}
\end{equation*}
$$

if the injection signal is assumed to be noise-free. If the injection signal has phase noise itself, then for frequencies $\omega<\omega_{c}$ we obtain from Eq. (7.121) the expression

$$
\begin{equation*}
\Delta \Theta=\Delta \Psi_{i}+\left(1+\frac{1}{q_{i}}\right) \Delta \Psi_{n} . \tag{7.125}
\end{equation*}
$$

Thus, the injected phase noise can simply be added to the case without noise from the injection signal, as given by Eq. (7.124). Qualitatively, we may observe noise spectra as shown in Fig. 7.35, if we assume that the phase noise of the injection oscillator is much lower than that of the main oscillator. For small offset frequencies, the total phase noise of the synchronized main oscillator approaches the noise of the injection oscillator, for high offset frequencies it approaches the noise of the free running oscillator. In between there is a range of nearly constant phase noise. Thus, the situation is very similar to a phase locked loop circuit.


Fig. 7.35 Noise spectra of an injection locked oscillator.

Injection locking has not received technical importance for the stabilization of oscillators. However, the effect of injection locking can occur unintentionally, if two ore more oscillators operate at frequencies that are close to each other. Particularly critical is the situation when a swept source temporarily gets close to the frequency of a fixed frequency oscillator. If for instance the isolation between the two oscillators is not sufficient, they may synchronize each other and oscillate at the same frequency for a short time. From a system point of view, such a situation may be quite disastrous and normally must be avoided, e.g. by means of a better isolation of the sources.

### 7.8 DISTURBING EFFECTS OF OSCILLATOR NOISE

In this section, we will discuss some examples for the deteriorating effects of oscillator noise, i.e. mainly of oscillator phase noise, in high-frequency circuits and systems.

### 7.8.1 Heterodyne reception

Receivers for high-frequency signals are usually realized using the heterodyne principle. By means of a mixer the signal spectrum of input frequencies is mixed with the sinusoidal signal of a so-called local oscillator, which is often tunable in frequency, and thus converted to a lower intermediate frequency band (i.f. band). The wanted i.f. signal is filtered by a fixed i.f. band-pass filter and separated from the unwanted signals. Figure 7.36 illustrates the situation with the help of two sinusoidal input signals at angular frequencies $\Omega_{s 1}$ and $\Omega_{s 2}$ but significantly different amplitudes. By the frequency conversion with


Fig. 7.36 Heterodyne reception with a noise-free (a) and a noisy (b) local oscillator.
the local oscillator of frequency $\Omega_{L O}$ two intermediate frequency signals with angular frequencies $\Omega_{i f 1}=\Omega_{s 1}-\Omega_{L O}$ and $\Omega_{i f 2}=\Omega_{s 2}-\Omega_{L O}$ will appear at the mixer i.f. output. Any amplitude noise of the local oscillator can be made ineffective by the use of a well balanced mixer. However, the phase noise of the local oscillator signal will lead to i.f. spectra as shown in Fig. 7.36. The
noise sidebands are transferred to the i.f. signals through the mixing process. Then, it might happen that noise sidebands of the strong i.f. signal cover the weaker i.f. signal, so that a detection of the weak i.f. signal is no longer possible. Here, the phase noise of the local oscillator ultimately leads to a reduction of the input sensitivity and the dynamic range of the receiver.

### 7.8.2 Sensitivity of a spectrum analyzer

A block diagram of a standard spectrum analyzer system with a frequency range of approximately 100 kHz to 4 GHz is shown in Fig. 7.37. Typical relevant frequencies are given for clarity. Let us assume that the input signal


Fig. 7.37 Block diagram of a 4 GHz spectrum analyzer.
is an ideal sinusoidal signal of 2.2 GHz , i.e. an input carrier signal without noise sidebands. Then, nevertheless, we will observe a line spectrum with noise sidebands on the display, as shown schematically in Fig. 7.38. The noise sidebands originate from the phase noise sidebands of the internal VCO and the fixed local oscillators of the spectrum analyzer. Their phase or frequency fluctuations are transferred to the intermediate frequency range by linear frequency conversions in such a way that the phase deviations remain invariant and thus also the noise-to-carrier ratio. This result has already been discussed in Section 6.8.3. Therefore, the phase noise of the internal oscillators of the spectrum analyzer will determine the limiting sensitivity, if the phase noise of carrier signals are measured.

Typically the VCO will contribute the most significant part of the internal phase noise of the spectrum analyzer. A YIG-tuned oscillator instead of a VCO will be found in high quality instruments, if a particularly good phase noise behavior is required. A small YIG (Yttrium Iron Garnet) sphere is used


Fig. 7.38 Idealized spectrum of a sinusoidal carrier signal displayed on a spectrum analyzer.
as a high quality resonator, which determines the resonant frequency of the tunable oscillator. The resonant frequency is controlled by a magnetic bias field.

### 7.8.3 Distance measurements

Because electromagnetic waves propagate with the speed of light $c$, they can be utilized for the measurement of the distance $l$ to a reflecting object. If a signal

$$
\begin{equation*}
x_{1}(t)=X_{1} \cos [\phi(t)]=X_{1} \cos \left[\Omega_{0} t\right] \tag{7.126}
\end{equation*}
$$

is radiated by the transmitting antenna, then we obtain a time delayed signal of the form

$$
\begin{equation*}
x_{2}(t)=X_{2} \cos [\phi(t-\tau)]=X_{1} \cos \left[\Omega_{0}(t-\tau]\right. \tag{7.127}
\end{equation*}
$$

at the receiving antenna. Here,

$$
\begin{equation*}
\tau=\frac{2 l}{c} \tag{7.128}
\end{equation*}
$$

is the propagation time of the signal forth to the object and back to the antenna. The distance information is given by the phase difference between the transmitted and received signal:

$$
\begin{equation*}
l=\frac{c}{2 \Omega_{0}}[\phi(t)-\phi(t-\tau)\rfloor, \tag{7.129}
\end{equation*}
$$

because for a noise-free system we can write

$$
\begin{equation*}
\phi(t)-\phi(t-\tau)=\Omega_{0} \tau \tag{7.130}
\end{equation*}
$$

If the transmitted signal has phase fluctuations $\Delta \phi$, then Eq. (7.130) should be substituted by

$$
\begin{equation*}
\phi(t)-\phi(t-\tau)=\Omega_{0} \tau+\Delta \phi(t)-\Delta \phi(t-\tau) \tag{7.131}
\end{equation*}
$$

We conclude from the last equation that for $\Delta \phi(t) \neq 0$ the measured distance $l$ will also show fluctuations which can be determined by means of Eq. (7.129). Quantitatively the measurement error can be described by the standard deviation $\sigma_{l}$. Due to Eq. (7.129) we have

$$
\begin{equation*}
\sigma_{l}=\frac{c}{2 \Omega_{0}} \sigma_{\phi} \tag{7.132}
\end{equation*}
$$

where, according to Eq. (7.131), $\sigma_{\phi}$ is the standard deviation of the phase difference. Generally the standard deviation $\sigma_{X}$ of a stochastic variable $X$ can be determined from different mean values:

$$
\begin{equation*}
\sigma_{X}=\sqrt{(X-\bar{X})^{2}}=\sqrt{\overline{X^{2}}-(\bar{X})^{2}} \tag{7.133}
\end{equation*}
$$

Equations (7.131) and (7.133) yield

$$
\begin{equation*}
\sigma_{\phi}^{2}=\overline{[\Delta \phi(t)]^{2}}+\overline{[\Delta \phi(t-\tau)]^{2}}-2 \overline{\Delta \phi(t) \Delta \phi(t-\tau)} . \tag{7.134}
\end{equation*}
$$

If the products of the phase fluctuation functions are expressed by their autocorrelation functions $R_{\phi}$, we obtain for the standard deviation $\sigma_{\phi}$

$$
\begin{equation*}
\sigma_{\phi}^{2}=2\left[R_{\phi}(0)-R_{\phi}(\tau)\right] . \tag{7.135}
\end{equation*}
$$

The autocorrelation function $R_{\phi}$ can be expressed by the spectrum $W_{\phi}$ via a Fourier transformation:

$$
\begin{align*}
\sigma_{\phi}^{2} & =2 \int_{-\infty}^{+\infty} W_{\phi}(f)[1-\exp (j 2 \pi f \tau)] d f  \tag{7.136}\\
& =2 \int_{-\infty}^{+\infty} W_{\phi}(f)[1-\cos (2 \pi f \tau)] d f \tag{7.137}
\end{align*}
$$

The error in the measurement of the distance results as a weighted integral of the spectrum $W_{\phi}$. The stronger the phase noise of the signal source, the greater is the statistical error in the distance measurement.

### 7.8.4 Velocity measurements

Using the principle described in the preceding section, it is also possible to determine the velocity $v$ of a reflecting object that moves parallel to the direction of the electromagnetic wave. This is a practical application of the doppler effect. For a transmitted signal according to Eq. (7.126) we obtain for the received signal:

$$
\begin{equation*}
x_{2}(t)=X_{2} \cos \left[\Omega_{2} \cdot(t-\tau)\right]=X_{2} \cos \left[\left(1-\frac{v}{c}\right) \Omega_{0} \cdot(t-\tau)\right] \tag{7.138}
\end{equation*}
$$

In the noise-free case, we have

$$
\begin{equation*}
v=c\left(1-\frac{\Omega_{2}}{\Omega_{1}}\right) \tag{7.139}
\end{equation*}
$$

with

$$
\begin{equation*}
\Omega_{1}=\Omega_{0}=\text { const. } \tag{7.140}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{2}=\left(1-\frac{v}{c}\right) \Omega_{0} \tag{7.141}
\end{equation*}
$$

For a signal source with phase noise the frequencies $\Omega_{1}$ and $\Omega_{2}$ are given by

$$
\begin{align*}
\Omega_{1} & =\Omega_{0}+\frac{d}{d t}[\Delta \phi(t)]=\Omega_{0}+\Delta \Omega(t)  \tag{7.142}\\
\Omega_{2} & =\left(1-\frac{v}{c}\right)\left(\Omega_{0}+\frac{d}{d t}[\Delta \phi(t-\tau)]\right) \\
& =\left(1-\frac{v}{c}\right)\left[\Omega_{0}+\Delta \Omega(t-\tau)\right] \tag{7.143}
\end{align*}
$$

Due to the phase noise the measured velocity $v_{m}$ also shows statistical fluctuations:

$$
\begin{align*}
v_{m} & =c\left[1-\frac{\left(1-\frac{v}{c}\right)\left[\Omega_{0}+\Delta \Omega(t-\tau)\right]}{\Omega_{0}+\Delta \Omega(t)}\right] \\
& \approx c \frac{\Delta \Omega(t)-\Delta \Omega(t-\tau)+\frac{v}{c}\left[\Omega_{0}+\Delta \Omega(t-\tau)\right]}{\Omega_{0}} \\
& \approx \frac{c}{\Omega_{0}}\left[\Delta \Omega(t)-\Delta \Omega(t-\tau)+\frac{v}{c} \Omega_{0}\right] \tag{7.144}
\end{align*}
$$

For the last approximations, use has been made of the relations $\Delta \Omega \ll \Omega_{0}$ and $v \ll c$. This leads to a measurement error which depends on the frequency fluctuations of the signal source:

$$
\begin{equation*}
v_{m}-v=\frac{c}{\Omega_{0}}[\Delta \Omega(t)-\Delta \Omega(t-\tau)] \tag{7.145}
\end{equation*}
$$

## Problem

7.12 Calculate, by analogy with Eq. (7.137), the standard deviation $\sigma_{v}$ of the measured velocity $v_{m}$ as a function of the phase noise spectrum $W_{\phi}$ of the signal source.

Apart from the above measurement error, a doppler radar for the measurement of speed is affected by another disturbing effect. The Eq. (7.145) also
holds for $v=0$. This implies that a fixed object can give rise to a noise signal at the output of the receiver, due to the mechanism of phase or frequency discrimination of the delayed signal. Such discriminated noise signals, if caused by strong reflectors, can disturb or even cover the signals from small moving objects. In radar systems this type of noise is called clutter noise.

### 7.8.5 Transmission of information by a frequency or phase modulated carrier signal

For frequency or phase modulation in a communication system, the frequency or phase of a highfrequency carrier signal is controlled in a well defined manner by the information to be transmitted. In the receiver the information can be retrieved by a proper demodulation process. Since the demodulator can not distinguish between the intentional changes of the phase or frequency by the modulation and the unintentional phase noise, the phase fluctuations will lead to a disturbing noise signal at the output of the demodulator. Furthermore, in a practical system, the phase noise contributions of several oscillators may add up, due to multiple mixing processes.


Fig. 7.39 Phase states for a QPSK-modulation in a complex plane.

These discussions not only apply to analog but also to digital communication systems. In digital systems the phase noise will increase the bit error rate. Figure 7.39 shows as an example the modulation states of a QPSKsystem (Quarternary Phase Shift Keying). For this modulation method the amplitude remains constant while the phase of the carrier signal is changed according to the digital modulation. The phase difference between adjacent states is $90^{\circ}$. The four states can be described by points in the complex plane, equally distributed on a circle. However, the oscillators are not ideal but show statistical fluctuations of their phase. If the resultant phase error exceeds $45^{\circ}$, then the actual state cannot correctly be detected and a bit error results. The
stronger the phase noise, the higher the probability that a bit error occurs. The stability requirements of the source become even higher, if more sophisticated modulation methods are employed. E.g., the 64 QAM-modulation (Quadrature Amplitude Modulation) consists of a combination of 64 amplitude and phase states of the carrier. Accordingly, already smaller phase disturbances may lead to a bit error.

### 7.8.6 Measurement system for the microwave gas spectroscopy

Figure 7.40 shows a block diagram of a microwave gas spectroscopy system. A sinusoidal microwave signal is transmitted through a gas cell and rectified wave guide with $H_{10}$-mode
as a gas cell as a gas cell



Stark electrode

Fig. 7.40 Block diagram of a microwave gas spectroscopy system.
by a microwave detector. In the gas cell, the gas to be analyzed has a low pressure. The frequency of the microwave signal coincides with the resonance absorption frequency of the gas. In the gas cell a periodic change of the electric field, the so-called Stark field, e.g. with a frequency of 30 kHz , will also shift periodically the gas resonance absorption frequency by a very small amount. This may lead to a weak periodic amplitude modulation of the microwave signal, which is demodulated by the detector. The sensitivity of the detector may be limited e.g. by the shot noise of the diode.

The transmission behavior of the gas cell including the coupling networks may show some irregularities versus frequency, i.e. the magnitude of the transfer function may have a ripple. This can lead to a discrimination of the phase noise of the microwave source, which then is converted into amplitude noise and also measured by the detector. For this example, the important contribution of the phase noise stems from an offset frequency of 30 kHz , i.e. the Stark modulation frequency. Under unfavorable circumstances the discriminated phase noise may be stronger than the intrinsic noise at the detector.

In order to improve the sensitivity, the gas cell may be converted into a long resonator by placing short circuits at both ends of the gas cell. Such a resonator gas cell tends to discriminate phase noise even more effectively.

## 8

## Quantization Noise

### 8.1 QUANTIZATION NOISE OF ANALOG-TO-DIGITAL CONVERTERS

A simple but useful model of a quantizer is shown in Fig. 8.1. In this model the quantization error is treated as an additive noise signal with a constant frequency spectrum.


Fig. 8.1 Quantization error model with additive white noise.

The analog signal $V(\omega)$ which has been analog-to-digital (A/D) converted is assumed to be limited in frequency by a low pass filter with the corner frequency $f_{l p}$. Furthermore, it is assumed that the band limited analog signal has been sampled with a sampling frequency $f_{s a}$ which is at least twice the
frequency of $f_{l p}$. The statistical description of the quantization noise is based on the following assumptions:

1) The error sequence $n_{Q}$ is a stationary random process.
2) The error sequence is uncorrelated with the sampled sequence $x(k)$.
3) The spectrum of the error sequence can be described as white noise.
4) The amplitude density distribution of the error sequence is constant across the range of the quantization error.

The $A / D$ converter may have $m$ quantization bits, a full range excursion of $X_{p p}$ and a quantization step of $\Delta$. Then we can write

$$
\begin{equation*}
X_{p p}=2^{m} \cdot \Delta \tag{8.1}
\end{equation*}
$$

For small values of $\Delta$ and large values of $m$ it is justified to assume that $n_{Q}$ is a stochastic variable which is evenly distributed in the range $-\Delta / 2$ to $+\Delta / 2$, as shown in Fig. 8.2.


Fig. 8.2 Probability density distribution of the quantization error.

Then, the expected value of $n_{Q}$ is zero and its variance $\sigma_{e}^{2}$ is

$$
\begin{equation*}
\sigma_{e}^{2}=\frac{\Delta^{2}}{12} \tag{8.2}
\end{equation*}
$$

Assuming a full range excitation by a sinusoidal signal with a peak-to-peak amplitude of $X_{p p}$ and an effective value of $\sqrt{2} / 2 X_{p p}$, the ratio $R_{s n}$ of the signal power to the quantization noise power is given by

$$
\begin{align*}
R_{s n} & =\frac{12 X_{p p}^{2}}{8 \Delta^{2}} \\
& =\frac{3 \cdot 2^{2 m}}{2} \tag{8.3}
\end{align*}
$$

In decibels the signal to noise ratio is thus given by $10 \log R_{s n}=m \cdot 6.02 \mathrm{~dB}+$ 1.76 dB .

With the assumption of a constant or white spectrum and an effective frequency band of half the sampling frequency $f_{s a}$, the spectrum of the quantization noise $W_{q u}$ is given by

$$
\begin{equation*}
W_{q u}=\frac{2 \cdot \Delta^{2}}{12 \cdot f_{s a}}=\frac{1}{6} \frac{\Delta^{2}}{f_{s a}} \tag{8.4}
\end{equation*}
$$

In a practical circuit the influence of the quantization noise can be reduced to an insignificant level, simply by increasing the quantization bit number $m$. An insignificant noise level of the quantization noise is definitely reached when it is lower than the noise level of the other physical noise sources, e.g. the amplified thermal noise.

Another possibility to reduce the level of the quantization noise is to increase the sampling frequency $f_{s a}$ and to apply subsequently a low-pass filter with the corner frequency $f_{l p}$ to the signal $V(\omega)$ containing the information. The low-pass filter may also be a digital filter.

The influence of the quantization noise is much more pronounced in the example of the next section, namely the example of a fractional divider phase locked loop system. Here, the quantization noise is inherently connected to the solution of the given problem and its influence can only be reduced by increasing the number of stages and, thus, also increasing the complexity of the system.

### 8.2 QUANTIZATION NOISE OF FRACTIONAL DIVIDER PHASE LOCKED LOOPS

For a phase locked loop (PLL) circuit consisting of a single loop the smallest achievable frequency step is equal to the reference frequency $f_{\text {ref }}$. Fig. 8.3 shows a block diagram of a simple PLL-circuit. In the locked mode the VCO


Fig. 8.3 Block diagram of a single loop PLL.
frequency $f_{v}$ changes by a frequency step of $\Delta f$, if the integer division factor $N$ is changed by an integer unit to $N \pm 1$. Thus, we can recognize a dilemma of the single loop PLL, namely that a reduction of the frequency step width can only be achieved via a reduction of the reference frequency $f_{r e f}$. A reduction of the reference frequency, however, has a number of disadvantages, e.g. a smaller control loop bandwidth and a longer turn-on time of the loop and also a higher total multiplication factor with an associated higher phase noise level. One alternative of a single phase locked loop circuit is the use of several
interlocked loops at the price of a higher complexity. Still another method applies a fractional divider concept, in order to create fractions of the reference frequency as step width. With the integer division factor $P$ in front of the decimal point and the fractional division factor $F$ behind the decimal point we obtain for the VCO-frequency $f_{v}$ :

$$
\begin{equation*}
f_{v}=P . F \cdot f_{r e f} \tag{8.5}
\end{equation*}
$$

The fractional part $F$ is generated by a variation versus time of the integer division factor $N$. A simple possibility for the variation of the division factor is shown in Fig. 8.4.


Fig. 8.4 Periodical variation of the division factor.

During $M$ cycles of a period $T$, the integer division factor $N$ is switched once from $N$ to $N+1$, i.e. for the duration of one period of the reference frequency $f_{r e f}$. We obtain for the mean value of $N$, i.e. $\bar{N}$ the expression:

$$
\begin{equation*}
\bar{N}=\frac{N(M-1)+(N+1) \cdot 1}{M}=N+\frac{1}{M} \tag{8.6}
\end{equation*}
$$

Within one period $T$, it is possible to change the division factor $N$ to the division factor $N+1$ just $n$-times, with $n=0,1,2, \ldots, M$. In this case, we get for the mean value of $N$ :

$$
\begin{equation*}
\bar{N}=\frac{N(M-n)+(N+1) \cdot n}{M}=N+\frac{n}{M}, \quad n \in N, \quad 0 \leq n \leq M \tag{8.7}
\end{equation*}
$$

We see that the division factor can be varied in steps of $1 / M$. Then, the VCO frequency of the phase locked loop can take on the values

$$
\begin{equation*}
f_{v}=\left(N+\frac{n}{M}\right) f_{r e f} \tag{8.8}
\end{equation*}
$$

The realization of a fractional division ratio by a periodic variation of the division ratio is, however, not a practical solution for a PLL-system. Due to the periodic switching of the division ratio, a strong periodic phase modulation of the carrier signal occurs, which leads to intolerably strong disturbing
spectral lines in the vicinity of the carrier signal. This disturbing spectrum changes its shape with the fractional division factor $F$ and can not be removed by filtering, because the spectral lines often lie close to the carrier frequency. Apparently, the division factor variation should not be performed periodically but in a pseudo-random manner, such that the mean value of the division factor exactly equals the value P.F. Furthermore, the broad spectrum which arises from the pseudo-random switching of the division factor should be performed in such a way that the spectral density close to the carrier frequency becomes small. A circuit concept, which fulfills all these requirements, can be derived from the so-called Sigma-Delta ( $\Sigma / \Delta$ ) modulation.

### 8.2.1 Application of the Sigma-Delta modulation

Figure 8.5 shows a block diagram of the sigma-delta modulation. After the integrator and an analog-to-digital converter (ADC), an integer digital signal $y(k)$ is derived, which due to the analog-to-digital conversion possesses a quantization error $n_{Q}$. The digital output signal $y(k)$ is fed back to the input with a time delay. The feedback signal, at least in principle, must again be converted to an analog signal (DAC, digital-to-analog converter), because the input signal $x(t)$ was assumed to be an analog signal. In order to obtain a


Fig. 8.5 Block diagram of the sigma-delta modulation.
fully digital circuit, already the input signal $x(t)$, which describes the fractional part $F$ of the mean division factor, is a high resolution digital signal. This digital signal is applied to the adder, which now also operates digitally, The D/A converter shown in Fig. 8.5 can thus be omitted.

The output signal of the adder is first integrated, which is accomplished digitally (symbol $I$ ), before it is applied to the integer quantization (Fig. 8.6). Again the error signal is described by $n_{Q}$. This error signal $n_{Q}$ serves for a mathematical description, it is not a signal which is added to the circuit. The mathematical description of the circuit is performed with the aid of the $Z$-transformation. This transformation can advantageously be applied for the description of discrete-time signals, as is the case here.

The different components of Fig. 8.6 are designated by the corresponding transfer functions of the variable $z=\exp (j \omega)$ of the $Z$-transformation. Here, $\omega$ is a normalized angular frequency. The delay element $d$ is related to $z$ via $d=z^{-1}$. The output signal $Y(z)$ of the one-stage system is obtained as

$$
\begin{align*}
Y(z) & =\frac{1}{1-z^{-1}}\left(F-z^{-1} Y(z)\right)+n_{Q} \\
\text { or } \quad Y(z) & =F+\left(1-z^{-1}\right) n_{Q} . \tag{8.9}
\end{align*}
$$

One may recognize that the mean value of $Y$, i.e. $Y(z(\omega=0))$ or $Y(1)$, is


Fig. 8.6 Block diagram of a one-stage fractional digital circuit.
exactly equal to $F$. Furthermore, one may notice that the quantization error $n_{Q}$ is differentiated once. On a logarithmic scale this corresponds to a decrease of the quantization noise spectrum by $6 \mathrm{~dB} /$ octave when approaching the carrier frequency. In the scale of the angular offset frequency $\omega$ the carrier frequency is at $\omega=0$. For the case that $F$ is a fractional number, the discrete-time signal $y(k)$ has a non-periodic quasi-stochastic, noise-like character. Therefore, the spectral power density of the quantization noise is approximately white, i.e. frequency independent. Due to the differentiation, however, we observe a decrease of the spectrum of the signal $y(k)$ towards the carrier by 6 dB /octave, as has been mentioned before. If the reciprocal value of the fractional number $F$ is an integer number, then the corresponding spectrum is a line spectrum.

### 8.2.2 Multiple integration

In order to reduce the phase or frequency noise in the vicinity of the carrier, one may employ multistage circuits. As an example, Fig. 8.7 shows a threestage circuit. This circuit has the property that the quantization noise of the first and the second stage is compensated exactly and just the quantization noise of the third stage remains. For this three-stage circuit the noise spectrum decreases by $3.6 \mathrm{~dB}=18 \mathrm{~dB}$ /octave toward the carrier frequency.


Fig. 8.7 Block diagram of a cascade three-stage fractional digital circuit.

In this multistage system the quantization error signal is fed to the input of the following stage. With the transfer function of a differentiation $D=1-z^{-1}$ and $D^{2}$ and $D^{3}$ as a double and a triple differentiation, respectively, we can write

$$
\begin{equation*}
Y=Y_{1}+Y_{2}^{\prime}+Y_{3}^{\prime \prime} \tag{8.10}
\end{equation*}
$$

and, furthermore,

$$
\begin{equation*}
Y_{1}=F+n_{Q 1} \cdot D \tag{8.11}
\end{equation*}
$$

We also find that

$$
X_{2}=Y_{1}-n_{Q 1}-Y_{1}=-n_{Q 1}
$$

and

$$
\begin{align*}
Y_{2} & =\left(X_{2}-z^{-1} \cdot Y_{2}\right) I+n_{Q 2} \\
Y_{2}^{\prime} & =-n_{Q 1} \cdot D+n_{Q 2} \cdot D^{2} \tag{8.12}
\end{align*}
$$

and similarly

$$
\begin{equation*}
Y_{3}^{\prime \prime}=-n_{Q 2} \cdot D^{2}+n_{Q 3} \cdot D^{3} . \tag{8.13}
\end{equation*}
$$

From the above equations we finally get the result

$$
\begin{equation*}
Y=F+n_{Q 3} \cdot D^{3} \tag{8.14}
\end{equation*}
$$

We see that the quantization noise of the first and second stage is compensated and the quantization noise of the third and last stage is multiplied by $D^{3}$, which leads to a decrease of the spectrum toward the carrier by the already mentioned 18 dB /octave. Again the mean value of $Y$ is exactly equal to $F$.


Fig. 8.8 Simulated noise spectrum of a three-stage fractional divider circuit.

Figure 8.8 shows a spectrum $W(f)$ as it results from a simulation of the three-stage circuit of Fig. 8.7 with $F=0.05$. The output frequency is exactly equal to $f_{v} / P . F$, where $f_{v}$ is the VCO-frequency. The deviations of the division factor $\Delta N$ are, for example, for a certain period of time: $1,-1,0,0,1$, $-1,0,-2,3,-2 \ldots$

In the tree-stage configuration, the deviations of the division factor $\Delta N$ stay in the range from -3 to +4 . In the two-stage configuration, they remain in the range $-1,0,1,2$ and in the one-stage configuration the deviations of the division factor are 0,1 . This is proven in problem 8.1.

## Problem

8.1 Show that for a one-stage configuration the possible division factor deviations $\Delta N$ are 0 and 1 , for a two-stage configuration $-1,0,1$, and 2 and for a three stage configuration $-3,-2,-1,0,1,2,3$, and 4 .

The high noise level which appears further away from the carrier frequency, must strongly be reduced by analog filtering in the loop filter of the PLL. It is interesting to note that this filtering can only be performed by an analog filter and not with a digital filter.

Another possible configuration for the generation of the sequence of division factors is shown in Fig. 8.9. This circuit will be designated as a chain circuit in contrast to the cascade circuit of Fig. 8.7. Again a three-stage configuration is shown which, however, in addition contains multipliers with the real weighting
factors $\kappa_{1}, \kappa_{2}$ and $\kappa_{3}$. For this circuit we obtain for the output signal $Y(z)$ as


Fig. 8.9 Block diagram of a chain circuit of integrators with weighting factors in the feedback pathes.
a function of $z$ :
$Y(z)=\left(\left[\kappa_{1}\left(F-z^{-1} \cdot Y(z)\right) I-\kappa_{2} \cdot z^{-1} \cdot Y(z)\right] I-\kappa_{3} \cdot z^{-1} \cdot Y(z)\right) I+n_{Q}$
or

$$
\begin{equation*}
Y(z)=\frac{\kappa_{1} \cdot F+n_{Q} \cdot D^{3}}{D^{3}+\left(D^{2} \cdot \kappa_{3}+D \cdot \kappa_{2}+\kappa_{1}\right) z^{-1}} . \tag{8.15}
\end{equation*}
$$

As will be shown in the next section, the cascade circuit of Fig. 8.7 and the chain circuit of Fig. 8.9 provide identical results for coefficients $\kappa_{1}=\kappa_{2}=$ $\kappa_{3}=1$ in the chain circuit. This not only is true for a three-stage circuit but for any number of stages. The identity also holds for the time sequence of the output values of $y(k)$ and, therefore, for the division factor deviations. Thus, the possible deviations of $\Delta N$ range from -3 to 4 also for the three-stage chain circuit, provided that the weighting coefficients $\kappa$ are all equal to one.

### 8.2.3 Identity of the cascade and the chain circuit

It is possible to transfer both the chain circuit of Fig. 8.9 and the cascade circuit of Fig. 8.7 into another circuit, which is identical to both circuits. For this purpose, the weighting factors $\kappa_{i}$ with $i=1,2,3 \ldots$ are set equal to one in the chain circuit:

$$
\begin{equation*}
\kappa_{1}=\kappa_{2}=\kappa_{3}=1 . \tag{8.17}
\end{equation*}
$$

The chain circuit can be simplified in several steps, which are self-explanatory, as shown by the following figures.

The feedback signals are quantized and remain quantized after passing through the delay and the integration units. Under the assumption of infinitely wide quantizers which, however, are not realizable in practice, the signals pass the quantizer without a further quantization. For already quantized signals the quantizer has no effect. Therefore, the feedback paths can


Fig. 8.10 Some simplifications of the chain circuit.
also be located directly behind the quantizer. This fact is used for the next conversion steps as shown in Fig. 8.11. A last evident conversion leads to the final circuit of Fig. 8.12 which, however, is not a practical circuit, as was mentioned before.

Next, the chain circuit will be simplified. For this purpose, the first stage is considered. The already quantized signals are transferred with the transfer factor one by the integrator of the second stage. Thus, the quantized signals of the first and second stage directly reach the differentiator at the output of the second stage. Similarly, the signals of the third stage directly reach the double differentiator. After several conversion steps one obtains the same

$\Downarrow$

$\Downarrow$


Fig. 8.11 Further conversions of the chain circuit.


Fig. 8.12 Conversion of the chain circuit to the final circuit.
block diagram for the cascade circuit as for the chain circuit. Thus, it is shown that both logic circuits can be transformed into each other, which proves that they are identical.


Fig. 8.13 Conversion steps for the cascade circuit.


Fig. 8.14 Further conversion steps of the cascade circuit.

### 8.2.4 Chain circuit with weighting coefficients

The weighting factors $\kappa_{1}$ to $\kappa_{3}$ of the chain circuit can not be chosen arbitrarily. It has to be guaranteed that the denominator of the polynomial in Eq. (8.16) is stable. As is to be verified in problem 8.2, a choice of the weighting coefficients according to e.g. $\kappa_{1}=1 / 4, \kappa_{2}=1 / 2$ and $\kappa_{3}=1$ leads to a stable system. With respect to the z-plane the system is stable if all zeros $z_{i}$ of the denominator polynomial lie within the unit circle, i.e. if

$$
\begin{equation*}
\left|z_{i}\right|<1 . \tag{8.18}
\end{equation*}
$$



Fig. 8.15 Further conversion steps of the cascade circuit.


Fig. 8.16 Further conversion steps of the cascade circuit.


Fig. 8.17 Final conversion steps of the cascade circuit.

## Problem

8.2 Show that a choice of the weighting coefficients according to $\kappa_{1}=1 / 4$, $\kappa_{2}=1 / 2$ and $\kappa_{3}=1$ of Fig. 8.9 leads to a stable system.

The variation of the division factor in integer steps around the mean division factor $\bar{N}$ leads to a corresponding phase modulation at the output of the divider chain. At the output of the phase discriminator of the phase locked loop circuit these phase fluctuations are transferred to corresponding voltage fluctuations, which are proportional to the time dependent variations of the division factor. In order to achieve a rapid decrease of the quantization noise close to the carrier frequency, it is essential that the phase discriminator has a very high linearity between the input phase and the output voltage. Non-linear effects in the phase discriminator may lead to a strong increase of the quantization noise close to the carrier frequency due to non-linear mixing processes. Then, the noise spectrum of Fig. 8.8 may change to a spectrum as shown in Fig. 8.18. The influence of the non-linear effects in the phase discrim-


Fig. 8.18 Noise spectrum of a fractional divider circuit with increased close-to-carrier noise due to non-linear effects in the phase discriminator.
inator can be reduced by reducing the peak-to-peak division factor variation $\Delta N$. For the example of the three-stage chain circuit with $\kappa_{1}=1 / 4, \kappa_{2}=1 / 2$ and $\kappa_{3}=1$ the division factors at the output of the fractional divider vary in a range between $-1 \ldots 2$, corresponding to a peak-to-peak deviation of 3 , which is a significant reduction compared with the value of 7 for the three stage system with unity coefficients. Thus, the peak-to-peak variation of the division factor has been reduced by a factor of 2.3 , as compared to the chain circuit with unity weighting factors.

The circuit of Fig. 8.19 shows a four-stage fractional logic core with an additional delay element in the integrator chain.

The weighting coefficients are chosen as $\kappa_{1}=3 / 16, \kappa_{2}=1 / 2, \kappa_{3}=1$ and $\kappa_{4}=1$. This leads to a stable circuit.


Fig. 8.19 A four-stage fractional logic core with an additional delay element in the integrator chain.

## Problem

8.3 Show that a choice of the weighting coefficients of Fig. 8.19 according to $\kappa_{1}=3 / 16, \kappa_{2}=1 / 2, \kappa_{3}=1$ and $\kappa_{4}=1$ and an additional delay element in the integrator chain leads to a stable system.

The additional delay element in the logic core behind an integrator allows one to increase the maximum clock frequency of the logic circuit. This delay does not alter significantly the frequency characteristic of the transfer function compared with a four-stage circuit without this additional delay element. Stability is guaranteed by the proper choice of the weighting factors. This four-stage circuit shows a decrease towards the carrier frequency of $4 \cdot 6 \mathrm{~dB}=24 \mathrm{~dB}$ /octave. With an average division ratio $\bar{N}=20.05$ the division factors at the output of the fractional divider vary in a range from $18 \leq 22$. Thus, the peak-to-peak variation of the division factor has been reduced by a factor of 3.75 compared with the four-stage chain circuit with unity weighting factors, which has a peak-to-peak deviation of 15 .

The numerical calculation of first the sequence and then the spectrum is straightforward and not particularly difficult. Figure 8.20 shows a typical phase noise spectrum of a VCO stabilized by a four-stage fractional divider circuit.

Instead of determining the sequence of division factors in real time, it is also possible to determine all division factors once in advance and to store them in a fast digital memory. This procedure is possible due to another remarkable property of the sequence of division factors, namely that it is periodic with a period of the length $n_{\max }$. The length of the period depends on the number of stages $Q$ and on the bit length $m$ of the fractional part $F$ and is approximately given by

$$
\begin{equation*}
n_{\max } \approx 2^{[\operatorname{ld}(Q)+m]} \tag{8.19}
\end{equation*}
$$

The bracket in the exponent in the last equation denotes a rounding to the nearest integer number. The fact that the sequence is not much longer than


Fig. 8.20 Typical phase noise spectrum of a 8 GHz VCO stabilized by a four-stage fractional divider circuit.
the inverse of the fractional part of the division factor $F$ makes it in some cases feasible to build fractional synthesizers on the basis of fast digital memories. One can take advantage of the relatively short period of the sequence and store exactly one sequence period in the memory. The memory is read out periodically, in order to realize, for example, one fixed frequency. Another fixed frequency makes it necessary to store and read out another stored sequence.

### 8.2.5 Transient behavior of a fractional logic circuit

When starting a real time fractional logic circuit, some initial starting values are assigned to the integrators and delay units and normally all these values will be zero. We may arrange all these contents and in addition the output signal in the form of a vector and we name this a vector element [ $V$ ] of the chain circuit. A sequence consists of a number of consecutive vector elements $[V]_{1},[V]_{2},[V]_{3} \ldots[V]_{l}$, that are exactly reproduced in the following period of the sequence. Depending on the chosen weighting coefficients $\kappa_{i}$, however, the associated starting zero vector element $[V]_{s t}$ may not be an element of the sequence. If nevertheless one starts with $[V]_{s t}$, then a transitory behavior is observed with a limited number $t_{r}$ of steps which is always smaller than the length of the sequence.

After $t_{r}$ steps a transitory vector element will become necessarily identical to a vector element of the sequence. Once this has happened, the transient path will be left and the vector elements will follow those of the sequence with its periodicity. However, a large number of different sequences exist that do not have any vector element in common, but the same length and the
same statistical properties, e.g. identical spectra. Which one of the different sequences the transient path will cross and then follow, depends on the starting vector element. However, in case of the chain circuit with unity coefficients the zero starting vector element is an element of one of the sequences. The same is true for the cascade circuit.

In order to illustrate the transient behavior, we choose the following numerical example: A three-stage chain circuit has the coefficients $\kappa_{1}=1 / 4, \kappa_{2}=$ $1 / 2, \kappa_{3}=1$ and the input signal $F=2^{-8}+2^{-13}$. The length of the sequence is $l=s^{17}$ and with a zero starting vector $[V]_{s t}$ the transient path length turns out to be $t_{r}=30$.

### 8.2.6 Fractional divider without a PLL

Figure 8.21 shows a fractional divider circuit without a phase locked loop. An oscillator with the fixed frequency $f_{v}$ is divided in frequency by the vari-


Fig. 8.21 Fractional divider circuit without a phase locked loop.
able division factor $N$. The sequence of the division factor versus time may e.g. be the one produced by the fractional division factor generator as shown in Fig. 8.7 or 8.9. One might expect to observe a spectrum as shown in Fig. 8.8. Passing the output signal through a narrow band-pass filter such a circuit could find use as a fine tunable oscillator signal. Unfortunately, however, the output signal has a spectrum as shown in Fig. 8.22. The phase modulation of the output signal also leads to a parasitic amplitude modulation which does not decrease towards the carrier frequency and which considerably raises the noise floor in the vicinity of the carrier frequency. Therefore the qualitative shape of the spectrum looks like the spectrum shown in Fig. 8.22.

The reason for the parasitic amplitude modulation is the constant peak signal amplitude at the divider output, which together with the phase modulation or pulse width modulation leads to an amplitude modulation and thus stochastic amplitude fluctuations with an approximately constant spectrum. Numerically, it is not particularly difficult to calculate first the sequence and then the spectrum at the output, while an analytical solution is more difficult and needs some simplifications.


Fig. 8.22 Noise spectrum of a fractional divider circuit without a phase locked loop.

# Appendix A Solutions to the problems of Chapter 1 

## Chapter 1

## Problem 1.1

The normalization condition is given by Eq. (1.1). With the normal distribution given by Eq. (1.4) the following equation holds:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \frac{1}{\sigma \cdot \sqrt{2 \pi}} \exp \left[\frac{-(y-\mu)^{2}}{2 \sigma^{2}}\right] d y=1 \tag{A.1}
\end{equation*}
$$

This can be transformed with the substitution

$$
\begin{equation*}
z=\frac{y-\mu}{\sigma} \quad \text { and } \quad d y=\sigma \cdot d z . \tag{A.2}
\end{equation*}
$$

Inserting Eq. (A.2) into Eq. (A.1) leads to

$$
\begin{equation*}
\int_{-\infty}^{+\infty} p(y) d y=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \exp \left[-\frac{1}{2} z^{2}\right] d z \tag{A.3}
\end{equation*}
$$

The integral can either be solved by using an integral table or by squaring and converting into polar coordinates. The latter method yields

$$
\begin{align*}
& {\left[\int_{-\infty}^{+\infty} \exp \left(-\frac{1}{2} z^{2}\right) d z\right]^{2}} \\
& =\int_{-\infty}^{+\infty} \exp \left[-\frac{1}{2} z^{2}\right] d z \cdot \int_{-\infty}^{+\infty} \exp \left[-\frac{1}{2} v^{2}\right] d v \\
& =\int_{-\infty}^{+\infty} \int_{-\infty} \exp \left(-\frac{z^{2}+v^{2}}{2}\right) d z d v \tag{A.4}
\end{align*}
$$

With a transformation into polar coordinates according to $z=r \cdot \cos \phi$ and $v=r \cdot \sin \phi$ and $d z \cdot d v=r \cdot d r \cdot d \phi$, we obtain

$$
\begin{equation*}
\left[\int_{-\infty}^{+\infty} \exp \left(-\frac{1}{2} z^{2}\right) d z\right]^{2}=\int_{0}^{2 \pi} d \phi \cdot \int_{0}^{\infty} \exp \left(-\frac{r^{2}}{2}\right) r d r \tag{A.5}
\end{equation*}
$$

The integration over $\phi$ yields a factor of $2 \pi$ and the substitution $r^{2} / 2=s$ leads to

$$
\begin{equation*}
\left[\int_{-\infty}^{+\infty} \exp \left(-\frac{1}{2} z^{2}\right) d z\right]^{2}=2 \pi \cdot \int_{0}^{\infty} \exp (-s) d s=2 \pi \tag{A.6}
\end{equation*}
$$

Thus, for a normal distribution,

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \frac{1}{\sigma \cdot \sqrt{2 \pi}} \exp \left[\frac{-(y-\mu)^{2}}{2 \sigma^{2}}\right] d y=\frac{1}{\sqrt{2 \pi}} \cdot \sqrt{2 \pi}=1 \tag{A.7}
\end{equation*}
$$

which means that the normalization condition is fulfilled.

## Problem 1.2

The probability density of the sum variables can directly be written as a convolution of the probability densities by using Eq. (1.40). But the resulting convolution integrals are rather complicated. Therefore, the probability density will be calculated with the help of the convolution theorem and the characteristic function. Each of the rectangular distributions must meet the normalization condition Eq. (1.1). Thus we have for the density of the rectangular distribution $p_{1}(x)$ :

$$
\begin{align*}
& p_{1}(x)=\frac{1}{x_{2}-x_{1}}\left(u\left(x-x_{1}\right)-u\left(x-x_{2}\right)\right)  \tag{A.8}\\
& \text { with } u(x)=\left\{\begin{array}{lll}
1 & \text { for } & x>0 \\
0 & \text { for } & x \leq 0
\end{array}\right\} .
\end{align*}
$$

The characteristic function of the rectangular distribution $p_{1}(x)$ is given by

$$
\begin{equation*}
\mathrm{C}_{1}(u)=\frac{1}{x_{2}-x_{1}} \int_{x_{1}}^{x_{2}} e^{j u x} d x=\frac{1}{x_{2}-x_{1}} \cdot \frac{1}{j u}\left(e^{j u x_{2}}-e^{j u x_{1}}\right) \tag{A.9}
\end{equation*}
$$

Similar expressions are obtained for the rectangular distributions $p_{2}(x)$ and $p_{3}(x)$. The characteristic function $C_{s}(u)$ of the sum variable is given by Eq. (1.41) as the product of the individual characteristic functions. Inserting the numerical values leads to the following expression for $C_{s}(u)$ :

$$
\begin{align*}
C_{S}(u)=\frac{1}{8 \cdot(j u)^{3}} \cdot & \left(e^{13 j u}-e^{12 j u}-e^{11 j u}+e^{10 j u}\right. \\
& \left.-e^{9 j u}+e^{8 j u}+e^{7 j u}-e^{6 j u}\right) \tag{A.10}
\end{align*}
$$

An inverse Fourier transformation yields for $p_{s}(s)$ :

$$
\begin{align*}
p_{s}(s)= & \frac{1}{16}\left[(s-6)^{2} u(s-6)-(s-7)^{2} u(s-7)-(s-8)^{2} u(s-8)\right. \\
& +(s-9)^{2} u(s-9)-(s-10)^{2} u(s-10)+(s-11)^{2} u(s-11) \\
& \left.+(s-12)^{2} u(s-12)-(s-13)^{2} u(s-13)\right] . \tag{A.11}
\end{align*}
$$

In Fig. A. 1 a graphical representation of $p_{s}(s)$ is shown. For comparison a graph of the normal distribution is also shown in the figure. For the calculation


Fig. A. 1
of the variance $\sigma_{s}^{2}$ the sum of the individual variances was used.

## Problem 1.3

If $X$ is a random variable with a Gaussian distribution, the characteristic function of $X$ is

$$
\begin{equation*}
C_{x}(u)=\exp \left(j u \mu_{x}-\frac{1}{2} \sigma_{x}^{2} \cdot u^{2}\right) \tag{A.12}
\end{equation*}
$$

Proof: Inserting $p(x)$ as given by Eq. (1.4) into the Eq. (1.35) of the characteristic function, the exponent of the integrand is given by

$$
\begin{equation*}
h(x)=\frac{-1}{2 \sigma_{x}^{2}}\left[\left(x-\mu_{x}\right)^{2}-2 j u \sigma_{x}^{2} x\right] . \tag{A.13}
\end{equation*}
$$

It follows by a quadratic complement:

$$
\begin{equation*}
h(x)=\frac{-1}{2 \sigma_{x}^{2}}\left[\left(x-\mu_{x}-j u \sigma_{x}^{2}\right)^{2}+\frac{1}{2 \sigma_{x}^{2}}\left(u^{2} \sigma_{x}^{4}-2 j u \sigma_{x}^{2} \mu_{x}\right)\right] . \tag{A.14}
\end{equation*}
$$

The second term is independent of $x$ and can be placed in front of the integral. With the substitution $z=x-\mu_{x}-j u \sigma_{x}^{2}$ and an intermediate result from problem 1.1, we obtain for the first term:

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \exp \left[\frac{-\left(x-\mu_{x}-j u \sigma_{x}^{2}\right)^{2}}{2 \sigma_{x}^{2}}\right] d x \\
& =\int_{-\infty}^{+\infty} \exp \left[\frac{-z^{2}}{2 \sigma_{x}^{2}}\right] d z=\sigma_{x} \sqrt{2 \pi} \tag{A.15}
\end{align*}
$$

This leads to the statement:

$$
\begin{align*}
C_{x}(u) & =\int_{-\infty}^{-\infty} \frac{1}{\sqrt{2 \pi} \sigma_{x}} \exp (h(x)) d x \\
& =\exp \left(j u \mu_{x}-\frac{\sigma_{x}^{2} \cdot u^{2}}{2}\right) . \tag{A.16}
\end{align*}
$$

For the random variable $Y$, which is independent of $X$, we correspondingly obtain:

$$
\begin{equation*}
C_{y}(u)=\exp \left(j u \mu_{y}-\frac{1}{2} \sigma_{y}^{2} \cdot u^{2}\right) \tag{A.17}
\end{equation*}
$$

For the characteristic function of the sum of the random variables the following equation holds:

$$
\begin{equation*}
C_{s}(u)=C_{x}(u) \cdot C_{y}(u)=\exp \left[j u\left(\mu_{x}+\mu_{y}\right)-\frac{u^{2}}{2}\left(\sigma_{x}^{2}+\sigma_{y}^{2}\right)\right] . \tag{A.18}
\end{equation*}
$$

With $\mu_{s}=\mu_{x}+\mu_{y}$ and $\sigma_{s}^{2}=\sigma_{x}^{2}+\sigma_{y}^{2}$ the characteristic function of a Gaussian distributed random variable is given by

$$
\begin{equation*}
C_{s}(u)=\exp \left[j u \mu_{s}-\frac{\sigma_{s}^{2} \cdot u^{2}}{2}\right] \tag{A.19}
\end{equation*}
$$

Thus the inverse Fourier transformation leads to a Gaussian distribution with the variance $\sigma_{s}^{2}$ and the mean value $\mu_{s}$.

## Problem 1.4

For the proof of Eq. (1.63) two random variables $Y_{1}$ and $Y_{2}$ are introduced. $Y_{1}$ and $Y_{2}$ are assumed to be statistically independent of each other and in addition to be normally distributed, that is $\mathrm{E}\{Y\}=0$ and $\sigma^{2}=1$. For a random variable with these properties Eq. (1.63) could easily be shown. But for $X_{1}$ and $X_{2}$ the statistical independence was not assumed. In order to get an expression for $C\left(u_{1}, u_{2}\right)$, nevertheless, the variables $X_{1}$ and $X_{2}$ with

$$
\begin{align*}
& X_{1}=a_{11} Y_{1}+a_{12} Y_{2} \\
& X_{2}=a_{21} Y_{1}+a_{22} Y_{2} \tag{A.20}
\end{align*}
$$

are expressed by the statistically independent variables $Y_{1}$ and $Y_{2}$. Because of

$$
\begin{align*}
& \mathrm{E}\left\{X_{1}\right\}=a_{11} \mathrm{E}\left\{Y_{1}\right\}+a_{12} \mathrm{E}\left\{Y_{2}\right\} \\
& \mathrm{E}\left\{X_{2}\right\}=a_{21} \mathrm{E}\left\{Y_{1}\right\}+a_{22} \mathrm{E}\left\{Y_{2}\right\} \tag{A.21}
\end{align*}
$$

the random variables $X_{1}$ and $X_{2}$ have zero expectation values. According to a theorem of probability theory, a random variable resulting from a linear combination of normal distributed random variables is normally distributed again. But the quality of statistical independence and the value of the variance are not maintained. Therefore the assumptions made for $X_{1}$ and $X_{2}$ in conjunction with Eq. (1.63) are valid. For the following steps it is convenient to use matrices:

$$
\mathbf{A}=\left(\begin{array}{ll}
a_{11} & a_{12}  \tag{A.22}\\
a_{21} & a_{22}
\end{array}\right) \quad \mathbf{Y}=\binom{Y_{1}}{Y_{2}} \quad \mathbf{X}=\binom{X_{1}}{X_{2}}
$$

Thus we have

$$
\begin{equation*}
\mathbf{X}=\mathbf{A} \cdot \mathbf{Y} \tag{A.23}
\end{equation*}
$$

On rather general conditions the inverse matrix $\mathbf{A}^{-1}$ exists and Eq. (A.23) can be written as

$$
\begin{equation*}
\mathbf{Y}=\mathbf{A}^{-1} \cdot \mathbf{X} \tag{A.24}
\end{equation*}
$$

With the transposed matrix $\mathbf{Y}^{T}$ the quadratic matrix

$$
\mathbf{Y} \cdot \mathbf{Y}^{T}=\left(\begin{array}{ll}
Y_{1} Y_{1} & Y_{1} Y_{2}  \tag{A.25}\\
Y_{2} Y_{1} & Y_{2} Y_{2}
\end{array}\right)
$$

can be formed. Replacing the matrix elements $Y_{i} Y_{k}$ by the respective expectation values $\mathrm{E}\left\{Y_{i} Y_{k}\right\}$ leads to the covariance matrix $\rho_{\mathbf{y}}=\mathrm{E}\left\{\mathbf{Y} \mathbf{Y}^{\mathrm{T}}\right\}$. The main diagonal of this matrix consists of the variances $\mathrm{E}\left\{Y_{i} Y_{k}\right\}_{\mid i=k}$ and the matrix also contains all covariances $\mathrm{E}\left\{Y_{i} Y_{k}\right\}_{\mid i \neq k} . \mathrm{E}\left\{\mathbf{Y} \mathbf{Y}^{T}\right\}=\rho_{y}$ is identical to the unit matrix I due to the assumptions made for $Y_{i}$. The covariance matrix $\rho_{\mathbf{x}}$ of the variable $X_{i}$ is given by

$$
\begin{align*}
\rho_{\mathbf{x}} & =\mathrm{E}\left\{\mathbf{X} \mathbf{X}^{T}\right\} \\
& =\mathrm{E}\left\{\mathbf{A} \mathbf{Y}(\mathbf{A Y})^{T}\right\}=\mathrm{E}\left\{\mathbf{A} \mathbf{Y} \mathbf{Y}^{T} \mathbf{A}^{T}\right\}=\mathbf{A} \mathrm{E}\left\{\mathbf{Y} \mathbf{Y}^{T}\right\} \mathbf{A}^{T} \\
& =\mathbf{A I A} \mathbf{A}^{T}=\mathbf{A A}^{T} . \tag{A.26}
\end{align*}
$$

For the statistically independent variables $Y_{1}$ and $Y_{2}$ the characteristic function of the bivariate Gaussian distribution can be written as the product of the characteristic functions of the variables $Y_{1}$ and $Y_{2}$ :

$$
\begin{align*}
C\left(v_{1}, v_{2}\right) & =\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp \left(j v_{1} y_{1}+j v_{2} y_{2}\right) \cdot p\left(y_{1}, y_{2}\right) d y_{1} d y_{2} \\
& =\int_{-\infty}^{+\infty} \exp \left(j \mathbf{v}^{T} \mathbf{y}\right) \cdot p\left(y_{1}, y_{2}\right) d y_{1} d y_{2} \\
& =\exp \left(-\frac{1}{2} \mathbf{v}^{T} \mathbf{v}\right) . \tag{A.27}
\end{align*}
$$

By switching to the variables $X_{1}$ and $X_{2}$ the expression $\exp \left(j \mathbf{v}^{T} \mathbf{y}\right)$ becomes $\exp \left(j \mathbf{v}^{T} \mathbf{A}^{-1} \mathbf{x}\right)$. In order to return to the form of Eq. (1.59) the following substitutions are made:

$$
\begin{equation*}
\mathbf{v}^{T} \mathbf{A}^{-1}=\mathbf{u}^{T} ; \quad \mathbf{v}^{T}=\mathbf{u}^{T} \mathbf{A} ; \quad \mathbf{v}=\mathbf{A}^{T} \mathbf{u} \tag{A.28}
\end{equation*}
$$

Then we have

$$
\begin{align*}
C\left(u_{1}, u_{2}\right) & =\int_{-\infty}^{+\infty} \int_{\infty}^{\infty} \exp \left(j \mathbf{u}^{T} \mathbf{x}\right) \cdot p\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \\
& =\exp \left(-\frac{1}{2} \mathbf{u}^{T} \mathbf{A} \mathbf{A}^{T} \mathbf{u}\right) \\
& =\exp \left(-\frac{1}{2} \mathbf{u}^{T} \rho_{x} \mathbf{u}\right) . \tag{A.29}
\end{align*}
$$

Since the covariance matrix $\rho_{\mathbf{x}}$ is a symmetric matrix, this equation is identical to Eq. (1.63) and can easily be extended to multivariate Gaussian distributions.

## Problem 1.5

As mentioned earlier in problem 1.4, Eq. (1.63) can easily be extended to e.g. four variables. Thus

$$
\begin{equation*}
C\left(u_{1}, u_{2}, u_{3}, u_{4}\right)=\exp \left(-\frac{1}{2} \sum_{i=1}^{4} \sum_{k=1}^{4} \rho_{i k} u_{i} u_{k}\right) \tag{A.30}
\end{equation*}
$$

In order to obtain the specified moment, an equation similar to Eq. (1.57) has to be solved:

$$
\begin{align*}
& \left.\frac{1}{j^{4}} \frac{\partial^{4} C\left(u_{1}, u_{2}, u_{3}, u_{4}\right)}{\partial u_{1} \partial u_{2} \partial u_{3} \partial u_{4}}\right|_{u_{1}=\ldots=u_{4}=0} \\
& =\rho_{12} \rho_{34}+\rho_{13} \rho_{24}+\rho_{14} \rho_{23} . \tag{A.31}
\end{align*}
$$

Thus the moment of fourth order is

$$
\begin{aligned}
& \mathrm{E}\left\{X\left(t_{1}\right) \cdot X\left(t_{2}\right) \cdot X\left(t_{3}\right) \cdot X\left(t_{4}\right)\right\} \\
& =\rho\left(t_{2}-t_{1}\right) \cdot \rho\left(t_{4}-t_{3}\right)+\rho\left(t_{3}-t_{1}\right) \cdot \rho\left(t_{4}-t_{2}\right)+\rho\left(t_{4}-t_{1}\right) \cdot \rho\left(t_{3}-t_{2}\right) .
\end{aligned}
$$

For the special case $t_{1}=t_{2}=t$ and $t_{3}=t_{4}=t+\theta$ this relation is reduced to

$$
\begin{equation*}
\mathrm{E}\left\{X^{2}(t) \cdot X^{2}(t+\theta)\right\}=\rho^{2}(0)+2 \rho^{2}(\theta) \tag{A.33}
\end{equation*}
$$

## Problem 1.6

According to the definition of the correlation the noise signals of two frequency bands at different frequencies filtered from arbitrary broadband noise are totally uncorrelated. The noise signals filtered from white noise are even uncorrelated, if they are transferred to the same frequency band by frequency translations.

## Problem 1.7

Rectangularly shaped white noise has the following power density spectrum:

$$
W_{b}(f)=\left\{\begin{array}{ll}
W_{0} & \text { for } f_{1} \leq f \leq f_{2} \text { and }-f_{2} \leq f \leq-f_{1}  \tag{A.34}\\
0 & \text { else }
\end{array}\right\}
$$

with $W_{0}>0$ and real.

By application of an inverse Fourier transformation the corresponding autocorrelation function $\rho(\theta)$ is obtained:

$$
\begin{align*}
\rho(\theta) & =\int_{-\infty}^{+\infty} W_{b}(f) \cdot \exp (j 2 \pi f \theta) d f \\
& =\frac{W_{0}}{j 2 \pi \theta}\left(\exp \left(j 2 \pi f_{2} \theta\right)-\exp \left(j 2 \pi f_{1} \theta\right)+\exp \left(-j 2 \pi f_{1} \theta\right)-\exp \left(-j 2 \pi f_{2} \theta\right)\right) \\
& =\frac{W_{0}}{\pi \theta}\left(\sin \left(2 \pi f_{2} \theta\right)-\sin \left(2 \pi f_{1} \theta\right)\right) \\
& =W_{0} \Delta f \cdot 2 \cdot \cos \left(2 \pi \theta f_{0}\right) \cdot \operatorname{si}(\pi \Delta f \theta)  \tag{A.35}\\
& \text { with } \quad f_{0}=\frac{f_{1}+f_{2}}{2} \quad \text { and } \quad \Delta f=f_{2}-f_{1} .
\end{align*}
$$

In the figure below the autocorrelation function and its envelope are drawn.


Fig. A. 2

## Problem 1.8

With Eq. (1.80) the power spectrum of the output noise is given by

$$
\begin{equation*}
W_{a}(\omega)=\frac{W_{0}}{1+\omega^{2} R^{2} C^{2}}, \tag{A.36}
\end{equation*}
$$

with the following transfer function $V(\omega)$ of the low pass filter:

$$
\begin{equation*}
V(\omega)=\frac{U_{a}}{U_{e}}=\frac{1}{1+j \omega R C} . \tag{A.37}
\end{equation*}
$$

In order to apply the Fourier transform correspondence

$$
\begin{equation*}
\sigma^{2} \frac{2 \cdot k}{k^{2}+\omega^{2}} \bullet \circ \sigma^{2} \cdot \exp (-k \cdot|\theta|) \tag{A.38}
\end{equation*}
$$

the result for $W_{a}(\omega)$ is rewritten as

$$
\begin{equation*}
W_{a}(\omega)=\frac{W_{0}}{1+\omega^{2} R^{2} C^{2}}=\frac{W_{0}}{2 R C} \frac{\frac{2}{R \cdot C}}{\frac{1}{R^{2} C^{2}}+\omega^{2}}=\sigma^{2} \frac{2 \cdot k}{k^{2}+\omega^{2}} \tag{A.39}
\end{equation*}
$$

Thus the autocorrelation function of the output noise is given by

$$
\begin{equation*}
\rho_{a}(\theta)=\frac{W_{0}}{2 R C} \exp \left(-\frac{|\theta|}{R \cdot C}\right) \tag{A.40}
\end{equation*}
$$

## Appendix B Solutions to the Problems of Chapter 2

## Chapter 2

## Problem 2.1

1) The overall resistance $R_{i}$ of the parallel connection of $R_{3}$ and the two resistors $R_{1}$ and $R_{2}$ in series can be calculated as follows:

$$
\begin{equation*}
R_{i}=\left(R_{1}+R_{2}\right) \| R_{3}=\frac{R_{3}\left(R_{1}+R_{2}\right)}{R_{1}+R_{2}+R_{3}} \tag{B.1}
\end{equation*}
$$

Thus the following noise equivalent circuit with the spectrum $W_{u}$ of the noise equivalent voltage source can directly be specified:

$$
\begin{equation*}
\mathrm{W}_{u}=4 k T_{0} \cdot R_{i}=4 k T_{0} \cdot \frac{R_{3}\left(R_{1}+R_{2}\right)}{R_{1}+R_{2}+R_{3}} . \tag{B.2}
\end{equation*}
$$

2) Determining the noise equivalent source first, each of the resistors is replaced by a noise equivalent circuit.

The spectra of the noise equivalent voltage sources are given as follows:

$$
W_{u 1}=4 k T_{1} R_{1}
$$



Fig. B. 1 Noise equivalent circuit.


Fig. B. 2 Noise equivalent circuit.

$$
\begin{align*}
& \mathrm{W}_{u 2}=4 k T_{2} R_{2}  \tag{B.3}\\
& \mathrm{~W}_{u 3}=4 k T_{3} R_{3} .
\end{align*}
$$

In order to calculate the resulting noise equivalent source, each source has to be transformed towards the input of the circuit. For that purpose, all other sources are short circuited. Furthermore, note that the spectra are related according to the squared magnitude of the corresponding voltage transfer functions:

$$
\begin{align*}
\mathrm{W}_{u 1}^{\prime} & =\mathrm{W}_{u 1}\left(\frac{R_{3}}{R_{1}+R_{2}+R_{3}}\right)^{2} \\
\mathrm{~W}_{u 2}^{\prime} & =\mathrm{W}_{u 2}\left(\frac{R_{3}}{R_{1}+R_{2}+R_{3}}\right)^{2}  \tag{B.4}\\
\mathrm{~W}_{u 3}^{\prime} & =\mathrm{W}_{u 3}\left(\frac{R_{1}+R_{2}}{R_{1}+R_{2}+R_{3}}\right)^{2}
\end{align*}
$$

This leads to the following noise equivalent circuit:
In order to calculate the resulting noise equivalent voltage source $W_{u}$, the three spectra have to be summed up:

$$
W_{u}=W_{u 1}^{\prime}+W_{u 2}^{\prime}+W_{u 3}^{\prime}
$$



Fig. B. 3 Noise equivalent circuit.

$$
\begin{equation*}
=\frac{4 k\left(T_{1} R_{1} R_{3}^{2}+T_{2} R_{2} R_{3}^{2}+T_{3} R_{3}\left(R_{1}+R_{2}\right)^{2}\right)}{\left(R_{1}+R_{2}+R_{3}\right)^{2}} \tag{B.5}
\end{equation*}
$$

So far, the calculations also apply to different temperatures $T_{j}$. The special case $T_{1}=T_{2}=T_{3}=T_{0}$ leads to the following equation:

$$
\begin{equation*}
\mathrm{W}_{u}=4 k T_{0} \cdot \frac{R_{3}\left(R_{1}+R_{2}\right)}{R_{1}+R_{2}+R_{3}} . \tag{B.6}
\end{equation*}
$$

Thus the same overall noise equivalent circuit results for 1) and 2).

## Problem 2.2

The ratio of the real power $P_{j}$ dissipated in each impedance $Z=1 / Y$ and the total real power $P_{t}$ has to be calculated. First the real power dissipated by a complex impedance is calculated in general as a function of the voltage phasor $U$ and the current phasor $I$

$$
\begin{align*}
P & =\operatorname{Re}\left\{U \cdot I^{*}\right\}=\operatorname{Re}\left\{U \cdot \frac{U^{*}}{Z^{*}}\right\}=\operatorname{Re}\left\{|U|^{2} \cdot \frac{1}{Z^{*}}\right\}=|U|^{2} \cdot \operatorname{Re}\left\{\frac{1}{Z}\right\} \\
& =\operatorname{Re}\left\{|U|^{2} \cdot Y^{*}\right\}=|U|^{2} \cdot \operatorname{Re}\left\{Y^{*}\right\}=|U|^{2} \cdot \operatorname{Re}\{Y\} . \tag{B.7}
\end{align*}
$$



Fig. B. 4 Noise equivalent circuit.

With $U_{t}$ and $U_{j}$ as shown in Fig. B.4, we obtain for the coefficients $\beta_{j}$ :

$$
\begin{equation*}
\beta_{j}=\frac{P_{j}}{P_{t}}=\frac{\left|U_{j}\right|^{2} \cdot \operatorname{Re}\left\{Y_{j}\right\}}{\left|U_{t}\right|^{2} \cdot \operatorname{Re}\left\{Y_{i}\right\}}=\beta_{j}^{\prime} \cdot \frac{\operatorname{Re}\left\{Y_{j}\right\}}{\operatorname{Re}\left\{Y_{i}\right\}}, \tag{B.8}
\end{equation*}
$$

where $P_{t}$ is the total power dissipated in the circuit. By using Eq. (2.19) the equivalent noise temperature $T_{n}$ can be calculated. For the circuit in Fig. 2.7 the result is as follows:

$$
\begin{align*}
\beta_{1}^{\prime} & =\frac{\left|U_{1}\right|^{2}}{\left|U_{t}\right|^{2}}=\left|\frac{Z_{1}}{Z_{i}}\right|^{2}=\left|\frac{Z_{1}\left(Z_{2}+Z_{3}\right)}{Z_{1}\left(Z_{2}+Z_{3}\right)+Z_{2} Z_{3}}\right|^{2}  \tag{B.9}\\
\beta_{2}^{\prime} & =\frac{\left|U_{2}\right|^{2}}{\left|U_{t}\right|^{2}}=\left|\frac{Z_{2}| | Z_{3}}{Z_{i}}\right|^{2}=\left|\frac{Z_{2} Z_{3}}{Z_{1}\left(Z_{2}+Z_{3}\right)+Z_{2} Z_{3}}\right|^{2}  \tag{B.10}\\
\beta_{3}^{\prime} & =\beta_{2}^{\prime}  \tag{B.11}\\
T_{n} & =\beta_{1} T_{1}+\beta_{2} T_{2}+\beta_{3} T_{3} \\
& =\beta_{1}^{\prime} \frac{\operatorname{Re}\left\{Y_{1}\right\}}{\operatorname{Re}\left\{Y_{i}\right\}} T_{1}+\beta_{2}^{\prime} \frac{\operatorname{Re}\left\{Y_{2}\right\}}{\operatorname{Re}\left\{Y_{i}\right\}} T_{2}+\beta_{3}^{\prime} \frac{\operatorname{Re}\left\{Y_{3}\right\}}{\operatorname{Re}\left\{Y_{i}\right\}} T_{3} \tag{B.12}
\end{align*}
$$

## Problem 2.3

The input temperature is the equivalent temperature of the noise equivalent source of the overall circuit. $T_{n}$ can be calculated by using Eq.(2.19):

$$
\begin{equation*}
T_{n}=\beta_{1} T_{1}+\beta_{2} T_{2}+\beta_{3} T_{3} . \tag{B.13}
\end{equation*}
$$

According to the dissipation theorem the coefficients $\beta_{j}$ can be derived from the real power, dissipated in the lossy elements of the circuit. The attenuator with a fixed attenuation of 6 dB dissipates a fraction of 0.75 of the injected power. The variable attenuator dissipates the fraction $\left(1-\alpha_{2}\right)$ of the remaining power. The remaining real power is dissipated in the impedance $Z_{0}$. Thus the input temperature is given by

$$
\begin{equation*}
T_{n}=\frac{3}{4} \cdot 77 \mathrm{~K}+\frac{1}{4} \cdot\left(1-\alpha_{2}\right) \cdot 300 \mathrm{~K}+\frac{1}{4} \cdot \alpha_{2} \cdot 1200 \mathrm{~K} \tag{B.14}
\end{equation*}
$$

## Problem 2.4

With $\rho$ as the reflection coefficient of the absorber, a fraction $\left(1-\mid \rho^{2}\right)$ of the radiated power of the antenna is converted into heat in the absorber. The reflected part of the radiated power is absorbed by the background. The dissipation theorem leads to the following equation for the noise temperature:

$$
\begin{equation*}
T_{n}=\left(1-|\rho|^{2}\right) \cdot T_{A}+|\rho|^{2} \cdot T_{e x} \tag{B.15}
\end{equation*}
$$

The part of the power reentering the antenna is assumed to be negligibly small.

## Problem 2.5

For a noise-free two-port, described by impedance parameters, we have

$$
\begin{align*}
U_{1} & =Z_{11} \cdot I_{1}+Z_{12} \cdot I_{2} \\
U_{2} & =Z_{21} \cdot I_{1}+Z_{22} \cdot I_{2} \tag{B.16}
\end{align*}
$$

Adding the noise source $U_{n}$ leads to

$$
\begin{align*}
U_{1} & =Z_{11} \cdot I_{1}+Z_{12} \cdot I_{2} \\
U_{2}-U_{n} & =Z_{21} \cdot I_{1}+Z_{22} \cdot I_{2} . \tag{B.17}
\end{align*}
$$

The directions for the new noise sources to be calculated are chosen according to Fig. B.5.


Fig. B. 5 Noise equivalent circuit.

Then the circuit can be described by

$$
\begin{align*}
U_{1}+U_{n 1} & =Z_{11} \cdot\left(I_{1}+I_{n 1}\right)+Z_{12} \cdot I_{2} \\
U_{2} & =Z_{21} \cdot\left(I_{1}+I_{n 1}\right)+Z_{22} \cdot I_{2} \tag{B.18}
\end{align*}
$$

Solving Eqs. (B.17) and (B.18) for $U_{1}$ and $U_{2}$, respectively, equating and reorganizing leads to

$$
\begin{align*}
I_{n 1} & =\frac{1}{Z_{21}} \cdot U_{n} \\
U_{n 1} & =\frac{Z_{11}}{Z_{21}} \cdot U_{n} \tag{B.19}
\end{align*}
$$

Next, the correlation between the sources has to be determined. Using the symbolic description for the cross-spectrum of the new noise current and voltage sources we have

$$
\begin{align*}
W_{21} & =U_{n 1}^{*} \cdot I_{n 1} \\
& =\left(\frac{Z_{11}}{Z_{21}} \cdot U_{n}\right)^{*} \cdot\left(\frac{1}{Z_{21}} \cdot U_{n}\right) \\
& =\frac{Z_{11}^{*}}{\left|Z_{21}\right|^{2}} \cdot\left|U_{n}\right|^{2} \\
& =\frac{Z_{11}^{*}}{\left|Z_{21}\right|^{2}} \cdot W_{n} . \tag{B.20}
\end{align*}
$$

The magnitude of the related normalized cross-spectrum is equal to one, because $U_{n 1}$ and $I_{n 1}$ are completely correlated:

$$
\begin{align*}
\frac{\left|W_{21}\right|}{\sqrt{W_{u 1} \cdot W_{i 1}}} & =\frac{\left|W_{21}\right|}{\sqrt{\left|U_{n 1}\right|^{2} \cdot\left|I_{n 1}\right|^{2}}} \\
& =\frac{\left|W_{21}\right|}{\sqrt{\left|U_{n 1}^{*} \cdot I_{n 1}\right|^{2}}} \\
& =\frac{\left|Z_{11}\right| \cdot W_{n} \cdot\left|Z_{21}\right|^{2}}{\left|Z_{21}\right|^{2} \cdot\left|Z_{11}\right| \cdot W_{n}}=1 \tag{B.21}
\end{align*}
$$

## Problem 2.6

As depicted in Fig. B.6, the current sources $I_{g}$ and $I_{n 1}$, which are connected in parallel, can be combined to one current source $I_{c 1}=I_{n 1}+I_{g}$.


Fig. B. 6 Noise equivalent circuit.

In an admittance representation we get the two-port equations:

$$
\begin{align*}
I_{1} & =Y_{11} \cdot U_{1}+Y_{12} \cdot U_{2}+I_{c 1} \\
I_{2} & =Y_{21} \cdot U_{1}+Y_{22} \cdot U_{2}+I_{n 2} \tag{B.22}
\end{align*}
$$

The following equations apply for the currents and voltages at the input and output of the given circuit:

$$
\begin{equation*}
I_{1}=-Y_{1} \cdot U_{1} \quad \text { and } \quad I_{2}=-Y_{2} \cdot U_{2} \tag{B.23}
\end{equation*}
$$

Equation (B.22) can be solved for $U_{2}$ :

$$
\begin{equation*}
U_{2}=\frac{Y_{21}}{\operatorname{det}\left[Y^{\prime}\right]} \cdot I_{c 1}-\frac{Y_{11}^{\prime}}{\operatorname{det}\left[Y^{\prime}\right]} \cdot I_{n 2} \quad \text { with } \quad Y_{11}^{\prime}=Y_{11}+Y_{1} \tag{B.24}
\end{equation*}
$$

Here, $\operatorname{det}\left[Y^{\prime}\right]$ is the determinant of the matrix

$$
\left[Y^{\prime}\right]=\left[\begin{array}{cc}
Y_{11}+Y_{1} & Y_{12}  \tag{B.25}\\
Y_{21} & Y_{22}+Y_{2}
\end{array}\right]
$$

According to the rules of the symbolic calculus of Chapter 1 the squared magnitude of Eq. (B.25) can be calculated by multiplying with the complex conjugate:

$$
\begin{array}{r}
\left|U_{2}\right|^{2}=\frac{1}{\left|\operatorname{det}\left[Y^{\prime}\right]\right|^{2}} \cdot\left(\left|Y_{21}\right|^{2} \cdot\left|I_{c 1}\right|^{2}+\left|Y_{11}^{\prime}\right|^{2} \cdot\left|I_{n 2}\right|^{2}-Y_{11}^{\prime} Y_{21}^{*} I_{n 2} I_{c 1}^{*}\right. \\
\left.-Y_{11}^{\prime *} Y_{21} I_{n 2}^{*} I_{c 1}\right) \tag{B.26}
\end{array}
$$

Thus the noise power at the load admittance $Y_{2}$ is known. A conversion to spectra leads to

$$
\begin{array}{r}
W_{u 2}=\frac{1}{\left|\operatorname{det}\left[Y^{\prime}\right]\right|^{2}} \cdot\left(\left|Y_{21}\right|^{2} \cdot W_{c 1}+\left|Y_{11}^{\prime}\right|^{2} \cdot W_{n 2}-Y_{11}^{\prime} Y_{21}^{*} W_{c 1 n 2}\right. \\
\left.-Y_{11}^{\prime *} Y_{21} W_{n 2 c 1}\right) \tag{B.27}
\end{array}
$$

With Eq. (1.33) we can write

$$
\begin{array}{r}
W_{u 2}=\frac{1}{\left|\operatorname{det}\left[Y^{\prime}\right]\right|^{2}} \cdot\left(\left|Y_{21}\right|^{2} \cdot W_{c 1}+\left|Y_{11}^{\prime}\right|^{2} \cdot W_{n 2}\right. \\
\left.-2 \cdot \operatorname{Re}\left\{Y_{11}^{\prime} Y_{21}^{*} W_{c 1 n 2}\right\}\right) \tag{B.28}
\end{array}
$$

Next, the noise spectrum $W_{c 1}$ is considered. The calculation of the squared absolute values of $I_{c 1}=I_{n 1}+I_{g}$ and a conversion to the spectra leads to

$$
\begin{equation*}
W_{c 1}=W_{n 1}+W_{g}+W_{g n 1}+W_{n 1 g}=W_{n 1}+W_{g} \tag{B.29}
\end{equation*}
$$

because for the given example the two sources $I_{n 1}$ and $I_{g}$ are completely uncorrelated. Also the thermal noise of the complex admittance $Y_{1}$ is completely uncorrelated with the equivalent noise source $I_{n 2}$ at the output. The final result for the spectrum $W_{u 2}$ at the load admittance is

$$
\begin{array}{r}
W_{u 2}=\frac{1}{\left|\operatorname{det}\left[Y^{\prime}\right]\right|^{2}} \cdot\left(| Y _ { 2 1 } | ^ { 2 } \cdot \left(W_{n 1}+2 k T \cdot\right.\right.
\end{array} \begin{aligned}
&\left.\operatorname{Re}\left\{Y_{1}\right\}\right)+\left|Y_{11}^{\prime}\right|^{2} \cdot W_{n 2} \\
&\left.-2 \cdot \operatorname{Re}\left\{Y_{11}^{\prime} Y_{21}^{*} W_{n 1 n 2}\right\}\right) \tag{B.30}
\end{aligned}
$$

## Problem 2.7

We have the following equations:

$$
\begin{align*}
I_{n 1}^{*} I_{n 2} \frac{Y_{12}}{Y_{22}}+I_{n 1} I_{n 2}^{*}\left(\frac{Y_{12}}{Y_{22}}\right)^{*}= & \left|\frac{Y_{12}}{Y_{22}}\right|^{2} \cdot 2 k T \cdot \operatorname{Re}\left\{Y_{22}\right\} \\
& +2 k T \cdot \operatorname{Re}\left\{\frac{Y_{12} Y_{21}}{Y_{22}}\right\} \tag{B.31}
\end{align*}
$$

and

$$
\begin{align*}
I_{n 1}^{*} I_{n 2}\left(\frac{Y_{21}}{Y_{11}}\right)^{*}+I_{n 1} I_{n 2}^{*} \frac{Y_{21}}{Y_{11}} & =\left|\frac{Y_{21}}{Y_{11}}\right|^{2} \cdot 2 k T \cdot \operatorname{Re}\left\{Y_{11}\right\} \\
& +2 k T \cdot \operatorname{Re}\left\{\frac{Y_{12} Y_{21}}{Y_{11}}\right\} . \tag{B.32}
\end{align*}
$$

This system of equations has to be solved for $I_{n 1}^{*} I_{n 2}$. For this purpose the first equation is multiplied by $Y_{21} / Y_{11}$ and the second equation is multiplied by $\left(Y_{12} / Y_{22}\right)^{*}$. Taking the difference of the two equations leads to

$$
\begin{align*}
& I_{n 1}^{*} I_{n 2}\left\{\frac{Y_{21} Y_{12}}{Y_{11} Y_{22}}-\left(\frac{Y_{12} Y_{21}}{Y_{11} Y_{22}}\right)^{*}\right\} \\
= & k T\left\{\frac{Y_{21}}{Y_{11}}\left[\left|\frac{Y_{12}}{Y_{22}}\right|^{2}\left(Y_{22}+Y_{22}^{*}\right)+\frac{Y_{12} Y_{21}}{Y_{22}}+\left(\frac{Y_{12} Y_{21}}{Y_{22}}\right)^{*}\right]\right. \\
& \left.-\left(\frac{Y_{12}}{Y_{22}}\right)^{*}\left[\left.\frac{Y_{21}}{Y_{11}}\right|^{2}\left(Y_{11}+Y_{11}^{*}\right)+\frac{Y_{12} Y_{21}}{Y_{11}}+\left(\frac{Y_{12} Y_{21}}{Y_{11}}\right)^{*}\right]\right\} \\
= & k T\left\{\frac{Y_{21} Y_{12}}{Y_{11} Y_{22}}\left[\frac{Y_{12}^{*}}{Y_{22}^{*}}\left(Y_{22}+Y_{22}^{*}\right)+Y_{21}\right]+\frac{Y_{21} Y_{12}^{*} Y_{21}^{*}}{Y_{11} Y_{22}^{*}}\right. \\
& \left.-\frac{Y_{12}^{*} Y_{21}^{*}}{Y_{22}^{*} Y_{11}^{*}}\left[\frac{Y_{21}}{Y_{11}}\left(Y_{11}+Y_{11}^{*}\right)+Y_{12}^{*}\right]-\frac{Y_{12}^{*} Y_{12} Y_{21}}{Y_{22}^{*} Y_{11}}\right\} \\
= & k T\left\{\frac{Y_{21} Y_{12}}{Y_{11} Y_{22}}\left[\frac{Y_{12}^{*}}{Y_{22}^{*}} Y_{22}+Y_{12}^{*}+Y_{21}-\frac{Y_{12}^{*}}{Y_{22}^{*}} Y_{22}\right]\right. \\
& \left.-\frac{Y_{12}^{*} Y_{21}^{*}}{Y_{22}^{*} Y_{11}^{*}}\left[Y_{21}+\frac{Y_{21}}{Y_{11}} Y_{11}^{*}+Y_{12}^{*}-\frac{Y_{21}}{Y_{11}} Y_{11}^{*}\right]\right\} . \tag{B.33}
\end{align*}
$$

Thus we have

$$
\begin{equation*}
I_{n 1}^{*} I_{n 2}\left\{\frac{Y_{21} Y_{12}}{Y_{11} Y_{22}}-\frac{Y_{12}^{*} Y_{21}^{*}}{Y_{11}^{*} Y_{22}^{*}}\right\}=k T\left(Y_{12}^{*}+Y_{21}\right)\left\{\frac{Y_{21} Y_{12}}{Y_{11} Y_{22}}-\frac{Y_{12}^{*} Y_{21}^{*}}{Y_{22}^{*} Y_{11}^{*}}\right\} \tag{B.34}
\end{equation*}
$$

Finally, we obtain

$$
\begin{equation*}
I_{n 1}^{*} I_{n 2}=k T\left(Y_{12}^{*}+Y_{21}\right), \tag{B.35}
\end{equation*}
$$

the solution of Eq. (2.47).

## Problem 2.8

This problem can be understood as a continuation of problem 2.6, if the open circuit at the output is included in the matrix $\left[Y^{\prime}\right]$ by setting $Y_{2}=0$. The direction of the current $I_{g}$ has no relevance in this case because the sources $I_{g}$ and $I_{n 1}$ are uncorrelated. The solution of problem 2.6

$$
\begin{array}{r}
W_{u 2}=\frac{1}{\left|\operatorname{det}\left[Y^{\prime}\right\}\right|^{2}}\left(\left|Y_{21}\right|^{2} \cdot\left(W_{I n 1}+2 k T \cdot \operatorname{Re}\left\{Y_{1}\right\}\right)+\left|Y_{11}^{\prime}\right|^{2} W_{I n 2}\right. \\
\left.-2 \operatorname{Re}\left\{Y_{11}^{\prime} Y_{21}^{*} W_{I n 1 I n 2}\right\}\right) \tag{B.36}
\end{array}
$$

is modified by inserting the equations (2.40) and (2.47):

$$
\begin{align*}
W_{u 2}= & \frac{2 k T}{\left|\operatorname{det}\left[Y^{\prime}\right]\right|^{2}}\left(\left|Y_{21}\right|^{2} \cdot \operatorname{Re}\left\{Y_{11}^{\prime}\right\}+\left|Y_{11}^{\prime}\right|^{2} \cdot \operatorname{Re}\left\{Y_{22}\right\}\right. \\
& \left.-\operatorname{Re}\left\{Y_{11}^{\prime} Y_{21}^{*}\left(Y_{12}^{*}+Y_{21}\right)\right\}\right)  \tag{B.37}\\
= & \frac{2 k T}{\left|\operatorname{det}\left[Y^{\prime}\right]\right|^{2}}\left(\left|Y_{11}^{\prime}\right|^{2} \cdot \operatorname{Re}\left\{Y_{22}\right\}-\operatorname{Re}\left\{Y_{11}^{\prime} Y_{21}^{*} Y_{12}^{*}\right\}\right) . \tag{B.38}
\end{align*}
$$

With $\operatorname{Re}\left\{Y_{11}^{\prime} Y_{21}^{*} Y_{12}^{*}\right\}=\operatorname{Re}\left\{Y_{11}^{*} Y_{21} Y_{12}\right\}$ a short calculation leads to

$$
\begin{align*}
W_{u 2} & =\frac{2 k T}{\left|\operatorname{det}\left[Y^{\prime}\right]\right|^{2}} \cdot \operatorname{Re}\left\{Y_{11}^{\prime *} \cdot \operatorname{det}\left[Y^{\prime}\right]\right\} \\
& =\frac{k T\left(Y_{11}^{\prime *} \cdot \operatorname{det}\left[Y^{\prime}\right]+Y_{11}^{\prime} \cdot \operatorname{det}\left[Y^{\prime *}\right]\right)}{\operatorname{det}\left[Y^{\prime}\right] \cdot \operatorname{det}\left[Y^{\prime *}\right]} \\
& =\frac{k T Y_{11}^{\prime *}}{\operatorname{det}\left[Y^{\prime *}\right]}+\frac{k T Y_{11}^{\prime}}{\operatorname{det}\left[Y^{\prime}\right]} \tag{B.39}
\end{align*}
$$

Introducing the input admittance from the load side $Y_{i n}$,

$$
\begin{equation*}
Y_{i n}=Y_{22}-\frac{Y_{12} Y_{21}}{Y_{11}^{\prime}}=\frac{\operatorname{det}\left[Y^{\prime}\right]}{Y_{11}^{\prime}} \tag{B.40}
\end{equation*}
$$

one finally obtains:

$$
W_{u 2}=\frac{k T}{Y_{i n}^{*}}+\frac{k T}{Y_{i n}}=2 k T \cdot \operatorname{Re}\left\{\frac{1}{Y_{i n}}\right\}
$$

This result was expected because $1 / Y_{i n}$ is the source impedance related to port 2. Thus it is possible to describe the resultant one-port by a thermally noisy resistor with the temperature $T$.

## Problem 2.9

In order to facilitate the following calculation, the two-port equations (2.31) are transferred into a normalized form. For this purpose normalized currents and voltages are introduced:

$$
\begin{array}{ll}
i_{i}=I_{i} \cdot \sqrt{Z_{0}} & u_{i}=\frac{U_{i}}{\sqrt{Z_{0}}} \\
i_{n i}=I_{n i} \sqrt{Z_{0}} & u_{n i}=\frac{U_{n i}}{\sqrt{Z_{0}}} \tag{B.41}
\end{array}
$$

The elements of the admittance matrix are also normalized to the real reference conductance $Y_{0}=1 / Z_{0}$ :

$$
\begin{equation*}
y_{i k}=Y_{i k} \cdot Z_{0} \quad i=1,2 \quad k=1,2 . \tag{B.42}
\end{equation*}
$$

For the normalized representation of the two-port, Eq. (2.31), a matrix form results:

$$
\begin{equation*}
[i]=[y][u]+\left[i_{n}\right] . \tag{B.43}
\end{equation*}
$$

Equation (B.43) can be rewritten with Eq. (2.50) in the following way:

$$
\begin{equation*}
[A]-[B]=[y]([A]+[B])+\left[i_{n}\right] \tag{B.44}
\end{equation*}
$$

This equation can be converted according to Eq. (2.49):

$$
\begin{align*}
{[A]-[B] } & =[y]([A]+[B])+\left[i_{n}\right] \\
{[B]+[y][B] } & =[A]-[y][A]-\left[i_{n}\right] . \tag{B.45}
\end{align*}
$$

Introducing the unity matrix [ $I]$ yields

$$
\begin{equation*}
[B]=([y]+[I])^{-1}([I]-[y])[A]-([y]+[I])^{-1}\left[i_{n}\right] . \tag{B.46}
\end{equation*}
$$

A comparison with Eq. (2.49) leads to

$$
\begin{align*}
{[S] } & =([y]+[I])^{-1} \cdot([I]-[y]) \\
{[X] } & =-([y]+[I])^{-1}\left[i_{n}\right] \tag{B.47}
\end{align*}
$$

Thus the known noise current sources from Fig. 2.12 can be transformed into noise waves using these equations.

## Problem 2.10

The parameters as shown in Fig. B. 7 are used for the following calculations:


Fig. B. 7 Noise equivalent circuit on the basis of noise waves.

The noise waves of the two-port are denoted by $X_{1}, X_{2}$, those of the load impedances by $L_{1}, L_{2}$. The load impedances are at the same temperature as the two-port. Equation (2.56) thus holds for the noise powers $\left|X_{1}\right|^{2}$ and $\left|X_{2}\right|^{2}$. The noise powers of the load impedances are defined according to the dissipation theorem:

$$
\begin{equation*}
\left|L_{1}\right|^{2}=k T\left(1-\left|\rho_{1}\right|^{2}\right) \quad \text { and } \quad\left|L_{2}\right|^{2}=k T\left(1-\left|\rho_{2}\right|^{2}\right) \tag{B.48}
\end{equation*}
$$

Here $\rho_{1}, \rho_{2}$ are the reflection coefficients of the load impedances. The noise waves of the two-port are not correlated with the noise waves of the load impedances. The noise waves of the circuit are given by

$$
\begin{array}{ll}
B_{1}=X_{1}+S_{11} A_{1}+S_{12} A_{2} & B_{2}=X_{2}+S_{22} A_{2}+S_{21} A_{1}  \tag{B.49}\\
A_{1}=L_{1}+\rho_{1} B_{1} & A_{2}=L_{2}+\rho_{2} B_{2} .
\end{array}
$$

First, an open circuit is assumed at port 2, and port 1 is terminated by a matched load:

$$
\begin{equation*}
\rho_{1}=0, \quad \rho_{2}=1, \quad L_{2}=0 \quad \Rightarrow \quad A_{1}=L_{1} \tag{B.50}
\end{equation*}
$$

The following relation results for $B_{1}$ after a short calculation:

$$
\begin{equation*}
B_{1}=X_{1}+S_{11} L_{1}+\frac{S_{12}}{1-S_{22}} \cdot\left(X_{2}+S_{21} L_{1}\right) \tag{B.51}
\end{equation*}
$$

Under the condition of thermodynamic equilibrium, Eq. (2.54) applies to the noise waves of the circuit. With

$$
\begin{equation*}
\left|B_{1}\right|^{2}=\left|L_{1}\right|^{2}=k T \tag{B.52}
\end{equation*}
$$

and Eq. (2.56) some manipulations yield

$$
\begin{align*}
& \frac{S_{12}}{1-S_{22}} X_{1}^{*} X_{2}+\frac{S_{12}^{*}}{1-S_{22}^{*}} X_{1} X_{2}^{*}  \tag{B.53}\\
& =k T\left[\left|S_{12}\right|^{2}-\left|\frac{S_{12}}{1-S_{22}}\right|^{2}\left(1-\left|S_{22}\right|^{2}\right)-\frac{S_{11}^{*} S_{12} S_{21}}{1-S_{22}}-\frac{S_{11} S_{12}^{*} S_{21}^{*}}{1-S_{22}^{*}}\right]
\end{align*}
$$

Next, port 2 is shorted and port 1 is terminated by a matched load:

$$
\begin{equation*}
\rho_{1}=0, \quad \rho_{2}=-1, \quad L_{2}=0 \quad \Rightarrow \quad A_{1}=L_{1} \tag{B.54}
\end{equation*}
$$

A similar calculation as above leads to a second equation for $X_{1}^{*} X_{2}$ and $X_{1} X_{2}^{*}$ :

$$
\begin{align*}
& \frac{S_{12}}{1+S_{22}} X_{1}^{*} X_{2}+\frac{S_{12}^{*}}{1+S_{22}^{*}} X_{1} X_{2}^{*}  \tag{B.55}\\
& =k T\left[-\left|S_{12}\right|^{2}+\left|\frac{S_{12}}{1+S_{22}}\right|^{2}\left(1-\left|S_{22}\right|^{2}\right)-\frac{S_{11}^{*} S_{12} S_{21}}{1+S_{22}}-\frac{S_{11} S_{12}^{*} S_{21}^{*}}{1+S_{22}^{*}}\right]
\end{align*}
$$

Both equations establish a system of linear equations for $X_{1}^{*} X_{2}$ and $X_{1} X_{2}^{*}$. After some calculations the equations can be solved for $X_{1}^{*} X_{2}$ :

$$
\begin{equation*}
X_{1}^{*} X_{2}=-k T\left(S_{11}^{*} S_{21}+S_{12}^{*} S_{22}\right) \tag{B.56}
\end{equation*}
$$

This is the result for the cross-correlation already given by Eq. (2.58) .


Fig. B. 8 Noise sources of the two-port.

## Problem 2.11

The noise of each of the three real admittances is described by an equivalent noise current source as shown in the following picture:

The source $I_{n 2}$ can be replaced by two sources, one connected in parallel to $I_{n 1}$, the other one connected in parallel to $I_{n 3}$. This leads to the following circuit:


Fig. B. 9 Noise equivalent circuit of the two-port.

The purpose of this problem is not to get the correlation $I_{n 1}^{\prime *} I_{n 2}^{\prime}$ (it could easily be calculated with Eq. (2.47) as $I_{n 1}^{\prime *} I_{n 2}^{\prime}=-2 k T G_{2}$ ), but to calculate the correlation $I_{1}^{*} I_{2}$ of the currents flowing through the two terminating impedances with the impedance values $Z_{0}$. Generally, we can write for the currents $I_{1}$ and $I_{2}$ :

$$
\begin{align*}
& I_{1}=V_{1} I_{n 1}^{\prime}+V_{2} I_{n 2}^{\prime} \\
& I_{2}=V_{1} I_{n 2}^{\prime}+V_{2} I_{n 1}^{\prime} \tag{B.57}
\end{align*}
$$

Here $V_{1}$ and $V_{2}$ are real transfer functions. Forming the correlation $I_{1}^{*} I_{2}$ and using the following equations:

$$
\begin{align*}
I_{n 1}^{\prime *} I_{n 2}^{\prime} & =2 k T \cdot \operatorname{Re}\left\{Y_{12}\right\}=-2 k T \cdot G_{2}=I_{n 1}^{\prime} I_{n 2}^{\prime *} \\
\left|I_{n i}^{\prime}\right|^{2} & =2 k T \cdot \operatorname{Re}\left\{Y_{i i}\right\}=2 k T \cdot\left(G_{1}+G_{2}\right) \quad i=1,2 \tag{B.58}
\end{align*}
$$

yields after a short calculation:

$$
\begin{equation*}
I_{1}^{*} I_{2}=-2 k T\left(-2 V_{1} V_{2} G_{1}+\left(V_{1}-V_{2}\right)^{2} G_{2}\right) \tag{B.59}
\end{equation*}
$$

The $\pi$-attenuator shall be matched on both sides. Then the input impedance on both sides is equal to $Z_{0}$. Therefore, half of the currents $I_{n 1}^{\prime}$ and $I_{n 2}^{\prime}$ flows into the attenuator, the other half flows into the terminating impedance. The current flowing into the attenuator is transferred by the current transfer function

$$
\begin{equation*}
S=\frac{Z_{0} G_{1}-1}{Z_{0} G_{1}+1} \tag{B.60}
\end{equation*}
$$

The transfer functions $V_{1}$ and $V_{2}$ are given by

$$
\begin{equation*}
V_{1}=-\frac{1}{2} \quad V_{2}=\frac{1}{2} S . \tag{B.61}
\end{equation*}
$$

For a simultaneous match at both ports, $G_{2}$ in dependence of $G_{1}$ is given by

$$
\begin{equation*}
G_{2}=\frac{1-\left(G_{1} Z_{0}\right)^{2}}{2 G_{1} Z_{0}^{2}} \tag{B.62}
\end{equation*}
$$

With these relations for $V_{1}, V_{2}$ and $G_{2}$ and $V_{1}=-1 / 2$ the bracket term in Eq. (B.59) can be written as follows:

$$
\begin{align*}
& -2 V_{1} V_{2} G_{1}+\left(V_{1}-V_{2}\right)^{2} G_{2}=V_{2} G_{1}+G_{2}\left(V_{1}-V_{2}\right)^{2} \\
= & \frac{1}{2} G_{1} \frac{Z_{0} G_{1}-1}{Z_{0} G_{1}+1}+\frac{1-\left(G_{1} Z_{0}\right)^{2}}{2 G_{1} Z_{0}^{2}}\left(\frac{1}{2}+\frac{1}{2} \frac{Z_{0} G_{1}-1}{Z_{0} G_{1}+1}\right)^{2} \\
= & \frac{1}{2} G_{1} \frac{Z_{0} G_{1}-1}{Z_{0} G_{1}+1}+\frac{1}{2} G_{1} \cdot \frac{\left(1-G_{1} Z_{0}\right)\left(1+G_{1} Z_{0}\right)}{\left(G_{1} Z_{0}\right)^{2}} \cdot\left(\frac{G_{1} Z_{0}}{G_{1} Z_{0}+1}\right)^{2} \\
= & \frac{1}{2} G_{1} \frac{Z_{0} G_{1}-1}{Z_{0} G_{1}+1}+\frac{1}{2} G_{1} \frac{1-G_{1} Z_{0}}{1+G_{1} Z_{0}} \\
= & 0 . \tag{B.63}
\end{align*}
$$

Thus it holds that the correlation $I_{1}^{*} I_{2}$ is equal to zero.

## Problem 2.12

The noise generated by $R$ and $Z_{0}$ will be analyzed separately and afterwards summed up according to the principle of superposition. First, the influence of the noise generated by $R$ at port 2 and port 3 will be calculated. For this purpose an equivalent noise current source for the resistor $R$ is implemented (Fig. B.10a). Fig. B.10b shows an equivalent circuit with two identical current sources. The wire in the symmetry plane carries no current. Thus it can be connected directly to the ground potential and the ports 2 and 3 are operating in the odd mode. Therefore, the entire symmetry plane of the transmission line structure can be connected to ground. The resulting short circuit at the end of the line is transformed into an open circuit at the input by means of a $\lambda / 4$ transformation, so that for port 2 and port 3 , respectively, the equivalent circuits in Fig. B.10c and B.10d are obtained.


Fig. B. 10 Noise equivalent sources of the signal divider.

Similarly, the noise of $Z_{0}$ can be expressed by an equivalent noise current source $I_{n 2}^{\prime}$, with $\left|I_{n 2}^{\prime}\right|^{2}=2 k T / Z_{0}$. The signal of the source $I_{n 2}^{\prime}$ is transferred to the ports 2 and 3 , being attenuated by $\sqrt{2}$, because of the 0 -degree and 3 dB-signal divider. The noise of $Z_{0}$ can also be described by two equivalent sources (Fig. B.10e,f)

$$
\begin{equation*}
I_{n 2}=\frac{1}{\sqrt{2}} I_{n 2}^{\prime} \tag{B.64}
\end{equation*}
$$

at port 2 and port 3 . Using the isolation condition $R=2 Z_{0}$, the squared magnitude of the noise equivalent sources are related by

$$
\begin{equation*}
\left|I_{n 1}\right|^{2}=\left|I_{n 2}\right|^{2} \tag{B.65}
\end{equation*}
$$

Furthermore, the sources are uncorrelated:

$$
\begin{equation*}
I_{n 1}^{*} I_{n 2}=I_{n 2}^{*} I_{n 1}=0 . \tag{B.66}
\end{equation*}
$$

The equivalent sources resulting from the superposition at port 2 and port 3 are also uncorrelated, because

$$
\begin{equation*}
X_{1}^{*} X_{2}=\left(I_{n 1}+I_{n 2}\right)^{*}\left(I_{n 2}-I_{n 1}\right)=0 \tag{B.67}
\end{equation*}
$$

## Problem 2.13

Replacing the equivalent noise voltage source of the generator resistance by an equivalent noise current source leads to the same relations as given by problem 2.6, if the conductance $Y_{1}$ is replaced by $Y_{g}$. The noise figure is given by

$$
\begin{equation*}
F=1+\frac{\Delta W_{2}}{W_{20}} . \tag{B.68}
\end{equation*}
$$

$\Delta W_{2}$ is the noise at the output as induced by the two-port. This spectrum is given by the result of problem 2.6, if $Y_{g}$ is considered to be noise-free, leading to $W_{n 1}^{\prime}=W_{n 1}$. Thus

$$
\begin{array}{r}
\Delta W_{2}=\frac{1}{\left|\operatorname{det}\left[Y^{\prime}\right]\right|^{2}}\left(\left|Y_{21}\right|^{2} \cdot W_{n 1}+\left|Y_{11}+Y_{g}\right|^{2} \cdot W_{n 2}\right. \\
\left.-2 \operatorname{Re}\left\{Y_{21}^{*} \cdot\left(Y_{11}+Y_{g}\right) \cdot W_{n 12}\right\}\right) \tag{B.69}
\end{array}
$$

$W_{20}$ is the noise at the output caused solely by $Y_{g}$. This spectrum is given by the result of problem 2.6, if the two-port is assumed to be noise-free, i.e. $W_{n 1}, W_{n 2}$ and $W_{n 12}$ are chosen to be zero. This leads to

$$
\begin{equation*}
W_{20}=\frac{1}{\mid \operatorname{det}\left[Y^{\prime}\right]^{2}} \cdot\left|Y_{21}\right|^{2} \cdot 2 k T_{0} \operatorname{Re}\left\{Y_{g}\right\} \tag{B.70}
\end{equation*}
$$

Inserting the result into Eq. (B.68) leads to Eq. (2.85).

## Problem 2.14

First, the gain of the two-port will be described by scattering parameters. According to Eq. 2.72 the gain is given by

$$
\begin{equation*}
G_{p}=\frac{P_{2}}{P_{g}} . \tag{B.71}
\end{equation*}
$$

With the designations introduced in Fig. B. 11 the real power $P_{2}$ dissipated by the load $Z_{1}$ is

$$
P_{2}=\left|b_{2}\right|^{2}-\left|a_{2}\right|^{2}=\left|b_{2}\right|^{2} \cdot\left(1-\left|r_{l}\right|^{2}\right),
$$



Fig. B. 11
where $r_{l}=a_{2} / b_{2}$ is the reflection coefficient of the load. In order to calculate the available generator power $P_{g}$, the incident wave $a_{1}$ of the two-port is examined. It is the sum of the part $a_{g}$ generated by the source, and a part $r_{g} b_{1}$, reflected by the generator, where $r_{g}$ is the reflection coefficient of the internal generator impedance:

$$
\begin{equation*}
a_{1}=a_{g}+r_{g} b_{1} \tag{B.72}
\end{equation*}
$$

Then the available generator power is given by:

$$
\begin{equation*}
P_{g}=\left|a_{1}\right|^{2}-\left|b_{1}\right|^{2}=\frac{\left|a_{g}\right|^{2}}{1-\left|r_{g}\right|^{2}} . \tag{B.73}
\end{equation*}
$$

Thus the gain is obtained as

$$
\begin{equation*}
G_{p 21}=\frac{\left|b_{2}\right|^{2}}{\left|a_{g}\right|^{2}}\left(1-\left|r_{l}\right|^{2}\right)\left(1-\left|r_{g}\right|^{2}\right) . \tag{B.74}
\end{equation*}
$$

With Eq. (B.72), the definition of $r_{l}$, and

$$
\begin{equation*}
[b]=[S][a] \tag{B.75}
\end{equation*}
$$

a short calculation leads to an equation for the ratio $b_{2} / a_{g}$. By inserting this ratio into the equation for the gain we obtain

$$
\begin{equation*}
G_{p 21}=\left|S_{21}\right|^{2} \cdot \frac{\left(1-\left|r_{l}\right|^{2}\right)\left(1-\left|r_{g}\right|^{2}\right)}{\left|\left(1-S_{11} r_{g}\right)\left(1-S_{22} r_{l}\right)-S_{12} S_{21} r_{g} r_{l}\right|^{2}} \tag{B.76}
\end{equation*}
$$

In order to show that the gain of a reciprocal two-port is independent of the direction, the voltage source in Fig B. 11 is placed at port 2 and the power transfer from port 2 to port 1 is examined ( $Z_{g}$ and $Z_{l}$ remain in place). For the determination of $G_{p 12}$ the same calculation as for $G_{p 21}$ has to be performed. A comparison with the calculation above shows that the index 2 has to be replaced by the index 1 (and vice versa) and the index $g$ has to be replaced by the index $l$ (and vice versa). This leads to

$$
\begin{equation*}
G_{p 12}=\left|S_{12}\right|^{2} \cdot \frac{\left(1-\left|r_{l}\right|^{2}\right)\left(1-\left|r_{g}\right|^{2}\right)}{\left|\left(1-S_{11} r_{g}\right)\left(1-S_{22} r_{l}\right)-S_{12} S_{21} r_{g} r_{l}\right|^{2}} . \tag{B.77}
\end{equation*}
$$

For reciprocal two-ports $S_{12}=S_{21}$, and thus the gain is independent of the direction.

## Problem 2.15

The cascade connection of the two attenuators can be considered as one single two-port with two temperature regions. Equation (2.70) is used for the determination of the noise figure of the two-port. $\Delta P_{2}$ is composed of the part $\Delta P_{T 1}$ generated in temperature region 1 and the corresponding part $\Delta P_{T 2}$ for the region 2. We thus have

$$
\begin{equation*}
\Delta P_{2}=\Delta P_{T 1}+\Delta P_{T 2} \tag{B.78}
\end{equation*}
$$

with

$$
\begin{align*}
\Delta P_{T 1} & =k T_{1} \beta_{1} \Delta f \\
\Delta P_{T 2} & =k T_{2} \beta_{2} \Delta f \tag{B.79}
\end{align*}
$$

For the part $P_{20}$ from the generator we obtain with $\kappa_{t o t}=\kappa_{1} \cdot \kappa_{2}$ :

$$
\begin{equation*}
P_{20}=\kappa_{1} \kappa_{2} k T_{0} \Delta f \tag{B.80}
\end{equation*}
$$

The coefficients $\beta_{i}$ are equal to the power fractions absorbed in the respective temperature regions $i=1,2$, if the power is fed in from the output side:

$$
\begin{align*}
& \beta_{2}=\left(1-\kappa_{2}\right) \\
& \beta_{1}=\kappa_{2}\left(1-\kappa_{1}\right) . \tag{B.81}
\end{align*}
$$

Inserting these expressions into Eq. (2.70) leads to:

$$
\begin{align*}
F & =1+\frac{T_{1} \beta_{1}+T_{2} \beta_{2}}{\kappa_{1} \kappa_{2} T_{0}} \\
& =1+\frac{T_{1}\left(1-\kappa_{1}\right)}{\kappa_{1} T_{0}}+\frac{T_{2}\left(1-\kappa_{2}\right)}{\kappa_{1} \kappa_{2} T_{0}} \\
& =F_{1}+\frac{F_{2}-1}{\kappa_{1}} . \tag{B.82}
\end{align*}
$$

With the numerical values $\kappa_{1}=0.5$ and $\kappa_{2}=0.25$ we obtain for the noise figure:

$$
\begin{equation*}
F=1+\frac{T_{1}}{T_{0}}+6 \frac{T_{2}}{T_{0}} \tag{B.83}
\end{equation*}
$$

## Problem 2.16

If the whole circuit ( $R_{1}, R_{2}, Z_{g}, Z_{l}$ ) is taken as one resistive network with two
temperature regions, namely, with the temperatures $T_{0}$ and $T_{1}$, the spectrum $\mathrm{W}_{20}$ at $Z_{l}$ as caused exclusively by $Z_{g}$ is given by

$$
\begin{equation*}
\mathrm{W}_{20}=4 k T_{0} Z_{g}\left|\frac{R_{2} \| Z_{l}}{R_{1}+Z_{g}+R_{2} \| Z_{l}}\right|^{2} \tag{B.84}
\end{equation*}
$$

$Z_{l}$ is assumed as noise-free. The inclusion of the noise contributions of $R_{1}$, $R_{2}$ and $Z_{g}$ leads to the spectrum $\mathrm{W}_{2}$ :

$$
\begin{align*}
& \mathrm{W}_{2}=4 k T_{1} R_{1}\left|\frac{R_{2} \| Z_{l}}{R_{1}+Z_{g}+R_{2} \| Z_{l}}\right|^{2} \\
& \quad+4 k T_{1} R_{2}\left|\frac{Z_{l} \|\left(Z_{g}+R_{1}\right)}{R_{2}+Z_{l} \|\left(Z_{g}+R_{1}\right)}\right|^{2} \\
& \quad+4 k T_{0} Z_{g}\left|\frac{R_{2} \| Z_{l}}{R_{1}+Z_{g}+R_{2} \| Z_{l}}\right|^{2} . \tag{B.85}
\end{align*}
$$

Calculating the ratio of these terms leads to the following expression for the noise figure:

$$
\begin{equation*}
F=1+\frac{T_{1}}{T_{0}} \cdot\left(\frac{\left(R_{1}+Z_{g}\right)\left(R_{2}+R_{1}+Z_{g}\right)}{Z_{g} R_{2}}-1\right) \tag{B.86}
\end{equation*}
$$

Thus it is evident, that the noise figure is independent of the value of the load resistance. To show the validity of Eq. (2.92), the available gain must directly be calculated. $G_{a v}$ is defined as the ratio of the available output power $P_{2 a v}$ to the available generator power $P_{g}$. We have

$$
\begin{equation*}
P_{g}=\frac{\left|U_{g}\right|^{2}}{4 Z_{g}} \tag{B.87}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{2 a v}=\frac{\left|U_{20}\right|^{2}}{4 Z_{l}}=\frac{\left|U_{g}\right|^{2}\left(\frac{R_{2}}{R_{1}+R_{2}+Z_{g}}\right)^{2}}{4\left(R_{2}| |\left(R_{1}+Z_{g}\right)\right)} \tag{B.88}
\end{equation*}
$$

For the ratio of both terms a short calculation leads to

$$
\begin{equation*}
\frac{1}{G_{a v}}=\frac{P_{g}}{P_{2 a v}}=\frac{\left(R_{1}+Z_{g}\right)\left(R_{2}+R_{1}+Z_{g}\right)}{Z_{g} R_{2}}=\left.F\right|_{T_{1}=T_{0}} \tag{B.89}
\end{equation*}
$$

This result is equal to equation (2.92).

## Problem 2.17

According to Eq. (2.99) it is more advantageous to place the first amplifier in front of the second amplifier, if the condition

$$
\begin{equation*}
F_{1}+\frac{F_{2}-1}{G_{1 a v}}<F_{2}+\frac{F_{1}-1}{G_{2 a v}} \tag{B.90}
\end{equation*}
$$

is fulfilled. A short conversion leads to an equation, which is more useful in practice:

$$
\begin{equation*}
\frac{F_{1}-1}{1-\frac{1}{G_{1 a v}}}<\frac{F_{2}-1}{1-\frac{1}{G_{2 a v}}} \tag{B.91}
\end{equation*}
$$

The terms compared here are called "noise measure".

## Problem 2.18

In order to calculate the circles with a constant noise figure in the complex generator impedance plane, equation (2.106) is modified as follows:

$$
\begin{equation*}
F=\text { const }=1+\frac{W_{u}+|Z|^{2} W_{i}+2 \operatorname{Re}\left\{Z \cdot W_{u i}\right\}}{2 k T_{0} \cdot \operatorname{Re}\{Z\}} \tag{B.92}
\end{equation*}
$$

Setting $Z=R+j X$ leads to

$$
\begin{equation*}
F=1+\frac{W_{u}+\left(R^{2}+X^{2}\right) W_{i}+2\left(R \cdot \operatorname{Re}\left\{W_{u i}\right\}-X \cdot \operatorname{Im}\left\{W_{u i}\right\}\right)}{2 k T_{0} R} \tag{B.93}
\end{equation*}
$$

A short transformation yields

$$
\begin{align*}
-W_{u}=R^{2} W_{i}+2 R & \left(k T_{0}(1-F)+\operatorname{Re}\left\{W_{u i}\right\}\right) \\
& +X^{2} W_{i}-2 X \cdot \operatorname{Im}\left\{W_{u i}\right\} \tag{B.94}
\end{align*}
$$

Further algebraic manipulations lead to

$$
\begin{align*}
-\frac{W_{u}}{W_{i}}= & \left(R^{2}+2 R \cdot \frac{k T_{0}(1-F)+\operatorname{Re}\left\{W_{u i}\right\}}{W_{i}}\right)+\left(X^{2}-2 X \cdot \frac{\operatorname{Im}\left\{W_{u i}\right\}}{W_{i}}\right) \\
= & \left(R+\frac{k T_{0}(1-F)+\operatorname{Re}\left\{W_{u i}\right\}}{W_{i}}\right)^{2}-\left(\frac{k T_{0}(1-F)+\operatorname{Re}\left\{W_{u i}\right\}}{W_{i}}\right)^{2} \\
& +\left(X-\frac{\operatorname{Im}\left\{W_{u i}\right\}}{W_{i}}\right)^{2}-\left(\frac{\operatorname{Im}\left\{W_{u i}\right\}}{W_{i}}\right)^{2} \tag{B.95}
\end{align*}
$$

and

$$
\begin{align*}
& \left(R+\frac{k T_{0}(1-F)+\operatorname{Re}\left\{W_{u i}\right\}}{W_{i}}\right)^{2}+\left(X-\frac{\operatorname{Im}\left\{W_{u i}\right\}}{W_{i}}\right)^{2} \\
= & \left(\frac{k T_{0}(1-F)+\operatorname{Re}\left\{W_{u i}\right\}}{W_{i}}\right)^{2}+\left(\frac{\operatorname{Im}\left\{W_{u i}\right\}}{W_{i}}\right)^{2}-\frac{W_{u}}{W_{i}} \tag{B.96}
\end{align*}
$$

resulting in

$$
\begin{equation*}
C=\left(R-R_{0}\right)^{2}+\left(X-X_{0}\right)^{2} \tag{B.97}
\end{equation*}
$$

A further calculation shows that the constant $C$ is greater or equal to zero for all cases which are physically possible. Thus the solution is the equation of a circle. Because the centers $\left(R_{0}, X_{0}\right)$ of the circles depend on the noise figure $F$, the circles generally are not concentric.

## Problem 2.19

Equating Eq. (2.126) with Eq. (2.136) leads to the following expression, which should be fulfilled:

$$
F_{\min }+\frac{R_{n}}{G_{3}} \cdot\left|Y_{g}-Y_{o p t}\right|^{2}=F_{\min }+4 \cdot \frac{R_{n}}{Z_{0}} \cdot \frac{\left|\Gamma_{g}-\Gamma_{o p t}\right|^{2}}{\left|1+\Gamma_{o p t}\right|^{2}\left(1-\left|\Gamma_{g}\right|^{2}\right)}, \text { (B.98) }
$$

or, equivalently,

$$
\frac{1}{G_{g}} \cdot\left|Y_{g}-Y_{o p t}\right|^{2}=4 \cdot \frac{1}{Z_{0}} \cdot \frac{\left|\Gamma_{g}-\Gamma_{o p t}\right|^{2}}{\left|1+\Gamma_{o p t}\right|^{2}\left(1-\left|\Gamma_{g}\right|^{2}\right)}
$$

A short transformation leads to

$$
\begin{equation*}
4 G_{g} \cdot\left|\Gamma_{g}-\Gamma_{o p t}\right|^{2}=Z_{0} \cdot\left|Y_{g}-Y_{o p t}\right|^{2} \cdot\left|1+\Gamma_{o p t}\right|^{2}\left(1-\left|\Gamma_{g}\right|^{2}\right) \tag{B.99}
\end{equation*}
$$

Inserting the equations:

$$
\begin{equation*}
\Gamma_{g}=\frac{1-Y_{g} Z_{0}}{1+Y_{g} Z_{0}}, \quad \Gamma_{o p t}=\frac{1-Y_{o p t} Z_{0}}{1-Y_{o p t} Z_{0}} \tag{B.100}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{g}=\operatorname{Re}\left\{Y_{g}\right\} \tag{B.101}
\end{equation*}
$$

leads to:

$$
\begin{array}{r}
4 G_{g} \frac{\left|\left(1-Y_{g} Z_{0}\right)\left(1+Y_{o p t} Z_{0}\right)-\left(1+Y_{g} Z_{0}\right)\left(1-Y_{o p t} Z_{0}\right)\right|^{2}}{\left|\left(1+Y_{g} Z_{0}\right) \cdot\left(1+Y_{o p t} Z_{0}\right)\right|^{2}} \\
=Z_{0} \cdot\left|Y_{g}-Y_{o p t}\right|^{2}\left|\frac{1+Y_{o p t} Z_{0}}{1+Y_{o p t} Z_{0}}+\frac{1-Y_{o p t} Z_{0}}{1+Y_{o p t} Z_{0}}\right|^{2} \\
\cdot\left(\frac{\left|1+Y_{g} Z_{0}\right|^{2}}{\left|1+Y_{g} Z_{0}\right|^{2}}+\frac{\left|1-Y_{g} Z_{0}\right|^{2}}{\left|1+Y_{g} Z_{0}\right|^{2}}\right) \tag{B.102}
\end{array}
$$

Simplifying this expression by using $|X|^{2}=X \cdot X^{*}$ leads to the following equation:

$$
\begin{equation*}
G_{g} \cdot 4 Z_{0}^{2}\left|Y_{g}-Y_{o p t}\right|^{2}=Z_{0} \cdot\left|Y_{g}-Y_{o p t}\right|^{2} \cdot 4 G_{g} Z_{0} \tag{B.103}
\end{equation*}
$$

Thus it is proven that Eq. (2.126) is identical to Eq. (2.136).

## Appendix $C$ Solutions to the Problems of Chapter 3

## Chapter 3

## Problem 3.1

With

$$
\begin{equation*}
\left|V_{L}\right|^{2}=c_{i}^{2} \cdot \tau^{2} \cdot \operatorname{si}^{2}(\pi f t) \quad \text { and } \quad \lim _{f \rightarrow 0} \operatorname{si}(\pi f t)=1 \tag{C.1}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left|V_{L}(0)\right|^{2}=c_{i}^{2} \cdot \tau^{2} \tag{C.2}
\end{equation*}
$$

Thus Eq. (3.18) can be simplified as follows:

$$
\begin{equation*}
\Delta f_{L}=\frac{\int_{0}^{\infty}\left|V_{L}\right|^{2} d f}{c_{i}^{2} \tau^{2}}=\frac{1}{c_{i}^{2} \tau^{2}} \int_{0}^{\infty} c_{i}^{2} \frac{\sin ^{2}(\pi f t)}{(\pi f)^{2}} d f=\int_{0}^{\infty} \operatorname{si}^{2}(\pi f t) d f \tag{C.3}
\end{equation*}
$$

The substitution $f^{\prime}=\pi f \tau$ leads to

$$
\begin{equation*}
\Delta f=\frac{1}{\pi \tau} \int_{0}^{\infty} \mathrm{si}^{2}\left(f^{\prime}\right) d f^{\prime}=\frac{1}{2 \tau} \tag{C.4}
\end{equation*}
$$

We will take an integration time of $\tau=1 \mathrm{~s}$ as a numerical example. A part of all measured values shall have an accuracy better than 0.1 K , that means that the variance has to reach a given value. The measured values are normally distributed, thus the number X of measured values, which are located around $T_{m}$ in an interval of $2 \Delta T$ is given by

$$
\begin{equation*}
X=\frac{1}{\sqrt{2 \pi}} \cdot \frac{1}{\Delta T_{m}} \int_{T_{m}-\Delta T}^{T_{m}+\Delta T} \exp \left(-\frac{\left(T-T_{m}\right)^{2}}{2 \Delta T_{m}^{2}}\right) d T \tag{C.5}
\end{equation*}
$$

With the substitution

$$
\begin{equation*}
\frac{T-T_{m}}{\Delta T_{m}}=T^{\prime} \tag{C.6}
\end{equation*}
$$

and accounting for symmetry leads to

$$
\begin{equation*}
X=\frac{2}{\sqrt{2 \pi}} \cdot \int_{0}^{\Delta T / \Delta T_{m}} \exp \left(-\frac{1}{2} T^{\prime 2}\right) d T^{\prime} \tag{C.7}
\end{equation*}
$$

The integral can be calculated numerically with different integration limits. With $X=0.68$ we find

$$
\begin{equation*}
\frac{\Delta T}{\Delta T_{m}}=1 \tag{C.8}
\end{equation*}
$$

With $\Delta T=0.1 \mathrm{~K}$ and Eq. (3.23) the necessary bandwidth is given by

$$
\begin{equation*}
\Delta f=\frac{1}{\tau}\left(\frac{T_{m}}{\Delta T_{m}}\right)^{2}=9 \mathrm{MHz} \tag{C.9}
\end{equation*}
$$

With $X=0.95$ and $\Delta T / \Delta T_{m}=2$ and $\Delta T=0.1 \mathrm{~K}$ we obtain

$$
\begin{equation*}
\Delta f=36 \mathrm{MHz} \tag{C.10}
\end{equation*}
$$

The result clearly shows the dependence of the measurement precision on the bandwidth for a given measurement time.

## Problem 3.2

With

$$
\begin{equation*}
1-\left|\Gamma_{l}\right|^{2}=\frac{\left|Z_{l}+Z_{0}\right|^{2}-\left|Z_{l}-Z_{0}\right|^{2}}{\left|Z_{l}+Z_{0}\right|^{2}}=\frac{2 Z_{0}\left(Z_{l}+Z_{l}^{*}\right)}{\left|Z_{l}+Z_{0}\right|^{2}} \tag{C.11}
\end{equation*}
$$

and

$$
\begin{equation*}
1-\left|\Gamma_{g}\right|^{2}=\frac{2 Z_{0}\left(Z_{g}+Z_{g}^{*}\right)}{\left|Z_{g}+Z_{0}\right|^{2}} \tag{C.12}
\end{equation*}
$$

and

$$
\begin{align*}
\left|1-\Gamma_{g} \Gamma_{l}\right|^{2} & =\left|\frac{\left(Z_{g}+Z_{0}\right)\left(Z_{l}+Z_{0}\right)-\left(Z_{g}-Z_{0}\right)\left(Z_{l}-Z_{0}\right)}{\left(Z_{g}+Z_{0}\right)\left(Z_{l}+Z_{0}\right)}\right|^{2} \\
& =\frac{\left|2 Z_{0}\left(Z_{g}+Z_{l}\right)\right|^{2}}{\left|Z_{g}+Z_{0}\right|^{2}\left|Z_{l}+Z_{0}\right|^{2}} \tag{C.13}
\end{align*}
$$

the fraction on the right-hand side of Eq. (3.48) is given by

$$
\begin{align*}
\frac{\left(1-\left|\Gamma_{l}\right|^{2}\right)\left(1-\left|\Gamma_{g}\right|^{2}\right)}{\left|1-\Gamma_{g} \Gamma_{l}\right|^{2}} & =\frac{4 Z_{0}^{2}\left(Z_{g}+Z_{g}^{*}\right)\left(Z_{l}+Z_{l}^{*}\right)}{4 Z_{0}^{2}\left|Z_{g}+Z_{l}\right|^{2}} \\
& =\frac{4 \operatorname{Re}\left\{Z_{g}\right\} \cdot \operatorname{Re}\left\{Z_{l}\right\}}{\left|Z_{g}+Z_{l}\right|^{2}} \tag{C.14}
\end{align*}
$$

Using the definition of Eq. (3.50) leads to the following term for the right-hand side of Eq. (3.53):

$$
\begin{align*}
1-|\tilde{\rho}|^{2} & =\frac{\left|Z_{l}+Z_{g}\right|^{2}-\left|Z_{l}-Z_{g}^{*}\right|^{2}}{\left|Z_{l}+Z_{g}\right|^{2}} \\
& =\frac{Z_{l} Z_{g}^{*}+Z_{l}^{*} Z_{g}+Z_{l}^{*} Z_{g}^{*}+Z_{l} Z_{g}}{\left|Z_{l}+Z_{g}\right|^{2}} \\
& =\frac{4 \operatorname{Re}\left\{Z_{g}\right\} \cdot \operatorname{Re}\left\{Z_{l}\right\}}{\left|Z_{l}+Z_{g}\right|^{2}} \tag{C.15}
\end{align*}
$$

A comparison yields the identity of the equations (3.53) and (3.48):

$$
\begin{equation*}
1-|\tilde{\rho}|^{2}=\frac{\left(1-\left|\Gamma_{g}\right|^{2}\right)\left(1-\left|\Gamma_{l}\right|^{2}\right)}{\left|1-\Gamma_{l} \Gamma_{g}\right|^{2}} \tag{C.16}
\end{equation*}
$$

The power, absorbed by $Z_{l}$, can be calculated from the current $I_{l}$ flowing through $Z_{l}$ :

$$
\begin{equation*}
P_{l}=\left|I_{l}\right|^{2} \cdot \operatorname{Re}\left\{Z_{l}\right\} \tag{C.17}
\end{equation*}
$$

The current $I_{l}$ is given by

$$
\begin{equation*}
\left|I_{l}\right|^{2}=4 k T \Delta f \cdot \operatorname{Re}\left\{Z_{g}\right\} \cdot \frac{1}{\left|Z_{l}+Z_{g}\right|^{2}}=P_{a v} \cdot \frac{4 \operatorname{Re}\left\{Z_{g}\right\}}{\left|Z_{l}+Z_{g}\right|^{2}} \tag{C.18}
\end{equation*}
$$

Then $P_{l}$ can be written as follows:

$$
\begin{equation*}
P_{l}=P_{a v} \cdot \frac{4 \operatorname{Re}\left\{Z_{g}\right\} \cdot \operatorname{Re}\left\{Z_{l}\right\}}{\left|Z_{l}+Z_{g}\right|^{2}} \tag{C.19}
\end{equation*}
$$

A comparison with Eq. (C.15) shows that

$$
\begin{equation*}
P_{l}=P_{a v}\left(1-|\tilde{\rho}|^{2}\right) \tag{C.20}
\end{equation*}
$$

and thus the validity of Eq. (3.51).

## Problem 3.3

As for the compensating radiometer in Fig. 3.26 the switching states $I$ and $I I$ are treated separately. According to the dissipation theorem the power $P_{I}$ reaching the amplifier in switching state $I$ is given by

$$
\begin{equation*}
P_{I}=k \Delta f \cdot\left[T_{0}(1-\kappa) \alpha+T_{r e f} \kappa \alpha+(1-\alpha) T_{0}\right] . \tag{C.21}
\end{equation*}
$$

The terms relate to $Z_{0}$, the reference, and the attenuator, respectively. Similarly, we obtain for switching state $I I$ :

$$
\begin{align*}
P_{I I}= & k \Delta f \cdot\left[T_{0} \kappa+T_{r e f} \kappa(1-\kappa)|\rho|^{2}\right. \\
& \left.+T_{m} \cdot\left(1-|\rho|^{2}\right)(1-\kappa)+T_{0}(1-\kappa)^{2}|\rho|^{2}\right] \tag{C.22}
\end{align*}
$$

Here, the noise powers derived from $Z_{0}$, the reference, the measurement object and from the isolator have been added. The noise wave emitted by the isolator passes through the coupler twice and is reflected by the measurement object. A balance of the measured powers, $P_{I}=P_{I I}$, is achieved by a variation of the temperature of the reference noise source. Taking into account the losses of the attenuator and the coupler we get:

$$
\begin{align*}
T_{0}(1-\kappa)^{2}+\kappa T_{0}-T_{0} \kappa= & T_{m} \cdot\left(1-|\rho|^{2}\right)(1-\kappa)+T_{r e f} \kappa(1-\kappa)|\rho|^{2} \\
& +T_{0}(1-\kappa)^{2}|\rho|^{2}-T_{r e f} \kappa(1-\kappa) \tag{C.23}
\end{align*}
$$

Dividing both sides by $(1-\kappa)$ leads to

$$
\begin{equation*}
T_{0}(1-\kappa)=T_{m} \cdot\left(1-|\rho|^{2}\right)+T_{r e f} \kappa|\rho|^{2}+T_{0}(1-\kappa)|\rho|^{2}-T_{r e f} \kappa \tag{C.24}
\end{equation*}
$$

Rearranging the terms results in

$$
\begin{equation*}
T_{0}(1-\kappa)\left(1-|\rho|^{2}\right)+T_{r e f} \kappa\left(1-|\rho|^{2}\right)=T_{m} \cdot\left(1-|\rho|^{2}\right) \tag{C.25}
\end{equation*}
$$

and, after eliminating $1-|\rho|^{2}$,

$$
\begin{equation*}
T_{m}=T_{0}(1-\kappa)+T_{r e f} \kappa \tag{C.26}
\end{equation*}
$$

This expression is independent of the reflection coefficient $\rho$ of the measurement object. If the ambient temperature and the temperature of the reference are known, the temperature of the measurement object can be determined.

## Problem 3.4

For the determination of the correlation between the input and output noise waves of the preamplifier with isolator, the powers $P_{I}$ and $P_{I I}$ must be calculated at the output of the preamplifier.


Fig. C. 1 Noise waves at the amplifier with isolator.

Therefore, we must determine the squared magnitude of the total noise wave $X_{\text {tot }}$ in terms of the quantities shown in Fig. (C.1).

Here, $X_{\text {in/out }}$ are the input and output equivalent noise waves of the preamplifier with isolator, $\Gamma$ is the source reflection coefficient, $X_{s}$ is the noise wave with contributions from the reference source and the measurement object, and $V$ is the voltage gain of the amplifier. We obtain

$$
\begin{align*}
P_{I / I I}^{\prime}=\left|X_{\text {tot }}\right|^{2} & =\left|X_{\text {out }}\right|^{2}+\left|X_{\text {in }}\right|^{2}|\Gamma|^{2}|V|^{2}+\left|X_{s}\right|^{2}|V|^{2} \\
& +2 \cdot \operatorname{Re}\left\{\Gamma^{*} \cdot X_{\text {in }}^{*} \cdot X_{\text {out }} \cdot V^{*}\right\} . \tag{C.27}
\end{align*}
$$

The term $\left|X_{\text {out }}\right|^{2}$ is constant and will be neglected in the following. The last term in Eq. C. 27 describes the effect of the correlation $X_{i n}^{*} \cdot X_{\text {out }}$.

For the derivation of the balance condition of the circuit in Fig. 3.26 the switchable circulator was assumed to be lossless so that the term $\left|X_{i n}\right|^{2}$. $|\Gamma|^{2}|V|^{2}$ did not need to be considered. In the case of a lossy isolator with the temperature $T_{0}$ the balance condition is given by

$$
\begin{equation*}
T_{m}=T_{r e f}-T_{0} \cdot \frac{|\rho|^{2}}{1-|\rho|^{2}} \tag{C.28}
\end{equation*}
$$

If the combination of amplifier and isolator is completely de-correlated, the temperature of the measurement object $T_{m}$ can be determined by using Eq. (C.28), on the basis of a known temperature of the isolator and a known reflection coefficient of the measurement object. If the amplifier and the isolator are not completely de-correlated, the balance condition reads:

$$
\begin{equation*}
T_{m}=T_{r e f}-T_{0} \cdot \frac{|\rho|^{2}}{1-|\rho|^{2}}-\underbrace{\frac{2}{k \Delta f\left(1-|\rho|^{2}\right)} \operatorname{Re}\left\{\rho^{*} \cdot \frac{X_{i n}^{*} X_{o u t}}{V}\right\}}_{\text {correlation term }} \tag{C.29}
\end{equation*}
$$

The correlation term in Eq. (C.29) describes the measurement error resulting from a finite de-correlation i.e. $X_{i n}^{*}, X_{\text {out }} \neq 0$. For the circuit of Fig. 3.30 we have

$$
\begin{equation*}
T_{m}=T_{0}(1-\kappa)+T_{\text {ref }} \kappa-\underbrace{\frac{2(1-\kappa)}{k \Delta f\left(1-\mid \rho^{2}\right)} \operatorname{Re}\left\{\rho^{*} \cdot \frac{X_{\text {in }}^{*} X_{\text {out }}}{V}\right\}}_{\text {correlation term }} \tag{C.30}
\end{equation*}
$$

A comparison of Eq. (C.30) with the result of problem 3.3 shows that the correlation term describes the resulting measurement error.

If the preamplifier and the isolator are at the same temperature $T_{0}$, the deviation $\left|\Delta T_{m}\right|$ of the measured temperature of the measurement object as compared to the correlation $X_{i n}^{*} \cdot X_{o u t}$ can be evaluated. With the decorrelation $Q(0 \leq|Q| \leq 1)$ defined as

$$
\begin{equation*}
\frac{X_{\text {in }}^{*} X_{o u t}}{V}=k T_{0} \Delta f \cdot Q \tag{C.31}
\end{equation*}
$$

and $\kappa \rightarrow 0$ in Fig. 3.30 we obtain

$$
\begin{equation*}
\left|\Delta T_{m}\right|_{\max }=\frac{2 T_{0}}{1-|\rho|^{2}} \cdot \operatorname{Re}\{\rho \cdot Q\} \tag{C.32}
\end{equation*}
$$

With $\rho=1 / 2 \triangleq 6 \mathrm{~dB}$ the maximum measurement error is given by

$$
\begin{equation*}
\left|\Delta T_{m}\right|_{\max }=\frac{4}{3} \cdot T_{0} \cdot|Q| \tag{C.33}
\end{equation*}
$$

$\left|\Delta T_{m}\right|_{\max }=1 \mathrm{~K}$ and $T_{0}=290 \mathrm{~K}$ leads to $|Q|=0.26 \%$.

## Problem 3.5

Figure C. 2 shows the extended measurement circuit.
The powers $P_{I}$ and $P_{I I}$ are obtained as

$$
\begin{align*}
\frac{P_{I}}{k \Delta f}= & T_{r e f} \kappa_{1}\left(1-\kappa_{1}\right)\left(1-\kappa_{2}\right) \\
& +T_{0}\left[\left(1-\kappa_{1}\right)^{2}\left(1-\kappa_{2}\right)+\left(1-\kappa_{2}\right) \kappa_{1}+\kappa_{2}\right]  \tag{C.34}\\
\frac{P_{I I}}{k \Delta f}= & T_{m}\left(1-|\rho|^{2}\right)\left(1-\kappa_{1}\right)\left(1-\kappa_{2}\right) \\
& +T_{r e f}|\rho|^{2} \kappa_{1}\left(1-\kappa_{1}\right)\left(1-\kappa_{2}\right)+T_{a u x} \kappa_{2} \\
& +T_{0}\left[|\rho|^{2}\left(1-\kappa_{1}\right)^{2}\left(1-\kappa_{2}\right)^{2}\right. \\
& \left.+\kappa_{1}\left(1-\kappa_{2}\right)+|\rho|^{2} \kappa_{2}\left(1-\kappa_{1}\right)^{2}\left(1-\kappa_{2}\right)\right] \tag{C.35}
\end{align*}
$$



Fig. C. 2 Compensated radiometer for measuring low noise temperatures.

After a procedure similar to problem 3.3, equating and solving the equation for $T_{m}$ leads to

$$
\begin{equation*}
T_{m}=\kappa_{1}\left(T_{r e f}-T_{0}\right)+T_{0}-\left(T_{a u x}-T_{0}\right) \cdot \frac{\kappa_{2}}{\left(1-\kappa_{1}\right)\left(1-\kappa_{2}\right)\left(1-|\rho|^{2}\right)} \tag{C.36}
\end{equation*}
$$

This result is not sufficient to calculate $T_{m}$, because $|\rho|^{2}$ is unknown. The following procedure leads to a system of equations for $T_{m}$ and $|\rho|^{2}$ :

The first step is to adjust $T_{r e f 1}$ to the ambient temperature ( $\left.T_{r e f 1}=T_{0}\right)$. Then $T_{a u x}$ is raised until the balance condition is fulfilled. This leads to a first equation for $T_{m}$ :

$$
\begin{equation*}
T_{m}=T_{0}-\left(T_{a u x 1}-T_{0}\right) \cdot \frac{\kappa_{2}}{\left(1-\kappa_{1}\right)\left(1-\kappa_{2}\right)\left(1-|\rho|^{2}\right)} \tag{C.37}
\end{equation*}
$$

The second step is to raise the excess temperature of the auxiliary noise source in a defined manner by a factor of $n\left(T_{a u x 2}-T_{0}=n\left(T_{a u x 1}-T_{0}\right)\right)$. The temperature of the reference noise source is raised to $T_{r e f 2}$ until the balance condition is fulfilled. This leads to a second equation for $T_{m}$ :
$T_{m}=\kappa_{1}\left(T_{r e f 2}-T_{0}\right)+T_{0}-n\left(T_{a u x 1}-T_{0}\right) \cdot \frac{\kappa_{2}}{\left(1-\kappa_{1}\right)\left(1-\kappa_{2}\right)\left(1-|\rho|^{2}\right)}$.

Multiplying the first equation by $n$ and subtracting both equations leads to the following result:

$$
\begin{equation*}
T_{m}=T_{0}-\frac{\kappa_{1}}{n-1}\left(T_{r e f 2}-T_{0}\right) \tag{C.39}
\end{equation*}
$$

With the circuit described above it is possible to measure temperatures in the range of $0 \mathrm{~K}<T_{m}<T_{0}$. With $n=2$ a fixed 3 dB attenuator can be inserted in front of the auxiliary noise source in a first step. In a second step this attenuator is bypassed. There is no need to calibrate the auxiliary noise source. It just has to be variable and stable during the measuring time.

## Problem 3.6

The lossless $3 \mathrm{~dB}-90^{\circ}$ coupler has the phase relations shown in Fig. C.3.


Fig. C. 3

We get for the correlation between the output voltages:

$$
\begin{align*}
U_{4}^{*} U_{3} & =\frac{1}{\sqrt{2}}\left(U_{1}+j U_{2}\right)^{*} \frac{1}{\sqrt{2}}\left(j U_{1}+U_{2}\right) \\
& =\frac{1}{2} j\left|U_{1}\right|^{2}-\frac{1}{2} j\left|U_{2}\right|^{2} \tag{C.40}
\end{align*}
$$

because $U_{1}$ and $U_{2}$ are uncorrelated. This shows that for a correlation radiometer with a $90^{\circ}$-coupler the real part of the correlation at the output is always zero. Thus the zero balance must be performed on the basis of the imaginary part of the correlation. As shown in the figure below this requires a further $90^{\circ}$ phase shifter.

## Problem 3.7

In Fig. 3.26 the circulator can be replaced by an isolator as shown in Fig. C.5:
The isolator is assumed to have the same temperature as the reference noise source. A zero balance is obtained for

$$
\begin{equation*}
T_{r e f}=T_{r e f}|\rho|^{2}+T_{m}\left(1-|\rho|^{2}\right), \tag{C.41}
\end{equation*}
$$
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leading directly to:

$$
\begin{equation*}
T_{m}=T_{r e f} \tag{C.42}
\end{equation*}
$$

The noise signals at the output of the preamplifier are uncorrelated for both switch positions. Thus the absolute error of the switching radiometer is given by

$$
\begin{align*}
\Delta T_{s w} & =\sqrt{2} \cdot \sqrt{2} \Delta T_{r e f} \\
& =2 \Delta T_{r e f}=\frac{2}{\sqrt{\Delta f \cdot \tau}}\left(T_{r e f}+T_{a}\right) \tag{C.43}
\end{align*}
$$

Inserting the balance equation C .41 into the error term $\Delta T_{s w}$ leads to

$$
\begin{equation*}
T_{r e f} \pm \Delta T_{s w}=T_{r e f}|\rho|^{2}+T_{m}\left(1-|\rho|^{2}\right) \tag{C.44}
\end{equation*}
$$

Solving this equation for $T_{m}$ leads to

$$
\begin{equation*}
T_{m}=T_{r e f} \pm \frac{\Delta T_{s w}}{1-|\rho|^{2}} \tag{C.45}
\end{equation*}
$$

The temperature of the measurement object is measured with the following error:

$$
\begin{equation*}
\Delta \tilde{T}_{m}=\frac{\Delta T_{s w}}{1-|\rho|^{2}} \tag{C.46}
\end{equation*}
$$

For the relative error we get

$$
\begin{equation*}
\frac{\Delta \tilde{T}_{m}}{T_{m}}=\frac{\Delta \tilde{T}_{s w}}{T_{m}} \cdot \frac{1}{1-|\rho|^{2}} \tag{C.47}
\end{equation*}
$$

For $|\rho| \rightarrow 1$ the relative error becomes arbitrarily large.

## Problem 3.8

For the evaluation of a temperature error an equation for the correlation radiometer corresponding to Eq. (3.16) has to be determined. The following calculation is based on Fig. C.6.


Fig. C. 6 Principle circuit of the correlation radiometer.

The average squared output voltage is calculated according to Section 3.2.2 as follows:

$$
\begin{equation*}
\overline{u_{a}^{2}(t)}=\int_{-\infty}^{\infty} W_{a}(f) d f=\int_{-\infty}^{\infty} W_{3}(f)\left|V_{L}(f)\right|^{2} d f \tag{C.48}
\end{equation*}
$$

For the calculation of the spectrum $W_{3}(f)$ with

$$
\begin{align*}
\rho_{3}(\theta) & =\overline{u_{3}(t) \cdot u_{3}(t+\theta)} \\
& =c^{2} \overline{u_{a 1}(t) \cdot u_{a 1}(t+\theta) u_{a 2}(t) \cdot u_{a 2}(t+\theta)} \tag{C.49}
\end{align*}
$$

the results of Section 1.2 .7 and accordingly problem 1.5 have to be extended to the form that is needed here. Under the assumptions made there, we have

$$
\begin{equation*}
\rho_{3}(\theta)=c^{2}\left[\rho_{a 12}^{2}(0)+\rho_{a 1}(\theta) \rho_{a 2}(\theta)+\rho_{a 12}(\theta) \rho_{a 21}(\theta)\right] . \tag{C.50}
\end{equation*}
$$

A Fourier transformation of Eq. (C.50) leads to an expression for $W_{3}(f)$ :

$$
\begin{align*}
W_{3}(f) & =c^{2} \rho_{a 12}^{2}(0) \delta(f) \\
& +c^{2} \int_{-\infty}^{\infty}\left[W_{a 1}\left(f^{\prime}\right) \cdot W_{a 2}\left(f-f^{\prime}\right)+W_{a 12}\left(f^{\prime}\right) \cdot W_{a 21}\left(f-f^{\prime}\right)\right] d f^{\prime} \tag{C.51}
\end{align*}
$$

With $W(f)=W(-f)$ for the power spectra and $W_{x y}(f)=W_{y x}(-f)$ for the cross spectra, Eq. (C.51) can be written as follows:

$$
\begin{align*}
W_{3}(f) & =c^{2} \rho_{a 12}^{2}(0) \delta(f) \\
& +c^{2} \int_{-\infty}^{\infty}\left[W_{a 1}\left(f^{\prime}\right) \cdot W_{a 2}\left(f^{\prime}-f\right)+W_{a 12}\left(f^{\prime}\right) \cdot W_{a 12}\left(f^{\prime}-f\right)\right] d f^{\prime} \tag{C.52}
\end{align*}
$$

With

$$
\begin{align*}
{\overline{u_{a}(t)}}^{2} & =\left(V_{L}(0) \cdot{\overline{u_{3}(t)}}^{2}=\left(c \cdot V_{L}(0) \cdot \overline{u_{a 1}(t) u_{a 2}(t)}\right)^{2}\right. \\
& =\left(c \cdot V_{L}(0) \cdot \rho_{a 12}(0)\right)^{2} \tag{C.53}
\end{align*}
$$

the variance $\sigma_{a}^{2}$ can be calculated similar to the calculation in Eq. (3.15):

$$
\begin{align*}
\sigma_{a}^{2}= & {\overline{u_{a}^{2}(t)}-{\overline{u_{a}(t)}}^{2}=c^{2} \rho_{a 12}(0)^{2} \int_{-\infty}^{\infty}\left|V_{L}(f)\right|^{2} \delta(f) d f} \begin{aligned}
& +c^{2} \int_{-\infty}^{+\infty} \int_{-\infty}\left|V_{L}(f)\right|^{2}\left[W_{a 1}\left(f^{\prime}\right) W_{a 2}\left(f^{\prime}-f\right)+W_{a 12}\left(f^{\prime}\right) W_{a 12}\left(f^{\prime}-f\right)\right] d f^{\prime} d f \\
& -\left(c V_{L}(0) \cdot \rho_{a 12}(0)\right)^{2} \\
= & c^{2} \int_{-\infty}^{+\infty} \int_{\infty}\left|V_{L}(f)\right|^{2}\left[W_{a 1}\left(f^{\prime}\right) W_{a 2}\left(f^{\prime}-f\right)+W_{a 12}\left(f^{\prime}\right) W_{a 12}\left(f^{\prime}-f\right)\right] d f^{\prime} d f
\end{aligned} .
\end{align*}
$$

With the same approximations as made in Section 3.1.8 for the voltage gains $V_{1}$ and $V_{2}$ of both channels we get

$$
\begin{align*}
\sigma_{a}^{2} \approx & c^{2} \int_{-\infty}^{\infty}\left|V_{L}(f)\right|^{2} d f  \tag{C.55}\\
& \cdot\left[\int_{-\infty}^{\infty}\left|V_{1}\right|^{2}\left|V_{2}\right|^{2} W_{1}(f) W_{2}(f) d f+\int_{-\infty}^{\infty}\left(V_{1}^{*} V_{2}\right)^{2} W_{12}^{2}(f) d f\right]
\end{align*}
$$

Because of

$$
\begin{equation*}
W_{12}^{2}(f)=W_{12}^{2 *}(-f) \tag{C.56}
\end{equation*}
$$

we have

$$
\begin{equation*}
\operatorname{Re}\left\{W_{12}^{2}(f)\right\}=\operatorname{Re}\left\{W_{12}^{2}(-f)\right\} \tag{C.57}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im}\left\{W_{12}^{2}(f)\right\}=-\operatorname{Im}\left\{W_{12}^{2}(-f)\right\} \tag{C.58}
\end{equation*}
$$

and hence

$$
\begin{align*}
\int_{-\infty}^{\infty} W_{12}^{2}(f) d f & =\int_{-\infty}^{\infty}\left(\operatorname{Re}\left\{W_{12}^{2}(f)\right\}+\operatorname{Im}\left\{W_{12}^{2}(f)\right\}\right) d f \\
& =2 \int_{0}^{\infty} \operatorname{Re}\left\{W_{12}^{2}(f)\right\} d f \tag{C.59}
\end{align*}
$$

Then, the equation for $\sigma_{a}^{2}$ can be written as follows:

$$
\begin{align*}
\sigma_{a}^{2} \approx & 2 \cdot c^{2} \int_{0}^{\infty}\left|V_{L}(f)\right|^{2} d f \\
& \cdot\left[2 \int_{0}^{\infty}\left|V_{1}\right|^{2}\left|V_{2}\right|^{2} W_{1}(f) W_{2}(f) d f+2 \int_{0}^{\infty} \operatorname{Re}\left\{\left(V_{1}^{*} V_{2}\right)^{2} W_{12}^{2}(f)\right\} d f\right] \tag{C.60}
\end{align*}
$$

With the assumption $V_{1}=V_{2}=V$ and rectangularly shaped band-pass filters Eq. (C.60) can be written as

$$
\begin{align*}
\sigma_{a}^{2} \approx & 2 \cdot c^{2} \int_{0}^{\infty}\left|V_{L}(f)\right|^{2} d f \\
& \cdot\left[2|V|^{4} \int_{0}^{\infty} W_{1}(f) W_{2}(f) d f+2|V|^{4} \int_{0}^{\infty} \operatorname{Re}\left\{W_{12}^{2}(f)\right\} d f\right] \\
= & 4 c^{2} \int_{0}^{\infty}\left|V_{L}(f)\right|^{2} d f \cdot|V|^{4}\left[W_{1}\left(f_{0}\right) W_{2}\left(f_{0}\right)+\operatorname{Re}\left\{W_{12}^{2}\left(f_{0}\right)\right\}\right] \Delta f \\
= & 4 c^{2} \int_{0}^{\infty}\left|V_{L}(f)\right|^{2} d f \\
& \cdot|V|^{4}\left[W_{1}\left(f_{0}\right) W_{2}\left(f_{0}\right)+\operatorname{Re}^{2}\left\{W_{12}\left(f_{0}\right)\right\}-\operatorname{Im}^{2}\left\{W_{12}\left(f_{0}\right)\right\}\right] \Delta f . \tag{C.61}
\end{align*}
$$

With the effective low-pass bandwidth $\Delta f_{L}$ as given by Eq. (3.18) we obtain

$$
{\overline{u_{a}(t)}}^{2}=\left(c V_{L}(0) \rho_{a 12}(0)\right)^{2}=\left(c V_{L}(0) \int_{-\infty}^{\infty} W_{a 12} d f\right)^{2}
$$

$$
\begin{align*}
& =\left(2 c V_{L}(0) \int_{0}^{\infty} \operatorname{Re}\left\{W_{a 12}(f)\right\} d f\right)^{2} \\
& =\left(2 c V_{L}(0)\left|V\left(f_{0}\right)\right|^{2} \Delta f \operatorname{Re}\left\{W_{12}\left(f_{0}\right)\right\}\right)^{2} \tag{C.62}
\end{align*}
$$

The normalized variance of ${\overline{u_{a}(t)}}^{2}$ is given by

$$
\begin{align*}
\tilde{\sigma}_{a}^{2} & =\frac{\frac{\sigma_{a}^{2}}{u_{a}(t)}}{}  \tag{C.63}\\
& =\frac{W_{1}\left(f_{0}\right) W_{2}\left(f_{0}\right)+\operatorname{Re}^{2}\left\{W_{12}\left(f_{0}\right)\right\}-\operatorname{Im}^{2}\left\{W_{12}\left(f_{0}\right)\right\}}{\operatorname{Re}^{2}\left\{W_{12}\left(f_{0}\right)\right\}} \cdot \frac{\Delta f_{L}}{\Delta f}
\end{align*}
$$

or, using the normalized cross spectrum $k_{12}$ defined in Eq. (1.87):

$$
\begin{equation*}
\tilde{\sigma}_{a}^{2}=\left(2+\frac{1-\left|k_{12}\right|^{2}}{\operatorname{Re}^{2}\left\{k_{12}\right\}}\right) \frac{\Delta f_{L}}{\Delta f} . \tag{C.64}
\end{equation*}
$$

The output signal of the correlation radiometer is proportional to the real part of the cross-spectrum $W_{12}$ at the band-pass center frequency $f_{0}$ :

$$
\begin{equation*}
\overline{u_{a}(t)}=C \cdot \operatorname{Re}^{2}\left\{W_{12}\left(f_{0}\right)\right\} \tag{C.65}
\end{equation*}
$$

Inserting into (C.64) leads to

$$
\begin{align*}
\sigma_{a}^{2} & =\tilde{\sigma}_{a}^{2} \cdot{\overline{u_{a}(t)}}^{2}  \tag{C.66}\\
& \left.=C^{2}\left[2 \operatorname{Re}^{2}\left\{W_{12}\left(f_{0}\right)\right\} W_{1}\left(f_{0}\right) W_{2}\left(f_{0}\right)-\left|W_{12}\left(f_{0}\right)\right|^{2}\right)\right] \frac{\Delta f_{L}}{\Delta f}
\end{align*}
$$

The zero balance condition is

$$
\begin{equation*}
\overline{u_{a}(t)}=0 \quad \Rightarrow \quad \operatorname{Re}^{2}\left\{W_{12}\left(f_{0}\right)\right\}=0 \tag{C.67}
\end{equation*}
$$

After adjusting for zero balance we get for the variance of the output voltage:

$$
\begin{equation*}
\left.\sigma_{a}^{2}=C^{2}\left[W_{1}\left(f_{0}\right) W_{2}\left(f_{0}\right)-\left|W_{12}\left(f_{0}\right)\right|^{2}\right)\right] \frac{\Delta f_{L}}{\Delta f} \tag{C.68}
\end{equation*}
$$

Using the symbolic notation leads to the following expression for the spectra:

$$
\begin{align*}
W_{1}\left(f_{0}\right) \Delta f & =U_{1} U_{1}^{*}=k \Delta f\left(T_{m}+T_{r e f}\right)  \tag{C.69}\\
& =U_{2} U_{2}^{*}=W_{2}\left(f_{0}\right) \Delta f \\
& =2 k \Delta f T_{m} \quad \text { for zero balance }
\end{align*}
$$

and

$$
\begin{align*}
W_{12}\left(f_{0}\right) \Delta f & =k \Delta f\left(T_{m}-T_{r e f}\right)  \tag{C.70}\\
& =0 \quad \text { for zero balance } .
\end{align*}
$$

The error of the output voltage can be interpreted as a temperature error:

$$
\begin{align*}
\sigma_{a}^{2} & =C^{2} W_{1}\left(f_{0}\right) W_{2}\left(f_{0}\right) \frac{\Delta f_{L}}{\Delta f}=\left.{\overline{u_{a}(t)}}^{2}\right|_{T}-T_{r e f}=\Delta T \\
& =C^{2}(k \Delta f)^{2}\left(T_{m}-T_{r e f}\right)^{2}=C^{2}(k \Delta f)^{2} \Delta T^{2} \\
& \Rightarrow 4 T_{m}^{2} \frac{\Delta f_{L}}{\Delta f}=\Delta T^{2} \\
& \Rightarrow \frac{\Delta T}{\Delta T_{m}}=2 \sqrt{\frac{\Delta f_{L}}{\Delta f}} \tag{C.71}
\end{align*}
$$

Using an ideal integrator with the integration time $\tau$ as a low-pass filter we get with Eq. (3.22):

$$
\begin{equation*}
\frac{\Delta T}{\Delta T_{m}}=\sqrt{2} \cdot \frac{1}{\sqrt{\Delta f \tau}} \tag{C.72}
\end{equation*}
$$

This result is identical to Eq. (3.70).
A direct calculation of the temperature error is explained in the following. The balance indicator signal $B I$ of the correlator is proportional to the real part of the cross spectrum of its input variables:

$$
\begin{equation*}
B I \sim \operatorname{Re}\left\{\frac{1}{2}\left(U_{m}+U_{r e f}\right)\left(U_{m}-U_{r e f}\right)^{*}\right\} \tag{C.73}
\end{equation*}
$$

Using the identity

$$
\begin{equation*}
\operatorname{Re}\left\{a b^{*}\right\}=\frac{1}{4}\left(|a+b|^{2}-|a-b|^{2}\right) \tag{C.74}
\end{equation*}
$$

leads to

$$
\begin{align*}
B I \sim & \frac{1}{8}\left|U_{m}+U_{r e f}+U_{m}-U_{r e f}\right|^{2} \\
& -\frac{1}{8}\left|U_{m}+U_{r e f}-U_{m}+U_{r e f}\right|^{2} \\
= & \frac{1}{2}\left(\left|U_{m}\right|^{2}-\left|U_{r e f}\right|^{2}\right) \tag{C.75}
\end{align*}
$$

Thus the expected proportionality

$$
\begin{equation*}
B I \sim\left(T_{m}-T_{r e f}\right) \tag{C.76}
\end{equation*}
$$

results. For the variance of the temperature error under balance conditions the Equations (3.69) and (3.70) apply.

## Problem 3.9

A correlation radiometer as given in figure 3.31 with a non ideal multiplier does not provide a zero indication under a zero balance condition ( $T_{\text {ref }}=T_{m}$ ) even if the measurement object and the reference are completely uncorrelated sources. The resulting direct voltage error shall be calculated in the following.

The output signal $y$ of a non ideal multiplier can be described in general by a power series:

$$
\begin{equation*}
y=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \beta_{m n} u_{1}^{m} u_{2}^{n} \tag{C.77}
\end{equation*}
$$

At the output of the low pass filter the time average is given by

$$
\begin{equation*}
\langle y\rangle=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \beta_{m n}\left\langle u_{1}^{m} \cdot u_{2}^{n}\right\rangle \tag{C.78}
\end{equation*}
$$

For uncorrelated gaussian distributed input variables $u_{1}$ and $u_{2}$ Eqs. (3.69) and (3.72) lead to

$$
\begin{equation*}
\left\langle u_{1}^{m} \cdot u_{2}^{n}\right\rangle=\frac{1}{j^{m+n}}\left[\frac{d^{m}}{d v_{1}^{m}} e^{\left(-\frac{1}{2}\left\langle u_{1}^{2}\right\rangle v_{1}^{2}\right)} \cdot \frac{d^{n}}{d v_{2}^{n}} e^{\left(-\frac{1}{2}\left\langle u_{2}^{2}\right\rangle v_{2}^{2}\right)}\right]_{\mid v_{1}=v_{2}=0} \tag{C.79}
\end{equation*}
$$

For the $n$-th derivative of the function $e^{a v^{2}}$ it holds:

$$
\begin{align*}
& \frac{d^{n}}{d v^{n}} e^{a v^{2}} \cdot \sum_{k=0}^{\widehat{k}} \frac{a^{k}}{k!} \cdot \frac{n!}{(n-2 k)!} \cdot(2 a v)^{n-2 k}  \tag{C.80}\\
& \text { with } \quad \hat{k}= \begin{cases}\frac{n}{2} & \text { if } n \text { is even } \\
\frac{n-1}{2} & \text { if } n \text { is odd } .\end{cases} \tag{C.81}
\end{align*}
$$

As can be shown, the term $\left\langle u_{1}^{m} \cdot u_{2}^{n}\right\rangle$ becomes zero if either $m$ or $n$ are odd. If $n$ and $m$ are even, $m$ can be replaced by $m=2 k$ and $n$ by $n=2 l$. This leads to the following result for the output signal of the correlator:

$$
\begin{equation*}
\langle y\rangle=\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \beta_{2 k 2 l} \frac{(-1)^{k+l}(2 k)!\cdot(2 l)!}{2^{k-l} \cdot k!l!} \cdot\left(\left\langle u_{1}^{2}\right\rangle\right)^{k}\left(\left\langle u_{2}^{2}\right\rangle\right)^{l} \tag{C.82}
\end{equation*}
$$

A dc offset appears at the output which depends on the power of the input variables.

Using a periodical phase shift as shown in figure 3.32, the coefficients $\left\langle u_{1}^{m} u_{2}^{n}\right\rangle$ also become periodical functions of time. However, the time average $\langle y\rangle$ remains constant. As in the unmodulated case the resulting error is a pure
direct voltage error. Using a phase-sensitive detector at the switching frequency of e.g. $f_{i}=10 \mathrm{kHz}$, only the correlation term makes a contribution at the frequency $f_{i}$. Then the display shows a zero for a vanishing correlation, independent of the type of multiplier.

## Problem 3.10

Using Eqs. (3.75) and (3.68) we obtain for the Y-factor for small relative errors:

$$
\begin{align*}
Y_{m} & =\frac{P_{2}^{\prime} \pm \Delta P_{2}^{\prime}}{P_{2} \mp \Delta P_{2}}=\frac{P_{2}^{\prime}}{P_{2}} \cdot \frac{1 \pm \frac{\Delta P_{2}^{\prime}}{P_{2}^{\prime}}}{1 \mp \frac{\Delta P_{2}}{P_{2}}} \\
& =Y \cdot \frac{1 \pm \frac{1}{\sqrt{\Delta f \tau}}}{1 \mp \frac{1}{\sqrt{\Delta f \tau}}} \approx Y\left(1 \pm \frac{2}{\sqrt{\Delta f \tau}}\right) \tag{C.83}
\end{align*}
$$

The error of the Y-factor causes an error of the noise figure:

$$
\begin{align*}
F_{m} & =\frac{T_{e x}}{T_{0}} \cdot \frac{1}{Y\left(1 \pm \frac{2}{\sqrt{\Delta f \tau}}\right)-1}  \tag{C.84}\\
& \approx \frac{T_{e x}}{T_{0}} \frac{1}{Y-1}\left(1 \mp \frac{Y}{Y-1} \frac{2}{\sqrt{\Delta f \tau}}\right)=F \pm \Delta F \tag{C.85}
\end{align*}
$$

For the given numerical example with

$$
\begin{equation*}
\Delta f=5 \mathrm{MHz} ; \tau=0.1 \mathrm{~ns} ; F=6 \mathrm{~dB} \triangleq 4 ; \frac{T_{e x}}{T_{0}}=16 \mathrm{~dB} \triangleq 40 \tag{C.86}
\end{equation*}
$$

and

$$
\begin{equation*}
Y=1+\frac{T_{e x}}{T_{0} \cdot F}=11 \tag{C.87}
\end{equation*}
$$

we get for the relative error of the noise figure:

$$
\begin{equation*}
\frac{\Delta F}{F}=0.0031 \tag{C.88}
\end{equation*}
$$

## Problem 3.11

With computer-controlled equipment for the measurement of noise figures of linear two-ports it is possible to measure the powers $P_{2}$ and $P_{2}^{\prime}$ both with and
without a measurement object. If $G_{0}$ is the gain of the measurement circuit without a measurement object, the measured noise powers are

$$
\begin{align*}
P_{2} & =G_{0}\left(T_{0}+T_{a}\right) k \Delta f \\
P_{2}^{\prime} & =G_{0}\left(T_{g 0}+T_{a}\right) k \Delta f \\
\Rightarrow \quad G_{0} & =\frac{P_{2}^{\prime}-P_{2}}{k \Delta f\left(T_{g 0}-T_{0}\right)} \tag{C.89}
\end{align*}
$$

Here $T_{g 0}-T_{0}$ is the excess noise temperature of the noise generator and $T_{a}$ is the system temperature of the preamplifier.

If $G_{t o t}=G_{o b j} \cdot G_{0}$ is the gain of the cascade of the measurement object and the measurement circuit, we get with the modified system temperature $T_{a}^{\prime}$ :

$$
\begin{align*}
\tilde{P}_{2} & =G_{t o t}\left(T_{0}+T_{a}^{\prime}\right) k \Delta f \\
\tilde{P}_{2}^{\prime} & =G_{t o t}\left(T_{g 0}+T_{a}^{\prime}\right) k \Delta f \\
\Rightarrow \quad G_{t o t} & =\frac{\tilde{P}_{2}^{\prime}-\tilde{P}_{2}}{k \Delta f\left(T_{g 0}-T_{0}\right)} . \tag{C.90}
\end{align*}
$$

Thus the gain $G_{o b j}$ of the object under test is given by

$$
\begin{equation*}
G_{o b j}=\frac{G_{t o t}}{G_{0}}=\frac{\tilde{P}_{2}^{\prime}-\tilde{P}_{2}}{P_{2}^{\prime}-P_{2}} \tag{C.91}
\end{equation*}
$$

## Problem 3.12

For the determination of the input admittance $Y_{i n}$ the Eqs. (3.96) to (3.100) are combined in a matrix and vector form. With the matrix
and the symmetrical matrix

$$
\left[K_{2}\right]=\left[\begin{array}{ccccc}
\sum a_{j 5}^{2} & \sum a_{j 5} a_{j 6} & \sum a_{j 5} a_{j 7} & \sum a_{j 5} a_{j 8} & \sum a_{j 5} a_{j 9}  \tag{C.93}\\
\sum a_{j 6} a_{j 5} & \sum a_{j 6}^{2} & \sum a_{j 6} a_{j 7} & \sum a_{j 6} a_{j 8} & \sum a_{j 6} a_{j 9} \\
\sum a_{j 7} a_{j 5} & \sum a_{j 7} a_{j 6} & \sum a_{j 7}^{2} & \sum a_{j 7} a_{j 8} & \sum a_{j 7} a_{j 9} \\
\sum a_{j 8} a_{j 5} & \sum a_{j 8} a_{j 6} & \sum a_{j 8} a_{j 7} & \sum a_{j 8}^{2} & \sum a_{j 8} a_{j 9} \\
\sum a_{j 9} a_{j 5} & \sum a_{j 9} a_{j 6} & \sum a_{j 9} a_{j 7} & \sum a_{j 9} a_{j 8} & \sum a_{j 9}^{2}
\end{array}\right]
$$

it follows:

$$
\left[K_{1}\right] \cdot\left[\begin{array}{c}
1  \tag{C.94}\\
G_{i n} \\
B_{i n} \\
G_{i n}^{2}+B_{i n}^{2}
\end{array}\right]=\left[K_{2}\right] \cdot\left[\begin{array}{c}
m \\
\tilde{W}_{i} \\
\tilde{W}_{u} \\
\tilde{C}_{r} \\
\tilde{C}_{i}
\end{array}\right]
$$

For better clarity, the boundaries of the sum symbols have been omitted in this representation. By multiplication with the inverse of the symmetrical matrix $\left[K_{2}\right]$ a relation for the modified noise parameters and the factor $m$ results:

$$
\left[\begin{array}{c}
m  \tag{C.95}\\
\tilde{W}_{i} \\
\tilde{W}_{u} \\
\tilde{C}_{r} \\
\tilde{C}_{i}
\end{array}\right]=\left[K_{2}!^{-1}\left[K_{1}\right] \cdot\left[\begin{array}{c}
1 \\
G_{i n} \\
B_{i n} \\
G_{i n}^{2}+B_{i n}^{2}
\end{array}\right]\right.
$$

Equation (3.94) and (3.95) can also be converted into a matrix and vector form:

$$
\left(\left[K_{3}\right]+\left[\begin{array}{l}
G_{i n}  \tag{C.96}\\
B_{i n}
\end{array}\right] \cdot \underline{v}_{1}\right)\left[\begin{array}{c}
m \\
\tilde{W}_{i} \\
\tilde{W}_{u} \\
\tilde{C}_{r} \\
\tilde{C}_{i}
\end{array}\right]=\left(\left[K_{4}\right]+\left[\begin{array}{l}
G_{i n} \\
B_{i n}
\end{array}\right] \cdot \underline{v}_{2}\right)\left[\begin{array}{c}
1 \\
G_{i n} \\
B_{i n} \\
G_{i n}^{2}+B_{i n}^{2}
\end{array}\right]
$$

with

$$
\left.\left.\begin{array}{rl}
{\left[K_{3}\right]} & =\left[\begin{array}{lllll}
\sum a_{j 2} a_{j 5} & \sum a_{j 2} a_{j 6} & \sum a_{j 2} a_{j 7} & \sum a_{j 2} a_{j 8} & \sum a_{j 2} a_{j 9} \\
\sum a_{j 3} a_{j 5} & \sum a_{j 3} a_{j 6} & \sum a_{j 3} a_{j 7} & \sum a_{j 3} a_{j 8} & \sum a_{j 3} a_{j 9}
\end{array}\right] \\
{\left[K_{4}\right]} & =\left[\begin{array}{lllll}
\sum a_{j 2} a_{j 1} & \sum a_{j 2}^{2} & \sum a_{j 2} a_{j 3} & \sum a_{j 2} a_{j 4} \\
\sum a_{j 3} a_{j 1} & \sum a_{j 3} a_{j 2} & \sum a_{j 3}^{2} & \sum a_{j 3} a_{j 4}
\end{array}\right] \\
\underline{v}_{1} & =2\left[\begin{array}{lllll}
\sum a_{j 4} a_{j 5} & \sum a_{j 4} a_{j 6} & \sum a_{j 4} a_{j 7} & \sum a_{j 4} a_{j 8} & \sum a_{j 4} a_{j 9}
\end{array}\right] \\
\underline{v}_{2} & =2\left[\sum a_{j 4} a_{j 1}\right.  \tag{C.100}\\
\sum a_{j 4} a_{j 2} & \sum a_{j 4} a_{j 3}
\end{array}\right) \sum a_{j 4}^{2}\right] . \quad .
$$

With Eq. (C.95) and Eq. (C.96) the unknown noise parameters and the factor $m$ can be eliminated. The following equations result for the determination of the real and imaginary part of the input admittance of the device under test.

$$
\left(\left(\left[K_{3}\right]\left[K_{2}\right]^{-1}\left[K_{1}\right]-\left[K_{4}\right]\right)+\left[\begin{array}{l}
\left.G_{i n}\right]  \tag{C.101}\\
B_{i n}
\end{array}\right]\left(\underline{v}_{1}\left[K_{2}\right]^{-1}\left[K_{1}\right]-\underline{v}_{2}\right)\right) \cdot\left[\begin{array}{c}
1 \\
G_{i n} \\
B_{i n} \\
G_{i n}^{2}+B_{i n}^{2}
\end{array}\right]=\underline{0} .
$$

With the terms

$$
\begin{align*}
{\left[K_{5}\right] } & =\left[K_{3}\right]\left[K_{2}\right]^{-1}\left[K_{1}\right]-\left[K_{4}\right],  \tag{C.102}\\
\underline{v}_{3} & =\underline{v}_{1}\left[K_{2}\right]^{-1}\left[K_{1}\right]-\underline{v}_{2}, \tag{C.103}
\end{align*}
$$

Equation (C.101) can be rewritten as follows:

$$
\begin{align*}
& G_{i n}\left[\underline{v}_{3}(1,1) \cdot 1+\underline{v}_{3}(1,2) \cdot G_{i n}+\underline{v}_{3}(1,3) \cdot B_{i n}+\underline{v}_{3}(1,4) \cdot\left(G_{i n}^{2}+B_{i n}^{2}\right)\right] \\
& {\left[K_{5}\right](1,1) \cdot 1+\left[K_{5}\right](1,2) \cdot G_{i n}+\left[K_{5}\right](1,3) \cdot B_{i n}} \\
& +\left[K_{5}\right](1,4) \cdot\left(G_{i n}^{2}+B_{i n}^{2}\right)=0 \\
& B_{i n}\left[\underline{v}_{3}(1,1) \cdot 1+\underline{v}_{3}(1,2) \cdot G_{i n}+\underline{v}_{3}(1,3) \cdot B_{i n}+\underline{v}_{3}(1,4) \cdot\left(G_{i n}^{2}+B_{i n}^{2}\right)\right] \\
& +\left[K_{5}\right](2,1) \cdot 1+\left[K_{5}\right](2,2) \cdot G_{i n}+\left[K_{5}\right](2,3) \cdot B_{i n} \\
& +\left[K_{5}\right](2,4) \cdot\left(G_{i n}^{2}+B_{i n}^{2}\right)=0 \tag{C.105}
\end{align*}
$$

The elimination of $B_{\text {in }}$ and solving for $G_{i n}$ leads to a polynomial of 8 th degree, $h_{8} G_{i n}^{8}+h_{7} G_{i n}^{7}+h_{6} G_{i n}^{6}+h_{5} G_{i n}^{5}+h_{4} G_{i n}^{4}+h_{3} G_{i n}^{3}+h_{2} G_{i n}^{2}+h_{1} G_{i n}+h_{0}=0$,
which is unambiguously numerically solvable. Exemplarily, the coefficient $h_{8}$ is given by

$$
\begin{align*}
h_{8}= & {\left[\underline{v}_{3}(1,4)\left(\left[K_{5}\right](2,2)-\left[K_{5}\right](1,3)\right)-\underline{v}_{3}(1,2)\left[K_{5}\right](2,4)\right.} \\
& \left.+\underline{v}_{3}(1,3)\left[K_{5}\right](1,4)\right]^{2}+\left[\underline{v}_{3}(1,4)\left(\left[K_{5}\right](2,3)-\left[K_{5}\right](1,2)\right)\right. \\
& \left.-\underline{v}_{3}(1,3)\left[K_{5}\right](2,4)+\underline{v}_{3}(1,2)\left[K_{5}\right](1,4)\right]^{2} . \tag{C.107}
\end{align*}
$$

The other coefficients $h_{0}$ to $h_{7}$ can be derived similarly.

## Appendix D Solutions to the Problems of Chapter 4

## Chapter 4

## Problem 4.1

In order to derive the auto-correlation function of an irregular sequence of $\delta$ impulses, the auto-correlation function of an irregular sequence of rectangular impulses is calculated first. Such a sequence $y(t)$ shall have the following properties:

$$
\begin{equation*}
y(t)=\sum_{\nu} u\left(t-t_{\nu}\right) \quad u\left(t-t_{\nu}\right)=\frac{1}{\tau} \cdot \operatorname{rect}\left\{\frac{2\left(t-t_{\nu}\right)}{\tau}\right\} \tag{D.1}
\end{equation*}
$$

with

$$
\operatorname{rect}\{x\}= \begin{cases}1 & \text { for }|x| \leq 1  \tag{D.2}\\ 0 & \text { for }|x|>1\end{cases}
$$

Thus the rectangular impulses have the same momentum as the $\delta$-impulses:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} u(t) d t=\int_{-\infty}^{+\infty} \delta(t) d t=1 \tag{D.3}
\end{equation*}
$$

The auto-correlation function of the sequence of rectangular functions,

$$
\begin{equation*}
P_{y y}(\theta)=\mathrm{E}\{y(t) \cdot y(t+\theta)\} \tag{D.4}
\end{equation*}
$$

will be calculated. Therefore the time intervals 1,2 and 3 of Fig. D. 1 are considered, in each of which a defined number $m_{i}$ of impulses starts. With

$$
\begin{equation*}
y(t)=\frac{1}{\tau}\left(m_{1}+m_{2}\right) \quad \text { and } \quad y(t+\theta)=\frac{1}{\tau}\left(m_{2}+m_{3}\right) \tag{D.5}
\end{equation*}
$$

the auto-correlation function is given by

$$
\begin{equation*}
P_{y y}(\theta)=\frac{1}{\tau^{2}} \mathrm{E}\left\{\left(m_{1}+m_{2}\right) \cdot\left(m_{2}+m_{3}\right)\right\} \tag{D.6}
\end{equation*}
$$
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Because of the assumed independence of the impulses we have

$$
\begin{equation*}
\mathrm{E}\left\{m_{1} m_{2}\right\}=\mathrm{E}\left\{m_{1}\right\} \cdot \mathrm{E}\left\{m_{2}\right\} \tag{D.7}
\end{equation*}
$$

and corresponding equations for the other products. Furthermore, with the impulse density $z$ we have $\mathrm{E}\left\{m_{1}\right\}=\mathrm{E}\left\{m_{3}\right\}=z \cdot \theta$ and $\mathrm{E}\left\{m_{2}\right\}=z(\tau-\theta)$. Because of

$$
\begin{equation*}
\mathrm{E}\left\{m_{2}^{2}\right\}=\mathrm{E}\left\{m_{2}\right\}+\mathrm{E}\left\{m_{2}\right\}^{2} \tag{D.8}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\mathrm{E}\left\{m_{2}^{2}\right\}=z(\tau-\theta)+z^{2}(\tau-\theta)^{2} . \tag{D.9}
\end{equation*}
$$

For a positive $\theta$ and $\theta \leq \tau$, insertion of these variables into Eq. D. 6 leads to

$$
\begin{equation*}
P_{y y}(\theta)=\frac{z}{\tau^{2}}(\tau-\theta)+z^{2} \quad \text { for } \theta \leq \tau \tag{D.10}
\end{equation*}
$$

If $\theta \geq \tau$ only the intervals with the length $\tau$ before $y(t)$ and $y(t+\theta)$, respectively, have to be considered and thus

$$
\begin{equation*}
P_{y y}(\theta)=z^{2} \quad \text { for } \theta>\tau . \tag{D.11}
\end{equation*}
$$

Because the auto-correlation function of a stationary process is an even function, the following equation holds:

$$
P_{y y}(\theta)= \begin{cases}\frac{z}{\tau^{2}} \cdot(\tau-|\theta|)+z^{2} & \text { for }|\theta| \leq \tau  \tag{D.12}\\ z^{2} & \text { for }|\theta|>\tau\end{cases}
$$

Thus the auto-correlation function is constant for $|\theta|>\tau$ and has a triangular shape for $|\theta| \leq \tau$. The maximum value occurs at $\theta=0$ :

$$
\begin{equation*}
P_{y y}(\theta=0)=\frac{z}{\tau}+z^{2} . \tag{D.13}
\end{equation*}
$$

The shape of this auto-correlation function is shown in Fig. D.2.
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For the limit $\tau \rightarrow 0$ or $y(t) \rightarrow x(t)$, the auto-correlation function assumes the shape of a $\delta$-function superimposed by the constant value $z^{2}$. Then the auto-correlation function of a sequence of rectangular impulses merges into the auto-correlation function of a sequence of $\delta$-impulses:

$$
\begin{equation*}
P_{x x}(\theta)=z \cdot \delta(\theta)+z^{2} \tag{D.14}
\end{equation*}
$$

Thus Eq. (4.14) has been derived. In Eq. (D.12) the constant component $z^{2}$, which is independent of $\theta$, appears for both $|\theta|>\tau$ and $|\theta| \leq \tau$. Such a component can only result, if the considered process has a constant term. Thus the term $z^{2}$ becomes negligible if only the oscillating component of $y(t)$ is considered and we obtain

$$
\tilde{P}_{s h}(\theta)=\left\{\begin{array}{ll}
\frac{z}{\tau^{2}} \cdot(\tau-|\theta|) & \text { for }|\theta| \leq \tau  \tag{D.15}\\
0 & \text { for }|\theta|>\tau
\end{array} .\right.
$$

In the limit for $\tau \rightarrow 0$, this function also approaches a Dirac-impulse with the weighting $z$ :

$$
\begin{equation*}
P_{s h}(\theta)=z \cdot \delta(\theta) \tag{D.16}
\end{equation*}
$$

Thus Eq. (4.16) has been derived as well.

## Problem 4.2

First the noisy diode will be replaced by an equivalent thermal noise source $W_{U D}$ and an internal resistance $R_{i}$. For the elements of this source, according to Fig. 4.4, we have

$$
\begin{equation*}
R_{i}=R_{b}+\frac{1}{G_{s}} \tag{D.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{W}_{U D}=\mathrm{W}_{U}+\frac{\mathrm{W}_{i s}}{G_{s}^{2}}=4 k T R_{b}+4 k T_{e f}^{\prime} \cdot \frac{1}{G_{s}} \tag{D.18}
\end{equation*}
$$

$T_{e f}^{\prime}$ is the effective noise temperature of the Schottky diode with a negligible bulk resistance and with

$$
\begin{equation*}
\frac{T_{e f}^{\prime}}{T}=\frac{1}{2} \tilde{n}\left(1+\frac{I_{s s}}{I_{0}+I_{s s}}\right) \tag{D.19}
\end{equation*}
$$

as given by Eq. (4.31) we obtain, because of $W_{U D}=4 k T_{e f} R_{i}$ :

$$
\begin{equation*}
\frac{T_{e f}}{T}=\frac{\frac{T_{e f}^{\prime}}{T}+R_{b} G_{s}}{1+R_{b} G_{s}} \tag{D.20}
\end{equation*}
$$

With $G_{s}$ as given by Eq. (4.28) and the given values, the numbers in the following table are calculated for $T=300 \mathrm{~K}$. For $I_{0}>0,2 \mathrm{~mA}$ the results well agree with measured values.

| $I_{0} / \mathrm{mA}$ | 0.1 | 0.2 | 0.4 | 0.8 | 1.2 | 1.6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T_{e f} / \mathrm{T}$ | 0.61 | 0.62 | 0.64 | 0.68 | 0.71 | 0.73 |

## Problem 4.3

The noise figure of a two-port is defined as the ratio of the output noise spectrum of the noisy two-port and that of the noise-free two-port. First, the two spectra are calculated.

Because of Eq. (4.48) we have for the spectrum related to $U^{e}$

$$
\begin{equation*}
\left|U^{e}\right|^{2}=2 k T R_{e 0} \tag{D.22}
\end{equation*}
$$

With the currents $\tilde{I}_{b}$ and $\tilde{I}_{c}$ taken as mesh currents it follows for the voltage $u_{1}$ in the left mesh as induced by the noise sources:

$$
\begin{equation*}
u_{1}=\left(R_{g}+R_{b}+R_{e 0}\right) \cdot \tilde{I}_{b}+R_{e 0} \tilde{I}_{c} \tag{D.23}
\end{equation*}
$$

Here $\tilde{I}_{c}$ is given by:

$$
\begin{equation*}
\tilde{I}_{c}=-\left(I^{a}+\alpha_{0} \tilde{I}_{e}\right)=-\left(I^{a}-\alpha_{0}\left(\tilde{I}_{b}+\tilde{I}_{c}\right)\right) \tag{D.24}
\end{equation*}
$$

Thus with $R=R_{g}+R_{b}+R_{e 0}$ we have

$$
\begin{align*}
u_{1} & =R \tilde{I}_{b}+R_{e 0} \tilde{I}_{c} \\
\tilde{I}_{c} & =\frac{\alpha_{0} \tilde{I}_{b}-I^{a}}{1-\alpha_{0}} \tag{D.25}
\end{align*}
$$

Solving the first equation for $\tilde{I}_{b}$, inserting the result into the second equation and solving the second equation for $\tilde{I}_{c}$ leads to

$$
\begin{equation*}
\tilde{I}_{c}=\frac{1}{R_{e 0}+R\left(\frac{1}{\alpha_{0}}-1\right)} \cdot\left(u_{1}-\frac{R}{\alpha_{0}} I^{a}\right) \tag{D.26}
\end{equation*}
$$

Using a symbolic notation we get

$$
\begin{equation*}
\left|\tilde{I}_{c}\right|^{2}=\mathrm{W}_{i 2}=\frac{1}{\left(R_{e 0}+R\left(\frac{1}{\alpha_{0}}-1\right)\right)^{2}} \cdot\left(\left|u_{1}\right|^{2}+\frac{R^{2}}{\alpha_{0}^{2}}\left|I^{a}\right|^{2}\right) \tag{D.27}
\end{equation*}
$$

Here the mixed terms are omitted because the sources are uncorrelated. Writing the parts of $\left|u_{1}\right|^{2}$ separately, leads to

$$
\begin{align*}
\left|\tilde{I}_{c}\right|^{2} & =\mathrm{W}_{i 2}  \tag{D.28}\\
& =\frac{1}{\left(R_{e 0}+R\left(\frac{1}{\alpha_{0}}-1\right)\right)^{2}} \cdot\left[4 k T\left(R_{g}+R_{b}+\frac{R_{e 0}}{2}\right)+\frac{R^{2}}{\alpha_{0}^{2}} \mathrm{~W}_{i}^{a}\right]
\end{align*}
$$

The output spectrum for the noisy transistor is thus calculated. In order to get the spectrum of a noise-free transistor, the spectra $\mathrm{W}_{i}^{a},\left|U^{b}\right|^{2}$ and $\left|U^{e}\right|^{2}$ just have to be set to zero:

$$
\begin{equation*}
W_{i 20}=\frac{1}{\left(R_{e 0}+R\left(\frac{1}{\alpha_{0}}-1\right)\right)^{2}} \cdot\left[4 k T R_{g}\right] \tag{D.29}
\end{equation*}
$$

Taking the ratio of both spectra leads to the noise figure:

$$
\begin{align*}
F=\frac{\mathrm{W}_{i 2}}{\mathrm{~W}_{i 20}} & =\frac{4 k T\left(R_{g}+R_{b}+\frac{R_{e 0}}{2}\right)+\frac{R^{2}}{\alpha_{0}^{2}} \mathrm{~W}_{i}^{a}}{4 k T R_{g}} \\
& =1+\frac{R_{b}}{R_{g}}+\frac{R_{e 0}}{2 R_{g}}+\frac{\left(R_{g}+R_{b}+R_{e 0}\right)^{2}}{4 \alpha_{0}^{2} k T R_{g}} \cdot \mathrm{~W}_{i}^{a} \tag{D.30}
\end{align*}
$$

With Eq. (4.49) and Eq. (4.47) the result of Eq. (4.52) is confirmed. Thus the noise figure depends on the internal generator resistance as expected. For the value $R_{g \text { opt }}$ the noise figure $F$ has its minimum value. In order to calculate $R_{g \text { opt }}$ the derivative $d F / d R_{g}$ of Eq. (4.52) has to be calculated and set to zero. We thus obtain:

$$
\begin{equation*}
R_{g o p t}^{2}=\left(R_{b}+R_{e 0}\right)^{2}+\left(2 R_{b}+R_{e 0}\right) \cdot \frac{R_{e 0} \alpha_{0}^{2}}{\alpha_{0}\left(1-\alpha_{0}\right)+\frac{\left(\alpha_{0}^{2} I_{e e}+I_{c c}\right)}{I_{e}+I_{e e}}} \tag{D.31}
\end{equation*}
$$

After inserting this result into Eq. (4.52), a short calculation leads to the following expression for the minimum noise figure:

$$
\begin{equation*}
F_{\min }=1+\frac{R_{g o p t}+R_{b}+R_{e 0}}{R_{e 0} \alpha_{0}^{2}}\left[\alpha_{0}\left(1-\alpha_{0}\right)+\frac{\left(\alpha_{0}^{2} I_{e e}+I_{c c}\right)}{I_{e}+I_{e e}}\right] \tag{D.32}
\end{equation*}
$$

For the given numerical values the results are

$$
\begin{equation*}
R_{g, o p t}=222 \Omega \tag{D.33}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{\min }=1.57 \quad \text { or } \quad F_{\min }=2 \mathrm{~dB} \tag{D.34}
\end{equation*}
$$

## Problem 4.4

The calculation of the noise figure of a common-base circuit starts from the equivalent circuit shown below. The calculation is performed in analogy to problem 4.3.
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$$
\begin{align*}
& u_{1}=\left(R_{g}+R_{e 0}+R_{b}\right) \tilde{I}_{e}+R_{b} \cdot \tilde{I}_{c}=R \tilde{I}_{e}+R_{b} \tilde{I}_{c}  \tag{D.35}\\
& \tilde{I}_{c}=-\left(I^{a}+\alpha_{0} \cdot \tilde{I}_{e}\right) \tag{D.36}
\end{align*}
$$

Solving Eq. (D.35) for $\tilde{I}_{e}$ and inserting into Eq. (D.36) leads to:

$$
\begin{equation*}
\tilde{I}_{c}=\frac{-u_{1}-\frac{R}{\alpha_{0}} I^{a}}{\frac{R}{\alpha_{0}}-R_{b}} \tag{D.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\tilde{I}_{c}\right|^{2}=\frac{1}{\left(\frac{R}{\alpha_{0}}-R_{b}\right)^{2}}\left[\left|u_{1}\right|^{2}+\frac{R^{2}}{\alpha_{0}^{2}} \mathrm{~W}_{i}^{a}\right] \tag{D.38}
\end{equation*}
$$

for the squared magnitude. If $W_{i 2}$ and $W_{i 20}$ are determined, the same relation for the noise figure is obtained as in problem 4.3.

Thus the noise figure and the optimum noise figure for the common-emitter circuit and the common-base circuit are equal under the assumptions made.

## Problem 4.5

Equations (4.115), (4.117), (4.119), and (4.121) yield

$$
\begin{equation*}
-j \tilde{C}=\frac{-j \omega C_{g} \tilde{Q}\left(V_{g}\right)}{\sqrt{\frac{\left(\omega C_{g}\right)^{2}}{g_{m}} \tilde{R}\left(V_{g}\right) \cdot g_{m} \cdot \tilde{P}\left(V_{g}\right)}} \tag{D.39}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\tilde{C}\left(V_{g}\right)=\frac{\tilde{Q}\left(V_{g}\right)}{\sqrt{\tilde{P}\left(V_{g}\right) \tilde{R}\left(V_{g}\right)}} \tag{D.40}
\end{equation*}
$$

Inserting Eq. 4.116, 4.118 and 4.120 leads to

$$
\begin{align*}
\tilde{C}\left(V_{g}\right) & =\frac{\frac{1}{10} \frac{1+3 \sqrt{V_{g}}\left(2+\sqrt{V_{g}}\right)}{\left(1+\sqrt{V_{g}}\right)\left(1+2 \sqrt{V_{g}}\right)}}{\sqrt{\frac{1}{2} \frac{1+3 \sqrt{V_{g}}}{1+2 \sqrt{V_{g}}} \frac{1}{10} \frac{1+7 \sqrt{V_{g}}}{1+2 \sqrt{V_{g}}}}} \\
& =\frac{1+3 \sqrt{V_{g}}\left(2+\sqrt{V_{g}}\right)}{\left(1+\sqrt{V_{g}}\right) \sqrt{5\left(1+3 \sqrt{V_{g}}\right)\left(1+7 \sqrt{V_{g}}\right)}} \tag{D.41}
\end{align*}
$$

For $V_{g}=0$ the function $\tilde{C}\left(V_{g}\right)$ has the numerical value 0.447 and continuously decreases to the numerical value 0.395 at $V_{g}=1$. Thus, the normalized crossspectrum is almost independent of the operating point.

## Problem 4.6

The differentiation of Eq. (4.127) with respect to $X_{0}$ leads to

$$
\begin{equation*}
\frac{\partial F}{\partial X_{0}}=-\frac{2 \omega C_{g}}{g_{m} R_{0}}(\tilde{P}-\tilde{Q})+2 X_{0} \frac{\left(\omega C_{g}\right)^{2}}{g_{m} R_{0}}(\tilde{P}+\tilde{R}-2 \tilde{Q}) \tag{D.42}
\end{equation*}
$$

From this the reactive part of the optimum source impedance follows as

$$
\begin{equation*}
X_{o p t}=\frac{1}{\omega C_{g}} \cdot \frac{\tilde{P}-\tilde{Q}}{\tilde{P}+\tilde{R}-2 \tilde{Q}} \tag{D.43}
\end{equation*}
$$

By inserting Eq. (4.127) we obtain

$$
\begin{gather*}
F\left(X_{o p t}\right)=1+\frac{R_{g}+R_{s}}{R_{0}}+\frac{1}{g_{m} R_{0}}\left[\frac{\tilde{P} \tilde{R}-\tilde{Q}^{2}}{\tilde{P}+\tilde{R}-2 \tilde{Q}}\right. \\
\left.\quad+\left(\omega C_{g}\right)^{2}\left(R_{0}+R_{g}+R_{s}\right)^{2}(\tilde{P}+\tilde{R}-2 \tilde{Q})\right] \tag{D.44}
\end{gather*}
$$

The differentiation of this function with respect to $R_{0}$ leads to

$$
\begin{align*}
\frac{d F\left(X_{o p t}\right)}{d R_{0}}= & -\frac{R_{g}+R_{s}}{R_{0}^{2}} \\
& +\frac{1}{\left(g_{m} R_{0}\right)^{2}}\left[2 g_{m} R_{0}\left(\omega C_{g}\right)^{2}\left(R_{0}+R_{g}+R_{s}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q})\right. \\
& -g_{m} \frac{\tilde{P} \tilde{R}-\tilde{Q}^{2}}{\tilde{P}+\tilde{R}-2 \tilde{Q}} \\
& \left.-g_{m}\left(\omega C_{g}\right)^{2}\left(R_{0}+R_{g}+R_{s}\right)^{2}(\tilde{P}+\tilde{R}-2 \tilde{Q})\right] \tag{D.45}
\end{align*}
$$

From the condition $d F\left(X_{o p t}\right) / d R_{0}=0$ for the real part of the optimum source impedance we get

$$
\begin{align*}
\left(\omega C_{g}\right)^{2}\left(R_{o p t}+R_{g}+\right. & \left.R_{s}\right)\left(R_{o p t}-R_{g}-R_{s}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q}) \\
& -g_{m}\left(R_{g}+R_{s}\right)-\frac{\tilde{P} \tilde{R}-\tilde{Q}^{2}}{\tilde{P}+\tilde{R}-2 \tilde{Q}}=0 \tag{D.46}
\end{align*}
$$

Using $\tilde{Q}^{2}=\tilde{C}^{2} \tilde{P} \tilde{R}$ from Eq. 4.121 the result for $R_{\text {opt }}$ is

$$
\begin{equation*}
R_{o p t}=\sqrt{\left(R_{g}+R_{s}\right)^{2}+\frac{\tilde{P} \tilde{R}\left(1-\tilde{C}^{2}\right)+g_{m}\left(R_{g}+R_{s}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q})}{\left(\omega C_{g}\right)^{2}(\tilde{P}+\tilde{R}-2 \tilde{Q})^{2}}} \tag{D.47}
\end{equation*}
$$

Insertion of

$$
\begin{align*}
& \frac{\tilde{P} \tilde{R}-\tilde{Q}^{2}}{(\tilde{P}+\tilde{R}-2 \tilde{Q})}+g_{m}\left(R_{g}+R_{s}\right)+\left(\omega C_{g}\right)^{2}(\tilde{P}+\tilde{R}-2 \tilde{Q})\left(R_{g}+R_{s}\right)^{2} \\
& =\left(\omega C_{g}\right)^{2} R_{o p t}^{2}(\tilde{P}+\tilde{R}-2 \tilde{Q}) \tag{D.48}
\end{align*}
$$

into the equation for $F\left(X_{o p t}\right)$ leads to

$$
\begin{equation*}
F_{\min }=1+2 \cdot \frac{\left(\omega C_{g}\right)^{2}}{g_{m}}\left(R_{\mathrm{opt}}+R_{g}+R_{s}\right)(\tilde{P}+\tilde{R}-2 \tilde{Q}) \tag{D.49}
\end{equation*}
$$

and with the result for $R_{o p t}$, Eq. (4.131) foilows directly.

## Problem 4.7

Inserting Eq. (4.82) and Eq. (4.84) into Eq. (4.134) leads to the minimum noise figure:

$$
\begin{equation*}
F_{\min }=1+3 K \omega C_{0} \sqrt{\frac{R_{g}+R_{s}}{G_{0}}} \cdot \frac{1+\sqrt{V_{g}}}{\left(1+2 \sqrt{V_{g}}\right)^{2} \sqrt{1-\sqrt{V_{g}}}} \tag{D.50}
\end{equation*}
$$

Setting $x=\sqrt{V_{g}}$, the evaluation of the optimum operating point is equivalent to finding the minimum of the following function:

$$
\begin{equation*}
\frac{1+x}{(1+2 x)^{2} \sqrt{1-x}} . \tag{D.51}
\end{equation*}
$$

Setting the derivative to zero leads to

$$
\begin{equation*}
\sqrt{1-x}(1+2 x)-(1+x)\left(-\frac{1+2 x}{2 \cdot \sqrt{1-x}}+4 \cdot \sqrt{1-x}\right)=0 \tag{D.52}
\end{equation*}
$$

and after some algebraic conversions we obtain the following quadratic equation:

$$
\begin{equation*}
x^{2}+\frac{5}{6}(x-1)=0 \tag{D.53}
\end{equation*}
$$

The solution to this equation is

$$
\begin{equation*}
x=\frac{1}{12}(\sqrt{145}-5) \approx \frac{7}{12}, \tag{D.54}
\end{equation*}
$$

from which the optimum value of the normalized voltage $V_{g}$ follows as

$$
\begin{equation*}
V_{g o p t} \approx\left(\frac{7}{12}\right)^{2} \approx \frac{1}{3} \tag{D.55}
\end{equation*}
$$

For this calculation the factor $K$ in Eq. (4.134) was taken as constant. Accounting for the $V_{g}$-dependence of $K$ as described by Eq. (4.135) results in a marginally different value for the normalized voltage:

$$
\begin{equation*}
V_{g o p t}=\left(\frac{\sqrt{7}-1}{3}\right)^{2} \approx 0.3 \tag{D.56}
\end{equation*}
$$
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## Appendix E Solutions to the Problems of Chapter 5

## Chapter 5

## Problem 5.1

If the resistors $R_{b}$ are interpreted as the external circuit of the two-port with the admittance matrix $[G]$, a short calculation with

$$
\left[\begin{array}{c}
I_{s} \\
I_{i}
\end{array}\right]=[G]\left[\begin{array}{c}
U_{s}^{\prime} \\
U_{i}^{\prime}
\end{array}\right] \quad \text { with } \quad U_{s}^{\prime}=U_{s}-I_{s} R_{b} \quad \text { and } \quad U_{i}^{\prime}=U_{i}-I_{i} R_{b} \text { (E.1) }
$$

leads to

$$
\begin{align*}
{\left[\begin{array}{c}
I_{s} \\
I_{i}
\end{array}\right] } & =\frac{1}{\left(1+G_{0} R_{b}\right)^{2}-G_{1}^{2} R_{b}^{2}}\left[\begin{array}{cc}
R_{b}\left(G_{0}^{2}-G_{1}^{2}\right)+G_{0} & G_{1} \\
G_{1} & R_{b}\left(G_{0}^{2}-G_{1}^{2}\right)+G_{0}
\end{array}\right]\left[\begin{array}{l}
U_{s} \\
U_{i}
\end{array}\right] \\
& =\left[G^{\prime}\right]\left[\begin{array}{c}
U_{s} \\
U_{i}
\end{array}\right] . \tag{E.2}
\end{align*}
$$

Extending $\left[G^{\prime}\right]$ by $Y_{s}$ and $Y_{i}$ leads to the matrix $\left[\tilde{G}^{\prime}\right]$, from which the ratio $U_{i} / I_{s g}$ can be calculated:

$$
\begin{equation*}
\frac{U_{i}}{I_{s g}}=-\frac{G_{1}}{\operatorname{det}\left[\tilde{G}^{\prime}\right]} \tag{E.3}
\end{equation*}
$$

Thus the gain is given by

$$
\begin{equation*}
G_{p}=\frac{4 \operatorname{Re}\left\{Y_{s}\right\} \cdot \operatorname{Re}\left\{Y_{i}\right\} \cdot G_{1}^{2}}{\left|\operatorname{det}\left[\tilde{G}^{\prime}\right]\right|^{2}} \tag{E.4}
\end{equation*}
$$

With the matrix $\left\{G_{e}^{\prime}\right\}$, extended by the generator admittance only, we obtain for the input admittance:

$$
\begin{equation*}
Y_{i n}=\frac{I_{i}}{U_{i}}=\frac{\operatorname{det}\left[G_{e}^{\prime}\right]}{\left[G_{e}^{\prime}\right]_{11}} . \tag{E.5}
\end{equation*}
$$

Inserting $Y_{i}=Y_{i n}^{*}$ in Eq. (E.4) yields an expression for the available gain. For a power match at the input and output we have

$$
\begin{equation*}
Y_{s}=\frac{\operatorname{det}\left[G_{e}^{\prime}\right]}{\left[G_{e}^{\prime}\right]_{11}} \tag{E.6}
\end{equation*}
$$

A short calculation leads to

$$
\begin{equation*}
Y_{s}^{2}=\frac{\left[R_{b}\left(G_{0}^{2}-G_{1}^{2}\right)+G_{0}\right]^{2}-G_{1}^{2}}{\left[\left(1+G_{0} R_{b}\right)^{2}-G_{1}^{2} R_{b}^{2}\right]^{2}} . \tag{E.7}
\end{equation*}
$$

By inserting this relation into Eq. (E.4), an expression for the maximum available gain results after some manipulations:

$$
\begin{equation*}
G_{m}=\frac{G_{1}^{2}}{\left(R_{b}\left(G_{0}^{2}-G_{1}^{2}\right)+G_{0}\right)^{2}}\left(\frac{1}{1+\sqrt{1-\frac{G_{1}^{2}}{\left(R_{b}\left(G_{0}^{2}-G_{1}^{2}\right)+G_{0}\right)^{2}}}}\right)^{2} \tag{E.8}
\end{equation*}
$$

This result can also be derived directly by a comparison of Eq. (E.2) and Eq. (5.9). Replacing $G_{0}$ in Eq. (5.32) by

$$
R_{b}\left(G_{0}^{2}-G_{1}^{2}\right)+G_{0}
$$

leads to (E.8).

## Problem 5.2

The ratio $U_{i} / I_{s g}$ as needed for the determination of the gain, can be calculated with the matrix $[\tilde{G}]$ extended by $Y_{s}, Y_{i}$ and $Y_{i m}$. Because of

$$
\begin{equation*}
I_{s g}=Y_{s} U_{s}+I_{s}, \quad 0=Y_{i} U_{i}+I_{i}, \quad 0=Y_{i m}^{*} U_{i m}^{*}+I_{i m}^{*} \tag{E.9}
\end{equation*}
$$

we have

$$
\left[\begin{array}{c}
I_{s g}  \tag{E.10}\\
0 \\
0
\end{array}\right]=\left[\begin{array}{ccc}
G_{0}+Y_{s} & G_{1} & G_{2} \\
G_{1} & G_{0}+Y_{i} & G_{1} \\
G_{2} & G_{1} & G_{0}+Y_{i m}^{*}
\end{array}\right]\left[\begin{array}{c}
U_{s} \\
U_{i} \\
U_{i m}^{*}
\end{array}\right]
$$

and thus

$$
\begin{equation*}
\frac{U_{i}}{I_{s g}}=[\tilde{G}]_{21}^{-1}=-\frac{G_{1}\left(Y_{i m}^{*}+G_{0}\right)-G_{1} G_{2}}{\operatorname{det}[\tilde{G}]} \tag{E.11}
\end{equation*}
$$

With Eq. (5.20) we obtain for the gain

$$
\begin{equation*}
G_{p}=\left|\frac{G_{1}\left(Y_{i m}^{*}+G_{0}\right)-G_{1} G_{2}}{\operatorname{det}[\tilde{G}]}\right|^{2} \cdot 4 \operatorname{Re}\left\{Y_{s}\right\} \cdot \operatorname{Re}\left\{Y_{i}\right\} \tag{E.12}
\end{equation*}
$$

For the calculation of the available gain, the input admittance of the intermediate frequency port has to be determined. Therefore, the matrix $[G]$ is extended by $Y_{s}$ and $Y_{i m}^{*}$ :

$$
\left[\begin{array}{c}
0  \tag{E.13}\\
I_{i} \\
0
\end{array}\right]=\left[\begin{array}{ccc}
G_{0}+Y_{s} & G_{1} & G_{2} \\
G_{1} & G_{0} & G_{1} \\
G_{2} & G_{1} & G_{0}+Y_{i m}^{*}
\end{array}\right]\left[\begin{array}{c}
U_{s} \\
U_{i} \\
U_{i m}^{*}
\end{array}\right] .
$$

Thus the input admittance $Y_{i n}$ is given by

$$
\begin{equation*}
Y_{i n}=\frac{1}{\left[G_{e}\right]_{22}^{-1}}=\frac{\operatorname{det}\left[G_{e}\right]}{\left(G_{0}+Y_{s}\right)\left(G_{0}+Y_{i m}^{*}\right)-G_{2}^{2}} \tag{E.14}
\end{equation*}
$$

Inserting $Y_{i}=Y_{i n}^{*}$ into Eq. (E.12) leads to an expression for the available gain.

## Problem 5.3

For a $180^{\circ}$ coupler we observe the following signals at diode I and diode II, respectively:

$$
\begin{array}{ll}
\text { diode I : } & \frac{1}{\sqrt{2}}\left(\hat{U}_{s} \cdot \cos \left(\omega_{s} t+180^{\circ}+\phi_{s}\right)+\hat{U}_{p} \cdot \cos \left(\omega_{p} t\right)\right) \\
\text { diode II : } & \frac{1}{\sqrt{2}}\left(\hat{U}_{s} \cdot \cos \left(\omega_{s} t+\phi_{s}\right)+\hat{U}_{p} \cdot \cos \left(\omega_{p} t\right)\right) . \tag{E.15}
\end{array}
$$

The intermediate frequency signal of diode I is:

$$
\begin{equation*}
\text { diode I : } u_{i}^{I} \sim G_{1} \hat{U}_{s} \cos \left(\omega_{i} t+180^{\circ}+\phi_{s}\right) \text { for } \omega_{s}>\omega_{p} \tag{E.16}
\end{equation*}
$$

and because the polarity has been changed for the diode II ,

$$
\text { diode II : } \begin{align*}
u_{i}^{I I} & \sim-G_{1} \hat{U}_{s} \cos \left(\omega_{i} t+\phi_{s}\right) \\
& =G_{1} \hat{U}_{s} \cos \left(\omega_{i} t+180^{\circ}+\phi_{s}\right) \tag{E.17}
\end{align*}
$$

Thus the intermediate frequency signals at both diodes are in phase also for a $180^{\circ}$ coupler. The difference between the $90^{\circ}$ and the $180^{\circ}$ coupler is the following: For similar mismatched diodes and a $90^{\circ}$ coupler the signal path and the pump oscillator path are not isolated, but they are both matched. In contrast both paths are isolated, if a $180^{\circ}$ coupler is used, but the reflection might have increased in this case. Thus it has to be decided which coupler is more advantageous for the given application.

## Problem 5.4

With rectangularly shaped band-pass filters the signals $X_{1}(t)$ at the frequency $f_{1}$ and $X_{2}(t)$ at the frequency $f_{2}$ are filtered from unmodulated white Gaussian noise. The bandwidth of the band-pass filters is assumed to be small with respect to the frequency offset $f_{2}-f_{1}$. The bandpass filtered signals can be written as the convolution of the unmodulated white Gaussian noise signal $s(t)$ with the corresponding impulse responses $h_{1}(t)$ and $h_{2}(t)$, respectively:

$$
\begin{align*}
& X_{1}(t)=\int_{-\infty}^{\infty} h_{1}\left(t^{\prime}\right) \cdot s\left(t-t^{\prime}\right) d t^{\prime} \\
& X_{2}(t)=\int_{-\infty}^{\infty} h_{2}\left(t^{\prime \prime}\right) \cdot s\left(t-t^{\prime \prime}\right) d t^{\prime \prime} \tag{E.18}
\end{align*}
$$

The signal $X_{2}(t)$ shall be shifted in frequency by $f_{2}-f_{1}$. This is possible, for example, by an ideal multiplication with $2 \cdot \cos \left[2 \pi\left(f_{2}-f_{1}\right) t\right]$. Thus the resulting signal $\tilde{X}_{2}(t)$ has frequency components at $f_{1}$. In addition to $X_{1}(t)$, it can be considered as an input signal of a correlator as shown in Fig. 3.15. If integration and averaging in time are interchanged, then the correlation is given by

$$
\begin{align*}
& \left\langle X_{1}(t) \cdot \tilde{X}_{2}(t)\right\rangle=  \tag{E.19}\\
& \quad \int_{-\infty}^{+\infty} \int_{-\infty} h_{1}\left(t^{\prime}\right) h_{2}\left(t^{\prime \prime}\right)\left\langle 2 \cdot \cos \left(2 \pi\left(f_{2}-f_{1}\right) t\right) \cdot s\left(t-t^{\prime}\right) s\left(t-t^{\prime \prime}\right)\right\rangle d t^{\prime} d t^{\prime \prime}
\end{align*}
$$

The average over $s\left(t-t^{\prime}\right) s\left(t-t^{\prime \prime}\right)$ yields a non-zero contribution only for $t^{\prime}=t^{\prime \prime}$, because $s(t)$ is a white Gaussian noise process. Thus, the expression
in angular brackets has to be evaluated for $t^{\prime}=t^{\prime \prime}$ only:

$$
\begin{equation*}
\left.\left\langle 2 \cdot \cos \left(\omega_{p} t\right) \cdot s\left(t-t^{\prime}\right) s\left(t-t^{\prime \prime}\right)\right\rangle\right|_{t^{\prime}=t^{\prime \prime}}=\left\langle 2 \cdot \cos \left(\omega_{p} t\right) \cdot s^{2}\left(t-t^{\prime}\right)\right\rangle \tag{E.20}
\end{equation*}
$$

The time average of a function multiplied with $\cos (\omega t)$ is always zero. Thus, the real part of the cross-spectrum of $X_{1}(t)$ and $\tilde{X}_{2}(t)$ vanishes. In the same way, it can be shown that the imaginary part also disappears.

## Problem 5.5

First, it will be shown that the imaginary part of the cross spectrum disappears for an even pump drive signal. For the measurement of the imaginary part with a circuit as shown in Fig. 3.15 a phase shift by $90^{\circ}$ has to be performed in one path. In the case discussed here, this $90^{\circ}$ phase shift may be achieved by means of an ideal frequency shifter and by multiplying with $2 \sin \left(\omega_{p} t\right)$ instead of $2 \cos \left(\omega_{p} t\right)$. Then an expression, abbreviated by $A T_{1}$, similar to Eq. (5.47) results:

$$
\begin{equation*}
A T_{1}=\frac{2 G_{1}}{G_{0}} \sin \left(\omega_{p} t^{\prime}\right) \rho_{0} \delta\left(t^{\prime}-t^{\prime \prime}\right) \tag{E.21}
\end{equation*}
$$

For the ratio of the cross-spectrum and the power spectrum we obtain

$$
\begin{align*}
\frac{\left\langle X_{i}(t) \cdot \tilde{X}_{s}(t)\right\rangle}{\left\langle X_{i}^{2}(t)\right\rangle} & =\frac{\operatorname{Im}\left\{I_{n 1}^{*} I_{n 2}\right\}}{\left|I_{n 1}\right|^{2}} \\
& =\frac{\rho_{0} \frac{2 G_{1}}{G_{0}} \cdot \int_{-\infty}^{\infty} h_{i}\left(t^{\prime}\right) h_{s}\left(t^{\prime \prime}\right) \cdot \sin \left(\omega_{p} t^{\prime}\right) d t^{\prime}}{\rho_{0} \cdot \int_{-\infty}^{\infty} h_{i}^{2}\left(t^{\prime}\right) d t^{\prime}} \tag{E.22}
\end{align*}
$$

As can easily be shown, the integral in the numerator is zero because the expression

$$
\begin{align*}
& \cos \left(\omega_{i} t^{\prime}\right) \cdot \cos \left(\omega_{s} t^{\prime}\right) \cdot \sin \left(\omega_{p} t^{\prime}\right) \\
& =\frac{1}{4}\left[\sin \left(2 \omega_{p} t^{\prime}\right)+\sin \left(2 \omega_{s} t^{\prime}\right)+\sin \left(2 \omega_{i} t^{\prime}\right)\right] \tag{E.23}
\end{align*}
$$

has no constant term.
For a mixed even-odd pump drive signal the following relation results instead of Eq. (5.42):

$$
\begin{equation*}
s_{m}(t)=s(t) \sqrt{1+\frac{2 \operatorname{Re}\left\{G_{1}\right\}}{G_{0}} \cdot \cos \left(\omega_{p} t\right)-\frac{2 \operatorname{Im}\left\{G_{1}\right\}}{G_{0}} \cdot \sin \left(\omega_{p} t\right)} . \tag{E.24}
\end{equation*}
$$

Obviously, the integration in Eq. (5.48) yields a contribution different from zero only, if Eq. (5.47) includes a cosine function. For the calculation of the
real part, i.e. by multiplying with $2 \cos \left(\omega_{p} t\right)$, an expression, abbreviated by $A T_{2}$, similar to Eq. (5.47) results as follows:

$$
\begin{equation*}
A T_{2}=\rho_{0} \cdot \delta\left(t^{\prime}-t^{\prime \prime}\right)\left[\frac{2 \operatorname{Re}\left\{G_{1}\right\}}{G_{0}} \cdot \cos \left(\omega_{p} t^{\prime}\right)+\frac{2 \operatorname{Im}\left\{G_{1}\right\}}{G_{0}} \cdot \sin \left(\omega_{p} t^{\prime}\right)\right] \tag{E.25}
\end{equation*}
$$

Only the first part in the bracket yields a contribution. A calculation similar to the one for an even pump drive leads to

$$
\begin{equation*}
\frac{\left\langle X_{i}(t) \cdot \tilde{X}_{s}(t)\right\rangle}{\left\langle X_{i}^{2}(t)\right\rangle}=\frac{\operatorname{Re}\left\{I_{n 1}^{*} I_{n 2}\right\}}{\left|I_{n 1}\right|^{2}}=\frac{\operatorname{Re}\left\{G_{1}\right\}}{G_{0}} . \tag{E.26}
\end{equation*}
$$

For the calculation of the imaginary part, i.e. the multiplication with $2 \sin \left(\omega_{p} t\right)$, we obtain an expression corresponding to Eq. (5.47) :

$$
\begin{equation*}
A T_{3}=\rho_{0} \cdot \delta\left(t^{\prime}-t^{\prime \prime}\right)\left[\frac{2 \operatorname{Re}\left\{G_{1}\right\}}{G_{0}} \cdot \sin \left(\omega_{p} t^{\prime}\right)-\frac{2 \operatorname{Im}\left\{G_{1}\right\}}{G_{0}} \cdot \cos \left(\omega_{p} t^{\prime}\right)\right] \tag{E.27}
\end{equation*}
$$

In this case, only the second part in the bracket results in a contribution and we have

$$
\begin{equation*}
\frac{\left\langle X_{i}(t) \cdot \tilde{X}_{s}(t)\right\rangle}{\left\langle X_{i}^{2}(t)\right\rangle}=\frac{\operatorname{Im}\left\{I_{n 1}^{*} I_{n 2}\right\}}{\left|I_{n 1}\right|^{2}}=-\frac{\operatorname{Im}\left\{G_{1}\right\}}{G_{0}} . \tag{E.28}
\end{equation*}
$$

Inserting Eq. (5.39) leads to the wanted result:

$$
\begin{align*}
I_{n 1}^{*} I_{n 2} & =\operatorname{Re}\left\{I_{n 1}^{*} I_{n 2}\right\}+j \operatorname{Im}\left\{I_{n 1}^{*} I_{n 2}\right\} \\
& =2 k\left(\frac{\tilde{n}}{2} T\right)\left[\operatorname{Re}\left\{G_{1}\right\}-j \operatorname{Im}\left\{G_{1}\right\}\right] \\
& =2 k\left(\frac{\tilde{n}}{2} T\right) G_{1}^{*} \tag{E.29}
\end{align*}
$$

For the other matrix elements we obtain with Eq. (5.54):

$$
\left[\begin{array}{ccc}
I_{n s}^{*} I_{n s} & I_{n s}^{*} I_{n i} & I_{n s}^{*} I_{n i m}^{*}  \tag{E.30}\\
I_{n i}^{*} I_{n s} & I_{n i}^{*} I_{n i} & I_{n i}^{*} I_{n i m}^{*} \\
I_{n i m} I_{n s} & I_{n i m}^{*} I_{n i} & I_{n i m} I_{n i m}^{*}
\end{array}\right]=2 k \cdot \frac{\tilde{n}}{2} \cdot T\left[\begin{array}{ccc}
G_{0} & G_{1}^{*} & G_{2}^{*} \\
G_{1} & G_{0} & G_{1}^{*} \\
G_{2} & G_{1} & G_{0}
\end{array}\right]
$$

If the correlation matrix of the Schottky diode mixer for a mixed even-odd pump drive is compared with the correlation matrix of a passive thermally noisy N -port network at a homogeneous temperature (Eq. (2.45)), i.e.

$$
k \cdot T\left[\begin{array}{ccc}
2 \cdot \operatorname{Re}\left\{Y_{11}\right\} & Y_{12}^{*}+Y_{21} & Y_{13}^{*}+Y_{31}  \tag{E.31}\\
Y_{21}^{*}+Y_{12} & \cdots & \cdots \\
\cdots & \cdots & \cdots
\end{array}\right]
$$

with

$$
\begin{equation*}
Y_{12}^{*}+Y_{21} \hat{=} G_{1}^{*}+G_{1}^{*}=2 \cdot G_{1}^{*} \tag{E.32}
\end{equation*}
$$

the proportionality of both matrices is obvious.

## Problem 5.6

The down converter to be analyzed is shown in Fig. E.1.


Fig. E. 1

With

$$
\left[\begin{array}{c}
I_{s}  \tag{E.33}\\
I_{i}
\end{array}\right]=\left[\begin{array}{ll}
G_{0} & G_{1} \\
G_{1} & G_{0}
\end{array}\right]\left[\begin{array}{l}
U_{s} \\
U_{i}
\end{array}\right]
$$

for a real $G_{1}$ and

$$
\begin{align*}
I_{s} & =I_{n 1}+I_{g 0}-U_{s} Y_{s}  \tag{E.34}\\
I_{i} & =I_{n 2}-U_{i} Y_{i} \tag{E.35}
\end{align*}
$$

we have

$$
\left[\begin{array}{c}
I_{g 0}+I_{n 1}  \tag{E.36}\\
I_{n 2}
\end{array}\right]=\left[\begin{array}{cc}
G_{0}+Y_{s} & G_{1} \\
G_{1} & G_{0}+Y_{i}
\end{array}\right]\left[\begin{array}{c}
U_{s} \\
U_{i}
\end{array}\right]=[\tilde{G}] \cdot\left[\begin{array}{c}
U_{s} \\
U_{i}
\end{array}\right]
$$

Solving for $U_{i}$ leads to

$$
\begin{align*}
U_{i} & =[\tilde{G}]_{22}^{-1} \cdot I_{n 2}+[\tilde{G}]_{21}^{-1} \cdot\left(I_{g 0}+I_{n 1}\right) \\
& =\frac{\left(G_{0}+Y_{s}\right) I_{n 2}-G_{1}\left(I_{g 0}+I_{n 1}\right)}{\operatorname{det}[\tilde{G}]} \tag{E.37}
\end{align*}
$$

Thus the noise figure $F$ is given by

$$
\begin{equation*}
F=\frac{\left|U_{i}\right|^{2}}{\left|U_{i 0}\right|^{2}}=\frac{\left|\left(G_{0}+Y_{s}\right) I_{n 2}-G_{1}\left(I_{g 0}+I_{n 1}\right)\right|^{2}}{\left|G_{1} I_{g 0}\right|^{2}} . \tag{E.38}
\end{equation*}
$$

With Eqs. (5.39) and (5.52) a short calculation with a real $Y_{s}$ leads to

$$
\begin{equation*}
F=1+\frac{\tilde{n}}{2} \frac{T}{T_{0}} \frac{G_{1}^{2} G_{0}-2 G_{1}^{2}\left(G_{0}+Y_{s}\right)+G_{0}\left(G_{0}+Y_{s}\right)^{2}}{G_{1}^{2} \cdot Y_{s}} \tag{E.39}
\end{equation*}
$$

With Eqs. (5.25) and (5.24) the last equation can be rearranged to

$$
\begin{equation*}
F=1+\frac{\tilde{n}}{2} \frac{T}{T_{0}}\left(\frac{1}{G_{a v}}-1\right) \tag{E.40}
\end{equation*}
$$

From this, the wanted result, Eq. (5.55), follows directly. A similar calculation with complex $G_{1}$ and $Y_{s}$ leads to the same result.

## Problem 5.7

The circuit in Fig. 5.16 can be interpreted as a cascade connection of three noisy two-ports. Two two-ports consist of a noisy series resistor $R_{b}$ at the temperature $T$. The mixer at the temperature $\tilde{n} T / 2$ without a series resistance with the noise figure $F$ and the available gain $G_{a v}$ is embedded between these two-ports. With the noise figures $F_{b 1}, F_{b 2}$ and the available gains $G_{a v 1}$ and $G_{a v 2}$ of the series resistors, the total noise factor $F_{t}$ follows by means of the cascade formula Eq. (2.100):

$$
\begin{equation*}
F_{t}=F_{b 1}+\frac{F-1}{G_{a v 1}}+\frac{F_{b 2}-1}{G_{a v 1} G_{a v}} . \tag{E.41}
\end{equation*}
$$

For the noise figures $F_{b 1}$ and $F_{b 2}$ of the two-ports, formed by the series resistors, Eq. (2.90) yields

$$
\begin{equation*}
F_{b 1}=1+\frac{T}{T_{0}} \frac{1-G_{a v 1}}{G_{a v 1}}, \quad F_{b 2}=1+\frac{T}{T_{0}} \frac{1-G_{a v 2}}{G_{a v 2}} \tag{E.42}
\end{equation*}
$$

Inserting Eq. (5.55) into (E.41) and manipulating the expression leads to

$$
\begin{equation*}
F_{t}=1+\frac{T}{T_{0}}\left(\frac{1-G_{a v 2}+G_{a v 2} G_{a v}\left(1-G_{a v 1}\right)+\frac{\tilde{n}}{2} G_{a v 2}\left(1-G_{a v}\right)}{G_{a v 1} G_{a v 2} G_{a v}}\right) \tag{E.43}
\end{equation*}
$$

The available gain $G_{a v}$ of the mixer without losses from the series resistance can be calculated by means of Eq. (5.25). For the available gain of the circuits with series resistors as a function of the load resistance at the input we obtain

$$
\begin{equation*}
G_{a v 1}=\frac{R_{1}}{R_{b}+R_{1}} \quad G_{a v 2}=\frac{R_{2}}{R_{b}+R_{2}} . \tag{E.44}
\end{equation*}
$$

For the first series resistor we have $R_{1}=Z_{s}$, i.e. $R_{1}$ is equal to the source resistance on the signal side. For the second series resistor we have $R_{2}=$ $Z_{i n}$, where $Z_{i n}$ is the real input resistance of the mixer at the intermediate frequency side.

## Problem 5.8

The mixer is interpreted as a cascade connection of three two-ports as in problem 5.7. The dissipation theorem yields for the cascade connection of $N$ two-ports:

$$
\begin{equation*}
F=\frac{\sum_{i=1}^{N} \beta_{i} T_{i}}{\beta_{0} T_{0}} . \tag{E.45}
\end{equation*}
$$

Here, the coefficients $\beta_{j}$ denote the normalized dissipated power in the different temperature regions.
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For convenience, as the noise figure is independent of the load resistance, a power match is assumed for $Z_{l}$ at the output. For the normalized real power, dissipated by the $N$-th two-port if the feeding is performed from the output side, we have

$$
\begin{equation*}
\beta_{N}=\frac{P_{g} \cdot\left(1-G_{K N}^{\prime}\right)}{P_{g}}=1-G_{K N}^{\prime} . \tag{E.46}
\end{equation*}
$$

Here, $G_{K N}^{\prime}$ is the power gain of the $N$-th two-port in reverse direction and $P_{g}$ is the available source power. Furthermore, we obtain for the (N-1)-th two-port:

$$
\begin{equation*}
\beta_{N-1}=G_{K N}^{\prime}\left(1-G_{(K N-1)}^{\prime}\right), \tag{E.47}
\end{equation*}
$$

and, in general,

$$
\begin{equation*}
\beta_{j}=\left(1-G_{K j}^{\prime}\right) \cdot \prod_{i=j+1}^{N} G_{K i}^{\prime} \tag{E.48}
\end{equation*}
$$

In order to calculate $\beta_{j}$ as a function of the available gains in forward direction, we will utilize the fact that the gain is independent of the direction (problem 2.14).
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Taking any of the cascaded two-ports Fig. E.3, the power transferred in reverse direction by this two-port is given by

$$
\begin{equation*}
P_{j}=G_{K j}^{\prime} \cdot\left(1-\left|\rho_{j}\right|^{2}\right) \cdot P_{a v} \tag{E.49}
\end{equation*}
$$

Here, $P_{a v}$ is the available power and $\rho_{j}$ is the reflection coefficient according to a mismatch. Eq. (E.49) can also be written as

$$
\begin{equation*}
P_{j}=G_{p j}^{\prime} \cdot P_{a v} \tag{E.50}
\end{equation*}
$$

where $G_{p j}^{\prime}$ is the gain in reverse direction. With Eqs. (E.49) and (E.50) we obtain

$$
\begin{equation*}
G_{K j}^{\prime}=\frac{G_{p j}^{\prime}}{1-\left|\rho_{j}\right|^{2}} \tag{E.51}
\end{equation*}
$$

For power match on the right hand side $\left(Z_{2}=Z_{o p t}, \rho_{j}=0\right)$ we have $G_{K j}^{\prime}=$ $G_{p j}^{\prime}$. The complex conjugate match on the generator side, which is assumed for the definition of the gain, is considered in Eq. (E.51). In a similar way a relation between the gain and the available gain in forward direction can be derived:

$$
\begin{equation*}
G_{p j}^{\prime \prime}=\left(1-\left|\rho_{j}\right|^{2}\right) \cdot G_{a v j}^{\prime \prime} \tag{E.52}
\end{equation*}
$$

With the gain being independent of the direction $\left(G_{p}^{\prime}=G_{p}^{\prime \prime}\right)$, Eqs. (E.51) and (E.52) yield

$$
\begin{equation*}
G_{K j}^{\prime}=G_{a v j}^{\prime \prime} \tag{E.53}
\end{equation*}
$$

Thus, for every reciprocal two-port, the available gain $G_{a v j}$ is equal in forward and reverse direction.

Inserting (E.53) into (E.48) leads to the $\beta_{j}$ of the series connection of three two-ports. With the relations of problem 5.7 we have

$$
\begin{align*}
& \beta_{3}=1-G_{a v 2}  \tag{E.54}\\
& \beta_{2}=G_{a v 2}\left(1-G_{a v}\right)  \tag{E.55}\\
& \beta_{1}=G_{a v} \cdot G_{a v 2}\left(1-G_{a v 1}\right)  \tag{E.56}\\
& \beta_{0}=G_{a v} \cdot G_{a v 1} \cdot G_{a v 2}=\frac{1}{L} \tag{E.57}
\end{align*}
$$

Insertion into Eq. (E.45) leads to the result for the noise figure of a down converter with a series resistance, already known from problem 5.7:

$$
\begin{equation*}
F_{t}=1+\frac{T}{T_{0}}\left(\frac{1-G_{a v 2}+G_{a v 2} G_{a v}\left(1-G_{a v 1}\right)+\frac{\tilde{n}}{2} G_{a v 2}\left(1-G_{a v}\right)}{G_{a v 1} G_{a v 2} G_{a v}}\right) \tag{E.58}
\end{equation*}
$$

## Problem 5.9

With

$$
\begin{equation*}
s(t)=\sum_{n=-\infty}^{\infty} S_{n} \exp \left(j n \omega_{p} t\right) \tag{E.59}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{-n}=S_{n}^{*} \quad(s(t) \text { real }) \tag{E.60}
\end{equation*}
$$

we get according to Eq. (5.66):

$$
\left[\begin{array}{c}
U_{u}  \tag{E.61}\\
U_{i} \\
U_{d}^{*}
\end{array}\right]=\left[\begin{array}{lll}
S_{0} & S_{1} & S_{2} \\
S_{1}^{*} & S_{0} & S_{1} \\
S_{2}^{*} & S_{1}^{*} & S_{0}
\end{array}\right]\left[\begin{array}{c}
Q_{u} \\
Q_{i} \\
Q_{d}^{*}
\end{array}\right]
$$

## Problem 5.10

The gain in Eq. (5.97) becomes maximum if $Z_{i}$ approaches the negative reference impedance $-Z_{0}$. $Z_{0}$ is assumed to be real and, for example, equal to $R_{g}$. Thus, the imaginary part of $Z_{i}$ must vanish. This can be achieved by a match at both the input and the output. If the gain is very high, then $-Z_{i}$ is close to $Z_{0}=R_{g}$. Inserting $-Z_{i} \approx R_{g}=R_{l}$ into Eq. (5.106) leads to the noise figure:

$$
\begin{equation*}
F=1+\frac{T}{T_{0}}\left(\frac{1+\frac{S_{1}^{2}}{\omega_{i} \omega_{d} \cdot R_{b}^{2}} \frac{\omega_{i}}{\omega_{d}}}{\frac{S_{1}^{2}}{\omega_{i} \omega_{d} \cdot R_{b}^{2}}-1}\right) \tag{E.62}
\end{equation*}
$$

As can be seen by Eqs. (5.96) and (5.97), we obtain for a high gain, i.e.

$$
\begin{equation*}
\frac{S_{1}^{2}}{\omega_{i} \omega_{d} \cdot R_{b}^{2}} \gg 1 \tag{E.63}
\end{equation*}
$$

for the noise figure

$$
\begin{equation*}
F=1+\frac{T}{T_{0}}\left(\frac{\omega_{i} \omega_{d} \cdot R_{b}^{2}}{S_{1}^{2}}+\frac{\omega_{i}}{\omega_{d}}\right) \tag{E.64}
\end{equation*}
$$

Differentiating the expression in brackets with respect to $\omega_{d}$ leads to the optimum frequency $\omega_{d o p t}$ :

$$
\begin{equation*}
\omega_{d o p t}=\frac{S_{1}}{R_{b}} \tag{E.65}
\end{equation*}
$$

Inserting $\omega_{d o p t}$ into Eq. (E.64) leads to the optimum noise figure:

$$
\begin{equation*}
F_{o p t}=1+\frac{2 \cdot T}{T_{0}} \frac{\omega_{i}}{\omega_{d o p t}} \tag{E.66}
\end{equation*}
$$

## Problem 5.11

In order to determine the available and the maximum gain, the input resistances at the signal and at the load side have to be calculated. With a compensation of the inductive reactances we have

$$
\left[\begin{array}{c}
0  \tag{E.67}\\
U_{u}
\end{array}\right]=\left[\begin{array}{cc}
R_{b}+R_{g} & \frac{S_{1}}{j \omega_{u}} \\
\frac{S_{1}}{j \omega_{i}} & R_{b}
\end{array}\right]\left[\begin{array}{c}
I_{i} \\
I_{u}
\end{array}\right]=[Z]\left[\begin{array}{c}
I_{i} \\
I_{u}
\end{array}\right]
$$

For a power match at the output, $R_{u}$ has to be equal to the real input impedance $Z_{\text {in }}$ on the load side. We have

$$
\begin{equation*}
Z_{i n}=R_{u}=\frac{U_{u}}{I_{u}}=\frac{1}{[Z]_{22}^{-1}}=R_{b}+\frac{S_{1}^{2}}{\omega_{i} \omega_{u}\left(R_{b}+R_{g}\right)} . \tag{E.68}
\end{equation*}
$$

Inserting $R_{u}$ into Eq. (5.108) leads to the following expression for the available gain:

$$
\begin{equation*}
G_{a v}=\frac{1}{\frac{\omega_{i}}{\omega_{u}} \frac{R_{g}+R_{b}}{R_{g}}+\frac{R_{b} \omega_{i}^{2}}{S_{1}^{2}} \frac{\left(R_{g}+R_{b}\right)^{2}}{R_{g}}} . \tag{E.69}
\end{equation*}
$$

Assuming symmetry and a match at both ends,

$$
\begin{equation*}
R_{g}=R_{u}=R_{b}+\frac{S_{1}^{2}}{\omega_{i} \omega_{u}\left(R_{g}+R_{b}\right)} \tag{E.70}
\end{equation*}
$$

we get

$$
\begin{equation*}
R_{u}=R_{g}=\sqrt{R_{b}^{2}+\frac{S_{1}^{2}}{\omega_{i} \omega_{u}}} \tag{E.71}
\end{equation*}
$$

Inserting Eq. (E.70) into Eq. (E.69) leads to the maximum gain:

$$
\begin{equation*}
G_{m}=\frac{S_{1}^{2}}{\omega_{i}^{2} R_{b}^{2}} \cdot \frac{1}{\left[1+\sqrt{1+\frac{S_{1}^{2}}{\omega_{i} \omega_{u} R_{b}^{2}}}\right]^{2}} \tag{E.72}
\end{equation*}
$$

For the calculation of the noise figure, a power match at the output is assumed. The noise contribution of the series resistance is taken into account by two noise sources $\left|U_{b}\right|^{2}=4 k T R_{b} \Delta f$ connected in series. The sources are uncorrelated because they operate at different frequencies. The noise of the resistor at the signal side is transmitted to the load side according to the squared magnitude of the corresponding transfer function. For the available power at the load resistance caused by the noise of the series resistance we obtain

$$
\begin{equation*}
\Delta P_{2}=\frac{k T \Delta f \cdot R_{b}}{R_{u}}\left(\left|\frac{S_{1}}{\omega_{i}\left(R_{g}+R_{b}\right)}\right|^{2}+1\right) \tag{E.73}
\end{equation*}
$$

With $R_{u}$ from Eq. (E.68) and the available gain from Eq. (E.71) some calculations lead to the noise figure of the up-converter:

$$
\begin{align*}
F & =1+\frac{\Delta W_{2}}{W_{20}}=1+\frac{\Delta W_{2}}{G_{a v} k T_{0}} \\
& =1+\frac{T}{T_{0}} \frac{R_{b}}{R_{g}}\left(1+\frac{\omega_{i}^{2}}{S_{1}^{2}}\left(R_{g}+R_{b}\right)^{2}\right) \tag{E.74}
\end{align*}
$$

## Appendix F Solutions to the Problems of Chapter 6

## Chapter 6

## Problem 6.1

At the output of the sideband filter either the lower sideband $x_{l}(t)$ or the upper sideband $x_{u}(t)$ appears:

$$
\begin{align*}
x_{l}(t) & =\operatorname{Re}\left\{X_{l} \cdot \exp \left[j\left(\Omega_{0}-\omega\right) t\right]\right\} \\
& =\frac{1}{2}\left\{X_{l} \cdot \exp \left[j\left(\Omega_{0}-\omega\right) t\right]+X_{l}^{*} \cdot \exp \left[-j\left(\Omega_{0}-\omega\right) t\right]\right\}  \tag{F.1}\\
x_{u}(t) & =\operatorname{Re}\left\{X_{u} \cdot \exp \left[j\left(\Omega_{0}+\omega\right) t\right]\right\} \\
& =\frac{1}{2}\left\{X_{u} \cdot \exp \left[j\left(\Omega_{0}+\omega\right) t\right]+X_{u}^{*} \cdot \exp \left[-j\left(2 \Omega_{0}+\omega\right) t\right]\right\} \tag{F.2}
\end{align*}
$$

These signals are multiplied by $2 \cdot \cos \Omega_{0} t=\exp \left(j \Omega_{0} t\right)+\exp \left(-j \Omega_{0} t\right)$ in the mixer. The mixing product for the lower sideband results as

$$
x_{l}^{\prime}(t)=\frac{1}{2}\left\{X_{l} \cdot \exp \left[j\left(2 \Omega_{0}-\omega\right) t\right]+X_{l}^{*} \cdot \exp (j \omega t)\right.
$$

$$
\begin{equation*}
\left.+X_{l} \cdot \exp (-j \omega t)+X_{l}^{*} \cdot \exp \left[-j\left(\Omega_{0}-\omega\right) t\right]\right\} \tag{F.3}
\end{equation*}
$$

A similar expression follows for the upper sideband:

$$
\begin{align*}
x_{u}^{\prime}(t)= & \frac{1}{2}\left\{X_{u} \cdot \exp \left[j\left(2 \Omega_{0}+\omega\right) t\right]+X_{u}^{*} \cdot \exp (-j \omega t)\right. \\
& \left.+X_{u} \cdot \exp (j \omega t)+X_{u}^{*} \cdot \exp \left[-\left(2 \Omega_{0}+\omega\right) t\right]\right\} \tag{F.4}
\end{align*}
$$

The low-pass filter suppresses the frequency components at $2 \Omega_{0} \pm \omega$. Thus the output signal is either given by

$$
\begin{align*}
x_{l b}(t) & =\frac{1}{2}\left[X_{l}^{*} \exp (j \omega t)+X_{l} \exp (-j \omega) t\right] \\
& =\operatorname{Re}\left\{X_{l}^{*} \exp (j \omega t)\right\}=\operatorname{Re}\left\{X_{l b} \exp (j \omega t)\right\} \tag{F.5}
\end{align*}
$$

or

$$
\begin{align*}
x_{u b}(t) & =\frac{1}{2}\left[X_{u} \exp (j \omega t)+X_{u}^{*} \exp (-j \omega t)\right] \\
& =\operatorname{Re}\left\{X_{u} \exp (j \omega t)\right\}=\operatorname{Re}\left\{X_{u b} \exp (j \omega t)\right\} \tag{F.6}
\end{align*}
$$

The circuit can be calculated in a similar way, if used as a single sideband modulator.

## Problem 6.2

With Eq. (6.19) and Eq. (6.20), Eq. (6.14) yields

$$
\begin{align*}
{\left[\begin{array}{c}
X_{l b} \\
X_{u b}
\end{array}\right] } & =\frac{X_{0}}{2}\left[\begin{array}{cc}
\exp \left(-j \Phi_{0}\right) & -j \cdot \exp \left(-j \Phi_{0}\right) \\
\exp \left(j \Phi_{0}\right) & j \cdot \exp \left(j \Phi_{0}\right)
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta X}{X_{0}} \\
\Delta \Phi
\end{array}\right], \text { (F.7) }  \tag{F.7}\\
\left|X_{l b}\right|^{2} & =\frac{X_{0}^{2}}{4}\left[\left|\frac{\Delta X}{X_{0}}\right|^{2}+|\Delta \Phi|^{2}-j \cdot \frac{\Delta X^{*}}{X_{0}} \Delta \Phi+j \frac{\Delta X}{X_{0}} \Delta \Phi^{*}\right] \\
& =\frac{X_{0}^{2}}{4}\left[\left|\frac{\Delta X}{X_{0}}\right|^{2}+|\Delta \Phi|^{2}+2 \operatorname{Im}\left\{\frac{\Delta X^{*}}{X_{0}} \Delta \Phi\right\}\right],  \tag{F.8}\\
\left|X_{u b}\right|^{2} & =\frac{X_{0}^{2}}{4}\left[\left|\frac{\Delta X}{X_{0}}\right|^{2}+|\Delta \Phi|^{2}+j \cdot \frac{\Delta X^{*}}{X_{0}} \Delta \Phi-j \frac{\Delta X}{X_{0}} \Delta \Phi^{*}\right] \\
& =\frac{X_{0}^{2}}{4}\left[\left|\frac{\Delta X}{X_{0}}\right|^{2}+|\Delta \Phi|^{2}-2 \operatorname{Im}\left\{\frac{\Delta X^{*}}{X_{0}} \Delta \Phi\right\}\right] \tag{F.9}
\end{align*}
$$

Replacing the phasor products by the corresponding spectra leads to Eq. (6.21) and Eq. (6.22).

With Eq. (6.19), Eq. (6.20) and Eq. (6.15) we get

$$
\begin{align*}
{\left[\begin{array}{c}
\frac{\Delta X}{X_{0}} \\
\Delta \Phi
\end{array}\right] } & =\frac{1}{X_{0}}\left[\begin{array}{cc}
\exp \left(j \Phi_{0}\right) & \exp \left(-j \Phi_{0}\right) \\
j \cdot \exp \left(j \Phi_{0}\right) & -j \cdot \exp \left(-j \Phi_{0}\right)
\end{array}\right]\left[\begin{array}{c}
X_{l b} \\
X_{u b}
\end{array}\right],  \tag{F.10}\\
\left|\frac{\Delta X}{X_{0}}\right|^{2} & =\frac{1}{X_{0}^{2}}\left[\left|X_{l b}\right|^{2}+\left|X_{u b}\right|^{2}+X_{l b}^{*} X_{u b} \cdot \exp \left(-2 j \Phi_{0}\right)+X_{l b} X_{u b}^{*} \cdot \exp \left(2 j \Phi_{0}\right)\right] \\
& =\frac{1}{X_{0}^{2}}\left[\left|X_{l b}\right|^{2}+\left|X_{u b}\right|^{2}+2 \operatorname{Re}\left\{X_{l b}^{*} X_{u b} \cdot \exp \left(-2 j \Phi_{0}\right)\right\}\right],  \tag{F.11}\\
|\Delta \Phi|^{2} & =\frac{1}{X_{0}^{2}}\left[\left|X_{l b}\right|^{2}+\left|X_{u b}\right|^{2}-X_{l b}^{*} X_{u b} \cdot \exp \left(-2 j \Phi_{0}\right)-X_{l b} X_{u b}^{*} \cdot \exp \left(2 j \Phi_{0}\right)\right] \\
& =\frac{1}{X_{0}^{2}}\left[\left|X_{l b}\right|^{2}+\left|X_{u b}\right|^{2}-2 \operatorname{Re}\left\{X_{l b}^{*} X_{u b} \cdot \exp \left(-2 j \Phi_{0}\right)\right\}\right] . \tag{F.12}
\end{align*}
$$

We get Eq. (6.23) and Eq. (6.24) by using the corresponding spectra.

## Problem 6.3

For the squared magnitude of the normalized cross-spectrum we obtain:

$$
\begin{align*}
& \left|\frac{W_{l u b}(\omega)}{\sqrt{W_{n}\left(\Omega_{0}-\omega\right) \cdot W_{n}\left(\Omega_{0}+\omega\right)}}\right|^{2} \\
& \quad=\frac{\left(\left|m_{\alpha}\right|^{2}-\left|m_{\Phi}\right|^{2}\right)^{2}+4 \operatorname{Re}^{2}\left\{m_{\alpha}^{*} m_{\Phi}\right\}}{\left(\left|m_{\alpha}\right|^{2}+\left|m_{\Phi}\right|^{2}\right)^{2}-4 \operatorname{Im}^{2}\left\{m_{\alpha}^{*} m_{\Phi}\right\}} \\
& \quad=\frac{\left(\left|m_{\alpha}\right|^{2}+\left|m_{\Phi}\right|^{2}\right)^{2}-4\left|m_{\alpha}\right|^{2}\left|m_{\Phi}\right|^{2}+4 \operatorname{Re}^{2}\left\{m_{\alpha}^{*} m_{\Phi}\right\}}{\left(\left|m_{\alpha}\right|^{2}+\left|m_{\Phi}\right|^{2}\right)^{2}-4 \operatorname{Im}^{2}\left\{m_{\alpha}^{*} m_{\Phi}\right\}} . \tag{F.13}
\end{align*}
$$

With

$$
\begin{align*}
\left|m_{\alpha}\right|^{2}\left|m_{\Phi}\right|^{2} & =\left.\left|m_{\alpha}^{*}\right|\right|^{2}\left|m_{\Phi}\right|^{2} \\
& =\left|m_{\alpha}^{*} m_{\Phi}\right|^{2} \\
& =\operatorname{Re}^{2}\left\{m_{\alpha}^{*} m_{\Phi}\right\}+\operatorname{Im}^{2}\left\{m_{\alpha}^{*} m_{\Phi}\right\} \tag{F.14}
\end{align*}
$$

we conclude that the squared magnitude is equal to one.

## Problem 6.4

We have $u_{i n}(t)=\hat{u}_{i n} \cdot \cos \omega t$. Then the output voltage is given by

$$
u_{o u t}(t)=\left\{\begin{array}{cc}
V_{0} \hat{u}_{i n} \cos \omega t, & \left|u_{i n}\right| \leq u_{0}  \tag{F.15}\\
u_{m}, & u_{i n}>u_{0} \\
-u_{m}, & u_{i n}<-u_{0}
\end{array}\right.
$$

with the small-signal gain

$$
\begin{equation*}
V_{0}=\frac{u_{m}}{u_{0}} \tag{F.16}
\end{equation*}
$$

For $\hat{u}_{i n} \leq u_{0}$ the amplifier operates in a linear range and the describing function $D$ is equal to the small-signal gain $V_{0}$ :

$$
\begin{equation*}
D=V_{0} \quad \text { for } \quad \hat{u}_{i n} \leq u_{0} \tag{F.17}
\end{equation*}
$$

For $\hat{u}_{i n}>u_{0}$ the waveform of $u_{o u t}(t)$ is shown in the figure below.
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The boundary point $a$ between the linear range and the saturation range follows from

$$
\begin{equation*}
V_{0} \hat{u}_{i n} \cdot \cos a=u_{m} \tag{F.18}
\end{equation*}
$$

as

$$
\begin{equation*}
a=\arccos \frac{u_{m}}{V_{0} \hat{u}_{i n}}=\arccos \frac{u_{0}}{\hat{u}_{i n}} \tag{F.19}
\end{equation*}
$$

The output voltage can be written as a Fourier series:

$$
\begin{equation*}
u_{o u t}(t)=\sum_{n=1}^{\infty} u_{o u t} \cdot \cos n \omega t \tag{F.20}
\end{equation*}
$$

The amplitude of the fundamental wave is given by

$$
\begin{align*}
u_{\text {out } 1} & =\frac{1}{\pi} \int_{0}^{2 \pi} u_{\text {out }}(t) \cdot \cos \omega t d \omega t \\
& =\frac{4}{\pi} \int_{0}^{\pi / 2} u_{\text {out }}(t) \cdot \cos \omega t d \omega t \\
& =\frac{4}{\pi}\left[\int_{0}^{a} u_{m} \cos \omega t d \omega t+\int_{a}^{\pi / 2} V_{0} \hat{u}_{\text {in }} \cos ^{2} \omega t d \omega t\right] \\
& =\frac{4}{\pi}\left[u_{m} \cdot \sin a+V_{0} \hat{u}_{i n}\left(\frac{\pi}{4}-\frac{a}{2}\right)-\frac{1}{4} V_{0} \hat{u}_{i n} \cdot \sin 2 a\right] \\
& =\frac{4}{\pi} u_{m}\left[\left(1-\frac{1}{2} \frac{\hat{u}_{i n}}{u_{0}} \cdot \cos a\right) \cdot \sin a+\frac{1}{2} \frac{\hat{u}_{i n}}{u_{0}}\left(\frac{\pi}{2}-a\right)\right] \tag{F.21}
\end{align*}
$$

With

$$
\begin{equation*}
\cos a=\frac{u_{0}}{\hat{u}_{i n}} \tag{F.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\sin a=\sin \left[\arcsin \sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}\right]=\sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}} \tag{F.23}
\end{equation*}
$$

we obtain

$$
\begin{align*}
u_{\text {out } 1} & =\frac{4}{\pi} u_{m}\left[\frac{1}{2} \sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}+\frac{1}{2} \frac{\hat{u}_{i n}}{u_{0}}\left(\frac{\pi}{2}-\arccos \frac{u_{0}}{\hat{u}_{i n}}\right)\right] \\
& =\frac{2}{\pi} u_{m}\left[\sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}+\frac{\hat{u}_{i n}}{u_{0}} \arcsin \frac{u_{0}}{\hat{u}_{i n}}\right] \tag{F.24}
\end{align*}
$$

The describing function finally is given by

$$
\begin{equation*}
D=V_{0} \frac{2}{\pi}\left[\frac{u_{0}}{\hat{u}_{i n}} \sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}+\arcsin \frac{u_{0}}{\hat{u}_{i n}}\right] . \tag{F.25}
\end{equation*}
$$

At the transition to the linear range, i.e. if $\hat{u}_{i n}=u_{0}$, we get $D=V_{0}$, as expected. For $\hat{u}_{i n} \rightarrow \infty, D$ approaches zero and $u_{\text {out } 1}$ approaches $4 / \pi \cdot u_{m}$. In summary, the describing function depends on the input drive level as shown in Fig. F.2. $D$ is continuously differentiable, even at the transition to the
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saturation range.

## Problem 6.5

Using the notation of problem 6.4 we obtain

$$
\begin{equation*}
k_{\alpha}=-\frac{\hat{u}_{i n}}{D\left(\hat{u}_{i n}\right)} \cdot \frac{d D\left(\hat{u}_{i n}\right)}{d \hat{u}_{i n}} . \tag{F.26}
\end{equation*}
$$

The derivative of the describing function is given by

$$
\begin{align*}
\frac{d D}{d \hat{u}_{i n}} & =V_{0} \frac{2}{\pi}\left[-\frac{u_{0}}{\hat{u}_{i n}^{2}} \sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}+\frac{u_{0}}{\hat{u}_{i n}} \frac{-2 \frac{u_{0}}{\hat{u}_{i n}} \cdot\left(-\frac{u_{0}}{\hat{u}_{i n}^{2}}\right)}{2 \cdot \sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}}+\frac{-\frac{u_{0}}{\hat{u}_{i n}^{2}}}{\sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}}\right] \\
& =-V_{0} \frac{2}{\pi} \frac{u_{0}}{\hat{u}_{i n}^{2}}\left[\sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}+\frac{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}{\sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}}\right] \\
& =-V_{0} \frac{4}{\pi} \frac{u_{0}}{\hat{u}_{i n}^{2}} \sqrt{1-\left(\frac{u_{0}}{\left.\hat{u}_{i n}\right)^{2}}\right.} . \tag{F.27}
\end{align*}
$$

Thus we get

$$
\begin{align*}
k_{\alpha} & =\frac{V_{0} \frac{4}{\pi} \frac{u_{0}}{\hat{u}_{i n}} \cdot \sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}}{V_{0} \frac{2}{\pi}\left[\frac{u_{0}}{\hat{u}_{i n}} \sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}+\arcsin \frac{u_{0}}{\hat{u}_{i n}}\right]} \\
& =\frac{2 \frac{u_{0}}{\hat{u}_{i n}} \cdot \sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}}{\frac{u_{0}}{\hat{u}_{i n}} \sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}}+\arcsin \frac{u_{0}}{\hat{u}_{i n}}} . \tag{F.28}
\end{align*}
$$

At the boundary to the linear range, that means $\hat{u}_{i n}=u_{0}$, we have $k_{\alpha}=0$. For $\hat{u}_{i n} \gg u_{0}$ and thus $\arcsin u_{0} / \hat{u}_{i n} \approx u_{0} / \hat{u}_{i n}$ and with

$$
\begin{equation*}
\sqrt{1-\left(\frac{u_{0}}{\hat{u}_{i n}}\right)^{2}} \approx 1 \tag{F.29}
\end{equation*}
$$

we obtain $k_{\alpha} \approx 1$. In the linear range we have $D=V_{0}=$ const and accordingly $k_{\alpha}=0$. In summary, the curve of the amplitude compression coefficient is shown in Fig. F.3. If the linear range is exceeded, $k_{\alpha}$ rapidly rises to values close to one.


Fig. F. 3

In this example, there is no phase shift between the input signal and the output signal, independent of the amplitude. Thus the phase $\varrho$ of the describing function is $\varrho=$ const $=0$ and consequently $k_{\varphi}=0$.

## Problem 6.6

The input signal can be considered as a combination of a carrier signal at $f_{1}$ and an upper sideband at $f_{1}+\Delta f$. The sideband causes both an amplitude modulation and a phase modulation of the carrier with the modulation frequency $\Delta f=f_{2}-f_{1}$. Both types of modulation can be treated separately, if the upper sideband is split into two in-phase components with the amplitude $A / 2$ and if two antiphase signals with the same amplitudes are added at the lower sideband frequency $f_{1}-\Delta f$ (Fig. F.5).


Fig. F. 4

Since $A_{2} / A_{1} \gg 1$, the in-phase pair of sideband signals causes a pure amplitude modulation, the other pair a pure phase modulation. In a non-linear system with hard amplitude clipping the amplitude modulation is almost completely suppressed so that at the output only the carrier and the sideband signals of the phase modulation will appear. If the peak phase deviation of the modulation remains constant, the relation of the sideband to the carrier amplitudes does not change and with an amplification factor $V$ the following spectrum is observed at the output:


Fig. F. 5

If for a frequency multiplier or frequency divider the phase deviations are multiplied or divided by the factor $N$, the sidebands amplitudes are changed by the same factor relative to the carrier. The resulting spectra are shown in Fig. F.6.


Fig. F. 6

Note that by a multiplication or division the phase or frequency deviations change but not the modulation frequency. Thus the sidebands of the output signals have the same offset $\Delta f$ to the carrier as the component $A_{2}$ of the input signal.

## Problem 6.7

We will assume that the signal $x(t)$ is not directly fed into the mixer but via a phase shifter with the phase shift $\Phi_{0}$. Then we have

$$
\begin{align*}
x(t) & =X_{0} \cdot \cos \left[\Omega_{0} t+\Phi_{0}+\Delta \Phi(t)\right]  \tag{F.30}\\
y(t) & =Y_{0} \cdot \cos \left[\Omega_{0} t+\Delta \Psi(t)\right] \tag{F.31}
\end{align*}
$$

If the mixer is treated as a multiplier with the multiplier constant $K_{M}$, the output signal is given by

$$
\begin{align*}
u(t)= & K_{M} \cdot x(t) \cdot y(t) \\
= & K_{M} \cdot X_{0} Y_{0} \cos \left[\Omega_{0} t+\Phi_{0}+\Delta \Phi(t)\right] \cdot \cos \left[\Omega_{0} t+\Delta \Psi(t)\right] \\
= & \frac{1}{2} K_{M} X_{0} Y_{0}\left\{\cos \left[\Delta \Psi(t)-\Delta \Phi(t)-\Phi_{0}\right]\right. \\
& \left.+\cos \left[2 \Omega_{0} t+\Phi_{0}+\Delta \Phi(t)+\Delta \Psi(t)\right]\right\} \tag{F.32}
\end{align*}
$$

The second term, which is a high-frequency component, is suppressed by a low-pass filter. With $|\Delta \Psi(t)-\Delta \Phi(t)| \ll 1$ we obtain

$$
u(t)=\frac{1}{2} K_{M} X_{0} Y_{0}\left\{\cos \Phi_{0} \cos [\Delta \Psi(t)-\Delta \Phi(t)]\right.
$$

$$
\begin{align*}
& \left.+\sin \Phi_{0} \sin [\Delta \Psi(t)-\Delta \Phi(t)]\right\} \\
\approx & \frac{1}{2} K_{M} X_{0} Y_{0}\left\{\cos \Phi_{0}+\sin \Phi_{0} \cdot[\Delta \Psi(t)-\Delta \Phi(t)]\right\} . \tag{F.33}
\end{align*}
$$

The output signal consists of a dc and an alternating voltage which is proportional to the difference of the phase fluctuations of both input signals. The phase detector constant $K_{P D}$ thus follows as

$$
\begin{equation*}
K_{P D}=\frac{1}{2} K_{M} X_{0} Y_{0} \cdot \sin \Phi_{0} \tag{F.34}
\end{equation*}
$$

For $\Phi_{0}=0$ we get $K_{P D}=0$. The highest sensitivity is obtained if both input signals have a phase difference of $90^{\circ}$. In this case, the d.c. voltage of the output signal is zero. By monitoring the d.c. voltage while tuning a variable phase shifter, a balanced mixer can be adjusted for maximum phase detector sensitivity.

## Problem 6.8

The three measurement objects shall have the noise spectra $W_{\psi n 1}, W_{\psi n 2}$ and $W_{\psi n 3}$. If for all pairs of objects the phase jitter is measured with the circuit shown in Fig. 6.10, the following noise spectra of the output voltage $u(t)$ are obtained:

$$
\begin{align*}
& W_{u 1}=K_{P D}^{2}\left(W_{\psi n 1}+W_{\psi n 2}\right)  \tag{F.35}\\
& W_{u 2}=K_{P D}^{2}\left(W_{\psi n 1}+W_{\psi n 3}\right)  \tag{F.36}\\
& W_{u 3}=K_{P D}^{2}\left(W_{\psi n 2}+W_{\psi n 3}\right) . \tag{F.37}
\end{align*}
$$

This linear system of equations can be solved for the unknown spectra $W_{\psi n i}$, $i=1,2,3$ :

$$
\begin{align*}
W_{\Psi n 1} & =\frac{1}{2 K_{P D}^{2}}\left(W_{u 1}+W_{u 2}-W_{u 3}\right)  \tag{F.38}\\
W_{\Psi n 2} & =\frac{1}{2 K_{P D}^{2}}\left(W_{u 1}-W_{u 2}+W_{u 3}\right)  \tag{F.39}\\
W_{\Psi n 3} & =\frac{1}{2 K_{P D}^{2}}\left(-W_{u 1}+W_{u 2}+W_{u 3}\right) . \tag{F.40}
\end{align*}
$$

## Appendix $G$ Solutions to the Problems of Chapter 7

## Chapter 7

## Problem 7.1

The optimum signal power can be determined with Eq. (6.88).

$$
\begin{equation*}
P_{\text {sopt }}=\frac{P_{\text {sat }}}{G_{0}} \cdot \ln G_{0}=(5 \mathrm{dBm}) \ln (15 \mathrm{~dB})=10.4 \mathrm{dBm} \tag{G.I}
\end{equation*}
$$

The gain for this signal power is

$$
\begin{equation*}
G\left(P_{\text {sopt }}\right)=\frac{G_{0}-1}{\ln G_{0}}=9.5 \mathrm{~dB} \tag{G.2}
\end{equation*}
$$

Therefore, the power at the output is 19.9 dBm . Due to the signal divider the output power of the oscillator is reduced to $16.9 \mathrm{dBm} \approx 50 \mathrm{~mW}$.

Equation (5.91) leads to

$$
\begin{equation*}
G\left(P_{\text {sopt }}\right) \cdot 2 \beta^{2}=(1+2 \beta)^{2}=4 \beta^{2}+4 \beta+1 \tag{G.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\beta^{2}-\frac{2 \beta}{G\left(P_{\text {sopt }}\right)-2}-\frac{1}{2 G\left(P_{\text {sopt }}\right)-4}=0 \tag{G.4}
\end{equation*}
$$

This quadratic equation has the solution

$$
\begin{equation*}
\beta=\frac{1+\sqrt{G\left(\frac{\left.P_{\text {sopt }}\right)}{2}\right.}}{G\left(P_{\text {sopt }}\right)-2}=0.45 . \tag{G.5}
\end{equation*}
$$

## Problem 7.2

According to Eq. (6.90) the amplitude compression factor is

$$
\begin{equation*}
k_{\alpha}=1-\frac{\ln G_{0}}{G_{0}-1}=0.887 \tag{G.6}
\end{equation*}
$$

With $F_{r}=\Omega_{r} /(2 \pi)$, the corner frequencies $f_{t 1}=\omega_{t 1} / 2 \pi$ and $f_{t 2}=\omega_{t 2} / 2 \pi$ are given by

$$
\begin{align*}
f_{t 1} & =k_{\alpha}(1+2 \beta) \frac{F_{r}}{2 Q_{0}}=8.43 \mathrm{MHz} \\
f_{t 2} & =\frac{1}{k_{\alpha}} f_{t 1}=9.50 \mathrm{MHz} \tag{G.7}
\end{align*}
$$

The spectral power density $W_{0}$ is calculated as

$$
\begin{equation*}
W_{0}=\frac{F_{e f} k T_{0}}{2 P_{i n}}=(-174+20-3-10.4) \mathrm{dB} / \mathrm{Hz}=-167.4 \mathrm{~dB} / \mathrm{Hz} \tag{G.8}
\end{equation*}
$$

Without consideration of the $1 / f$-noise, the amplitude noise at frequencies below $f_{t 1}$ is

$$
\begin{equation*}
W_{\alpha}=\left(\frac{1}{k_{\alpha}}-1\right)^{2} W_{0}=-185.3 \mathrm{~dB} / \mathrm{Hz} \tag{G.9}
\end{equation*}
$$

and above $f_{t 2}$ it is

$$
\begin{equation*}
W_{\alpha}=\left(1-k_{\alpha}\right)^{2} W_{0}=-186.3 \mathrm{~dB} / \mathrm{Hz} \tag{G.10}
\end{equation*}
$$

For strong amplitude compression both corner frequencies are close to each other. Then, the drop in amplitude noise is not very pronounced.

Without $1 / f$-noise the phase noise is given by

$$
\begin{equation*}
W_{\phi}(f)\left[1+\left(\frac{1+2 \beta}{2 Q_{0} f / F_{0}}\right)^{2}\right] W_{0} \tag{G.11}
\end{equation*}
$$

At $f=1 \mathrm{kHz}$ and in 1 Hz bandwidth we obtain the numerical value $W=-87.8$ $\mathrm{dB} / \mathrm{Hz}$. With the $1 / f$-noise included all numerical values for the spectra are


Fig. G. 1 Quantitative spectra of the amplitude and phase noise of a twoport oscillator with $1 / f$-noise included.
multiplied by $\left(1+f_{b} / f\right)$. The result is shown in Fig. G.1.

## Problem 7.3

Interchanging the positions of the resonator and the signal divider does not change the function $H(\Omega)$. Thus, also the oscillation condition remains unchanged and therefore the values for the oscillation amplitude, the coupling factor $\beta$ and the amplitude compression factor $k_{\alpha}$ are the same as those of the problems 7.1 and 7.2. However, by modifying the output coupling network, the function $A(\Omega)$ is no longer frequency independent but is given by

$$
\begin{equation*}
A(\Omega)=H(\Omega) \tag{G.12}
\end{equation*}
$$

With the Eq. (7.14) we obtain for the amplitude and phase fluctuations of the output signal:

$$
\left[\begin{array}{c}
\frac{\Delta Z}{Z_{0}}  \tag{G.13}\\
\Delta \theta
\end{array}\right]=\left[\begin{array}{cc}
H_{\Sigma} & j H_{\Delta} \\
-j H_{\Delta} & H_{\Sigma}
\end{array}\right]\left[\begin{array}{c}
\frac{\Delta Y}{Y_{0}} \\
\Delta \Psi
\end{array}\right]
$$

with

$$
\begin{equation*}
H_{\Sigma}=\frac{1+2 \beta}{1+2 \beta+j 2 Q_{0} \omega / \Omega_{r}} \tag{G.14}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{\Delta}=0 . \tag{G.15}
\end{equation*}
$$

Hence we get

$$
\begin{align*}
\frac{\Delta Z}{Z_{0}} & =\frac{1+2 \beta}{k_{\alpha}(1+2 \beta)+j 2 Q_{0} \omega / \Omega_{r}} \cdot \frac{\Delta Y_{n}}{Y_{0}}  \tag{G.16}\\
\Delta \theta & =\frac{1+2 \beta}{j 2 Q_{0} \omega / \Omega_{0}} \cdot \Delta Y_{n} \tag{G.17}
\end{align*}
$$

with the spectra

$$
\begin{align*}
& W_{\alpha}(\omega)=\left(1-k_{\alpha}\right)^{2} \frac{(1+2 \beta)^{2}}{k_{\alpha}^{2}(1+2 \beta)^{2}+\left(2 Q_{0} \omega / \Omega_{0}\right)^{2}} W_{0}  \tag{G.18}\\
& W_{\Phi}(\omega)=\frac{(1+2 \beta)^{2}}{\left(2 Q_{0} \omega / \Omega_{r}\right)^{2}} W_{0} . \tag{G.19}
\end{align*}
$$

A comparison with the Eqs. (7.41) and (7.42) shows that there is no corner frequency $\omega_{t 2}$ any more. The phase noise decreases steadily by $20 \mathrm{~dB} /$ decade. The same holds for the amplitude noise at offset frequencies above $\omega_{t 1}$. Below the corner frequency $\omega_{t 1}=8.43 \mathrm{MHz}$ we obtain the same quantitative values for the spectra $W_{\alpha}$ and $W_{\Phi}$ as in 7.2 . The constant decrease by $20 \mathrm{~dB} /$ decade for $f \gg f_{t 1}$ leads to the dotted curves in Fig. G.1.

## Problem 7.4

With $U$ and $I$ real, we have $R=-U / I$ and

$$
\begin{align*}
k_{\alpha} & =-\frac{I}{R(I)} \cdot \frac{d R}{d I}=-\frac{I^{2}}{U} \frac{d}{d I}\left(\frac{U}{I}\right) \\
& =-\frac{I^{2}}{U} \cdot \frac{I \frac{d U}{d I}-U}{I^{2}}=-\frac{I}{U} \cdot \frac{d U}{d I}+1 \tag{G.20}
\end{align*}
$$

The output power is given by

$$
\begin{equation*}
P=\frac{1}{2} U I \tag{G.21}
\end{equation*}
$$

For the maximum power the derivative of the power with respect to the current amplitude $I$ equals zero:

$$
\begin{equation*}
\frac{d P}{d I}=\frac{1}{2}\left(I \frac{d U}{d I}+U\right)=0 \tag{G.22}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\frac{d U}{d I}=-\frac{U}{I}<0 . \tag{G.23}
\end{equation*}
$$

This means that the maximum of the output power occurs in the descending part of the $U / I$ characteristic of Fig. 7.7a. We obtain for the compression factor at this operating point

$$
\begin{equation*}
k_{\alpha}=2 \tag{G.24}
\end{equation*}
$$

## Problem 7.5

The oscillation condition follows from Eq. (7.54):

$$
\begin{equation*}
\Omega_{r} / 2 \pi=\frac{1}{2} \pi \sqrt{L C}=503.3 \mathrm{MHz} \tag{G.25}
\end{equation*}
$$

With $k T_{0}=-174 \mathrm{dBm} / \mathrm{Hz}$ and Eq. (7.12) we obtain for $W_{0}$ :

$$
\begin{equation*}
W_{0}=\frac{F_{e f} \cdot k T_{0}}{2 P_{i n}}=\frac{(-174+20) \mathrm{dBm} / \mathrm{Hz}}{3 \mathrm{dBm}}=-157 \mathrm{~dB} / \mathrm{Hz} \tag{G.26}
\end{equation*}
$$

The corner frequency $f_{t}=\omega_{t} / 2 \pi$ is given by

$$
\begin{equation*}
f_{t}=\frac{k_{\alpha} R_{0}}{4 \pi L}=\frac{2 \cdot 50}{4 \pi \cdot 10^{-6}} \mathrm{~Hz}=7.96 \mathrm{MHz} \tag{G.27}
\end{equation*}
$$

For $f \ll f_{t}$ the amplitude noise has the constant value

$$
\begin{equation*}
W_{\alpha}=\frac{1}{k_{\alpha}^{2}} W_{0}=(-157-6) \mathrm{dB} / \mathrm{Hz}=-163 \mathrm{~dB} / \mathrm{Hz} \tag{G.28}
\end{equation*}
$$

The phase noise at an offset frequency of 1 kHz is calculated as

$$
\begin{equation*}
W_{\phi}=\frac{R_{0}^{2}}{(2 \omega L)^{2}} W_{0}=\frac{2500}{\left(4 \pi \cdot 10^{3} \cdot 10^{-6}\right)^{2}}(-157 \mathrm{~dB} / \mathrm{Hz})=-85 \mathrm{~dB} / \mathrm{Hz} \tag{G.29}
\end{equation*}
$$

The corresponding spectra $W_{\alpha}$ and $W_{\phi}$ are shown in Fig. G.2 .


Fig. G. 2

## Problem 7.6

The function $H(\Omega)$ of Eq. (7.50) is given by

$$
\begin{equation*}
H(\Omega)=\frac{1}{R_{0}}+j \Omega C+\frac{1}{j \Omega L} \tag{G.30}
\end{equation*}
$$

By inserting this relation into the oscillation condition we obtain the same expressions as for the series resonance circuit given by the Eqs. (7.53) and (7.54). The oscillation frequency and amplitude are equal for both circuits. The voltage $U$ is identical to the voltage at the load resistance, hence $A(\Omega) \equiv$ 1. With $\Omega=\Omega_{0}+\omega$ and $\omega \ll \Omega_{0}$ we obtain

$$
\begin{equation*}
H(\Omega)=\frac{1}{R_{0}}+j 2 \omega C, \tag{G.31}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{\Sigma}=1+j 2 \omega R_{0} C, \quad H_{\Delta}=0 \tag{G.32}
\end{equation*}
$$

The results for the amplitude and phase fluctuations are

$$
\begin{align*}
\frac{\Delta U_{R}}{U_{R 0}} & =\frac{\Delta U}{U_{0}}=\frac{1}{k_{\alpha}-j 2 \omega R_{0} C\left(I-k_{\alpha}\right)} \frac{\Delta U_{n}}{U_{0}} \\
\Delta \theta & =\Delta \Psi=-\frac{1}{j 2 \omega R_{0} C} \Delta \Psi_{n} \tag{G.33}
\end{align*}
$$

The stability can be checked with the function

$$
\begin{equation*}
D e(p)=k_{\alpha}-2 R_{0} C\left(1-k_{\alpha}\right) p . \tag{G.34}
\end{equation*}
$$

From $D e\left(p_{1}\right)=0$ we get

$$
\begin{equation*}
p_{1}=\frac{k_{\alpha}}{2 R_{0} C\left(1-k_{\alpha}\right)} . \tag{G.35}
\end{equation*}
$$

For $0<k_{\alpha}<1$ we have $p_{1}>0$. Thus, in general, the circuit is not stable. However, one-port oscillators are stable if the active one-port has a characteristic of the form shown in Fig. G. 3


Fig. G. 3

Compared to Fig. 7.7 current and voltage have been exchanged. Then, the circuit with the parallel resonance circuit can be calculated in exactly the same way as the circuit with the series resonance circuit by exchanging the quantities current and voltage.

## Problem 7.7

The calculation of the input admittance of the circuit in Fig. 7.11 can be performed as follows. The input admittance at the emitter is given by:

$$
\begin{equation*}
Y_{e i}=\frac{i_{e}}{u_{e}} \tag{G.36}
\end{equation*}
$$

For the currents $i_{b}$ and $i_{c}$ we have

$$
\begin{align*}
& i_{b}=\left(g_{b e}+j \omega C_{b e}\right) u_{b e},  \tag{G.37}\\
& i_{c}=g_{m} u_{b e} . \tag{G.38}
\end{align*}
$$

The voltage $u_{e}$ and the current $i_{e}$ at the emitter port are given by

$$
\begin{align*}
u_{e} & =-\left(u_{b e}+i_{b} Z_{B}\right)  \tag{G.39}\\
i_{e} & =-\left(i_{b}+i_{c}\right) \tag{G.40}
\end{align*}
$$

with $Z_{B}=1 / Y_{B}$. Inserting Eq. (G.37) and Eq. (G.38) leads to

$$
\begin{align*}
u_{e} & =-\left(1+Z_{B}\left(g_{b e}+j \omega C_{b e}\right)\right) u_{b e},  \tag{G.41}\\
i_{e} & =-\left(g_{b e}+j \omega C_{b e}+g_{m}\right) u_{b e} . \tag{G.42}
\end{align*}
$$

Thus the input admittance at the emitter can be calculated as

$$
\begin{equation*}
Y_{e i}=\frac{i_{e}}{u_{e}}=\frac{g_{b e}+j \omega C_{b e}+g_{m}}{1+Z_{B}\left(g_{b e}+j \omega C_{b e}\right)} . \tag{G.43}
\end{equation*}
$$

Considering $Z_{B}$ as a pure reactance with $Z_{B}(j \omega)=j X_{B}(\omega)$ and separating $Y_{e i}$ into its real and imaginary parts leads to

$$
\begin{align*}
Y_{e i}= & \frac{g_{b e}+g_{m}\left(1-\omega C_{b e} X_{B}\right)}{\left(1-\omega C_{b e} X_{B}\right)^{2}+\left(g_{b e} X_{B}\right)^{2}} \\
& +j \frac{\omega C_{b e}-\omega^{2} C_{b e}^{2} X_{B}-g_{b e} X_{B}\left(g_{b e}+g_{m}\right)}{\left(1-\omega C_{b e} X_{B}\right)^{2}+\left(g_{b e} X_{B}\right)^{2}} \tag{G.44}
\end{align*}
$$

The requirement of a negative real part of the input admittance can be met if $X_{B}(\omega)>0$. The base of the transistor should be connected to an inductive circuit with $Z_{B}(j \omega)=j X_{B}(\omega)$.

## Problem 7.8

The transfer function of the symmetrical transmission resonator was already given by Eq. (7.28). With $\beta_{1}=\beta_{2}=\beta$ as the coupling factor, $\Omega_{r}$ as the angular resonance frequency, $\Omega_{1}$ as the angular input carrier frequency and $Q_{0}$ as the unloaded Q-factor we get for the transmission coefficient $S_{21}$ or transfer function $H$ :

$$
\begin{equation*}
S_{12}=S_{21}=H\left(\Omega_{1}\right)=\frac{2 \beta}{1+2 \beta+j Q_{0}\left(\frac{\Omega_{1}}{\Omega_{r}}-\frac{\Omega_{r}}{\Omega_{1}}\right)} \tag{G.45}
\end{equation*}
$$

The input angular carrier frequency $\Omega_{1}$ differs from the angular resonance frequency $\Omega_{r}$ by the angular displacement frequency $\Delta \Omega_{r}$, i.e. $\Omega_{1}=\Omega_{r}+\Delta \Omega_{r}$. With $\omega$ as the angular offset frequency of the noise sidebands and with the assumption that $Q_{0} \omega / \Omega_{r} \ll 1$ and $\Delta \Omega_{r} / \Omega_{r} \ll 1$ we can write for Eq. (7.16):

$$
\begin{align*}
H_{\Delta}= & \frac{1}{2}\left(\frac{H_{u}}{H_{c}}-\frac{H_{l}^{*}}{H_{c}^{*}}\right) \\
= & \frac{1}{2}\left(\frac{H\left(\Omega_{1}+\omega\right)}{H\left(\Omega_{1}\right)}-\frac{H^{*}\left(\Omega_{1}-\omega\right)}{H^{*}\left(\Omega_{1}\right)}\right) \\
= & \frac{1}{2}\left[\frac{1+2 \beta+j 2 Q_{0} \cdot \frac{\Delta \Omega_{r}}{\Omega_{r}}}{1+2 \beta+j 2 Q_{0} \frac{\Delta \Omega_{r}}{\Omega_{r}}+j 2 Q_{0} \frac{\omega}{\Omega_{r}}}\right. \\
& \left.-\frac{1+2 \beta-j 2 Q_{0} \cdot \frac{\Delta \Omega_{r}}{\Omega_{r}}}{1+2 \beta-j 2 Q_{0} \cdot \frac{\Delta \Omega_{r}}{\Omega_{r}}+j 2 Q_{0} \frac{\omega}{\Omega_{r}}}\right] \tag{G.46}
\end{align*}
$$

$$
\begin{equation*}
\approx \frac{-2 Q_{0} \frac{\Delta \Omega_{r}}{\Omega_{r}} \cdot 2 Q_{0} \frac{\omega}{\Omega_{r}}}{(1+2 \beta)^{2}+\left(2 Q_{0} \frac{\Delta \Omega_{r}}{\Omega_{r}}\right)^{2}} \tag{G.47}
\end{equation*}
$$

There is no useful optimum choice for the coupling factor $\beta$. Although the magnitude of $H_{\Delta}$ has a maximum at $\beta=0$, this choice for $\beta$ is not practical. However, $2 Q_{0} \Delta \Omega_{r} / \Omega_{r}=1+2 \beta$ leads to an optimum value with respect to the angular displacement frequency $\Delta \Omega_{r}$. Then, we get for the spectrum the expression:

$$
\begin{equation*}
W_{u}(\omega)=\left(K_{a d} Y_{0} \frac{Q_{0}}{1+2 \beta} \frac{\omega}{\Omega_{r}}\right)^{2} W_{\phi}(\omega) \tag{G.48}
\end{equation*}
$$

For a practical choice of the coupling factor of $\beta=0.5$ leading to a transmission loss of the transmission resonator of 6 dB , we get for the spectra:

$$
\begin{equation*}
W_{u}(\omega)=\left(K_{a d} Y_{0} \frac{Q_{0}}{2} \frac{\omega}{\Omega_{r}}\right)^{2} W_{\phi}(\omega) \tag{G.49}
\end{equation*}
$$

Comparing this result with the circuit of Fig. 7.27, i.e. Eq. (7.102), one may argue that the transmission resonator type discriminator shows a degradation of the discrimination efficiency by 6 dB as compared to the circuit with the reflection type resonator and the by-pass phase shifter.

## Problem 7.9

The delay line has the transfer function

$$
\begin{equation*}
H(\Omega)=\exp \left[-\left(\alpha^{\prime}+j \frac{\Omega}{v}\right) l\right]=\exp \left[-\left(\alpha^{\prime}+j \frac{\Omega_{0}+\omega}{v}\right) l\right] \tag{G.50}
\end{equation*}
$$

where $v$ is the phase velocity of the line. Because $l$ is assumed to be an integer multiple $n$ of the wavelength at the oscillation frequency $\Omega_{0}$, we have $\Omega l / v=n 2 \pi$ and thus

$$
\begin{equation*}
H\left(\Omega_{0}+\omega\right)=\exp \left[-\left(\alpha^{\prime}+j \frac{\omega}{v}\right) l\right] \tag{G.51}
\end{equation*}
$$

In conjunction with $G(\Omega)=j$ we obtain from Eq. (7.95):

$$
\begin{aligned}
W_{u}(\omega)= & \left(\frac{K_{a d} Y_{0}}{2}\right)^{2} \left\lvert\, \frac{\exp \left[-\left(\alpha^{\prime}+j \frac{\omega}{v}\right) l\right]+j}{\exp \left(-\alpha^{\prime} l\right)+j}\right. \\
& -\left.\frac{\exp \left[-\left(\alpha^{\prime}+j \frac{\omega}{v}\right) l\right]-j}{\exp \left(-\alpha^{\prime} l\right)-j}\right|^{2} W_{\Phi}(\omega)
\end{aligned}
$$

$$
\begin{align*}
& =\left(\frac{K_{a d} Y_{0}}{2}\right)^{2}\left|\frac{j 2 \exp \left(-\alpha^{\prime} l\right)\left[1-\exp \left(-\frac{j \omega}{v} l\right)\right]}{1+\exp \left(-2 \alpha^{\prime} l\right)}\right|^{2} W_{\Phi}(\omega) \\
& =\left(K_{a d} Y_{0} \frac{\exp \left(-\alpha^{\prime} l\right)}{1+\exp \left(-2 \alpha^{\prime} l\right)}\right)^{2}\left[\left(1-\cos \frac{\omega l}{v}\right)^{2}+\sin ^{2} \frac{\omega l}{v}\right] W_{\Phi}(\omega) . \tag{G.52}
\end{align*}
$$

After some further manipulations we finally obtain

$$
\begin{equation*}
W_{u}(\omega)=\left(K_{a d} Y_{0}\right)^{2}\left[\frac{\sin \frac{\omega l}{2 v}}{\cosh \alpha^{\prime} l}\right]^{2} W_{\Phi}(\omega) \tag{G.53}
\end{equation*}
$$

The optimum length $l_{o p t}$ can be determined by means of a differentiation of the expression within the brackets with respect to the length $l$. With the approximation $\sin \omega l / 2 v \approx \omega l / 2 v$ for low offset frequencies the optimum length $l_{\text {opt }}$ follows from the condition

$$
\begin{equation*}
\alpha^{\prime} l_{o p t} \tanh \left(\alpha^{\prime} l_{o p t}\right)=1 \tag{G.54}
\end{equation*}
$$

This transcendental equation has the approximate solution

$$
\begin{equation*}
\alpha^{\prime} l_{o p t} \approx 1.2 \quad \text { or } \quad l_{o p t} \approx 1.2 / \alpha_{o p t}^{\prime} \tag{G.55}
\end{equation*}
$$

## Problem 7.10

The resonator is assumed to be critically coupled so that the frequency discriminator has its maximum sensitivity. With $\beta=1$ Eq. (7.97) yields

$$
\begin{equation*}
H\left(\Omega_{0}\right)=0, \quad H\left(\Omega_{0}+\omega\right)=H^{*}\left(\Omega_{0}-\omega\right) \tag{G.56}
\end{equation*}
$$

If a $3 \mathrm{~dB}-180^{\circ}$ coupler is employed, then at one output the sum and at the other output the difference of the input signals is obtained. The amplitude fluctuations of both output signals are calculated with Eq. (7.14):

$$
\begin{align*}
\frac{\Delta Y_{1}}{Y_{0}}= & \frac{1}{2}\left[\frac{H\left(\Omega_{0}+\omega\right)+\exp (j \gamma)}{\exp (j \gamma)}+\frac{H\left(\Omega_{0}+\omega\right)+\exp (-j \gamma)}{\exp (-j \gamma)}\right] \frac{\Delta X}{X_{0}} \\
& +\frac{j}{2}\left[\frac{H\left(\Omega_{0}+\omega\right)+\exp (j \gamma)}{\exp (j \gamma)}-\frac{H\left(\Omega_{0}+\omega\right)+\exp (-j \gamma)}{\exp (-j \gamma)}\right] \Delta \Phi \\
= & {\left[1+H\left(\Omega_{0}+\omega\right) \cdot \cos \gamma\right] \frac{\Delta X}{X_{0}}+H\left(\Omega_{0}+\omega\right) \cdot \sin \gamma \cdot \Delta \Phi } \tag{G.57}
\end{align*}
$$

$$
\begin{align*}
\frac{\Delta Y_{2}}{Y_{0}}= & \frac{1}{2}\left[\frac{H\left(\Omega_{0}+\omega\right)-\exp (j \gamma)}{-\exp (j \gamma)}+\frac{H\left(\Omega_{0}+\omega\right)-\exp (-j \gamma)}{-\exp (-j \gamma)}\right] \frac{\Delta X}{X_{0}} \\
& +\frac{j}{2}\left[\frac{H\left(\Omega_{0}+\omega\right)-\exp (j \gamma)}{-\exp (j \gamma)}-\frac{H\left(\Omega_{0}+\omega\right)-\exp (-j \gamma)}{-\exp (-j \gamma)}\right] \Delta \Phi \\
= & {\left[1-H\left(\Omega_{0}+\omega\right) \cdot \cos \gamma\right] \frac{\Delta X}{X_{0}}-H\left(\Omega_{0}+\omega\right) \cdot \sin \gamma \cdot \Delta \Phi } \tag{G.58}
\end{align*}
$$

The output voltage $u(t)$ is the difference of the voltages of both detectors, which are proportional to the amplitude fluctuations $\Delta Y_{1} / Y_{0}$ and $\Delta Y_{2} / Y_{0}$. We thus obtain

$$
\begin{equation*}
u(t) \sim \frac{\Delta Y_{1}-\Delta Y_{2}}{Y_{0}}=2 H\left(\Omega_{0}+\omega\right)\left(\cos \gamma \frac{\Delta X}{X_{0}}+\sin \gamma \Delta \Phi\right) \tag{G.59}
\end{equation*}
$$

We note that the contribution of the amplitude fluctuations of the input signal vanishes for $\gamma=90^{\circ}$ while the conversion efficiency for the detection of phase fluctuations reaches its maximum. If a $3 \mathrm{~dB}-90^{\circ}$ coupler is employed, the same result is achieved for $\gamma=0$.

## Problem 7.11

For the output signal of the amplifier, the 3 dB coupler has the same effect as the signal divider in Fig. 7.3. Therefore, the transfer functions $H(\Omega)$ and $A(\Omega)$ do not change. The transfer function $E(\Omega)$ of the input coupling network of Fig. 7.32 has the constant value $1 / \sqrt{2}$ as $A(\Omega)$. With $Y_{i}=Z_{i} / \sqrt{2}$ and $Z=Y / \sqrt{2}$ we have

$$
\begin{equation*}
\frac{Y_{i}}{Y}=\frac{1}{2} \frac{Z_{i}}{Z}=q_{i} \exp (j \vartheta) \tag{G.60}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{i}=\frac{1}{2}\left|\frac{Z_{i}}{Z}\right|=\frac{1}{2} \sqrt{\frac{P_{i}}{P_{0}}} \tag{G.61}
\end{equation*}
$$

Since according to Eq. (7.27) $D(X)$ is real, the imaginary part of the oscillation condition, Eq. (7.105), leads to

$$
\begin{equation*}
(1+2 \beta) q_{i} \sin \vartheta-2 Q_{0} \frac{\Omega_{i}-\Omega_{0}}{\Omega_{0}}\left(1+q_{i} \cos \vartheta\right)=0 \tag{G.62}
\end{equation*}
$$

At the boundaries of the synchronization range we have $\Omega_{i}-\Omega_{0}= \pm \Delta \Omega_{m}$ and $\vartheta= \pm 90^{\circ}$. This results in

$$
\begin{equation*}
(1+2 \beta) q_{i}=2 Q_{0} \frac{\Delta \Omega_{m}}{\Delta \Omega_{0}} \tag{G.63}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \Omega_{m}=\frac{\Omega_{0}}{4 Q_{0}}(1+2 \beta) \sqrt{\frac{P_{i}}{P_{0}}} \tag{G.64}
\end{equation*}
$$

## Problem 7.12

With Eq. (7.145) the standard deviation of the measured velocity is given by

$$
\begin{equation*}
\sigma_{v}=\frac{c}{\Omega_{0}} \sigma_{\Omega} \tag{G.65}
\end{equation*}
$$

with $\sigma_{\Omega}$ as the standard deviation of the angular frequency difference. Similar to the calculation of $\sigma_{\Phi}$, the standard deviation $\sigma_{\Omega}$ can be determined by an integral of the corresponding spectrum:

$$
\begin{equation*}
\sigma_{\Omega}^{2}=2 \int_{-\infty}^{+\infty} W_{\Omega}(f)[1-\cos (2 \pi f \tau)] d f \tag{G.66}
\end{equation*}
$$

Because of

$$
\begin{equation*}
\Delta \Omega(t)=\frac{d}{d t}[\Delta \Phi(t)] \tag{G.67}
\end{equation*}
$$

the relation between the spectra $W_{\Omega}$ and $W_{\Phi}$ is given by

$$
\begin{equation*}
W_{\Omega}=(2 \pi f)^{2} W_{\Phi} \tag{G.68}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
W_{\Omega}=2 \int_{-\infty}^{+\infty}(2 \pi f)^{2} W_{\Phi}(f)[1-\cos (2 \pi f \tau)] d f \tag{G.69}
\end{equation*}
$$

## Appendix $H$ Solutions to the Problems of Chapter 8

## Chapter 8

## Problem 8.1

The cascade circuit generates impulse like signals behind the 1-bit quantizer at the positions $y_{1}, y_{2}$ and $y_{3}$ with amplitude values of zero or one. A signal with the amplitude value one for one time step shall be denoted as unity impulse or simply impulse. For the first stage a unity impulse ( $y_{1}$ in Fig. 8.7), is directly transmitted to the output $y$. After the second and third stage the unity impulses ( $y_{2}$ and $y_{3}$ in Fig. 8.7) are differentiated once or twice, respectively, and also transmitted to the output ( $y$ in Fig. 8.7), where all three signals ( $y_{1}, y_{2}^{\prime}$ and $y_{3}^{\prime \prime}$ in Fig. 8.7) are summed up.

The Z-transformed transfer functions of the three differentiation networks are given in the table. By a reverse Z-transformation into the time domain one obtains the corresponding finite impulse responses $h(k)$, also given in the
table.

| stage | $H(z)$ | $h(n)$ |
| :---: | :---: | :---: |
| 1 | $\left(1-z^{-1}\right)^{0}=1$ | $\delta(k)$ |
| 2 | $\left(1-z^{-1}\right)^{1}=1-z^{-1}$ | $\delta(k)-\delta(k-1)$ |
| 3 | $\left(1-z^{-1}\right)^{2}=1-2 z^{-1}+z^{-2}$ | $\delta(k)-2 \delta(k-1)+\delta(k-2)$ |

The contribution to the total deviation of the division factor $\Delta N$ for the different stages is shown in Fig. H.1.


Fig. H. 1

For instance, with the appearance of an impulse at the position $y_{3}$, an increase of the division factor $N$ behind the differentiator of second order by +1 is induced, a decrease in the succeeding clock cycle by -2 and once again an increase by +1 in the following clock cycle. Because the impulses of the different stages can arrive either simultaneously or at earlier or later clock cycles and because the differentiation networks are linear circuits, the maximum division factor deviation can attain the value +4 for a three-stage configuration. This situation occurs if an impulse is produced by all three stages simultaneously and in addition an impulse signal already appeared two clock cycles earlier. The minimum deviation of the division factor is obtained when at least the second and the third stage produce impulses simultaneously in front of the differentiation networks, but not the first stage. The sum of -1 and -2 leads to the maximum negative deviation of -3 . Similar reasoning results in division factor deviations of -1 to +2 for the two-stage and 0 to +1 for the one-stage configuration.

## Problem 8.2

The transfer function $H(z)$ is given by

$$
H(z)=\frac{Y(z)}{F}=\frac{\kappa_{1}}{D^{3}+\left(D^{2} \cdot \kappa_{3}+D \cdot \kappa_{2}+\kappa_{1}\right) \cdot z^{-1}}
$$

$$
\begin{align*}
& =\frac{\frac{1}{4}}{\left(1-z^{-1}\right)^{3}+\left[\left(1-z^{-1}\right)^{2}+\frac{1}{2}\left(1-z^{-1}\right)+\frac{1}{4}\right] z^{-1}} \\
& =\frac{\frac{1}{4} z^{2}}{z^{2}-\frac{5}{4} z+\frac{1}{2}} . \tag{H.2}
\end{align*}
$$

Thus the zeros $z_{1,2}$ of the denominator are

$$
\begin{align*}
& z_{1,2}=\frac{1}{8}(-5 \pm j \sqrt{7})  \tag{H.3}\\
& \text { or } \\
&\left|z_{1}\right|=\left|z_{2}\right|=\frac{\sqrt{2}}{2} \tag{H.4}
\end{align*}
$$

We conclude that the zeros lie within the unit circle and stability is guaranteed.

## Problem 8.3

The transfer function $H(z)$ is given by

$$
\begin{align*}
H(z) & =\frac{Y(z)}{F} \\
& =\frac{z^{-1}}{D^{4}+D^{3} \cdot z^{-1}+D^{2} \cdot z^{-1}+\frac{1}{2} D \cdot z^{-2}+\frac{3}{16} \cdot z^{-2}} \\
& =\frac{z^{2}}{z^{3}-2 z^{2}+\frac{27}{16} z-\frac{1}{2}} . \tag{H.5}
\end{align*}
$$

The zeros of the denominator are

$$
\begin{align*}
& \left|z_{1}\right|=0.5772 \ldots \\
& \left|z_{2}\right|=\left|z_{3}\right|=0.9307 \ldots . \tag{H.6}
\end{align*}
$$

Again we conclude that the zeros lie within the unit circle and stability is guaranteed.
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## Index

1/f-noise, 3, 210
3 dB-method, 113
A/D converter, 288
Admittance matrix, 39
AM-PM conversion factor, 225
Amplifier, 53
uncorrelated amplifier, 54
Amplitude compression factor, 225
Amplitude detector, 270
Amplitude distribution, 5-6
Amplitude distribution density, 5
Amplitude modulation, 109
Amplitude noise, 175, 211, 230, 252
of amplifiers, 218
of oscillators, 238
Analog-to-digital converter ADC, 287, 291
Analog multiplier, 89
Antenna noise, 52
Attenuator, 51
Autocorrelation function, 9-10, 22
transformation of the, 22
Auxiliary oscillator, 272
Available gain, 168,170
maximum available gain, 170
of the down converter, 168
Available noise power, 34
Avalanche diode, 114
Avalanche noise, 3,136
Balanced mixer, 173, 271
Baseband phasor, 213
equivalent baseband phasor, 213
Bipolar transistor, 140, 236
Bivariatc probability density, 18
Boltzmann constant, 30
Broadband mixer, 171
Campbell theorem, 130
Cascade circuit, 295
Cascade formula, 63
Central limit theorem, 6, 14
Central moment, 8
Chain circuit, 295
Characteristic function, 13
Circulator, 47, 272
Clutter noise, 284
Cold or unpaired method, 117
Combination frequencies, 164
Compensation radiometer, 101
Complex transfer function, 21
Compound probability, 7
Conditional probability, 7
Conditional probability density, 7
Control loop bandwidth, 289
Conversion loss, 170
Conversion matrix, 223, 240
of linear networks, 240
Corner frequency, 252
Correlation, 10, 92, 178
Correlation matrix, 183
Correlation radiometer, 107, 112
Correlator, 107, 109

Coupling factor, 268
Covariance, 19
Critical coupling, 269
Cross-correlation function, 10, 92
Cross-spectrum, 92
De-embedding, 123
Delay line, 270
Describing function, 224, 236
Dicke-radiometer, 95
Discrimination efficiency, 268
Dissipation theorem, 37, 60
Distance measurement, 281
Down converter, 166-167, 188
two-port equivalent circuit, 167
with field effect transistor FET, 188
Effective bandwidth, 87
Effective noise temperature, 135
Elastance, 199
Ensemble average, 7
Equivalent circuit, 171
of a down converter, 171
Equivalent current source, 39
Equivalent noise source, 46
Equivalent noise temperature, 35, 93
measurement of the, 93
Equivalent voltage source, 39
Ergodic process, 9
Expected value, 8
Field effect transistor FET, 146, 236
Flicker noise, 3, 136, 210
Fourier transform, 13
Fourier transformation, 13, 87
Fractional divider circuit, 301
Fractional divider phase locked loop, 289
Fractional division factor, 291
Fractional division ratio, 290
Fractional logic circuit, 302
Free running oscillator, 272
Frequency converter, 230
Frequency discriminator, 266
Frequency divider, 228
Frequency domain, 21
Frequency modulation, 284
Frequency multiplier, 228
Frequency translation, 180, 209
Gain, 56
available power gain, 56
maximum available power gain, 56
of the down converter, 168
power gain, 56
transducer power gain, 56
Gallium arsenide (GaAs) diode, 136
Gaussian distribution, 6
Gaussian process, 19
Gunn diode, 236
Harmonic frequency, 164

Harmonic mixer, 189, 194
Heterodyne principle, 279
Heterodyne reception, 279-280
Hot-cold noise measurement method, 116
Image frequency, 166-167
Impatt diode, 236
Impedance matrix, 40
Impulse response, 20
Injection locking, 272
Injection power, 275
Intermediate frequency, 165
Inverse Fourier transform, I3
Isolator, 48
Johnson noise, 30
Large signal amplifier, 226
Local oscillator signal, 164
Lower sideband conversion, 165
Majority carrier, 133
Maximum available gain, 168
of the down converter, 168
Mean noise power, 8
Measurement, 88, 262
of amplitude noise, 262
of oscillator noise, 262
of phase noise, 264
of the cross correlation function, 88
of the cross spectrum, 88
Microwave gas spectroscopy, 285
Minimum noise figure, 159
Mixer, 230
Noise corner frequency, 210
Noise factor, 54
Noise figure, 54, 60, 65, 184, 207
Noise figure measurement, 114, 196
Noise figure
minimum noise figure, 66
of the parametric amplifier, 200
total noise figure, 63
Noise match, 69
Noise matching, 66
Noise modulation, 211
Noise power measurements, 85
Noise sidebands, 210
Noise temperature, 35, 110
Noise wave, 46
Normal distribution, 6
Normalization condition, 5
Normalized cross-spectrum, 24
Nyquist-relation, 35
Offset frequency, 216, 252
Ohmic region, 149
One-port oscillator, 235, 248
One-sided spectrum, 11
Oscillation condition, 238
Paired noise measurement method, 116
Parametric amplifier, 196, 200

Parametric approach, 164
Phase detector, 231
phase detector constant, 231
Phase locked loop, 256
phase locked loop circuit, 256
Phase modulation, 284
Phase noise, 211, 276
of oscillators, 238
Phase shift, 269
Phasor description, 164
PIN diode, 137
Pinch-off voltage, 147
Planck correction, 35
PLL, 261
PM-AM conversion factor, 225
PN-diode, 127, 137
PN-junction, 137
Poisson process, 130
Power gain, 168
Power meter, 90
Power spectral density, 11
Power spectrum, 11, 30
Probability density, 5
Pump level, 168
Pump signal, 164
Pump voltage, 163
Quantization bits, 288
Quantization error, 287
Quantization noise, 288-289
quantization noise power, 288
Quantization step, 288
Quantizer, 287
Radiometer, 93, 111
switching radiometer, 93
two-channel radiometer, 111
Random variable, 4 continuous random variable, 4
discrete random variable, 4
Reference impedance, 47
Reference oscillator, 272
Reflection coefficient, 99
Reflection type resonator, 268
Resonator quality factor, 247
Sampling frequency, 287
Sampling mixer, 189
Saturation region, 149
Scattering matrix, 47
Schottky diode, 127, 133, 170
Schottky relation, 133
Shockley model, 147
Shot noise, 3, 128, 132, 178
Sigma-delta modulation, 291
Signal-to-noise ratio, 57

Signal divider, 52, 267
Silicon (Si) device, 136
Single sideband converter, 213
Sinusoidal voltage, 167
Source impedance
optimum source impedance, 69
Spectral density function, 30
Spectral distribution, 30
Spectrometer, 93
Spectrum, 11, 30
one-sided spectrum, 11
two-sided spectrum, 11
Stability condition, 242
Standard deviation, 8
Stark modulation, 285
Stationary process, 8
Stationary random process, 288
Statistical independence, 7
Statistical spread, 6, 8
Stochastic process, 4
Superposition principle, 164
Synchronization range, 274
System temperature, 110
Thermal noise, 2, 30
Time domain, 21
Transformation, 23
of the power spectrum, 23
Transient behavior, 302
Transmission resonator, 276
Two-channel radiometer, 111
Two-port, 208
Two-port equivalent circuit
of a down converter, 167
Two-port oscillator, 235, 243
Two-port
non-linear two-port, 208
linear two-port, 209
Two-sided spectrum, 11
Two-transistor model, 151
Up-converter, 205
Upper sideband conversion, 165
Vacuum diode, 128
Vacuum tube, 128, 236
Varactor, 196
varactor diode, 196
Variance, 8
Velocity measurement, 282
Voltage controlled oscillator VCO, 255
Weighting coefficients, 298
Weighting function, 20
Wiener-Khintchine-relations, 11
Y-factor-method, 114
YIG-tuned oscillator, 280
Z-transformation, 292


[^0]:    3.11 How can the gain of a device under test be determined with a noise figure meter?

