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ABSTRACT

This study examines the associations between four economic outcomes of the 2005 manda-
tory adoption of International Financial Reporting Standards (IFRS) and concurrent

changes in two important accounting constructs, accounting comparability and reporting
quality. My primary purpose is to evaluate the relative importance of cross-country account-
ing comparability and firm-specific reporting quality in explaining previously documented

increases in Tobin’s Q, stock liquidity, analyst forecast accuracy, and analyst forecast agree-
ment following IFRS adoption. Given that improvements in both comparability and report-
ing quality are primary stated objectives of the International Accounting Standards Board

(IASB), it is important to understand their relative roles in shaping the information environ-
ment of financial statement users following IFRS adoption. Using 1,861 first-time adopters
in 23 countries, I find that firms with a larger improvement in comparability have larger
increases in Q, liquidity, forecast accuracy, and forecast agreement following adoption, rela-

tive to other adopters. In contrast, improvements in reporting quality around adoption
appear to have only a second-order effect that is generally limited to Q effects among those
adopters with concurrent improvements in comparability. These results are robust to alterna-

tive design and variable specifications. Finally, I continue to find these results for samples
restricted to countries with weaker pre-adoption institutional environments and countries
that did not initiate proactive financial statement reviews, indicating that strong institutions

and regulatory improvements are not driving the results. Overall, my results suggest that
improvements in cross-country accounting comparability played an important role in the
previously documented economic benefits that accrued to 2005 mandatory IFRS adopters.

Comparabilit�e des donn�ees comptables et r�esultats

�economiques de l’adoption obligatoire des IFRS

R�ESUM�E

L’auteur �etudie les liens entre quatre r�esultats �economiques de l’adoption, rendue obligatoire
en 2005, des Normes internationales d’information financi�ere (IFRS) et la modification con-
currente de deux notions comptables importantes : la comparabilit�e des donn�ees comptables

et la qualit�e de l’information. Son objectif premier est d’�evaluer l’importance relative de la
comparabilit�e des donn�ees comptables entre les pays et de la qualit�e de l’information propre
�a l’entreprise dans l’explication des hausses ant�erieurement document�ees du ratio q de Tobin,
de la liquidit�e des titres, de l’exactitude des pr�evisions des analystes et de la concordance des

pr�evisions des analystes, apr�es l’adoption des IFRS. Compte tenu du fait que l’am�elioration
de la comparabilit�e des donn�ees comptables et l’am�elioration de la qualit�e de l’information
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sont les objectifs primordiaux d�eclar�es de l’International Accounting Standards Board
(IASB), il importe de comprendre leurs rôles respectifs dans le fac�onnement de l’environne-

ment d’information des utilisateurs des �etats financiers �a la suite de l’adoption des IFRS.
Analysant un �echantillon de 1 861 nouveaux adoptants de 23 pays, l’auteur constate que les
soci�et�es dont la comparabilit�e des donn�ees comptables connâıt l’am�elioration la plus impor-

tante affichent des hausses sup�erieures du ratio q, de la liquidit�e des titres, de l’exactitude des
pr�evisions et de la concordance des pr�evisions apr�es l’adoption, comparativement aux autres
adoptants. En revanche, les am�eliorations de la qualit�e de l’information �a proximit�e de la
date de l’adoption semblent n’avoir qu’une incidence de second ordre qui se limite g�en�erale-
ment �a des r�epercussions sur le ratio q parmi ces adoptants et �a des am�eliorations concurr-
entes dans la comparabilit�e des donn�ees. Ces r�esultats r�esistent �a diff�erentes sp�ecifications
quant au plan de recherche et aux variables. Enfin, l’auteur observe les mêmes r�esultats dans
des �echantillons confin�es aux pays dont l’environnement institutionnel ant�erieur �a l’adoption
est moins solide et aux pays n’ayant pas proc�ed�e �a un exercice proactif d’examen des �etats
financiers, ce qui r�ev�ele que des institutions solides et une am�elioration de la r�eglementation

ne conditionnent pas les r�esultats. Dans l’ensemble, les conclusions de l’�etude donnent �a pen-
ser que l’am�elioration de la comparabilit�e des donn�ees comptables entre les pays a jou�e un
rôle d�eterminant dans les avantages �economiques d�ej�a document�es dont ont b�en�efici�e les
soci�et�es contraintes d’adopter les IFRS en 2005.

1. Introduction

A growing literature points to variation in how the mandatory introduction of Interna-
tional Financial Reporting Standards (IFRS) impacts firm valuations, stock liquidity, and
analyst forecast properties. Prior papers generally examine country-level differences in
these economic outcomes of IFRS adoption, focusing on differences in institutional quality
and reporting incentives across adopter countries (see, e.g., Daske, Hail, Leuz, and Vendi
2008; Li 2010; Byard, Ying, and Yu 2011; Christensen, Hail, and Leuz 2013; Horton, Ser-
afeim, and Serafeim 2013).1 However, this focus on country-level differences provides an
incomplete picture of IFRS effects (Daske, Hail, Leuz, and Vendi 2013). This paper, in
contrast, examines firm-level differences in the economic outcomes of mandatory IFRS
adoption. Specifically, I examine the role that changes in firm-specific reporting quality
and accounting comparability around IFRS adoption play in the economic outcomes of
adoption. In doing so, I contribute to the IFRS literature, generally, and to the literature
that examines variation in the outcomes of IFRS adoption in particular.

The unique innovation and contribution in this paper is in (i) linking the accounting
effects and economic effects of IFRS adoption together, and (ii) evaluating the relative
importance of reporting quality and comparability on the economic effects. Using account-
ing, analyst, and market data for a large number of firms over an eight-year period from
2001 to 2008, I examine variation in the empirical association between mandatory IFRS
adoption and several market and analyst proxies for information asymmetry, conditional on
changes in comparability and reporting quality around the adoption date. After controlling
for other influential factors at the firm and macro level, the results show that economic ben-
efits to IFRS adoption are most pronounced among firms that exhibit larger improvements
in cross-country accounting comparability. In contrast, an improvement in firm-specific
reporting quality appears to have only a marginal effect that is generally limited to valuation
effects among those adopters that also exhibit a concurrent increase in comparability.

I focus on the two financial reporting constructs, comparability and reporting quality,
for several reasons. First, improvements in both are primary stated objectives of the

1. There are a few papers that examine firm-level differences in economic outcome of adoption. I discuss these

exceptions later in the introduction.
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International Accounting Standards Board (IASCF 2001). Therefore, it is important to
understand their relative roles in shaping the information environment of financial state-
ment users following adoption. Second, the two constructs differ in the information they
convey about the firm. Comparability describes the degree of similarity in the accounting
outcomes among two or more firms (FASB 2010). As such, it is different from commonly
studied accounting quality measures, such as discretionary accruals, accrual quality and
income smoothing. These earnings attributes are firm-specific and often computed indepen-
dently of the attributes of other firms (De Franco, Kothari, and Verdi 2011). Moreover,
comparability is unique in its ability to facilitate benchmarking across firms. Third, recent
research documents that comparability increased, on average, following mandatory IFRS
adoption (Yip and Young 2012). In contrast, the evidence is mixed across several papers
with respect to how mandatory IFRS adoption impacts reporting quality (Barth, Lands-
man, and Lang 2008; Christensen, Lee, and Walker 2008; Ahmed, Neel, and Wang 2013;
Capkun, Collins, Daniel, and Jeanjean 2013). Fourth, prior studies have shown that both
reporting quality and comparability are associated with empirical proxies for information
asymmetry (e.g., Welker 1995; Brown and Hilligeist 2007; De Franco et al. 2011; Lang,
Lins, and Maffett 2012). However, no study that I am aware of attempts to assess the rela-
tive importance of the two financial reporting constructs with respect to each other, despite
conjecture that the two might be related (Barth, Landsman, Lang, and Williams 2012).

The economic outcome variables that I include in this study are intended to capture
complementary aspects of changes in information asymmetry around mandatory IFRS
adoption. I focus on four previously studied economic outcomes of adoption: firm valua-
tions, stock liquidity, analyst accuracy in forecasting income, and analyst agreement in
forecasting income. I measure firm valuation using Tobin’s Q and measure liquidity using
the Amihud (2002) price impact of trades, Lesmond, Ogden, and Trzcinka (1999) total
trading costs, and Roll (1984) effective bid-ask spreads. I measure absolute analyst fore-
cast errors using the average consensus earnings forecast and analyst forecast dispersion
using the standard deviation of analysts’ earnings forecasts. Together, these should reflect,
among other things, the level of information asymmetry among both sophisticated and
unsophisticated investors.

I use a research design in which I partition mandatory IFRS adopters into four dis-
tinct treatment groups based on concurrent changes in both cross-country comparability
and reporting quality around adoption. I assess the cross-country comparability of a firm
with its industry peers using three measures that follow the same underlying logic of the
FASB’s and IASB’s conceptual frameworks that two firms have more comparable
accounting if they report similar accounting amounts when they experience similar
economic outcomes. Specifically, the three measures are based on the similarity in firms’
earnings-return relation, earnings-cash flow relation, and accruals-cash flow relation (e.g.,
De Franco et al. 2011; Barth et al. 2012). I assess the financial reporting quality of a firm
using three measures: income smoothing measured as the firm-level correlation between
accruals and cash flow, accrual quality based on the model in Dechow and Dichev (2002),
and accrual quality as in Wysocki (2009).

My sample includes 1,861 mandatory IFRS adopters and I use a bifurcated sample per-
iod that straddles the mandatory IFRS adoption date of January 1, 2005: a pre-adoption
period (2001–2004) in which the sample uses their home-country domestic accounting stan-
dards; and a post-adoption period (2005–2008) in which the sample uses IFRS. I perform
univariate tests and estimate panel regressions that account for time-varying firm characteris-
tics, industry fixed effects, and country fixed effects. In this analysis, I place each adopter into
one of four distinct treatment groups based on the firm’s change in both comparability and
reporting quality around adoption. My research design draws inferences based on the relative
magnitude of the IFRS effect across these four treatment groups.
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The results indicate that firms with a large increase in comparability exhibit better
economic outcomes to mandatory IFRS adoption, relative to all other firms. This result
holds for tests of firm valuations, liquidity and analyst properties. In contrast, I find no
evidence that a large increase in reporting quality predicts better liquidity or analyst out-
comes. I do find that a large increase in reporting quality predicts a larger increase in
Tobin’s Q, but this result is restricted to those firms that also exhibit a large increase in
comparability. These results are consistent with (i) comparability improvements having a
first-order effect on the economic outcomes of IFRS adoption, and (ii) reporting quality
improvements having only a marginal effect that is restricted to firms with a larger concur-
rent improvement in comparability.

I also perform several robustness tests that provide additional support for my primary
inferences. First, I use alternative measures of reporting quality. Second, I test whether my
results are sensitive to using alternative industry definitions when computing comparabil-
ity. Third, I test whether my results are sensitive to using industry mean comparability
instead of median comparability. Fourth, I repeat the analysis using semi-annual data to
measure comparability. Fifth, I repeat the analysis using aggregate factors for comparabil-
ity and reporting quality. Sixth, I exclude countries with strong enforcement or that initi-
ated proactive financial statement reviews around the time of IFRS adoption to confirm
that strong institutions are not driving my results. Seventh, I exclude countries with weak
enforcement. Lastly, I exclude fiscal 2007 or 2008 to accommodate potential confounds
relating to the financial crisis.

My final analysis is descriptive in nature and provides insight into the institutions that
are associated with the effect of IFRS adoption on comparability and reporting quality.
The results indicate a larger increase in comparability in countries with (i) more transpar-
ent pre-IFRS reporting, (ii) pre-IFRS domestic GAAP that were more similar to IFRS,
(iii) increased international integration measured as growth in exports, and (iv) a civil law
legal tradition. In contrast, I find little evidence that these institutions are able to explain
variation in reporting quality changes around adoption.

This paper’s two main contributions to the literature are as follows. First, existing
studies focus on either economic outcomes of adoption (e.g., Daske et al. 2008; Byard et al.
2011; Christensen et al. 2013) or accounting outcomes of adoption (e.g., Christensen et al.
2008; Ahmed et al. 2013; Yip and Young 2012) independently. My study is the first to link
the economic effects of mandatory IFRS adoption to multiple accounting effects of adoption.
In doing so, I extend and bring together both of these literatures. Additionally, I contribute
to the literature on the importance of firms’ financial reporting characteristics on their infor-
mation environment (e.g., Francis, Lafond, Olsson, and Schipper 2004; Lang et al. 2012).

Second, and more importantly, my study is the first to focus on and test the relative
importance of two integral financial statement characteristics, comparability and reporting
quality, on the economic effects of mandatory IFRS adoption in a multicountry setting.
My study shows that improvements in cross-country comparability play a significant role
for the economic effects of mandatory IFRS adoption. In contrast, I also show that
improvements in reporting quality have only a marginal effect that largely depends on
concurrent improvements in comparability. In doing so, I contribute to the literature on
firm-level heterogeneity in the economic effects of IFRS adoption (e.g., Byard et al. 2011;
Daske et al. 2013; Horton et al. 2013). Previously, this literature has focused on either vol-
untary IFRS adopters, firm-level variation in reporting incentives, or relatively small and
specialized samples. I extend this literature in three ways. First, I examine mandatory
IFRS adopters. Prior research suggests that mandatory and voluntary adopters exhibit dif-
ferent accounting outcomes to IFRS adoption. Second, I integrate firm-level variation in
multiple accounting outcomes into tests of the economic effects of adoption; and, importantly,
I differentiate between the roles played by those accounting outcomes. Third, I perform
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large sample analysis on a broad cross section of countries that participated in the first
implementation of mandated IFRS adoption.

The remainder of the paper is organized as follows. Section 2 provides background
and develops my hypotheses. In section 3, I discuss my sample and research design. Sec-
tion 4 describes the data and presents the results. Section 5 presents sensitivity/additional
analysis. Section 6 concludes.

2. Background and hypothesis

Recent evidence is consistent with economic benefits of mandatory IFRS adoption. For
example, mandatory adoption is associated with increases in firm valuations and stock liq-
uidity and improvements in sell-side analysts’ information environment (Daske et al. 2008;
Byard et al. 2011; Horton et al. 2013). However, the source of these economic benefits
is not yet well understood. The unique innovation and contribution in this paper is in
(i) linking the accounting and economic effects of IFRS adoption together, and (ii) evalu-
ating the relative importance of reporting quality and comparability as drivers of the eco-
nomic effects.

The IASB Conceptual Framework lists (i) faithful representation, and (ii) comparabil-
ity as fundamental and enhancing characteristics, respectively, of useful financial informa-
tion. A perfectly faithful representation describes financial information that is “complete,
neutral, and free from error” and one of the IASB’s objectives is to maximize those quali-
ties (IASCF 2001). In accounting research, faithful representation is often encapsulated by
terms such as “reporting quality” and measured with empirical constructs such as the
Dechow and Dichev (2002) accrual quality, Jones (1991) model abnormal accruals, and
earnings smoothing (e.g., Leuz, Nanda, and Wysocki 2003; Barth et al. 2008; Ahmed et al.
2013). While reporting quality describes a single item or reporting entity, comparability
describes a comparison of multiple items or entities. Comparability should enable users to
“identify and understand similarities in, and differences among, items” (IASCF 2001) and
to evaluate the relative financial position and performance of different entities.

There are at least five reasons why the 2005 mandatory adoption of IFRS is likely to
lead to positive economic outcomes related to improvements in accounting comparability.
First, practitioners (GAAP 2001), standard setters (FASB 2010), and regulators (SEC
press release 2010–27 Feb. 24, 2010) expected adoption of IFRS to improve comparability.
Consistent with this, recent research provides evidence of both anticipated and realized
increases in comparability following IFRS adoption in 2005 (e.g., Armstrong, Barth, Jago-
linzer, and Riedl 2010; DeFond, Hu, Hung, and Li 2011; Yip and Young 2012; Brochet,
Jagolinzer, and Riedl 2013). Second, De Franco et al. (2011) report a negative relation
between comparability and analyst forecast errors and dispersion, concluding that compa-
rability increases analysts’ ability to evaluate firm performance and increases the weight
that analysts place on public (versus private) information. Higher-quality public informa-
tion should reduce information asymmetry and increase liquidity through both a decrease
in the relative level of informed trading (Brown and Hilligeist 2007; Brown, Hilligeist, and
Lo 2004) and a reduction in the incentives for private information searches (Verrecchia
1982; Diamond 1985). Similar reasoning suggests that a decrease in information asymme-
try due to more comparable accounting will, ceteris paribus, increase firms’ valuations
through a reduction in the cost of equity capital (Healy, Hutton, and Palepu 1999; Easley,
Hvidkjaer, and O’Hara 2002, 2005). Third, an increase in comparability could increase
foreigners’ willingness to invest (Merton 1987), leading to economic benefits. Fourth, the
FASB and IASB characterize comparability as a complement to reporting quality (i.e.,
enhancing characteristic), suggesting that improvements in comparability are likely to have
the largest economic effects in those countries that already have relatively higher-quality
financial reporting. Leuz et al. (2003) document that pre-IFRS reporting quality was
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already high, on average, in the EU. Lastly, information gains are likely to be concave in
comparability (i.e., diminishing returns). Bae, Tan, and Welker (2008) document substan-
tial cross-country heterogeneity in pre-IFRS domestic accounting standards (see Table 1).
Thus, information (and economic) gains to comparability are likely to be largest as firms
initially increase from relatively lower levels of comparability.

TABLE 1

Sample composition

Panel A: Sample selection

Non-financial firms from COMPUSTAT Global 9,231
Delete: Firms with missing years from 2001 to 2008 (5,198)

Delete: Firms that do not adopt IFRS in mandatory year (985)
Delete: Firms with missing data to estimate CompAcct and q(Acc, CF) (1,152)
Delete: Firms with missing data for Tobin’s Q and associated control variables (35)

Number of firms in sample 1,861

Panel B: Sample composition by country

No. of
firms Percentage

Legal
enforcement

Pro-
active
reviews Transparency

GAAP-
IFRS

similarity
Civil
law Exports

Australia 184 9.9 Strong 0 23.5 14 0 26.1
Austria 13 0.7 Strong 0 0.0 6 1 14.1

Belgium 33 1.8 Weak 0 8.8 5 1 11.7
Czech Republic 1 0.1 Weak 0 – 6 1 21.8
Denmark 36 1.9 Strong 0 12.3 7 1 21.4

Finland 60 3.2 Strong 1 16.3 3 1 17.8
France 259 13.9 Weak 0 14.8 6 1 3.1
Germany 166 8.9 Strong 1 6.8 7 1 23.7

Greece 48 2.6 Weak 0 0.0 1 1 4.5
Hong Kong 79 4.2 Weak 0 8.8 15 0 –
Ireland 24 1.3 Weak 0 23.2 17 0 �0.5
Italy 110 5.9 Weak 0 3.5 6 1 13.0

Luxembourg 5 0.3 Strong 0 – 0 1 17.1
Norway 52 2.8 Strong 1 22.5 11 1 15.5
Philippines 18 1.0 Weak 0 19.5 8 1 –
Poland 25 1.3 Weak 0 – 6 1 6.4
Portugal 19 1.0 Weak 0 3.2 5 1 15.3
South Africa 76 4.1 Weak 0 22.7 18 0 34.8

Spain 61 3.3 Weak 0 9.7 2 1 2.3
Sweden 129 6.9 Strong 0 21.5 8 1 16.3
Switzerland 26 1.4 Strong 0 6.3 6 1 21.8
Netherlands 80 4.3 Strong 1 11.8 14 1 15.4

U.K. 357 19.2 Strong 1 21.3 17 0 15.8
Total 1,861 100

Notes:

Panel A shows the sample selection and panel B shows the distribution of sample firms across

countries. The sample consists of 1,861 firms that switched from their domestic accounting

standards to IFRS beginning in fiscal year 2005.
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Prior research has also found evidence that higher reporting quality is associated with
greater liquidity and higher firm valuations (Lang et al. 2012) and smaller analyst forecast
errors and dispersion (Behn, Choi, and Kang 2008). However, there are at least three rea-
sons why the 2005 mandatory adoption of IFRS may not lead to the expected relationship
between economic outcomes and changes in reporting quality. First, IFRS adoption may
not lead to an increase in reporting quality for a majority of firms. In particular, IFRS
adoption may have little or no impact on reporting quality in countries that already exhi-
bit relatively high quality. This setting exists in the European Union, which contains the
majority of firms that adopted IFRS in 2005. While variation in reporting quality is pre-
sent in the EU, Leuz et al. (2003) document that reporting quality was already high in the
EU on average, relative to other countries in their sample. Second, prior literature pro-
vides evidence that countries’ institutions can dominate accounting standards in determin-
ing reporting quality (Ball, Robin, and Wu 2003). Thus, reporting quality may simply be
insensitive to the adoption of IFRS. Consistent with this possibility, recent papers have
provided mixed evidence on how IFRS impacts reporting quality (Barth et al. 2008;
Ahmed et al. 2013; Capkun et al. 2013). Third, even if IFRS adoption leads to an
improvement in reporting quality at the margin, the economic gains to that improved qual-
ity are likely to be relatively small in a majority of the sample countries. Lang et al. (2012)
show that the positive association between stock liquidity and financial reporting trans-
parency is substantially weaker in countries that have strong institutions. While Lang et al.
(2012) are silent on whether this attenuation reflects weaker demand for transparency when
institutions are strong or diminishing returns to increasingly higher transparency, countries
with strong institutions are also where I expect to see the highest levels of pre-IFRS trans-
parency. Taken together, the above motivates the following hypothesis:

H1. Improvements in cross-country accounting comparability have a greater positive
effect on the valuation, liquidity, and analyst outcomes of mandatory IFRS adoption,
relative to improvements in reporting quality.

3. Sample selection and research design

Sample selection

I obtain accounting and market data from Global COMPUSTAT, and analyst forecast
data from I/B/E/S. I use a bifurcated sample period that straddles the mandatory IFRS
adoption date of January 1, 2005: a pre-adoption period (2001–2004) in which the treat-
ment sample uses their home-country domestic accounting standards; and a post-adoption
period (2005–2008) in which the sample uses IFRS.

I first select all non-financial public firms present on COMPUSTAT Global during
2001–2008. I exclude firms that are not present for the entire eight-year sample period and
firms that COMPUSTAT codes as adopting IFRS in a year other than the mandatory fis-
cal year.2 I also exclude firms with missing data to estimate CompAcct and q(ACC, CF),
the least restrictive measures of comparability and reporting quality (discussed below), for
the entire sample period. Finally, I exclude firms with missing data to calculate Tobin’s Q
and its associated control variables (discussed below) for the entire sample period. My
final constant sample contains 1,861 firms (14,888 firm-years) from 23 countries that

2. I restrict the potential sample to countries included in Daske et al. (2008) to increase the comparability of

my results with theirs. I require a constant sample over the eight years in order to compute comparability

in both the pre- and post-adoption periods. This requirement likely induces a survivor bias that might skew

the sample towards larger firms. I note, however, that the median size of my sample firms is fairly modest

at $190 million (U.S.). This is similar to other papers examining accounting outcomes of IFRS adoption

(Barth et al. 2008; Christensen et al. 2008; Ahmed et al. 2013).
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adopted IFRS for the first time when it became mandatory in 2005. Table 1, panel A pro-
vides greater detail about the sample selection. Panel B reports the sample composition by
country.

Comparability measures

I use three related measures to assess cross-country accounting comparability. Although
the measures differ in terms of their specific inputs and outputs, they all follow the same
underlying logic of the FASB’s and IASB’s conceptual frameworks that two firms, i and j,
have more comparable accounting if they report similar accounting amounts when they
experience similar economic outcomes (and report different accounting amounts when they
experience different economic events).

CompAcct

For my first measure I follow De Franco et al. (2011) who use an earnings-return regression
to estimate a firm’s mapping between economic events and accounting outcomes. De Franco
et al. (2011) follow Ball, Kothari, and Robin (2000) and maintain that share returns measure
economic events and use a time-series of 16 quarterly earnings-return observations. This
design is consistent with Barth et al. (2012) who use returns as an economic outcome because
they are a summary measure of “change in equity value that reflect investors’ capital alloca-
tion decisions.” Because of data constraints unique to an international setting, I use four
years of annual data and estimate the following equation at the firm level for both the
pre-IFRS (2001–2004) and post-IFRS (2005–2008) periods:3

Earningsit ¼ ai þ biReturnit þ eit: ð1Þ

The subscript i refers to firm i and the subscript t refers to year t. Earnings is earnings
before extraordinary items scaled by market value of equity nine months prior to the fiscal
year-end. Return is the buy-and-hold percentage stock return from nine months prior to
the fiscal year-end to three months after the fiscal year-end. I require each firm to have
available data for the entire sample period (2001–2008) and winsorize the top and bottom
1 percent of the distributions of Earnings and Return to reduce the influence of outliers.
The coefficients (ai and bi) are the estimate of the accounting function for firm i during
the four years included in each regression and reflect how economic events (i.e., Return)
are reflected in accounting income (i.e., Earnings). Similarly, the accounting function for
firm j is reflected by aj and bj, estimated using the earnings and return for firm j.

The similarity of the functions for firm i and firm j represents the comparability of
their accounting. To estimate the similarity in functions, I predict firm i’s earnings using
its own function and firm j’s function, but assuming the same economic income (i.e.,
Return). Specifically, I calculate:

EðEarningsÞiit ¼ âi þ b̂iReturnit; ð2Þ
EðEarningsÞijt ¼ âj þ b̂jReturnit: ð3Þ

E(Earnings)iit is the predicted earnings of firm i using firm i’s function and firm i’s
return in period t, and E(Earnings)ijt is the predicted earnings of firm i using firm j’s func-
tion and firm i’s return in period t. Using the same return to compute both predicted earn-
ings holds constant economic income.

3. De Franco et al. (2011) estimate comparability among U.S. firms with readily available quarterly data. This

data are generally unavailable for non-U.S. firms. In later analysis I show that computing comparability

using semi-annual data does not change my inferences.
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Next I compute the accounting comparability between firm i and firm j (Compij) in
both the pre-IFRS and post-IFRS period as the negative value of the average absolute dif-
ference between the predicted earnings using firm i’s and firm j’s accounting functions. I
require that firms i and j be in the same two-digit SIC code, share the same fiscal year-end
date, and be from different countries:4

COMPij ¼ �1=4�
Xt

t�3
jEðEarningsÞiit � EðEarningsÞijtj: ð4Þ

Larger (i.e., less negative) values for COMP1ij indicate greater cross-country compara-
bility of firm i with firm j. Finally, I compute a firm level measure of accounting
comparability for both the pre-IFRS and post-IFRS periods by aggregating over all of the
firm i – firm j combinations for a given firm i. Specifically, I compute CompAccti as the
median COMPij for all firms j with firm i. I use this firm level measure in all analysis.

CompCF

My second measure of comparability does not rely on market data and uses a regression
of earnings on subsequent year’s cash flow to estimate a firm’s mapping between economic
outcomes and accounting amounts. I follow Barth et al. (2012) and use subsequent year’s
cash flow as an economic outcome because “forecasting future cash flow plays a key role
in economic models of equity value” and should be informative for capital allocation deci-
sions. I use four years of annual data and estimate the following equation for both the
pre-IFRS (2001–2004) and post-IFRS (2005–2008) periods:

Earningsit ¼ ai þ biCFitþ1 þ eit: ð5Þ

CFit+1 is cash flow (computed using the balance sheet) in year t + 1 scaled by market
value of equity three months after fiscal year-end t, for firm i. Earningsit is earnings before
extraordinary items scaled by market value of equity nine months prior to the fiscal year-
end, for firm i in year t. I use equation (5) and the procedure described above to compute
CompCFi.

CompAccrual

The two comparability measures above use returns and subsequent cash flows to measure
economic events based on the financial reporting objective of providing information that
is useful to investors in making their capital allocation decisions. In contrast, my third
measure of comparability uses contemporaneous cash flows and accruals to proxy for eco-
nomic events and accounting amounts, respectively. The association between contempora-
neous cash flows and accruals should be informative about both the noise reduction role
of accruals (Dechow 1994) and the gain and loss recognition role of accruals (Ball and
Shivakumar 2006). Again, I use four years of annual data and estimate the following
equation for both the pre-IFRS (2001–2004) and post-IFRS (2005–2008) periods:

ACCit ¼ ai þ biCFit þ eit: ð6Þ

ACCit is accruals (computed using the balance sheet) scaled by market value of equity
nine months prior to the fiscal year-end. CFit is cash flow (computed using the balance
sheet) scaled by market value of equity nine months prior to the fiscal year-end. I use
equation (6) and the procedure described above to compute CompAccruali.

4. I follow De Franco et al. (2011) and exclude holding firms and limited partnerships, which I identify based

on a word search of firms’ COMPUSTAT name (e.g., Holding, Group, LP, etc.)
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I use multiple measures of comparability because each has unique strengths and weak-
nesses. First, CompAcct uses stock returns which is an intuitive summary measure for
changes in equity value, reflects underlying firm economics, and is commonly used in
accounting research. However, returns can also reflect cross-country differences (or
changes) in cost of capital and the efficiency of price formation, which will not necessarily
be reflected in earnings. Thus, it is possible that CompAcct is confounded by firms’ simi-
larities (and differences) beyond accounting. Second, CompCF uses subsequent cash flows
which have the advantage of not being market-driven and directly impacted by cross-
country differences in cost of capital and price formation. Thus, potential confounds are
limited. However, one-year-ahead cash flows only convey information about a limited time
horizon. In contrast, returns (arguably) reflect investors’ expectations for cash flows over a
much longer horizon. Third, CompAccrual uses contemporaneous cash flows and accruals.
Accrual accounting is at the foundation of financial reporting and the association between
accruals and cash flows is widely used as a summary measure to compare and contrast
firms’ financial reporting. However, as noted above, the accrual–cash flow relationship is a
complex one that simultaneously reflects multiple roles of accruals. Thus, it is possible that
the design of equation (6), which is required by my reliance on annual data, is an
oversimplification.

Reporting quality measures

I use two measures of reporting quality that prior research indicates were impacted by
mandatory IFRS adoption (e.g., Christensen, Lee, and Walker 2007; Chen, Tang, Jiang,
and Lin 2010; Ahmed et al. 2013) and a third related measure proposed by Wysocki
(2009). My primary measure of reporting quality, q(ACC, CF), is the firm-level correla-
tion between accruals and operating cash flows, both scaled by beginning assets. As
firms increase accruals to create reserves during periods of high cash flows, and draw
down those reserves during periods of low cash flows, accruals and cash flows will be
negatively correlated. Moreover, Barth et al. (2012) conjecture that higher levels of
income smoothing following mandatory IFRS adoption (Ahmed et al. 2013) are a poten-
tial source of increased comparability following adoption. I calculate q(ACC, CF) using
four years of annual data in both the pre-IFRS and post-IFRS periods. Larger (i.e., less
negative) values of q(ACC, CF) indicate less income smoothing and higher reporting
quality.

A second measure of reporting quality, AQ1, is the standard deviation of residuals
from the pooled regression of accruals on prior year, current year, and subsequent year
cash flows (Dechow and Dichev 2002; Francis et al. 2004) during both the pre-IFRS and
post-IFRS periods:

ACCit ¼ aþ b1CFit�1 þ b2CFit þ b3CFitþ1 þ eit: ð7Þ

ACC is annual accruals and CF is annual operating cash flows, both scaled by begin-
ning assets. I calculate the standard deviation of the residuals using four years in both the
pre-IFRS and post-IFRS periods. I multiply AQ1 by �1, such that larger (i.e., less nega-
tive) values of AQ1 indicate higher reporting quality.

A third measure of reporting quality is based on Wysocki (2009) who conjectures that
the Dechow and Dichev (2002) model will assign higher accrual quality to firms that sys-
tematically engage in opportunistic earnings management and smoothing activities com-
pared to firms that do not. This follows from the negative correlation between accruals
and cash flows embedded in the model. I follow Wysocki (2009) and calculate an alterna-
tive measure of accrual quality, AQ2, equal to the ratio of the standard deviation of resid-
uals from equation (7) and the standard deviation of residuals from a version of
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equation (7) that includes only CFit as an explanatory variable. Larger (i.e., more positive)
values of AQ2 indicate higher reporting quality.

It is important to note that the measures of comparability and reporting quality
employed in this paper necessarily overlap in the empirical relations upon which they are con-
structed. For example, CompAccrual and AQ1 both use the cash flow-accrual relation. How-
ever, the comparability measures all reflect the similarity in the given relation between a firm
and its peers. In this sense they differ fundamentally from the measures of reporting quality
that are based only on the relation itself. For example, CompAccrual is based on the similar-
ity in the mapping from cash flows to accruals between a firm and its peers. In contrast, AQ1
is based on the firm’s own consistency in the mapping from cash flows to accruals.

Dependent variables

I measure firm value using Tobin’s Q (Q). I use three liquidity measures. ILLIQUIDITY
is the yearly median of the Amihud (2002) price impact measure and captures the ability
of investors to trade in a stock without affecting its price. TRADINGCOST measures the
yearly average roundtrip transaction cost for trading in a firm’s stock (Lesmond et al.
1999). BIDASK is an estimate of the yearly average bid-ask spread based on the negative
serial dependence in successive observed market price changes induced by trading costs
(Roll 1984). Lesmond (2005) finds that price-based liquidity measures proposed by Les-
mond et al. (1999) and Roll (1984) perform well at representing cross-country liquidity
effects, while the liquidity estimate of Amihud (2002) performs well at measuring within-
country liquidity effects. The three measures are decreasing in liquidity. Analyst forecast
error (AFE) is the absolute difference in the mean annual EPS forecast and actual EPS.
Analyst forecast dispersion (AFD) is the standard deviation of annual EPS forecasts. I scale
AFE and AFD by year-end price and multiply by 100. (See Appendix 1 for variable defini-
tions and Appendix 2 for computational details of the liquidity measures.)

Test design

I classify firms with a change in comparability above (below) the sample median as “High
Comp” (“Low Comp”) adopters, and firms with a change in reporting quality above
(below) the sample median as “High RQ” (“Low RQ”) adopters.5

1. High Comp-High RQ group [DComparability > median and Dq(ACC, CF) > median],
2. High Comp-Low RQ group [DComparability > median and Dq(ACC, CF) ≤ median],
3. Low Comp-High RQ group [DComparability ≤ median and Dq(ACC, CF) > median],

and
4. Low Comp-Low RQ group [DComparability ≤ median and Dq(ACC, CF) ≤ median].

My regression design is based on the following model:

DepVar ¼ aþ b1IFRSþ bjControlsþ CountryFEþ IndustryFEþ e: ð8Þ

DepVar refers to the six economic effects I test. IFRS is a binary variable coded one
for the post-adoption period (i.e., 2005–2008), and zero otherwise. I adapt equation (8)
and permit the regression intercept (a) and the coefficient on IFRS (b1) to vary across the
reporting quality and comparability subsamples. In particular, I estimate the following
model over the period 2001 to 2008:

5. Using the sample medians as the cutoff points has the desirable effect of generating “High” and “Low” sub-

samples that exhibit an average increase and decrease, respectively, in both comparability and reporting

quality (Table 3). Additionally, using median cutoffs generates balanced subsamples. Using zero as the cut-

off leads to similar inferences. I form partitions using the accrual quality measures, AQ1 or AQ2, as the

measure of reporting quality in later additional analysis.
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DepVar ¼ aþ b1IFRS�DHCOMP�HRQ þ b2IFRS�DHCOMP�LRQ

þ b3IFRS�DLCOMP�HRQ þ b4IFRS�DLCOMP�LRQit þ b5DHCOMP�HRQ

þ b6DHCOMP�LRQ þ b7DLCOMP�HRQ þ bjControlsit þ CountryFE

þ IndustryFEþ eit: ð9Þ

DHCOMP-HRQ is a dummy variable coded one if a treatment firm is from the High
Comp-High RQ group; similarly, DHCOMP-LRQ, DLCOMP-HRQ and, DLCOMP-LRQ are
dummy variables indicating a treatment firm is from the High Comp-Low RQ, Low
Comp-High RQ, and Low Comp-Low RQ groups, respectively. I include both country
and two-digit SIC industry fixed effects. All continuous variables are winsorized at the
bottom and top 1 percent of their distributions and all test statistics are based on robust
standard errors clustered at the country level. My research design draws inferences based
on comparisons of coefficients. For example, to test if a large increase in comparability
predicts better valuation outcomes for High RQ and Low RQ firms, I test (b1 > b3) and
(b2 > b4) respectively. Similarly, to test if a large increase in reporting quality predicts bet-
ter valuation outcomes for High Comp and Low Comp firms, I test (b1 > b2) and
(b3 > b4) respectively. Finally, to test H1 that the effect of comparability is larger than the
effect of reporting quality, I test (b2 > b3).

6 The signs of the tests are reversed when liquid-
ity and analyst measures are the dependent variable.

I include controls that are relevant to each dependent variable. For tests of valuation
effects I control for total assets (ASSETS), leverage (LEV) and asset growth
(ASSET_GR). For tests of liquidity effects I control for one-year lagged market value of
equity (MVE), share turnover (TURNOVER) and return variability (RET_VAR). For tests
of analyst effects I control for market value of equity (MVE) book-to-market (BTM), ana-
lyst coverage (COVERAGE), and forecast horizon (DAYS). My final three control vari-
ables account for the similarity between firms with respect to size (ASSET_RATIO),
leverage (LEV_RATIO), and growth options (MTB_RATIO). I include these variables to
control for the possibility that both a firm’s information environment and accounting
properties (De Franco et al. 2011) are driven by similarities with industry peers. Given
that the measures are increasing in the similarity between a firm and its industry peers, I
expect the coefficient on ASSET_RATIO, LEV_RATIO and BTM_RATIO to be positive
when Q is the dependent variable and negative in all other cases. (See Appendix 1 for
variable definitions.)

4. Sample description and results

Estimation of comparability measures

Table 2 reports descriptive statistics related to the estimation of the comparability mea-
sures. Panel A describes the variables used to estimate equations (1), (5), and (6). Panel B
presents descriptive statistics for the 3,722 estimations of equation (1) used to compute
CompAcct. I estimate the equation twice for each firm, using four firm-years from either
the pre- or post-IFRS periods. The median b1 coefficient is 0.03, indicating the expected
positive relation between returns and earnings, and the median R2 is 42 percent. Using
four years of quarterly data, De Franco et al. (2011) estimate a median b1 coefficient and
R2 of 0.01 and 7 percent, respectively. Thus, my use of annual data appears to generate
sufficient explanatory power and to identify a larger, average, association between returns
and earnings. Panel C reports the estimations of equation (5) used to compute CompCF.

6. This test is a reduced form of the following two tests of coefficients (i) (IFRS9DHCOMP-LRQ –
IFRS9DLCOMP-LRQ) = (IFRS9DLCOMP-HRQ – IFRS9DLCOMP-LRQ), and (ii) (IFRS9DHCOMP-HRQ –
IFRS9DLCOMP-HRQ) = (IFRS9DHCOMP-HRQ – IFRS9DHCOMP-LRQ).
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The median R2 is 25 percent and the median b1 coefficient is 0.03. Panel D reports the
estimations of equation (6) used to compute CompAccrual. The median R2 is 86 percent
and, expectedly, the median b1 coefficient is significantly negative, �0.73.

Sample description

Table 3, panel A reports descriptive statistics for dependent and control variables for the
pooled sample. The mean (median) Q is 1.55 (1.27). For the liquidity measures, the mean
(median) ILLIQUIDITY of 2.13 (0.10) indicates that a $1,000 trade moves stock price by

TABLE 2

Comparability measures

Panel A: Descriptive statistics for variables used in regressions to estimate comparability measures

Variable N Mean SD 10th percent Median 90th percent

Earningst 14,888 0.01 0.23 �0.17 0.05 0.15
Returnt 14,888 0.11 0.56 �0.53 0.03 0.77

ACCt 14,888 �0.11 0.27 �0.34 �0.05 0.06
CFt 14,888 0.12 0.31 �0.12 0.09 0.37
CFt+1 14,288 0.13 0.33 �0.11 0.10 0.41

Panel B: Descriptive statistics from estimations of CompAcct (Earnings = a + b1 Return + e)

Variable N Mean SD 10th percent Median 90th percent

Intercept (a) 3,722 0.00 0.18 �0.17 0.05 0.11
b1 coefficient 3,722 0.05 0.27 �0.11 0.03 0.23

Regression R2 (%) 3,722 44.10 32.02 1.19 42.05 89.22

Panel C: Descriptive statistics from estimations of CompCF (Earnings = a + b1 CFt+1 + e)

Variable N Mean SD 10th percent Median 90th percent

Intercept (a) 3,572 0.03 0.19 �0.16 0.06 0.17
b1 coefficient 3,572 �0.05 0.66 �0.50 0.03 0.40
Regression R2 (%) 3,572 34.15 30.64 0.98 25.22 83.82

Panel D: Descriptive statistics from estimations of CompAccrual (ACC = a + b1 CF + e)

Variable N Mean SD 10th percent Median 90th percent

Intercept (a) 3,722 �0.01 0.16 �0.14 0.02 0.10

b1 coefficient 3,722 �0.66 0.62 �1.17 �0.73 0.01
Regression R2 (%) 3,722 70.70 31.81 12.76 85.67 99.13

Notes:

This table reports descriptive statistics related to the estimation of three comparability measures

(CompAcct, CompCF, and CompAccrual). Earnings is earnings before extraordinary items

scaled by market value of equity nine months prior to the fiscal year-end. Return is the buy-

and-hold percentage stock return from nine months prior to the fiscal year-end to three

months after the fiscal year-end. ACC is accruals scaled by market value of equity three

months after fiscal year-end. CF is cash flow scaled by market value of equity nine months

prior to the fiscal year-end. Each regression is estimated for each firm in both the pre- and

post-IFRS periods using four years of data.
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TABLE 3

Descriptive statistics

Panel A: Dependent and control variables

N Mean SD 10% 25% Median 75% 90%

Q 14,888 1.55 0.95 0.82 1.00 1.27 1.73 2.54

ILLIQUIDITY 13,992 2.13 6.87 0.00 0.01 0.10 0.84 4.42
TRADINGCOST 13,720 2.59 1.61 1.20 1.53 2.12 3.12 4.55
BIDASK 13,984 1.94 1.81 0.51 0.85 1.38 2.34 3.94
AFE 6,528 2.49% 6.34% 0.05% 0.18% 0.53% 1.67% 5.37%

AFD 5,720 1.16% 1.95% 0.12% 0.24% 0.51% 1.13% 2.54%
ASSET_RATIO 14,888 0.22 0.13 0.04 0.11 0.22 0.32 0.38
LEV_RATIO 14,888 0.81 0.10 0.68 0.77 0.83 0.87 0.91

MTB_RATIO 14,888 0.47 0.21 0.24 0.38 0.52 0.60 0.66
ASSETS 14,888 3,220 14,181 26 77 277 1,133 4,965
LEV 14,888 0.21 0.17 0.00 0.06 0.20 0.33 0.45

ASSET_GR 14,888 0.11 0.35 �0.16 �0.05 0.05 0.17 0.38
MVE 13,992 2,058 7,006 16 49 190 858 3,825
RET_VAR 13,992 0.13 0.10 0.05 0.07 0.10 0.15 0.24
TURNOVER 13,992 0.72 1.04 0.06 0.17 0.42 0.88 1.60

BTM 6,528 0.65 0.54 0.18 0.31 0.50 0.80 1.26
COVERAGE 6,528 1.69 0.94 0.00 1.10 1.79 2.40 2.89
DAYS 6,528 2.64 0.78 1.61 2.08 2.71 3.22 3.33

Panel B: Experimental variables: pre- and post-mandatory-adoption windows

Pre-period Post-period p-value for test of:

Firms (a) (b) (b) � (a) (b) � (a) = 0

CompAcct Full Sample 1,861 �0.149 �0.095 0.054 <0.01
Low Comp 930 �0.083 �0.112 �0.029 <0.01
High Comp 931 �0.221 �0.078 0.143 <0.01
CompCF Full Sample 1,786 �0.156 �0.099 0.057 0.01

Low Comp 893 �0.092 �0.115 �0.023 <0.01
High Comp 893 �0.221 �0.082 0.139 <0.01
CompAccrual Full Sample 1,861 �0.140 �0.092 0.048 0.01

Low Comp 930 �0.079 �0.107 �0.028 <0.01
High Comp 931 �0.201 �0.077 0.124 <0.01
q(Acc, CF) Full Sample 1,861 �0.653 �0.719 �0.066 <0.01
Low RQ 930 �0.418 �0.861 �0.443 <0.01
High RQ 931 �0.888 �0.577 0.311 <0.01
AQ1 Full Sample 1,700 �0.049 �0.050 �0.001 0.71
Low RQ 850 �0.033 �0.065 �0.032 <0.01
High RQ 850 �0.067 �0.036 0.031 <0.01
AQ2 Full Sample 1,700 1.217 1.244 0.027 0.08
Low RQ 850 1.500 1.038 �0.462 <0.01
High RQ 850 0.976 1.456 0.480 <0.01

(The table is continued on the next page.)
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0.21 percent (0.01 percent), the mean (median) TRADINGCOST is 2.59 percent (2.12 per-
cent) of price and mean (median) BIDASK is 1.94 percent (1.38 percent). These values are
generally smaller than those obtained by Daske et al. (2008) but fall within plausible
ranges. The mean (median) forecast error is 2.49 percent (0.53 percent) of price and the
mean (median) forecast dispersion is 1.16 percent (0.51 percent) of price. These values are
similar to those reported in Byard et al. (2011).

Table 3, panel B describes how the comparability and reporting quality variables
change between the pre- and post-IFRS periods for the full sample and High and Low
subsamples. There are a few noteworthy results. First, the average firm exhibits an
increase in comparability following adoption for each measure, consistent with the findings
in Yip and Young (2012). In contrast, the average firm exhibits a decrease, small increase,

TABLE 3 (continued)

Panel C: Frequencies for High (Low) Comp and High (Low) RQ partitions

CompAcct CompCF CompAccrual

Freq. Percentage Freq. Percentage Freq. Percentage

High COMP-High RQ 396 21 394 22 443 24
High COMP-Low RQ 535 29 499 28 488 26

Low COMP-High RQ 535 29 503 28 488 26
Low COMP-Low RQ 395 21 390 22 442 24

Panel D: Comparability and reporting quality correlation matrix

(i) (ii) (iii) (iv) (v) (vi)

(i) CompAcct – 0.95 0.89 �0.23 0.39 0.14
(ii) CompCF 0.92 – 0.90 �0.21 0.37 0.12
(iii) CompAccrual 0.85 0.89 � �0.19 0.38 0.10

(iv) q(Acc, CF) �0.33 �0.26 �0.17 – �0.31 �0.31
(v) AQ1 0.43 0.42 0.48 �0.15 – 0.24
(vi) AQ2 0.23 0.19 0.14 �0.49 0.27 –

Notes:

Panel A provides pooled descriptive statistics for the dependent and control variables. All variable

definitions are in Appendix 1. The maximum sample consists of 1,861 firms (14,888 firm-years)

that switched from their domestic accounting standards to IFRS for fiscal years beginning on

or after January 1, 2005. Panel B provides a comparison of the three comparability variables

(CompAcct, CompCF, and CompAccrual) and three reporting quality variables (q(ACC, CF),
AQ1, and AQ2) between the pre-adoption (2001–2004) and post-adoption (2005–2008)
windows. See section 3 for an extended discussion of how I calculate these variables. I include

tests for the full sample, Low subgroups, and High subgroups. All variables are winsorized at

the 1 percent and 99 percent levels to mitigate the influence of outliers. Panel C presents

frequencies, and percent of total, for the partitions I use in the analysis. High Comp and Low

Comp indicate a pre-post IFRS change in comparability above and below the sample median,

respectively. High RQ and Low RQ indicate a pre-post IFRS change in reporting quality above

and below the sample median, respectively. I measure reporting quality using q(ACC, CF), my

proxy for income smoothing, consistent with my primary analysis. Panel D reports a

correlation matrix of the comparability and reporting quality variables. Pearson (Spearman)

correlations are below (above) the diagonal.
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or no change in reporting quality depending on the measure. Second, CompAcct indi-
cates that average annual cross-country comparability increased from of about �14.9
percent to about �9.5 percent following IFRS adoption. As a comparison, De Franco
et al. (2011) report mean quarterly comparability of about �2.5 percent, which
equates to mean annual comparability of about �10 percent. Thus, cross-country
comparability under IFRS appears roughly equivalent, on average, to within-country
comparability under U.S. GAAP. Third, High Comp (Low Comp) firms exhibit a
large increase (small decrease) in comparability. In contrast, the magnitude of the
change in reporting quality is generally very similar between Low RQ and High RQ
firms. All of the above provide support for the intuition in section 2 that comparabil-
ity is likely to play an important role in explaining the impact of IFRS adoption on
economic outcomes.

Panel C reports frequencies for the partitions I use in my primary analysis. There are
two primary takeaways. First, my identification strategy results in treatment group sizes
that allow for meaningful comparisons. For CompAcct, the percentage of adopters in the
High Comp-High RQ, High Comp-Low RQ, Low Comp-High RQ, and Low Comp-Low
RQ groups are 21 percent, 29 percent, 29 percent, and 21 percent, respectively. I find simi-
lar distributions for the other two comparability measures. Second, the frequencies
indicate that reporting quality and comparability are distinct constructs, with a large pro-
portion of firms appearing in the off diagonal groups (i.e., High Comp-Low RQ and Low
Comp-High RQ).

Panel D reports a correlation matrix for the comparability and reporting quality vari-
ables. The correlations among the comparability variables range from 0.85 to 0.95, indi-
cating that the three measures are all related to the same underlying construct. In
contrast, the correlations among the reporting quality variables range from �0.31 to 0.27,
indicating that the three measures reflect divergent aspects of reporting quality. In particu-
lar, AQ1 and AQ2 are positively correlated with each other, but negatively correlated with
q(ACC, CF). This might indicate that both AQ1 and AQ2 are positively influenced by the
presence of income smoothing. Finally, the cross correlations indicate that comparability
is negatively correlated with q(ACC, CF) and positively correlated with AQ1 and AQ2.
This is consistent with Barth et al.’s (2012) conjecture that comparability and income
smoothing may be related.

Univariate results

Table 4 reports the results of univariate tests of the economic effects of mandatory
IFRS adoption, conditional on changes in comparability and reporting quality, inde-
pendently. For each firm, I compute the change in the average economic outcome vari-
able (e.g., Tobin’s Q) between the pre- and post-period. Using each of the three
comparability measures, I next compute the median change for Low Comp and High
Comp firms, respectively, and test for a significant difference between the Low and
High groups. I perform identical tests conditional on the three reporting quality
measures.

The results consistently show that firms with a large increase in comparability exhibit
better economic outcomes following IFRS adoption, relative to other firms. This result
holds across the three comparability measures and six economic outcomes. In contrast,
the results for reporting quality are mixed. I find no evidence that changes in Q or
ILLIQUIDITY vary with reporting quality. Changes in reporting quality are generally
associated with the other four outcome variables, although the direction of the effect is
ambiguous. Next, I present results for the multivariate tests which are designed to differen-
tiate between the reporting quality and comparability effects.
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Multivariate results

For each outcome variable I estimate equation (9) to compare the IFRS effect across treat-
ment subsamples that I form using the 2 9 2 identification scheme.7 I report OLS coefficient
estimates and t-statistics (in parentheses) clustered by country, p-values for tests of the rela-

TABLE 4

Univariate tests of economic effects of mandatory IFRS adoption and changes in comparability or
reporting quality

Split by changes in

comparability variables

Split by changes in

reporting quality variables

Low High Low High
(a) (b) (b) � (a) (a) (b) (b) � (a)

DQ DQ
CompAcct 0.054 0.129 0.075* q(ACC, CF) 0.083 0.087 0.004
CompCF 0.041 0.152 0.111* AQ1 0.087 0.088 0.001

CompAccrual 0.026 0.164 0.138* AQ2 0.083 0.093 0.010

DILLIQUIDITY DILLIQUIDITY
CompAcct �0.005 �0.094 �0.089* q(ACC, CF) �0.027 �0.021 0.006

CompCF �0.004 �0.124 �0.120* AQ1 �0.017 �0.028 �0.011
CompAccrual �0.003 �0.130 �0.127* AQ2 �0.026 �0.021 0.005

DTRADINGCOST DTRADINGCOST
CompAcct 0.304 �0.220 �0.524* q(ACC, CF) �0.046 0.213 0.259*
CompCF 0.280 �0.180 �0.460* AQ1 0.214 �0.026 �0.240*
CompAccrual 0.260 �0.160 �0.420* AQ2 0.150 0.071 �0.079*

DBIDASK DBIDASK
CompAcct 0.124 �0.249 �0.373* q(ACC, CF) �0.095 0.029 0.124*
CompCF 0.113 �0.227 �0.340* AQ1 0.074 �0.100 �0.174*
CompAccrual �0.117 �0.225 �0.108* AQ2 0.005 �0.039 �0.044

DAFE DAFE
CompAcct �0.109 �0.629 �0.520* q(ACC, CF) �0.443 �0.122 0.321*
CompCF �0.111 �0.700 �0.589* AQ1 �0.137 �0.419 �0.282*
CompAccrual �0.080 �0.700 �0.620* AQ2 �0.176 �0.365 �0.189*

DAFD DAFD
CompAcct �0.046 �0.293 �0.247* q(ACC, CF) �0.197 �0.029 0.168*
CompCF �0.021 �0.353 �0.332* AQ1 �0.052 �0.192 �0.140*
CompAccrual �0.028 �0.297 �0.269* AQ2 �0.063 �0.143 �0.080*

Notes:

This table reports median changes in the outcome variables between the pre- and post-IFRS periods.

For each outcome variable, I test for a difference between Low Comp and High Comp

subsamples. For each outcome variable, I also test for a difference between Low RQ and High

RQ subsamples. I test for differences across groups using Wilcoxon signed rank tests.
* indicates significance at the 10 percent level. All variable definitions are in Appendix 1.

7. In my primary analysis, I use income smoothing to measure reporting quality. I perform tests with the

other two measures of reporting quality, AQ1and AQ2, in additional analysis.
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tive effect size between High and Low groups, and p-values testing H1 that the comparability
effect is relatively larger than the reporting quality effect.8

Analysis of valuation effects

Table 5 reports the results from multiple regression analyses of equation (9) with Q as
the dependent variable. Focusing on High Comp adopters, the coefficients on IFRS9

DHCOMP-HRQ and IFRS9DHCOMP-LRQ are all positive and significant (p < 0.01). Focusing
on Low Comp adopters, the coefficients on IFRS9DLCOMP-HRQ and IFRS9DLCOMP-LRQ

are generally insignificant across all three measures of comparability. These results suggest
a difference in the valuation outcomes of adoption, conditional on changes in comparabil-
ity. To test this formally, I test for differences across the coefficients and confirm that High
Comp adopters exhibit better valuation outcomes than Low Comp adopters (p < 0.02).
This result holds regardless of how reporting quality changes. In contrast, High RQ adop-
ters only exhibit better valuation outcomes when paired with a concurrent increase in com-
parability (p < 0.01). To complete the valuation analysis, I test the relative magnitudes of
the comparability and reporting quality effects and find that the comparability effect is lar-
ger for each of the three measures (p < 0.02). As a whole, these results indicate that
improvements in comparability are a primary mechanism behind the effect of IFRS adop-
tion on firm value.

Analysis of liquidity effects

Table 6 reports the results of nine regressions using the three liquidity measures as the depen-
dent variable. The coefficients on IFRS9DHCOMP-HRQ and IFRS9DHCOMP-LRQ are gener-
ally insignificant. In contrast, the coefficients on the interaction of IFRS9DLCOMP-HRQ and
IFRS9DLCOMP-LRQ are significantly positive in 16 of 18 cases (p < 0.10). As with Q above,
these results suggest a difference in liquidity outcomes of adoption, conditional on changes
in comparability. Next, I test for differences across the coefficients and confirm that High
Comp adopters exhibit better valuation outcomes than Low Comp adopters for all liquidity
and comparability measures (p < 0.02) (recall that lower levels of the dependent variables
indicate greater liquidity). In contrast, I find no evidence that High RQ adopters exhibit bet-
ter liquidity outcomes than Low RQ adopters. To complete the liquidity analysis, I test the
relative magnitudes of the comparability and reporting quality effects and find that the com-
parability effect is larger for all test specifications (p < 0.01). As a whole, these results indi-
cate that improvements in comparability are a primary mechanism behind the effect of IFRS
adoption on liquidity.

Analysis of analyst forecast effects

Table 7 reports the results using forecast errors (AFE) and forecast dispersion (AFD) as
the dependent variables. For High Comp adopters, the estimated coefficients on IFRS9

8. My research design is not able to provide insights into the absolute effect of comparability and reporting

quality on the economic outcomes of IFRS adoption. For example, a significant coefficient on a given IFRS

interaction term does not indicate a significant economic effect of IFRS adoption for that group. Such an

interpretation would require the identification and use of a benchmark sample that provides a credible

counterfactual. The current counterfactual is zero change in the outcome variable, which is not likely to be

correct given the macroeconomic changes occurring over the sample period. Potential benchmarks include

non-IFRS countries and previous voluntary adopters from the sample countries. However, both of these

alternatives present severe challenges and would be imperfect, at best. In any event, the use of a benchmark

sample is unnecessary to address my research question. I thank the editor and an anonymous referee for

suggesting this design choice.
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TABLE 5

Tobin’s Q effects of mandatory IFRS adoption and changes in comparability and reporting quality

CompAcct CompCF CompAccrual
(1) (2) (3)

IFRS9DHCOMP-HRQ 0.241*** 0.284*** 0.281***

(5.82) (4.95) (6.10)
IFRS9DHCOMP-LRQ 0.148*** 0.168*** 0.201***

(3.30) (3.71) (4.38)

IFRS9DLCOMP-HRQ 0.071* 0.033 0.020
(1.88) (1.03) (0.70)

IFRS9DLCOMP-LRQ 0.051 0.040 0.005
(1.24) (0.78) (0.14)

DHCOMP-HRQ �0.075 �0.115** �0.143***
(�1.54) (�2.70) (�3.33)

DHCOMP-LRQ �0.115** �0.165*** �0.184***

(�2.27) (�4.48) (�5.35)
DLCOMP-HRQ �0.005 �0.016 0.007

(�0.15) (�0.42) (0.25)

ASSET_RATIO �0.727*** �0.686*** �0.730***
(�6.19) (�6.28) (�6.14)

LEV_RATIO �0.567*** �0.544*** �0.568***
(�3.88) (�3.66) (�3.91)

MTB_RATIO �1.228*** �1.257*** �1.227***
(�4.91) (�4.93) (�4.88)

Ln(ASSETS) �0.016** �0.017* �0.017**

(�2.10) (�1.92) (�2.18)
LEV �1.173*** �1.181*** �1.154***

(�7.70) (�7.45) (�7.69)

ASSET_GR 0.318*** 0.318*** 0.312***
(8.82) (7.37) (8.34)

Fixed Effects: Country, Industry Yes Yes Yes

Test for Differences across Coefficients (p-values):

Increase versus Decrease in Comparability
IFRS9DHCOMP-HRQ > IFRS9DLCOMP-HRQ <0.01 <0.01 <0.01
IFRS9DHCOMP-LRQ > IFRS9DLCOMP-LRQ 0.01 0.02 <0.01
Increase versus Decrease in Reporting Quality
IFRS9DHCOMP-HRQ > IFRS9DHCOMP-LRQ <0.01 <0.01 <0.01
IFRS9DLCOMP-HRQ > IFRS9DLCOMP-LRQ 0.32 0.55 0.33

Relative Effects: IFRS9DHCOMP-LRQ

> IFRS 9 DLCOMP-HRQ 0.02 <0.01 <0.01

Adj. R2 21.2% 21.8% 21.5%
Observations 14,888 14,288 14,888

Notes:

This table reports the results of testing the relative firm valuation effects of mandatory IFRS

adoption conditional on the firms’ change in comparability and reporting quality around

adoption. The maximum sample consists of 1,861 firms (14,888 firm-years) that switched from

their domestic accounting standards to IFRS for fiscal years beginning on or after January 1,

2005. The sample period includes fiscal years 2001–2008.
All variables are defined in Appendix 1. The dependent variable is Q. DHCOMP-HRQ is a

(The table is continued on the next page.)
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DHCOMP-HRQ and IFRS9DHCOMP-LRQ are all negative and are significant in 9 of 12 cases
(p < 0.10). For Low Comp adopters, the estimated coefficients on IFRS 9 DLCOMP-HRQ and
IFRS9DLCOMP-LRQ are all positive and are significant in 11/12 cases (p < 0.10). As with Q
and the liquidity measures above, these results suggest a difference in analyst outcomes of
adoption, conditional on changes in comparability. Next, I test for differences across the
coefficients and confirm that High Comp adopters exhibit a larger reduction in both fore-
cast errors and forecast dispersion than Low Comp adopters for all comparability mea-
sures (p < 0.01). In contrast, I find no evidence that High RQ adopters exhibit better
analyst outcomes than Low RQ adopters. Next, I test the relative magnitudes of the com-
parability and reporting quality effects and find that the comparability effect is larger for
forecast errors and forecast dispersion in all test specifications (p < 0.01). As a whole,
these results indicate that improvements in comparability are a primary mechanism
behind the effect of IFRS adoption on analysts.

Taken together, the multivariate analysis shows that the economic outcomes of IFRS
adoption, measured using market valuations, stock liquidity, and analysts’ information
environment, are heterogeneous across firms. Using a research design that partitions adop-
ter firms into groups based on the concurrent changes in both comparability and reporting
quality, I provide evidence that a large increase in comparability predicts better economic
outcomes of adoption. In contrast, the effect of a large increase in reporting quality is gen-
erally limited to valuation effects for those adopters with large improvements in compara-
bility. These results indicate that increased comparability appears to have a first-order
effect on the economic outcomes of adoption. In contrast, improvements in reporting
quality appear to have only second-order effects that are generally restricted to those
adopters with increased comparability.

5. Additional analysis

In this section, I report the results of additional analysis (untabulated) that assesses the
robustness of my primary results to alternative test specifications. Unless otherwise
noted, I use CompAcct to measure comparability, q(ACC, CF) to measure reporting
quality, and include Q, ILLIQUIDITY, AFE, and AFD as the dependent variables in all
tests.

TABLE 5 (continued)

dummy variable coded one if a treatment firm is from the High COMP-High RQ group;

similarly, DHCOMP-LRQ, DLCOMP-HRQ and DLCOMP-LRQ are dummy variables indicating a

treatment firm is from the High COMP-Low RQ, Low COMP-High RQ, and Low COMP-

Low RQ groups, respectively. I assess comparability using CompAcct, CompCF, and

CompAccrual. I assess reporting quality using q(ACC, CF). All variables are defined in

Appendix 1.

I include country fixed effects and industry fixed effects. All continuous variables are

winsorized at the 1 percent and 99 percent levels to mitigate the influence of outliers. I cluster

on country to correct for the inflation in standard errors due to multiple observations from the

same country. Estimated coefficients are followed by t-statistics in parentheses. Significance

levels at 10 percent, 5 percent, and 1 percent, two-tailed, are indicated by *, **, and ***,
respectively.

I report one-tailed p-values from tests for differences across my primary coefficients of interest.
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Sensitivity analyses on experimental variables

Alternative proxies for reporting quality

I replace q(ACC, CF) with either AQ1 (Dechow and Dichev 2002) or AQ2 (Wysocki
2009) in order to measure reporting quality. These results confirm that High Comp adop-
ters exhibit better economic outcomes than Low Comp adopters across all specifications.
In contrast, the results provide mixed evidence with respect to reporting quality. In partic-
ular, I find no evidence that High RQ firms exhibit better valuation or liquidity outcomes
than Low RQ firms for either reporting quality measure. However, using AQ1, I find that
High RQ firms exhibit better analyst outcomes than Low RQ firms. A potential explana-
tion for this result is that AQ1 identifies firms with higher levels of income smoothing as
having higher quality accruals (Wysocki 2009). When I use AQ2 to mitigate the potential
confound of income smoothing inherent in the Dechow-Dichev measure, this result weak-
ens substantially and becomes insignificant in 2 of 4 specifications. Importantly though,
tests of the relative magnitudes of the comparability and reporting quality effects continue
to indicate that the comparability effect is larger for all outcome variables (p < 0.05).
Taken as a whole, the results support my primary inferences.

Alternative industry definitions

My primary results are based on the 2-digit SIC industry classification used in De Franco
et al. (2011). As an alternative, I use both a finer industry definition (3-digit SIC) and a coar-
ser industry definition (Campbell 1996). I continue to find that High Comp firms experience
better economic outcomes than Low Comp firms. In contrast, being a High RQ adopter only
predicts better valuation outcomes, and only when paired with a concurrent increase in com-
parability. Tests of the relative magnitudes of the comparability and reporting quality effects
continue to indicate that the comparability effect is larger in all cases (p < 0.10).

Computing comparability based on industry mean

My primary tests follow the approach in De Franco et al. (2011) and use the median com-
parability of a firm with its industry peers. I test whether my results are sensitive to this
choice. Using the mean (instead of median) comparability of a firm with its industry peers,
the results continue to point towards High Comp firms experiencing better economic out-
comes than Low Comp firms. In contrast, High RQ adopters only exhibit better valuation
outcomes, and only when paired with a large increase in comparability. Tests of the rela-
tive magnitudes of the comparability and reporting quality effects are slightly weaker when
using industry mean, consistent with outliers potentially adding noise to the computation
of mean comparability. Nonetheless, the results continue to point toward the comparabil-
ity effect being larger (p ≤ 0.11).

Computing comparability using semi-annual data

Next, I test whether my results are sensitive to my use of annual data to estimate the com-
parability measures. As an alternative, I use semi-annual data (e.g., Yip and Young 2012).
Although the sample size decreases due to missing semi-annual earnings information, the
results continue to indicate that High Comp firms experience better economic outcomes
than Low Comp firms (the effect for AFD remains the correct sign but is no longer signifi-
cant). In contrast, High RQ adopters only exhibit better valuation outcomes, and only
when paired with a large increase in comparability.

Using comparability and reporting quality factors

I use multiple measures of comparability and reporting quality in my tests in order to pro-
vide assurance that my results are not driven by the specific proxy chosen. As an alternative,
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I use principal component analysis to compute unique comparability and reporting quality
factors. I continue to find that High Comp firms experience better economic outcomes than
Low Comp firms across all measures. In contrast, being a High RQ adopter only predicts
better analyst outcomes. As noted above, a potential explanation for this result is that AQ1
identifies firms with higher levels of income smoothing as having higher-quality accruals.
Nonetheless, tests of the relative magnitudes of the comparability and reporting quality
effects continue to indicate that the comparability effect is larger for all dependent variables
(p < 0.06).

Subsample analysis

Alternative treatment samples based on country-level institutions

The firms included in my primary analysis are domiciled in countries with substantially
different institutional environments. Prior literature finds that adopters in countries with
higher-quality institutions exhibit more pronounced positive economic outcomes of adop-
tion (Daske et al. 2008; Li 2010; Byard et al. 2011; Christensen et al. 2013). Thus, an
alternative explanation for my primary findings is that both increased comparability and
positive economic outcomes following IFRS adoption are a result of stronger institutions.
If so, then I would not expect to find any effect of comparability on the economic out-
comes of IFRS adoption in weaker institutional environments.

Restricting the sample to (i) countries with weak legal enforcement, or (ii) countries
that did not initiate proactive financial statement reviews in 2005 (see Table 1), I continue
to find that High Comp firms exhibit better economic outcomes than Low Comp firms,
with the difference being significant in 14 of 16 cases. The results also confirm that High
RQ firms exhibit better valuation outcomes, but only when paired with a concurrent
increase in comparability. Tests of the relative magnitudes of the comparability and
reporting quality effects continue to indicate that the comparability effect is unambigu-
ously larger for the liquidity and analyst variables (p < 0.01). However, the results for val-
uation effects weaken and generally suggest that High Comp and High RQ firms exhibit
similar increases in firm value. Taken as a whole, the results support my primary
inferences.9

Effects of the financial crisis

My primary results are based on a sample period that overlaps with the financial crisis. I
assess the sensitivity of my results to this potential confound by excluding fiscal years
2007 and 2008, in turn. I continue to find that High Comp firms experience better eco-
nomic outcomes than Low Comp firms. In contrast, being a High RQ adopter only pre-
dicts better valuation outcomes, and only when paired with a concurrent increase in
comparability. Tests of the relative magnitudes of the comparability and reporting quality
effects continue to indicate that the comparability effect is larger in all cases (p < 0.07).

Institutions and changes in comparability and reporting quality around mandatory
IFRS adoption

My final analysis is descriptive in nature and provides insight into the institutions that are
associated with the effect of IFRS adoption on comparability and reporting quality. I use
aggregate country-level variables that measure the change in comparability or reporting
quality. For each country, I compute the average pre–post IFRS change in the three com-
parability variables and three reporting quality measures, respectively. I measure the

9. My primary inferences are also unchanged if I restrict the analysis to countries with strong legal enforce-

ment, which are likely to exhibit the highest level of reporting quality prior to IFRS adoption (Leuz et al.

2003).
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pre-post IFRS change in each variable using the country median. As an alternative, I
also compute the average percent of firms in each country classified as High Comp and
High RQ, respectively. The institutional variables in the analysis include: Transparency,
GAAP-IFRS Similarity, Civil Law, and Exports (percent change in GDP-deflated exports
between 2004 and 2008). This list of variables is, admittedly, ad hoc, and not intended to
be fully descriptive. However, it does reflect a reasonable cross section of country-level
characteristics.

The results, reported in Table 8, indicate that changes in comparability are larger in
countries with more transparent pre-IFRS reporting, pre-IFRS domestic GAAP that was

TABLE 8

Country-level tests of institutions and changes in comparability and reporting quality around
mandatory IFRS adoption

Average change in
comparability (%)

Average percent

of High Comp
firms

Average change

in reporting
quality (%)

Average percent of
High RQ firms

Dependent variable: (1) (2) (3) (4)

Intercept �16.377 �6.112 �4.130 58.137***

(�1.59) (�0.75) (�0.47) (12.82)
Transparency 0.946*** 0.572** �0.365 �0.176

(3.18) (2.43) (�1.43) (�1.34)
GAAP-IFRS Similarity 1.224* 1.407** �0.411 �0.215

(1.91) (2.77) (�0.75) (�0.76)
Civil Law 26.497*** 29.062*** �0.381 �5.006

(3.73) (5.17) (�0.06) (�1.60)

Exports 0.572** 0.823*** 0.525*** �0.003
(2.82) (5.13) (3.02) (�0.03)

Adj. R2 66.2% 78.2% 39.3% 0.9%

Observations 18 18 18 18

Notes:

This table provides descriptive evidence on country-level institutions and country-level changes in

comparability and reporting quality around mandatory IFRS adoption. The sample includes

18 countries that required adoption of IFRS beginning in 2005 with required data for all

variables. The dependent variables in columns (1) and (3) are the average pre-post IFRS

country-level change in the three comparability variables and three reporting quality measures,

respectively. I measure the pre-post IFRS change in each variable using the country median.

The dependent variables in columns (2) and (4) are the average percent of firms in each

country classified as High Comp and High RQ, respectively. Transparency is based on the

Aggregate EM score from Leuz et al. (2003). I adapt the EM score such that larger values

indicate more transparent earnings and normalize the least transparent country to zero.

GAAP-IFRS Similarity is based on the number of differences between domestic GAAP and

IFRS reported in Bae et al. (2008). I adapt the Bae et al. (2008) score such that larger values

indicate greater similarity between domestic GAAP and IFRS and normalize the least similar

country to zero. Civil Law equals one for countries with a civil law legal tradition and equals

zero for countries with a common law legal tradition. Exports is the percent change in GDP-

deflated exports between 2004 and 2008, as reported by the OECD. Estimated coefficients are

followed by t-statistics in parentheses. Significance levels at 10 percent, 5 percent, and 1

percent, two-tailed, are indicated by *, **, and ***, respectively.
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more similar to IFRS, larger export growth, and a civil law legal orientation (see Table 8
for variable definitions). Model R2s indicate that, together, the four institutional variables
explain up to 78 percent of the variation in country-level change in comparability. In con-
trast, only export growth is associated with changes in reporting quality. However, this
result is not robust to alternative variable measurement.

6. Conclusion

I examine firm-level differences in the economic effects of mandatory IFRS adoption. In
particular, my study links the accounting effects and economic effects of IFRS adoption
together, and evaluates the relative importance of reporting quality and comparability
on those economic effects. Using accounting, analyst, and market data for a large num-
ber of firms over an eight-year period from 2001 to 2008, I examine variation in the
empirical association between mandatory IFRS adoption and several market and analyst
proxies for information asymmetry, conditional on changes in comparability and reporting
quality around the adoption date. After controlling for other influential factors at the firm
and macro level, the results show that economic benefits of IFRS adoption are most pro-
nounced among firms that exhibit larger improvements in cross-country accounting com-
parability. In contrast, an improvement in firm-specific reporting quality appears to have
only a marginal effect that is generally limited to valuation effects among those adopters
with a concurrent increase in comparability. Overall, these results suggest that improve-
ments in cross-country comparability have a first-order effect on firms’ information
environments.

This paper provides evidence about the relative importance of two financial character-
istics in explaining economic benefits of mandatory IFRS adoption, and provides prelimi-
nary descriptive evidence about institutions that are associated with changes in
comparability and reporting quality around adoption. Future research could extend these
findings by investigating why comparability is the dominant financial characteristic driving
the economic benefits. For example, the descriptive analysis presented above indicates that
the incentives that mattered for higher-quality financial reporting prior to IFRS also mat-
ter for the development of comparable accounting under IFRS. Therefore, it would be
informative to examine whether an increase in cross-country comparability following
adoption only occurs when pre-IFRS financial reporting is already of a sufficiently high
quality. This could have implications for how IFRS adoption (or convergence) might be
expected to impact financial reporting, and the associated economic outcomes, in major
economies with relatively weaker reporting incentives (e.g., China, India, and Russia).
Future research could also investigate whether the relative importance of comparability in
my setting is related to the relatively strong institutions of the E.U. In particular, it is pos-
sible that firms would exhibit a larger improvement in reporting quality in those countries
that have weaker institutional environments (and relatively lower pre-IFRS reporting qual-
ity). If so, it is possible that improvements in reporting quality may prove to be a more
important driver of economic outcomes in those countries. Importantly, this could have
implications for the larger debate about the nature, importance, and interaction of coun-
tries’ institutions and accounting standards in the development of financial reporting
characteristics.
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Appendix 1

Variable definitions

Dependent variables

Q Q is ratio of MV of assets to BV of assets
ILLIQUIDITY Annual median of the Amihud (2002) price impact measure
TRADINGCOST Annual average roundtrip transaction cost for trading in a firm’s stock

(Lesmond et al. 1999)

BIDASK Annual average bid–ask spread estimate (Roll 1984)
AFE Absolute analyst forecast error scaled by price, multiplied by 100
AFD Standard deviation of analyst forecasts scaled by price, multiplied by 100

Experimental variables
CompAcct Measure of accounting comparability (see section 3)

CompCF Measure of accounting comparability (see section 3)
CompAccrual Measure of accounting comparability (see section 3)
q(Acc, CF) Firm-level correlation between accruals and cash flows, computed over four

years (see section 3)
AQ1 Accrual quality as in Dechow and Dichev (2002), computed over four years

(see section 3)
AQ2 Accrual quality as in Wysocki (2009), computed over four years (see section 3)

Control variables

ASSET_RATIO Median ratio of the smaller value of $U.S. assets to the larger value of $U.S.
assets using a firm’s industry peers

LEV_RATIO Median ratio of the smaller value of leverage to the larger value of leverage
using a firm’s industry peers

MTB_RATIO Median ratio of the smaller value of MTB to the larger value of MTB using a
firm’s industry peers

ASSET_GR Fiscal year-end percentage annual change in total assets

ASSETS Fiscal year-end total assets in $U.S.
BTM Fiscal year-end ratio of book value of common equity to market value of

common equity

COVERAGE Natural log of the number of analysts included in the consensus estimate to
compute AFE

DAYS Natural log of days between the forecast used to compute AFE and the
earnings announcement date

IFRS Binary variable equal to one for the post-adoption period (i.e. 2005–2008), and
zero otherwise

LEV Fiscal year-end ratio of long-term debt to total assets

MVE Fiscal year-end market value of common equity in $U.S.
RET_VAR Annual standard deviation of monthly stock returns.
TURNOVER Annual $U.S. trading volume divided by market value of common equity

Appendix 2

Liquidity measures

I follow Daske et al. (2008) and calculate the following liquidity measures over a period
that spans month �5 through month +7 relative to the firm’s fiscal-year end. I obtain all
price and volume data from COMPUSTAT Global.

Illiquidity

I calculate Illiquidity as the median daily price impact over the year where price impact
equals the daily absolute price change in percent divided by $U.S. trading volume
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(measured in thousands) from Amihud (2002). I omit zero return days from my calcula-
tion to avoid misclassifying low trading activity days as highly liquid and multiply Illiquid-
ity by 1,000. Smaller values indicate greater liquidity.

Total trading costs

Lesmond et al. (1999) develop a model of total trading cost under the assumption that
trading costs inhibit more informed investors from trading. When the cost of trading
in a security exceeds the value of new information, the return should be zero. Because
trades are constrained by transaction costs, firms’ true (or desired) returns can deviate
from their observed returns when transaction costs exceed the value of information.
The model assumes that security returns can be represented with the market model
and relies on the following relation between transaction costs and returns. Using the
market model, the relation between the market return and the true return is
expressed as:

R�
jt ¼ bjRmt þ ejt;

where R�
jt is the true return for a security and Rmt is the market return. The relation

between the observed return, Rjt, and the true return for a security is described by the fol-
lowing system of equations:

Rjt ¼ R�
jt � a1j; if R�

jt\a1j and a1j\0;

Rjt ¼ 0; if a2j\R�
jt\a1j;

Rjt ¼ R�
jt � a2j; if R�

jt [ a2j and a2j [ 0:

Transaction costs for firm j are represented by a1j, the effective sell-side cost, and a2j, the
effective buy-side cost, with a2j � a1j as the estimate of the total roundtrip transaction
cost. I estimate the model empirically using maximum likelihood estimation under the
assumption that daily returns are normally distributed. Specifically, I estimate the follow-
ing log likelihood function for each firm-year using daily stock returns and an equal-
weighted home country market index:

lnL ¼
X

1
ln

1

ð2pr2j Þ1=2
�
X

1

1

2r2j
ðRjt þ a1j � bRmtÞ2

þ
X

2
ln

1

ð2pr2j Þ1=2
�
X

2

1

2r2j
ðRjt þ a2j � bRmtÞ2

þ
X

0
lnU2

a2j � bjRmt

rj

� �
� U1

a1j � bjRmt

rj

� �
;

where ln is the natural log function and Φi is the cumulative distribution function. TRA-
DINGCOST equals a2j � a1j. I require at least 24 daily returns and 20 percent of the daily
returns to be non-zero per firm-year observation, and multiply TRADINGCOST by 100.

Effective bid-ask spread

Roll (1984) developed an estimate of the effective bid-ask spread based on the bid-ask
bounce-induced negative serial auto-correlation in returns. Following Roll (1984) I calcu-
late BIDASK as 29[�COV(Rett, Rett-1)]

1/2.
Where Ret equals the daily return and COV(Rett, Rett-1) is the covariance of the cur-

rent and prior daily returns. Roll’s measure requires a negative covariance. If the covari-
ance is positive, I force it negative and calculate the Roll estimate as if the covariance is
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negative (Lesmond 2005). I require at least 24 daily returns and 20 percent of the daily
returns to be non-zero per firm-year observation, and multiply BIDASK by 100.
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