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In the past two decades, dynamic covalent chemistry (DCvC) has emerged as a powerful 
synthetic tool in organic synthesis, materials development, drug discovery, and biotech-
nology. Similar to supramolecular chemistry, DCvC is the chemistry of reversible bond 
formation under equilibrium control and dynamic in nature. However, unlike supramo-
lecular chemistry, which is based on weak non‐covalent intermolecular interactions, 
DCvC involves reversible yet robust covalent bond formation/cleavage. Therefore, DCvC 
is molecular chemistry whereas supramolecular chemistry is the chemistry beyond 
 molecules. Nature has practiced supramolecular chemistry for millions years in many 
biological systems and processes. The arrival of supramolecular chemistry to scientists 
was formally recognized by the 1987 Nobel Prize in Chemistry to Pedersen, Cram and 
Lehn. Supramolecular chemistry has revolutionized the bottom‐up approach to nano-
structured systems with extraordinary properties and amazing applications in biology 
and materials science. Importing the dynamic feature of supramolecular chemistry into 
the molecular level, DCvC combines the error‐correction capability of supramolecular 
chemistry and the robustness of covalent bonding. Although relatively young, DCvC has 
advanced rapidly over the years on the foundation of supramolecular chemistry. 
This book presents DCvC as a powerful tool for those who are interested in the assembly 
of molecular architectures, dynamic combinatorial chemistry, and responsive materials. 
This book is not meant to be a comprehensive compilation of all the examples reported 
in the literature involving DCvC, but instead provides general guidance, balanced under-
standing of this field, and inspiration by introducing concepts, principles, methods, and 
selective examples of exciting applications in diverse research areas, such as synthetic 
chemistry, biotechnology, and materials science. We put a particular focus on accom-
plishments made within the past decade.

Chapter 1 provides a general introduction to this field, including the basic concepts of 
DCvC, its thermodynamically controlled nature, “error checking” and “proof‐reading” 
characters, and important criteria for reversible systems. Descriptions of various revers-
ible covalent reactions that have been explored so far, along with their characteristics, 
are provided.

Chapter 2 gives a general overview of dynamic combinatorial libraries (DCL), which 
are freely interconverting mixtures of distinct molecular species (covalently or non‐
covalently bonded) resulting from dynamic combinatorial chemistry. Theoretical 
 considerations and the adaptability of DCLs under external stimuli, such as template 
and physical means (solvent, light, temperature, mechanical force, etc.), are presented. 
Interesting multiphase DCLs and kinetically interrupted non‐equilibrium DCLs are 
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also discussed. The most important accomplishments in DCL (e.g., molecular sepa-
ration, catalysis, self‐replicating, drug discovery, etc.), characterization/analysis 
approaches, together with challenges and perspectives for the future, are highlighted.

Chapter 3 covers shape‐persistent macrocycles prepared through dynamic covalent 
reactions under thermodynamic control. The design, synthesis, and property study of 
these cyclic rigid oligomers with non‐collapsible backbones and inside cavities are dis-
cussed. Homo‐sequenced macrocycles prepared through reversible alkyne metathesis, 
imine metathesis, olefin metathesis, and boronate ester formation, and hetero‐
sequenced macrocycles formed through orthogonal dynamic covalent reactions are 
presented. The great potential of shape‐persistent macrocycles in various applications, 
such as host–guest chemistry, organic electronic materials, chemical sensors, and 
transmembrane mass transportation, are also discussed.

Chapter 4 reviews the research progress on organic molecular cages (OMCs) synthe-
sized via a DCvC approach. Similar to the formation of macrocyclic compounds, molec-
ular cages, also called covalent organic polyhedrons, can be obtained as the predominant 
species at the equilibrium through thermodynamically controlled cyclooligomerization 
from suitably designed monomer species. The synthesis of OMCs through various 
dynamic covalent reactions and strategies of OMC functionalization are discussed. 
Finally, the interesting applications of OMCs in molecular recognition/separation, 
catalysis, and template synthesis of nanoparticles are discussed.

Chapter 5 reviews the orthogonal application of more than one type of bonding inter-
action to construct various well‐defined molecular architectures. Orthogonal use of 
multiple dynamic covalent reactions, dynamic covalent reactions with hydrogen bond-
ing interactions, and dynamic covalent reactions with π–π stacking interactions are 
presented. This protocol represents a nice addition to the current tool box of DCvC, 
easily accessing more complex molecular architectures of tunable shapes, sizes and 
symmetries, in many cases, with the aid of supramolecular interactions.

Chapter  6 introduces the self‐sorting concept and describes self‐sorting processes 
involving interchange of components through the formation and breakage of dynamic 
covalent bonds. Thermodynamically controlled self‐sorting in DCLs through multiple 
operational exchange reactions and kinetically controlled self‐sorting under an irre-
versible chemical or physical stimulus are discussed. These self‐sorting processes result 
from a network of competing recognition processes among a complex mixture of 
 components to form ordered sub‐systems, and have shown great potential in forming 
complex ordered structures and in separation applications.

Chapter 7 reviews the design, synthesis, and study of molecular machines through 
DCvC. Mechanically interlocked molecular systems are introduced first, followed by 
discussions on several molecular machine systems, including motors, switches, shut-
tles, and molecular walkers. Compared to those systems utilizing non‐covalent bonding 
interactions, molecular machines driven by covalent bonding changes offer more 
 distinctive states, implying more functions and controllability. Also, as it is manifested 
in macrocycle and molecular cage synthesis, the use of orthogonal DCvC enables the 
fabrication of more sophisticated artificial molecular machines.

Chapters 8 and 9 review the responsive and self‐healing polymers, respectively, which 
are all prepared via DCvC. Dynamic covalent polymers are capable of adapting to their 
surroundings to exhibit responses including self‐healing, conformational changes, and 
malleability. Such materials have great potential in a broad range of applications, such 
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as therapeutics, diagnostics, cell and tissue engineering, optoelectronics, sensors, coat-
ing, and textiles. The design principles of dynamic covalent polymers, and their response 
and self‐healing mechanisms, are briefly overviewed. Recent advances in the area of 
stimuli‐responsive and self‐healing polymers with dynamic characteristics are also 
discussed.

Chapter  10 reviews emerging applications of DCvC, with a particular focus on 
nanoscale. The applications of dynamic systems utilizing nanoscale assemblies in bio-
medical‐related fields, as well as in other fields such as organic electronics, gas storage, 
catalysis, and separations, are discussed. The outlook for potential growth areas of 
DCvC in nanotechnology is also provided.

Finally, we would like to acknowledge all the contributing authors for their high‐ 
quality work. We thank Yuou Zhang for her help with the initial design of the cover art. 
We sincerely hope this book can provide a comprehensive review of the DCvC field and 
inspire chemists working on DCvC or supramolecular chemistry as well as those who 
plan to move into such an exciting and rapidly growing field.

June 2017 Wei Zhang
Yinghua Jin



xv

Jessica J. Cash
George & Josephine Butler Polymer 
Research Laboratory
Center for Macromolecular Science & 
Engineering
Department of Chemistry
University of Florida
USA

Rufan Chen
Key Laboratory of Biomedical Polymers 
(Ministry of Education)
College of Chemistry and Molecular 
Sciences
Wuhan University
China

Huimin Ding
Key Laboratory of Biomedical Polymers 
(Ministry of Education)
College of Chemistry and Molecular 
Sciences
Wuhan University
China

Megan Dunn
Department of Chemical Engineering
University of Michigan
USA

Joseph C. Furgal
Department of Chemical Engineering
University of Michigan
USA

Chia‐Wei Hsu
Department of Chemistry
University of Houston
USA

Keiichi Imato
Department of Organic and Polymeric 
Materials
Tokyo Institute of Technology
Japan

Yinghua Jin
Department of Chemistry and 
Biochemistry
University of Colorado
USA

Dávid Komáromy
University of Groningen
Centre for Systems Chemistry
Stratingh Institute
The Netherlands

Ken Cham‐Fai Leung
Department of Chemistry
Hong Kong Baptist University
Hong Kong

Zhan‐Ting Li
Department of Chemistry
Fudan University
China

List of Contributors



List of Contributorsxvi

Yi Liu
The Molecular Foundry
Lawrence Berkeley National Laboratory
USA

Ognjen Š. Miljanić
Department of Chemistry
University of Houston
USA

Soma Mukherjee
George & Josephine Butler Polymer 
Research Laboratory
Center for Macromolecular Science & 
Engineering
Department of Chemistry
University of Florida
USA

Piotr Nowak
University of Groningen
Centre for Systems Chemistry
Stratingh Institute
The Netherlands

Hideyuki Otsuka
Department of Organic and Polymeric 
Materials
Tokyo Institute of Technology
Japan

Sijbren Otto
University of Groningen
Centre for Systems Chemistry
Stratingh Institute
The Netherlands

Olof Ramström
Department of Chemistry
KTH – Royal Institute of Technology
Stockholm
Sweden

Fredrik Schaufelberger
Department of Chemistry
KTH – Royal Institute of Technology
Stockholm
Sweden

Timothy F. Scott
Department of Chemical Engineering, 
and Macromolecular Science and 
Engineering Program
University of Michigan
USA

Brent S. Sumerlin
George & Josephine Butler Polymer 
Research Laboratory
Center for Macromolecular Science & 
Engineering
Department of Chemistry
University of Florida
USA

Brian J. J. Timmer
Department of Chemistry
KTH – Royal Institute of Technology
Stockholm
Sweden

Cheng Wang
Key Laboratory of Biomedical Polymers 
(Ministry of Education)
College of Chemistry and Molecular Sciences
Wuhan University
China

Tao Wei
Department of Chemical Engineering
University of Michigan
USA

Chao Yu
Department of Chemistry and 
Biochemistry
University of Colorado
USA

Dan‐Wei Zhang
Department of Chemistry
Fudan University
China

Wei Zhang
Department of Chemistry and 
Biochemistry
University of Colorado
USA



Dynamic Covalent Chemistry: Principles, Reactions, and Applications, First Edition.  
Edited by Wei Zhang and Yinghua Jin. 
© 2018 John Wiley & Sons Ltd. Published 2018 by John Wiley & Sons Ltd.

1

1

1.1  Introduction

1.1.1 What is Dynamic Covalent Chemistry?

A key feature in supramolecular chemistry is its dynamic nature. The weak non‐ covalent 
bonds utilized are labile and reversible, and supramolecular systems spontaneously 
organize into the thermodynamically most preferred composition. However, the same 
inherent instability of supramolecular assemblies precludes their use in many applica-
tions where a higher degree of robustness is required. Thus, a demand for a set of 
 reactions that combine the dynamic properties of supramolecular chemistry with the 
stability and robustness of covalent bonds arose. To meet this requirement, dynamic 
covalent chemistry (DCvC*) was developed.[1–3] This chemistry is based on reversible 
covalent bonds and extends traditional supramolecular chemistry into the molecular 
domain. The resulting combination gives rise to constitutional dynamic chemistry 
(CDC), a type of chemistry where the molecular constitution of a chemical system 
may undergo changes over time or in response to stimuli (Figure 1.1).[4] In this context, 
the generation of mixtures of interconverting constituents can lead to compound 
 collections, representing a sub‐field of CDC normally termed dynamic combinatorial 
chemistry (DCC).[2,5]

Dynamic covalent chemistry is not a new concept and its origins can be traced back 
to the roots of chemistry.[6] Fundamental discoveries in the field were made by, for 
example, Williamson, Schiff, and Fischer, and the concept of reversible covalent bonds 
was also discussed by Werner during investigations of metal–ligand coordination. 
An early application of the concept in template synthesis was reported in the 1920s by 
Seidel, where macrocyclization of 2‐aminobenzaldehyde in the presence of ZnCl2 
resulted in an unidentified structure that was later identified as a tetrameric macrocycle 
(Scheme 1.1).[7,8]

The field of DCvC has, however, evolved rapidly in recent years and today reversible 
covalent bonds are utilized in a plethora of applications (Figure  1.2).[9,10] DCvC has 

Principles of Dynamic Covalent Chemistry
Fredrik Schaufelberger, Brian J.J. Timmer, and Olof Ramström

*To avoid confusion with DCC, and in congruence with Zhang’s proposed nomenclature, dynamic covalent 
chemistry is abbreviated DCvC in this chapter.
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Covalent Chemistry

Constitutional
Dynamic Chemistry
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...by design
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Figure 1.1 Overview of the structural order of dynamic chemistry.
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Scheme 1.1 Template‐assisted 
macrocyclization of 2‐aminobenzaldehyde 
under thermodynamic control.
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Figure 1.2 Selected applications of dynamic covalent chemistry.



1.1 Introduction 3

found extensive use in, for example, materials science, nanochemistry, catalysis, surface 
chemistry, chemical biology, and analytical sensing.[11–16]

In this chapter, the underlying features of dynamic covalent chemistry are described, 
followed by a short exposé over the toolbox of reversible covalent reactions available 
today. Furthermore, some of the analytical challenges in DCvC are briefly highlighted.

1.1.2 Importance of Dynamic Covalent Chemistry

Dynamic covalent bonds are ubiquitous in nature, and they are continuously being uti-
lized in biotic settings to provide a wide range of functions. For example, reversible 
disulfide chemistry controls protein folding and thus the self‐assembly of polypeptides 
into ternary structures, dynamic imines are integral for human vision, reversible 
 thioesters are key players in our metabolic pathways, and dynamic covalent enone 
chemistry is a reason why red peppers are so pungent.[17]

Furthermore, DCvC provides an entry into the design of complex systems capable of 
continuous adaptation and evolution. Creating function by design is a central objective 
in chemistry, and dynamic covalent bonds provide access to systems capable of self‐
sorting, replication, adaptation towards selection pressures, self‐healing, and the con-
struction of highly complex molecular architectures. Some macrocyclic/cage molecules 
synthesized through DCvC approaches are displayed in Figure 1.3. The Solomon link 
(left), prism (middle), and nanocapsule (right) all represent structures that would be 
difficult to access without DCvC.[18–20]

Since dynamic covalent chemistry operates under thermodynamic control, it allows a 
system of components (building blocks) and/or constituents (products) to settle into its 
thermodynamically most favorable state. Thus, the information stored in the molecular 
components of a system can be expressed with high precision and a high degree of 
“proof‐reading”, giving access to the optimal molecular architectures for a given setting. 
In comparison with “static”, non‐dynamic chemistry, DCvC thus relies on the inherent 
molecular information in the system. Since any constituent created during a synthesis 
utilizing reversible covalent bonds is eventually reprocessed, DCvC acts as a sort of 
error‐correction, where non‐optimal intermediates are recycled to form the thermody-
namically more stable products.

1.1.3 Basic Concepts

Large dynamic systems (Figure 1.4) of interconverting molecular entities can be gener-
ated using DCvC. These systems undergo continuous exchange towards an equilibrium 
point through the information contained in either the molecules themselves or their 
surroundings.

As mentioned, when the intrinsic dynamic nature of CDC is applied to large systems 
with collections of molecular entities, dynamic (DCLs) or virtual combinatorial 
 libraries (VCLs) can be created, the latter representing situations where constituents 
remain unexpressed in the absence of stabilizing entities.[21–23]

A dynamic covalent bond is reversible and can be broken and reformed to eventually 
reach a thermodynamic equilibrium. Once this has been established, the molecular 
status quo can be disturbed if the system is perturbed by stimuli. For example, the 
 constitution of dynamic systems can respond to changes in chemical environment 
(complexing entities, etc.) or physical conditions (temperature, mechanical stress, 
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electric field, irradiation, etc.). This constitutional adaptation leads to the “evolution” of 
a more favorable thermodynamic system under the new conditions. For example, 
when a dynamic system is exposed to a target selector (e.g., ligand, receptor) that can 
selectively interact with one of the many interconverting substituents, the system can 
be perturbed. The transient stabilization of the best constituent by the target selector 
will cause re‐equilibration of the system, ideally leading to amplification of the “fittest” 
compound at the expense of all other combinations. The concept can be illustrated 
through Emil Fischer’s lock‐and‐key metaphor (Figure  1.5). Here, the keys are 
 constructed from different dynamically reacting components, and the addition of a lock 
stabilizes and amplifies the key that best fits the keyhole. This type of “thermodynamic 
self‐screening” is appealing for drug/ligand discovery applications, as the best binder 
can be directly identified from a large system by inspection of the component distribu-
tion before and after target addition. This circumvents the need for synthesis and 
 purification as well as screening of each individual compound.

1.2  The Dynamic Covalent Bond

1.2.1 Requirements for Dynamic Covalent Bonds

The most important criteria for dynamic covalent bonds are the covalent nature and the 
bond strengths. For some systems, a lifetime of each bond in the range 1 ms < τ < 1 min 
has been proposed to yield connections that are stable and detectable with most analyti-
cal methods, yet dynamic enough to allow swift adaptation.[9] This translates into 
 equilibrium times in the order of hours to days for large dynamic systems. The upper 
limit of the equilibration time for a DCvC application is also related to the degradation 

A + B C + D

A B

C D
or

Figure 1.4 Two alternative representations of a dynamic system with the components A, B, C, and D 
undergoing reversible exchange.

Dynamic system

Building blocks

Dynamic
system

generation Selection

Figure 1.5 Illustration of the basic concept behind selection in dynamic covalent chemistry. The 
building blocks self‐assemble into different “keys”, and the key that best fits into the “lock” is amplified 
at the expense of the other keys.
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stability of the components and constituents in the system, as equilibrium must be 
attained before the system starts degrading.

As covalent connections are intrinsically more stable than supramolecular interac-
tions, dynamic covalent bonds are typically much more robust but also slower to 
exchange than the corresponding supramolecular interactions. Thus, most dynamic 
covalent bonds require some type of catalysis in order to promote exchange (discussed 
further in section 1.2.2).

For dynamic covalent bonds, mild reaction conditions are beneficial for preserving 
the integrity of the bond and to maintain delicate non‐covalent interactions of interest 
in the system. The reactions should also be compatible with the application of interest, 
and resistance to moisture and oxygen is of general importance. For biological applica-
tions, a dynamic covalent bond should exchange readily in water or water/organic sol-
vent mixtures, although only a few bonds obeying such criteria have been discovered. 
Note that a tradeoff between equilibration rates and stability is often observed, with 
more reactive dynamic covalent bonds leading to lower system stabilities and more 
 difficult analyses.

1.2.2 Catalysis of Exchange

The majority of the dynamic covalent bonds in use today require catalysis to facilitate 
equilibration. Although this introduces additional operations and increases the 
 complexity of the systems, it also provides several benefits. Primarily, catalysis allows 
control of the system’s progress towards the thermodynamic equilibrium. Manipulations 
of the catalyst can, for example, be used to halt equilibration prior to analysis or tog-
gle  exchange on or off if such switchability is important for system function (see 
 section 1.2.3). Ideally, a catalyst should only modulate the system exchange rate and not 
the component distribution, but high catalyst loadings can lead to altered equilibrium 
positions due to complexation effects.[24] Although the energetics of dynamic systems is 
governed by many response factors, it is preferred to work with lower catalyst concen-
trations where the catalyst acts fully “innocent”.

The catalyst activity and turnover is of critical importance in DCvC applications. The 
catalyst needs to remain active over many cycles, and a catalyst that is easily deactivated 
can lead to a situation where the component distribution remains static as a result of 
catalyst degradation rather than system equilibration. For this reason, it is often neces-
sary to probe if equilibrium has been reached (see section 1.2.5) when working with 
dynamic bond exchange reactions that require sensitive catalysts.

A widespread selection of bond exchange catalysts has been developed for DCvC pur-
poses, ranging from buffered acid or base solutions to complex catalysts assembled 
through multistep syntheses. Progress has also been made in the use of immobilized cata-
lysts, for example with solid‐supported enzymes or Grubbs metathesis catalysts.[25,26]

1.2.3 Halting Equilibration

“Freezing” of the equilibration process is commonly desired in order to facilitate analy-
sis of the systems. Dynamic equilibration can, for example, be halted by temperature 
changes, removal of light input or catalyst, or changes in pH. For some bonds, such as 
imines or hemithioacetals, irreversible derivatization is required to fully “freeze” the 
equilibrium. In such a case, the freezing reaction needs to be very rapid in relation to 



1.2 The Dynamic Covalent Bond 7

the dynamic exchange reaction, lest the system equilibrates during derivatization. For 
imine bonds, some ways to freeze an equilibrium without scrambling are highlighted in 
Scheme  1.2. Reduction of imines to amines with no formation of the scrambling 
 products can be completed with NaBH4 in less than 1 s under certain conditions.[27] 
Also, other derivation reactions such as the Ugi reaction with isocyanides to create Ugi 
adducts have been used to halt dynamic equilibration.[28]

1.2.4 Exchange Symmetry

A key feature of dynamic covalent bonds is the bond exchange symmetry. Three main 
categories of symmetry classes can be discerned: symmetric, unsymmetric, and  trans‐
symmetric bonds (Figure  1.6). Symmetric exchange indicates that both exchange 
 partners undergo interchange through the same functional group, while unsymmetric 
exchange means that two different types of functional groups build up the dynamic 
covalent bond. The latter thus leads to directionality of the bond type. Trans‐symmetric 
exchange represents a combination of both exchange modes, where two connected 
reversible reactions work in concert so that a functional group in an unsymmetric 
 reaction is reversibly transformed into the other.[29]

The exchange symmetry of the bonds has implications for the complexity of dynamic 
systems. For symmetric connections, there is full symmetry in the exchanging bond, no 
directionality exists, and the combinations R–R′ and R′–R are mutually commutative. 
Self‐exchange is thus always occurring, as well as oligomerization if multidentate build-
ing blocks are used. For unsymmetric exchange, the two functional groups constituting 
the exchanging reaction are different and self‐inert. The advantage is that one can intro-
duce complementary functionalities on each building block. By varying the substituents 
on one of the functional exchanging groups while keeping the other constant, screening 
towards cooperativity or optimizing ligand scaffolds becomes more straightforward. 
On the other hand, it is harder to access all compound combinations within the system 
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1 Principles of Dynamic Covalent Chemistry8

with unsymmetrical exchange, limiting the structural diversity. This limitation is, 
 however, overcome with trans‐symmetric connections, where the directionality of the 
linkage can be reversed, resulting in higher complexity.

1.2.5 Methods to Confirm Reversibility

Once a dynamic covalent system has been generated, there is usually a need to confirm 
that equilibrium is reached. Two methods, both illustrated in Figure 1.7, are commonly 
employed. The first method is termed dual entry‐point analysis. Here, a dynamic  system 
is being generated from two different systemic starting compositions while maintaining 
the overall ratio of the building blocks. Pathway‐independence is the defining charac-
teristic of a system at equilibrium. Thus, if the same component distribution is obtained 
regardless of entry point, it provides evidence that the system is under thermodynamic 
control. This type of test constitutes the most robust and well‐utilized application for 
testing new dynamic systems and dynamic covalent bonds.

Another useful way to probe equilibration is the stationary state perturbation method. 
Here, an initial dynamic system is generated under the conditions of interest and 
allowed to evolve until a point is reached where the system composition no longer 
changes. Thereafter, another exchange partner is added and the system is again allowed 
to settle into equilibrium. If the new partner has been incorporated into the dynamic 
system and the initial component distribution has changed, it provides a good indica-
tion that the system originally was at equilibrium. For practical purposes, a large excess 
(typically 5–10 equivalents) of the perturbing compound is usually added so that effects 
are more clear‐cut and easily interpreted. This methodology is advantageous when 
acquisition of compounds from both “directions” of a dynamic system is difficult (i.e., if 
one or more of the necessary molecules are commercially unavailable, expensive or 
difficult to handle).

Finally, it can also be mentioned that a change in the physical properties of the system 
(i.e., temperature, solvent, concentration, pressure, etc.) commonly produces an equi-
librium response, which in specialized applications can be used to test whether a given 
system is at equilibrium.

Dual entry-point analysis

A A A A A

A
A

A

A A A

A

A

A

AAAAA

B B B
B B

B

B

B

BBBBB

C C

C

Stationary state perturbation

Figure 1.7 Methods to probe if equilibrium has been reached.
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1.3  Dynamic Covalent Reactions

The following sections will focus on expanding the theory of dynamic covalent bonds 
into more concrete examples. These include descriptions of most of the reversible cova-
lent reactions, along with their characteristics.

1.3.1 Dynamic Polar Reactions

A majority of all reversible covalent bonds belong to the class of dynamic polar  reactions, 
which means they pass through charged reactive intermediates during the exchange 
process. The following reactions are sorted by the main type of bond that is formed or 
broken during the exchange process.

1.3.1.1 C–N Bonds
The most well‐utilized family of bonds in DCvC is C–N bonds. A summary of the avail-
able C–N bond exchange reactions can be found in Figures 1.8 to 1.12.

The most prominent example of a reversible C–N bond is the imine, the most 
 extensively used dynamic covalent bond since the inception of DCvC. Dynamic imines 
have been applied in a remarkable variety of applications, including formation of com-
plex molecular architectures, self‐sorting systems, switches and molecular motors.[30] 
Imines are formed through condensation of the respective aldehyde and amine. 
Exchange occurs either through a hydrolysis/recondensation pathway or, if water is 
unavailable, through so‐called transimination or imine metathesis mechanisms 
(Figure 1.8a–c). The exchange mechanisms have been studied in great detail and are 
discussed in depth in a recent review.[31] Exchange of imines occurs under neutral 
 conditions without additives, but to accelerate the equilibration process one can use 
Brønsted acid, Lewis acid or nucleophilic catalysis.

Lewis acid activation of imines has been known for decades.[32] The transimination 
pathway have also been studied in detail by Lehn and coworkers, who discovered that 
the Lewis acid Sc(OTf)3 is a highly efficient transimination catalyst.[24] It was also 
 demonstrated that the equilibrium composition of the system depends on the basicity 
of the amine, with the most basic amine forming the most stable imine. Using amines of 
similar basicity resulted in the highest equilibration rates. Furthermore, it was demon-
strated that Lewis acids were more efficient catalysts than Brønsted acids due to a lower 
degree of deactivation of the nucleophile and catalyst. The last type of imine exchange 
acceleration is through nucleophilic catalysis with primary amines, shifting the imine 
exchange reaction to a transimination type mechanism.[33]
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Beside the aldehyde and amine components, there are several intermediates involved 
in imine exchange. Due to their low stability, they can be considered virtual constituents 
of a system. Labile intermediates like hemi‐aminals can only be stabilized through 
 unusual measures, such as complexation inside a synthetic cavitand.[34] An example of 
reversible hemiaminal and more stable aminal constructs (Figure 1.9a), stabilized by 
N‐methyl pyrrolidone, have been demonstrated in dynamic covalent networks formed 
from diamines and formaldehyde.[35] Due to the reversible nature of this reaction, 
the polymeric networks formed are recyclable and have self‐healing properties, while 
maintaining high rigidity.

A second type of intermediates from imine formation are β‐amino‐enones (Figure 1.9b). 
The presence of the electron‐withdrawing keto fragment makes it possible for the 
 molecule to tautomerize to form an imine/iminium ion. This iminium ion undergoes 
reversible exchange with other amines.[36,37] Similar exchange has also been shown pre-
viously with iminium ions as electron‐withdrawing facilitator.[38] In both cases, exchange 
could be achieved in the absence of catalysts and can even be run at near physiological 
conditions.

Recently, imine rearrangement of α‐acidic imines was shown to be fully reversible 
(Figure 1.9c).[29] In the presence of a quinuclidine catalyst, an “allylic”‐type rearrange-
ment takes place. This exchange reaction effectively shifts around carbonyl groups of 
aldehydes with amine groups of benzylic amines, increasing the dimensions of standard 
imine systems when coupled to a secondary dynamic reaction such as transimination.

Furthermore, C = N bond exchange reactions aside from normal imines have seen 
extensive use. The most common alternative C = N exchange reactions are summarized 
in Figure 1.10, each utilizing N‐ or O‐substituted amines as nucleophiles. Due to the 
presence of free electron pairs on the adjacent atom to the reactive nitrogen, these 
 molecules have a higher nucleophilic character. This also increases the stability of the 
formed imine bond, due to the reduced electrophilicity.

Uncharged hydrazones, acylhydrazones and oximes (Figure  1.10a–c) have been 
 studied extensively due to their compatibility with biological systems. However, the 
enhanced stability leads to slow exchange kinetics. In comparison to imines, acylhydra-
zones and especially oximes are very stable and require efficient catalysis for exchange 
to occur. Oximes can be formed using aniline catalyst, which works most effectively at 
slightly acidic conditions (pH = 4.5) to protonate the intermediate aniline‐derived imine 
(Scheme 1.3).[39,40]

For hydrazones and acylhydrazones, a decrease in stability is observed compared to 
oximes, making exchange more straightforward. For hydrazone exchange, it has been 
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shown that strong acid catalysis results in decomposition products, but efficient exchange 
can be obtained using Lewis acid catalyst with loadings as low as 1%.[41] Due to its resem-
blance to a peptide bond, the acylhydrazone moiety has sometimes been referred to as a 
“dynamic peptide” and research has focused on improving the biological compatibility of 
the exchange process. The dynamic system can easily be frozen by pH modulation and, 
similar to oximes, exchange can be accelerated using aniline catalysis.[42] This procedure 
later was made more compatible with biological conditions by making exchange available 
at pH values as high as 6.[43]

Nitrones are the least studied reversible C = N bonds (Figure 1.10d). Their exchange 
can be directly facilitated using a combination of nucleophilic and Brønsted acid 
 catalysis.[44] Unlike all the other imine type bonds, the nitrone exchange equilibrium 
seems to be insensitive to the concentration of acid catalyst utilized.

Besides imine‐type exchange, other reversible C–N bonds have been designed. The 
amide bond (Figure 1.12a) is of high biological importance, and dynamic versions of this 
connection are thus highly desirable. Efficient exchange of amides could lead to discov-
ery of important applications for dynamic polymers, drug discovery and many other 
areas. However, the amide bond is chemically robust and requires harsh conditions 
or specific enzymes to break up. One way to facilitate transamidation is using metal 
 catalysts to activate secondary amides, shown using Fe(III) salts and Al2(NMe2)6.[45,46] 
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However, both of these procedures require elevated temperatures and organic solvents, 
making them incompatible with biological systems. Zr(NMe)4 has also been used, 
 enabling exchange of tertiary amides in organic solvents under ambient conditions.[47] 
Exchange of tertiary amides is, however, more straightforward, circumventing deproto-
nation of the otherwise relatively acidic amide protons. This was also used in a method 
related to native chemical ligation, where efficient amide exchange in peptides was 
demonstrated.[48] Introduction of an N‐(methyl)cysteine residue in the peptide chain 
shifted the reaction mechanism from intermolecular transamidation to intramolecular 
amide‐thioester exchange (Figure 1.11).

Ureas are structurally related to amides but have been shown to undergo dynamic 
exchange via the isocyanate (Figure 1.12b).[49] Destabilization of the urea bond by intro-
duction of bulky substituents on the nitrogen facilitated the dissociation/recombina-
tion procedure, and the exchange rate and the equilibrium constant could easily be 
controlled by changing the size of the substituent (Scheme 1.4). Bulkier substituents 
favored the formation of the isocyanate, while less bulky substituents led to favored 
urea formation.

The last reversible C–N bond type discussed here is reversible nucleophilic substitution, 
typically at quaternary nitrogen centra (Figure 1.12c). It has, for example, been shown that 
paraquat‐based macrocycles undergo reversible ring opening and closing under catalysis 
with iodide ions, allowing efficient access to catenane‐type structures.[50,51]

1.3.1.2 C–C Bonds
Formation of carbon–carbon bonds is the core of organic chemistry and reversible 
polar C–C single bond exchange has thus been studied extensively. A summary of the 
available reactions can be found in Figures 1.13 to 1.16.

A classical reversible C–C bond formation is the aldol reaction (Figure 1.13a). This 
reaction has not found much application in DCvC, mainly because of challenges with 
side reactions and finding suitable catalysts. An example of reversible aldol exchange 
was, however, carried out under enzyme catalysis with N‐acetylneuraminic acid aldo-
lase to facilitate exchange between a variety of hexoses and sodium pyruvate.[52] Another 
example of aldol exchange used a combination of Brønsted base and Lewis acid cataly-
sis, utilizing triazabicyclo[4.4.0]dec‐5‐ene and Al2O3, which resulted in relatively rapid 
formation of aldol products in both aqueous and apolar aprotic conditions.[53] When 
extending this catalytic system to a full system, an excess of ketone was necessary to 
facilitate exchange.

In the nitroaldol‐ (Henry) reaction, nitroalkanes are used as nucleophiles (Figure 1.13b). 
In contrast to the aldol reaction, this system readily undergoes dynamic exchange under 
a variety of conditions.[54] A stereocenter is also formed during the addition step, gener-
ating an additional level of structural information that can be selectively interpreted or 
resolved in a selection step.[55]

Cyanohydrins are highly important compounds in both biochemistry and organic 
synthesis due to their versatility as synthetic intermediates. Cyanation of aldehydes was 
found to be readily reversible in the presence of a base catalyst, and the exchange  process 
was biocompatible and rapid (Figure  1.13c). Another dynamic C–C bond formation 
based on cyanide addition is the Strecker reaction, where a cyanide ion adds to an in 
situ formed imine, yielding an α‐amino nitrile (Figure 1.13d). The dynamic behavior of 
this three‐component reaction has been studied extensively,[56,57] where the cyanation 
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was found to be reversibly catalyzed by Lewis acids like zinc halides. Zinc bromide 
proved especially efficient in the overall, three‐component Strecker reaction, catalyzing 
not only the cyanide exchange, but also the transimination step.

Recently, this type of chemistry has been expanded to include Knoevenagel‐type 
products (Figure 1.13e), which exchange readily in the presence of water under catalysis 
by secondary amines such as L‐proline. This type of exchange was also compatible with 
imine chemistry, leading to connected dynamic systems where several different equilib-
ria operated simultaneously.[58,59]

A second group of C–C bond‐forming reactions consists of carbene‐based reactions. 
N‐heterocyclic carbenes (NHCs) exist as both monomers and dimers (see Figure 1.14a), 
and the equilibrium position depends on the nature of the heterocyclic ring and the size 
of the substituents. It has, for example, been demonstrated that a dicarbene structure 
can form a mixture of polymers and free carbenes, which changes composition in a 
reversible fashion based on the amount of heat or chain transfer agent applied.[60] 
Reversible NHC coupling to isothiocyanates was also shown (Figure  1.14b).[61] This 
reaction favors the formation of the adduct, but at elevated temperatures the NHC is 
reversibly released.

Reversible C–C bond formations based on electrophilic aromatic substitutions have 
furthermore been developed (Figure 1.15). It was discovered that when a Lewis acid 
catalyzed Friedel–Crafts alkylation between a symmetrical bis‐nucleophilic and a 
 symmetrical bis‐electrophilic species was performed, a macrocycle consisting of an odd 
number of starting materials was obtained. Since the starting materials are symmetri-
cal, this phenomenon is only explicable if the reaction is reversible.[62] A variety of Lewis 
acids like ZnCl2, FeCl3, BF3•OEt2 and AlCl3 proved capable of facilitating this exchange 
at room temperature, with AlCl3 being the most efficient. Another electrophilic 
 aromatic substitution found to be reversible is the condensation of formaldehyde with 
electron‐rich aromatic rings (Figure  1.15b). It thus was shown that calix[8]arenes 
undergo reorganization to calix[4]arenes under strongly basic conditions at elevated 
temperatures.[63] Similarly, it was also demonstrated that reversibility for this reaction 
can be attained using elevated temperatures and strongly acidic conditions.[64]

The most useful dynamic covalent C–C bond‐forming reaction is probably olefin 
metathesis (Figure  1.16a). Although principally not polar in nature, this reaction 
allows  for exchange of the substituents on a C = C double bond in the presence of a 
metal  catalyst. Proceeding through sequential [2 + 2] cycloadditions via metallacyclic 
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intermediates, the overall reversibility of the reaction is well known. The reaction has 
been used extensively, for example, in dynamic combinatorial applications, and for the 
construction of shape‐persistent macrocycles under thermodynamic control.[26, 65–68] 
A wide array of catalysts for the transformation is available, with the Grubbs second‐
generation catalyst and the Grubbs–Hoveyda catalyst (Figure  1.17) being the most 
prominent.[69]

Olefin metathesis has advantages such as mild reaction conditions, wide functional 
group tolerance, commercially available catalysts, fast exchange kinetics, and orthogo-
nal reactivity relative to many other dynamic covalent bonds. Most common function-
alities can operate simultaneously with olefin metathesis, although strongly coordinating 
compounds such as amines, nitriles or phosphines sometimes poison the catalyst. 
Other pitfalls in dynamic olefin metathesis can be found in the reactivity difference 
between terminal and internal alkenes, rendering the reactions prone to kinetic traps. 
Also, the catalyst turnover numbers are sometimes inadequate for long‐term DCvC 
applications, and the presence of both E‐ and Z‐alkenes complicates analysis. Lastly, the 
equilibrium is hard to freeze, and even trace amounts of remaining catalyst during puri-
fication can promote further metathesis.[70]

Another type of metal‐catalyzed dynamic reaction is alkyne metathesis (Figure 1.16b), 
which initially suffered from stability problems and low turnovers of the catalysts. 
However, recent development of new classes of Schrock‐type Mo(VI) based catalysts 
has led to significantly decreased moist and air sensitivities (Figure  1.17, bottom), 
improving the usability for dynamic chemistry.[71,72]
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1.3.1.3 C–O Bonds
The dynamic exchange of C–O bonds has been extensively studied, although applica-
tions in dynamic systems are rather limited. A summary of the available reactions can 
be found in Figures 1.18 and 1.19.

The first class of dynamic C–O bonds are based on nucleophilic additions to C = O 
bonds. One of the most unstable reversible bonds of this type is hemiacetals 
(Figure 1.18a). Hemiacetals form readily under basic as well as acidic conditions, but 
can normally not be isolated due to the unfavorable equilibria. In combination with 
metal‐templating, however, observable hemiacetals can be formed.[73]
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When hemiacetal formation is carried out under acidic conditions, the reaction can 
proceed further through a dehydration step to form more easily handled acetals 
(Figure 1.18b).[74,75] The exchange, however, needs to be carried out under dry condi-
tions to avoid hydrolysis of the acetals. Furthermore, alcohol exchange with orthoesters 
was recently demonstrated.[76,77] Rapid exchange was observed under Brønsted acid 
catalysis, but, similar to acetal exchange, this reaction is incompatible with aqueous 
environments, as hydrolysis products dominate the system. However, when considering 
direct exchange between two distinct orthoesters, the addition of a minimal amount of 
water aids the reaction by release of alcohols as mediator. This reaction is of significant 
interest due to the three‐dimensional nature, as the tripodal exchange motif is unique 
in a dynamic chemistry context.

Ester exchange, as shown in Figure 1.18d, is another reaction where the dynamics of 
C–O bonds are used. In traditional (trans)esterifications, strong acids or bases are com-
monly utilized as catalysts.[78] However, undesired decomposition of components of the 
system can occur under harsh conditions, especially during prolonged exchange. 
Equilibration of esters have also been performed using strong Brønsted bases like 
NaOt‐Bu and DBU, or Lewis acids such as Ti(OBu)4 as catalysts.[79,80] A high excess of 
base can be necessary to increase the equilibration rates in these cases.

Beside the dynamic C–O bonds that utilize the inherent reactivity of functional 
groups, some transition metal‐catalyzed C–O bond exchange procedures have also 
been developed (Figure 1.19). For example, another way to utilize alkynes as dynamic 
linkages aside from alkyne metathesis is to convert them into their corresponding 
Nicholas ether adducts. These cobalt complexes have recently been demonstrated to be 
reversible when the ether groups are positioned α to the cobalt carbonyl–alkyne com-
plex (Figure 1.19a).[81] In order for dynamic covalent exchange to proceed rapidly, strong 
Lewis or Brønsted acids such as BF3•OEt2 or TfOH need to be added, with resulting 
equilibration times in the order of 3–24 h. The original alkynes can also be efficiently 
regenerated using cerium(IV) ammonium nitrate. Another type of dynamic C–O bond 
is reversible transallylesterification, utilizing palladium catalysis to scramble allylic 
esters under thermodynamic control (Figure 1.19b).[82]

1.3.1.4 C–S Bonds
Dynamic C–S bonds have much in common with C–O bonds, as implicated by the 
related positions of S and O in the periodic table. Sulfur has a more nucleophilic 
 character, however, and is also a better leaving group. Reversible exchange reactions 
with C–S bonds thus tend to follow similar reaction pathways as with C–O bonds, but 
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characteristics regarding equilibration rates and catalysis are different. A summary of 
the reactions discussed in this section can be found in Figure 1.20.

Similar to alcohols, thiols can also add to carbonyl groups to generate unstable 
hemithioacetals (Figure 1.20a).[83,84] When the reaction is conducted with excess thiol 
and removal of H2O, stable thioacetals (Figure 1.20b) can be obtained. The dehydration 
step is crucial and only acidic conditions give satisfactory equilibration rates. Brønsted 
acids promote thioacetal formation but not the reverse reaction, whereas the Lewis acid 
Zn(OTf)2 result in swift forward and reverse reactions.[85]

When comparing ester exchange with thioester exchange (Figure 1.20c), the differ-
ences are even more striking. Whereas ester exchange requires harsh conditions and is 
incompatible with aqueous conditions, thioester exchange does not require any cataly-
sis and can be conducted under mild conditions in water.[86,87] Due to the reactivity of 
thiols towards thioesters, thioester exchange is also compatible with functionalities 
present in peptides and nucleic acids.[88,89] In addition, it has been shown that introduc-
tion of positively charged residues in the molecule can enhance the equilibration rate by 
possible stabilization of the negative charge building up in the transition state.[90]

Thiols can also add to other carbonyl‐type bonds such as nitrones (Figure 1.20d).[91] 
However, the equilibrium constants are heavily weighted towards starting materials, 
and the established equilibria are essentially virtual. Nevertheless, the exchange is rapid 
and biocompatible, and the formed products can be kinetically trapped to drive the 
equilibrium away from the nitrone side.

Reversible thia‐Michael additions (Figure 1.20e) have also been demonstrated. Due 
to the presence of surface‐centered cysteine residues on many proteins, this type of 
exchange is of great interest for the design of reversible covalent drugs, a rapidly 
expanding area.[15] For specific systems, the thia‐Michael addition has been shown to 
be reversible on a short timescale under slightly basic conditions (pH = 8), with a fairly 
equal distribution between the starting materials and the adducts.[92] When shifting to 
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acidic conditions, equilibration was halted. Using the more electron‐poor enone frag-
ments derived from benzalcyanoacetamides, significantly enhanced equilibration 
rates were demonstrated.[93] Moreover, it was shown that the equilibrium position 
could be shifted by substituting the aromatic ring with electron‐withdrawing groups, 
reducing the electron density of the enone fragment.

It has also been shown that thia‐Michael systems starting from β‐sulfido‐substituted 
enone fragments efficiently exchange thiols to form new β‐sulfido‐substituted enones 
and β‐dithiane carbonyls.[94] In these specific systems, the thioacetal exchange 
(Scheme  1.5) could be performed under basic conditions, proceeding through a 
Michael‐type instead of hemiacetal‐type mechanism.

1.3.1.5 S–S Bonds and Se–Se Bonds
The second most utilized dynamic covalent connection after imines are the disulfides.[95] 
Other chalcogenic exchange reactions such as selenide–selenide and sulfur–selenide 
exchange have also been reported, but as the disulfide exchange reaction is of excep-
tional importance in DCvC the following section will mainly focus on this reaction.

Disulfide chemistry (Figure 1.21a) plays an important role in many biological pro-
cesses, such as protein folding, and remains ubiquitous in DCvC since its inception.[96,97] 
The exchange can be triggered by nucleophilic attack of a thiolate anion on the disulfide 
bond, creating a new disulfide and regenerating a new thiolate anion. Phosphines have 
furthermore been shown to catalyze the reaction.[98,99] As the exchange requires a 
deprotonated thiol, this reaction is dependent on the pH of the mixture and a pH range 
around 7–9 is usually adequate to achieve fast equilibration. Not only can addition of 
thiol catalyze the exchange, but the same thermodynamic equilibrium can be obtained 
when starting from solely disulfides and adding reducing agent to form a catalytic 
amount of thiols in situ. Another common method to generate disulfide systems is to 
simply mix the corresponding thiols and allow the mixture to oxidize in the presence of 
air, or by addition of other oxidation agents.[100,101] The exchange can be stopped by 
either complete oxidation to disulfides or protonating the thiolates by lowering the pH 
of the mixture. Disulfide exchange can also be performed using thiolate‐ or transition 
metal catalysis in organic solvents.[102]

An extension of S–S bond chemistry is found when selenols and diselenides are uti-
lized instead (Figure 1.21b,c). As selenols are more acidic than the corresponding thiols, 
there will be a comparatively higher concentration of selenolates in the mixture at 
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neutral pH. It has been shown that diselenide exchange in combination with a thiol 
initiator remains efficient down to a pH of 5.[103] When combining a diselenide building 
block with a disulfide building block, scrambling of the components and reorganization 
of the system towards both homocoupled and heterocoupled products could be 
observed. Because the sulfur–selenide heteroexchange proved to be faster, a small 
amount of diselenide can be added to disulfide mixtures to facilitate disulfide exchange. 
Diselenide exchange has also been demonstrated under visible light catalysis,[104] 
 proceeding in a variety of solvents under mild conditions.

1.3.1.6 B–O Bonds
The last of extensively investigated dynamic polar bonds are the B–O bonds. While 
B–O bonds can be made with monovalent alcohols, the thermodynamic stability of the 
formed product is low and isolation and characterization is difficult. For that reason, 
the main exchange reactions involving B–O bonds generally involve diols, which form 
more stable products (Figure 1.22a).

Due to the reversible interaction of boronic acids with Lewis bases, these compounds 
have found applications in molecular recognition, sensing and self‐assembly of complex 
molecular architectures.[105] The first type of reversible B–O bond formation are the 
boronic esters (Figure 1.22a). As reactants for Suzuki couplings, a lot of attention has 
gone into the synthesis of boronic esters, which similarly to normal esters are formed 
through dehydration reactions. To achieve efficient exchange of boronic esters at room 
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temperature, the presence of a nucleophile like water or alcohols is necessary[34,106] 
However, the dynamic system is not necessarily restricted to boronic esters, as the 
boron center still acts as a Lewis acid. Coordination of additional ligands results 
in  formation of boronate esters (Figure 1.22b). Ligands that have been successfully used 
in this exchange include water, alcohols, phosphonic acids and nitrogen‐containing 
aromatic heterocycles, all of which exchange readily at room temperature.[107–109] 
To ensure that boronate ester formation is the favored pathway, one can increase the pH 
of the mixture to higher levels than the pKa of the present boronic esters.[108]

1.3.1.7 N–X Bonds
Even though a wide range of dynamic polar reactions are available today, there is still 
much ongoing research towards development of new exchange processes. Some inter-
esting types include Se–N bonds and P–N bonds. Se–N bonds can be formed between 
selenylhalides and pyridine substituents in the presence of heat or DMAP as a catalyst, 
and P–N bonds can be formed between azides and phosphines in a reaction that is 
readily reversible at ambient temperature without addition of a catalyst.[110,111]

1.3.2 Other Dynamic Reaction Types

1.3.2.1 Dynamic Covalent Pericyclic Reactions
Reversible pericyclic reactions have also been pursued, and some examples are sum-
marized in Figure  1.23. The advantage of this class of transformation resides in the 
self‐contained nature of the reaction, meaning all atoms present in the reactants are 
also incorporated into the products. This property is of high interest for dynamic poly-
mers, as it entails potential self‐healing properties to the resulting material without the 
need for any additives. Furthermore, pericyclic reactions are orthogonal with most 
other dynamic covalent bonds.

The Diels–Alder reaction is the prototypical pericyclic reaction (Figure  1.23a). 
Formally classified as a [4 + 2] cycloaddition, the reversibility of this highly useful reac-
tion has been well known for many years.[112] However, since the Diels–Alder reaction 
can be defined as a net formation of two C–C σ bonds at the expense of two weaker 
C–C π bonds, it is inherently exothermic and the retro reaction can thus be kinetically 
disfavored. Usually, either high temperatures or highly tailored dienes and dienophiles 
are required for swift reversibility. An example of such a system is when electron‐poor 
dienes and electron‐rich dienophiles are employed. Then, the HOMO–LUMO energy 
gap is relatively small, resulting in facile dynamic [4 + 2] exchange even under mild 
conditions.

Room‐temperature dynamic covalent Diels–Alder reactions have been demon-
strated.[113] In one example, the dynamic exchange reaction between adducts formed 
from fulvenes and cyanoethylenes proceeded with very quick equilibration time 
(<1 minute) at room temperature in CDCl3. Both the exchange specificity and the sys-
tem stability were very high. In another example, dimethyl‐substituted anthracenes 
were applied as efficient dienes for dynamic covalent [4 + 2] reactions (Scheme 1.6).[114] 
The exchange rates were slower as compared to the fulvenes, with room temperature 
equilibration in the order of days to weeks.

Due to higher accessibility and synthetic utility, efforts to understand and utilize the 
reversibility in the more conventional Diels–Alder reaction between maleimides and 
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furans have also been made. The practical utility of these systems is diminished by 
the kinetic barrier for the retro‐reaction. Heating for prolonged times at 70–100 °C is 
normally required for full equilibration. A combined experimental and computational 
study with the aim of uncovering more facile maleimide‐furan cycloadditions was 
recently reported.[115] It was discovered that the furan substitution dictated the reactiv-
ity  and reversibility of the system, with changes on the maleimide moiety showing 
only minor influence in the system activity. With electron‐poor furans such as furfural, 
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the Diels–Alder progressed at very low rates, and with electron‐rich furans like 
3‐methoxyfuran the reaction was too exergonic and the reverse reaction thus hindered. 
An efficient dynamic covalent behavior reaction was only displayed for moderately 
 electron‐rich and neutral furans like 2‐methylfuran (Figure 1.24).

Recently, the application of 1,2,4‐triazoline‐3,5‐diones (TADs) as coupling partners in 
dynamic covalent ene reactions with indoles was reported (Figure 1.23b).[116] Establishment 
of this connection proceeded almost instantly under ambient conditions and the reaction 
was fully reversible at elevated temperatures (ca. 100 °C). Despite the high reactivity of 
both coupling partners, exchange selectivity was excellent, providing an example of highly 
specific exchange operating in the presence of other functionalities.

The dynamic covalent [2 + 1] cycloaddition between stabilized diamidocarbenes and 
olefins or aldehydes to yield reversible three‐membered ring formation has also been 
demonstrated, as shown in Figure  1.23c.[117] Interestingly, both electron‐poor and 
 electron‐rich olefins could participate in the reaction. Dynamic exchange between 
cyclopropane and epoxide derivatives could also be performed with equilibration times 
around 16 h at 80 °C (Scheme 1.7). A further report has also uncovered the mechanism 
of the epoxide formation through use of magnetization transfer spectroscopy, revealing 
that this reaction (unlike the cyclopropanation) essentially proceeds stepwise via an 
anionic intermediate.[118]
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In addition to the thermal cycloadditions presented above, reversible photochemical 
[4 + 4] cycloaddition of functionalized anthracenes to create dimers (Figure 1.23d) has 
also been reported.[119] As can be seen from Scheme  1.8, irradiation at wavelengths 
above 350 nm led to complete dimerization within a few hours, while heating at 60 °C 
for 20 h or irradiating at shorter wavelengths regenerated the monomers.

While most dynamic covalent pericyclic reactions belong to the cycloaddition sub-
class, dynamic sigmatropic rearrangements using bullvalone derivatives have also been 
developed (Figure  1.23e), resulting in fluxional dynamics where the “shape‐shifting” 
molecules can undergo continuous internal rearrangement and interconvert via hun-
dreds of different isomers.[120,121] Early efforts to turn on and off the fluxionality via 
photocontrol have also been reported.[122]

Overall, dynamic covalent pericyclic reactions represent a growing class of reversible 
connections with importance for many areas of adaptive chemistry. However, several 
issues remain unaddressed with current systems, such as the inability to switch on or off 
exchange to freeze the equilibrium, or finding conditions tolerant of a wider variety of 
functional groups.

1.3.2.2 Dynamic Covalent Radical Reactions
The final class of dynamic covalent bonds highlighted in this chapter is that of dynamic 
radical reactions (Figure 1.25).
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A well‐explored dynamic covalent radical system is based on the formation of 
 persistent aminoxyl radicals (Figure 1.25a). Apart from its application in radical polym-
erization, the system has been used to achieve self‐healing and reversible cross‐linking 
for a range of different materials.[123] Recently, new types of dynamic radical exchange 
such as diarylbibenzofuranone exchange (Figure 1.25b) have been demonstrated.[124,125] 
This functional group is derived from arylbenzofuranone and displays very high air and 
water tolerance as well as good functional group compatibility. The resulting dynamic 
polymers displayed autonomous self‐healing properties at room temperature without 
any stimuli. The trithiocarbonate functional group also displays good reversibility at 
room temperature under UV irradiation (Figure 1.25c).[126] Dynamic covalent polymers 
based on this scaffold exhibited efficient photoinduced self‐healing properties at room 
temperature in MeCN.

1.4  Conclusions

In a relatively short time, DCvC has evolved from a tool intended for macrocycle synthe-
sis to a highly advanced framework with broad applicability within many areas in con-
temporary chemistry. Many types of dynamic covalent bonds have been developed, and 
their properties have been examined in various amounts of detail. Dynamic systems have 
been utilized in an exceptional range of problems within molecular recognition, lead 
compound discovery, catalyst design, nanotechnology, materials science, and many 
other areas. Furthermore, DCvC allows access to highly advanced molecular architec-
tures where the form and shape is dictated by thermodynamics. Subsequent chapters 
will focus more specifically on the applications of DCvC within these different areas.
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2.1  Introduction

Dynamic combinatorial libraries (DCL) are products of dynamic combinatorial chem-
istry (in this chapter abbreviated as DCC). They are mixtures of distinct (supra)molecu-
lar species (library members), which can interconvert from one to another. Diversity in 
DCLs is usually generated by reversible formation of library members from building 
blocks, exchange between the library members, and isomerization reactions. DCLs are 
adaptive: a physical or chemical stimulus can modify the Gibbs energy landscape of a 
DCL, changing its composition. In our review in 2006[1] we defined DCC as “combina-
torial chemistry under thermodynamic control”. Since then, the field has ventured into 
many fascinating avenues, often discarding the need for thermodynamic control. What 
all the applications of DCC still have in common is their adaptive diversity generated with 
specific, reversible interactions[2]. Several great reviews, perspectives, and books[3–27] 
have been published in recent years. We aim here to provide a general overview of the 
field and highlight its most important accomplishments, together with challenges and 
perspectives for the future.

2.1.1 A Short History of DCLs

Chemists have known about the concept of thermodynamic equilibrium since van’t 
Hoff and how to influence it thanks to the work of Le Chatelier and Braun. The idea to 
use molecular templates to control chemical reactivity is as old as Emil Fischer’s “lock 
and key” enzyme model[28] and further permeated the chemical community after the 
discovery of DNA structure [29–31]. The first work showing how to use a template effect 
to drive the equilibrium in the desired direction was published in 1962 by Busch[32], 
5 years before Pedersen’s synthesis of crown ethers[33].

After Busch’s initial forays into the templated synthesis of imine macrocycles, it took 
another three decades to properly establish the field as we know it today (Figure 2.1). 
The work of Goodwin and Lynn[34], followed by the groups of Hamilton[35], Harding[36], 
and Venton[37], exploited some of the principles of DCC. The terms “dynamic 
 combinatorial library”, “dynamic combinatorial chemistry”, and “virtual combinatorial 
library” were first used by Sanders et  al. in the context of macrolactonization[38,39] 

Dynamic Combinatorial Libraries
Dávid Komáromy, Piotr Nowak, and Sijbren Otto
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and Lehn et al. in the context of helicates[40,41] and protein‐directed DCC[42]. In 1997, 
Miller et al. showed DCLs templated by DNA[43], while Sasaki et al. applied DCC to 
create lectin ligands[44]. A similar approach was proposed by Eliseev and Nelen[45], 
who  separated the equilibration step (photochemical isomerization) and selection 
(affinity column).

In subsequent years DCC operating according to the principles outlined by its pio-
neers expanded dramatically by creating not only more receptors for small molecules 
and ions or ligands for biomacromolecules, but also catalysts[46], catenanes[47], and 
rotaxanes[48] (Section 2.2). This would not have been possible without the multiple new 
dynamic covalent chemistries described in Chapter 1. Removing the traditional distinc-
tion between templates and library members led to systems, with library members sta-
bilizing themselves by folding[49] (Sections 2.2.6) or creating (poly)cyclic structures and 
cages thanks to the strong chelate cooperativity of multiple dynamic bonds (Chapters 3 
and 4). Template effects were utilized not only to find good complementary binders, 
but also to sense analytes[50], and interpret[51] and process chemical information[52] 
(Section 2.5.1).

Subsequent developments led to self‐replicating systems, where library members 
not only associate together, but also dissociate to give two species capable of further 
propagating the chain reaction[53] (Section  2.2.4). Replicators self‐assembling into 
larger  structures found application in materials science, as they are effectively self‐ 
synthesizing materials (see Section 2.5.2).

Of course replication processes are not a property of an equilibrium mixture; instead, 
their nature is determined by kinetics. In the context of DCC, they describe either how 
the system reaches its thermodynamic minimum or how an equilibrating mixture 
responds to an irreversible reaction. Indeed, control over kinetic barriers in complex 
equilibrating systems provided the possibility of imposing directionality on motionally 
dynamic systems[54], which are otherwise fully stochastic[55].

A creative combination of kinetically controlled transformations with DCLs was 
applied by Miljanic’s group to self‐sorting driven by phase changes[56]. Performing DCC 

1890 1950 1960 1990 2000 2010
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Figure 2.1 A brief timeline of dynamic combinatorial chemistry and the underlying concepts.
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in multiphase systems allowed Sanders and Lüning to optimize library members 
not  only to bind molecular entities, but also to transfer them between phases[57,58] 
(see Section 2.4).

Inclusion of dendrimers[59], nanoparticles[60,61], and surface immobilized building 
blocks[62] has established DCC as a promising player within in the field of nanotech-
nology (see also Chapter 10).

It is clear that the last two decades have witnessed an explosive evolution of diversity 
of DCLs. How is it possible that it ignited only a century after the theoretical framework 
had been planted? Marcellin Berthelot once famously stated, “chemistry creates its 
own subject”[63]. Even more so, until the advent of modern spectroscopic techniques, 
chemical analysis was largely reliant on synthesis. Peter Galison argued[64] that tools are 
no less important than paradigm shifts[65] to drive scientific progress[66]. Indeed, 
Section 2.7 shows that without modern analytical techniques and modelling, the spark 
of  complexity oriented chemistry would not have been ignited.

2.1.2 Terminology

Bertrand Russell, in his lectures delivered in 1918, commented in his work on the foun-
dations of mathematics that “everything is vague to a degree you do not realize till you 
have tried to make it precise”[67]. The same problem seems to appear when looking at 
the field full of similar terms and acronyms that emerged recently: DCC (dynamic com-
binatorial chemistry), DCvC (or sometimes DCC, dynamic covalent chemistry), CDC 
(constitutional dynamic chemistry), VCL (virtual combinatorial library), DCL (dynamic 
combinatorial library). Although this diversity in terminology might seem redundant 
and confusing at first glance, we will show that they all denote different aspects of 
 diversity‐oriented approaches.

Figure  2.2 shows overlaps between different chemistries. DCC is a subset of 
 combinatorial chemistry where diversity is generated either by dynamic covalent or/
and  supramolecular means.

dynamic

combinatorial

chemistry

combinatorial chemistry

supramolecular chemistry
dynamic covalent chemistry

constitutional dynamic chemistry

Figure 2.2 An Euler diagram showing overlaps between combinatorial chemistry, dynamic covalent 
chemistry, supramolecular chemistry, and constitutional dynamic chemistry. The area at the 
intersection of combinatorial chemistry with supramolecular and dynamic covalent chemistry 
denotes dynamic combinatorial chemistry. The sizes of the elipses are arbitrary.
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The overlap between supramolecular and covalent chemistries is intentional for two 
reasons. First, both “covalent” and “non‐covalent” bonds share exactly the same under-
lying principles (Feynman and Ehrenfest forces)[68], making the distinction between 
them rather arbitrary. Second, within the framework of DCC, they are coupled with 
each other by feedback loops. Non‐covalent interactions between the library members 
and templates, between different library members, and within a single library member 
affect the covalent equilibria and vice versa.

Constitutional dynamic chemistry, defined by Lehn[14,69], requires the components of 
the system to change their constitution (connectivity) by breaking and forming bonds 
in a reversible manner. Thus, it excludes equilibria which deal with stereoisomerism or 
conformational changes.

Figure 2.2 suggests that not all systems based on dynamic reactions can be classified 
as DCLs. Systems governed by a single equilibrium (e.g. A + B ⇄ C + D) are not combi-
natorial. On the other hand, there are multiple systems which exhibit very complex 
equilibria, but the components are too labile to be called library members, for example 
protonation equilibria for a protein (covalent) or solvation of a solute (supramolecular). 
Thus, DCLs require coupled equilibria to link library members with definable and 
 identifiable structures (covalent or supramolecular). Of course, the boundaries are 
rather fluid as some reactions can lead to undefinable aggreates or well‐defined 
 species depending on the conditions applied.

A very rare case involves dynamic transformations which stem not from a thermody-
namic equilibrium where two or more components are connected with a single trans-
formation satisfying the principle of microscopic reversibility, but rather two irreversible 
processes where one creates library members and the other destroys them. In such 
 dissipative systems, continuous delivery of chemical energy is required to constantly 
replenish the population of the library members (see Section 2.6)[70].

Another gray area contains multicomponent dynamic systems which, due to 
strong chelate cooperativity, lead to formation of only one measurable library mem-
ber (e.g., varous self‐assembled cages[71]). The efficient formation of single species 
necessarily involves formation of multiple intermediates, which are disfavored with 
respect to the free building blocks and the products if the cooperative effect is 
 positive[72]. Such intermediates are termed “virtual”, because at least theoretically 
they can exist, but are not necessarily measurable[42,73,74]. In those cases the term 
DCL is much more appropriate in systems which are addressable, that is, when the 
structure of cooperative self‐ assembly depends on the applied physicochemical 
conditions.

To summarize, DCLs are built of one or more building blocks which give rise to 
 multiple library members connected with multiple addressable equilibria. The type of 
transformations involved (covalent, non‐covalent, or even conformational) does not 
matter as long as the library members are clearly distinguishable from each other.

2.1.3 Theoretical Considerations

Equilibrium reactions have been mostly avoided within the paradigm of static  chemistry 
as they nearly always lead to mixtures rather than pure compounds. However, the aim 
of DCC is diversity. The Le Chatelier–Brown principle ensures that the diversity of a 
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DCL adapts to changes in the environment. In the DCC context, the environment of a 
library is everything that is not the library but can still affect its composition by shifting 
the equilibria within the DCL (physical conditions, template molecules, solvent, etc.). 
The boundaries between the DCLs and their environment are not always clear. 
For instance, addition of a template molecule which is able to bind one of the library 
members effectively creates yet another library member (Figure 2.3). The binding event 
withdraws the free library member from the system, causing re‐equilibration to regen-
erate some of the free library member. In many cases it is difficult to directly quantify 
the distribution of a library member between its bound and unbound states. For sim-
plicity, both are usually treated as the same library member.

The most important aspect of DCLs is their adaptability. For each library member 
A in a library which evolves from the reference state x to a new state y under external 
influence:

 DCL DCL ,x yperturbation� ��������������  (2.1)

we can quantify adaptability using amplification factors (AF), which are defined as the 
ratio of the total concentration of that particular library member in a perturbed library 
to the corresponding concentration in the initial DCL:

 
AF y

x

A

A
total

total

,

,

 (2.2)

For DCLs where a library member A is affected by a template molecule T we have 
equilibria iA + jT ⇆ AiTj, where i = {1, 2, …, n} and j = {1, 2, …, m}. Cases where i and j are 
larger than 1 correspond to the formation of aggregates of different sizes. Thus Equation 
2.2 becomes:
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1 0
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A
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template

Figure 2.3 A schematic representation of a template‐directed DCL. Multiple building blocks react 
with each other to form an equilibrating mixture of library members. Addition of a template that 
binds strongly to one of the library members shifts the composition of the DCL towards the formation 
of the template‐library member complex.
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In the simplest case when i = j = 1 (1:1 binding between the library member A and tem-
plate T) the numerator in equation 2.3 becomes a sum of the concentrations of the free 
library member A and the complex AT:

 
AF y y

x

A AT

A
 (2.4)

Some analytical techniques (e.g., HPLC) normally cannot distinguish between different 
complexes/aggregation states for a given library member, only providing signal propor-
tional to its total concentration. While this simplifies calculation of the amplification 
factors, it also enshrouds the mechanisms behind the library response.

For comparisons between different library members, normalized amplification 
 factors (AFn) are more indicative than traditional amplification factors as they take 
into  account the maximal theoretical increase in the concentration of any library 
 member[75,76]. They are defined by Equation 2.5:

 
AF y x

x
n

total total

max total

A A

A A
,, ,

,

 (2.5)

where [Amax] is the maximum possible concentration of A in a DCL allowed by the 
composition of the DCL and the stoichiometry of A.

Due to the presence of several interconnected chemical equilibria, the calculation of 
the binding affinities and other equilibrium constants from easily measurable AF or AFn 
values is far from trivial. In the worst case scenario, a significant amplification can be 
experienced by library members which do not exhibit any affinity to the target[77,78]. 
Thus, in a series of papers, we[79–86] and Severin[77,87,88] explored the correlation between 
amplification and binding. Moreover, we examined the impact of library size on the 
probability of exploring the ideal receptors for a given template. Two softwares were 
elaborated for these purposes: DCLSim, (which enabled the calculation of the library 
member distribution from initial concentrations, stoichiometries, and equilibrium con-
stants[79]) and DCLFit[83] (which enabled the calculation of equilibrium constants from 
a given library member distribution). With these two tools, large data sets could be 
obtained and analysed in silico, providing interesting insights into the theory of DCLs. 
The main results are summarized here in order to serve as guidelines for those who 
intend to explore new binders from DCLs by amplification studies:

 ● The formation of small, but weaker binders may be preferred over that of large, but 
strong ones[88], which can produce false positives in templating studies. The reason is 
that the overall entropic penalty is usually very high in the latter case due to the 
restriction of translational and rotational freedom, and it is often not compensated by 
the gain resulting from guest binding. Furthermore, at a fixed number of building 
blocks, more molecules of small binders can be produced than big ones, which results 
in an overall lower ΔG.

 ● This unwanted bias is even more pronounced at high template concentrations, 
because the amount of accessible template does not restrict the system from 
 forming the smaller but weaker members[77,81]. More detailed calculations show[80] 
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that using ca. 0.1 equivalents of template even in libraries with a large number of 
members results in a good (R2 = 0.90) correlation between amplification and bind-
ing (see Figure 2.4a). Under these conditions there is a probability of 0.95 that the 
most amplified member is the best binder (see Figure 2.4b). In contrast, at higher 
template concentrations, the correlation and the corresponding probablities rapidly 
break down.

 ● In DCLs generated from more than one building block, the formation of hetero-
meric guests is preferred over that of homomeric ones, due to simple probability 
 reasons[77,81], which may again furnish false positives regarding amplification. 
In contrast, this bias is not observed if a heteromeric DCL member is amplified[87].
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 ● Amplification depends not only on the template‐to‐building block ratio, but also on 
the relative concentrations of building blocks. Thus, if a good binder, with a building 
block composition that matches that of the library, competes with a better binder, 
whose building block composition is very different from that of the library, the ampli-
fication of the best binder can be negligible[80]. On the other hand, if a specific mem-
ber is found to be amplified even to a small extent, it could serve as a good starting 
point to generate a biased library (containing only the relevant building blocks in the 
appropriate ratio) and to re‐evaluate binding[89,90].

 ● From Equation 2.5 it can be clearly deduced that AFn values are large either if the 
concentration of the corresponding members is high in the final DCL or if it is low in 
the initial one. That is, if one attempts to obtain high amplification factors, it is rec-
ommended to use building blocks which, in the absence of the template, form library 
members only to a negligible extent. In other words, virtual combinatorial libraries 
are highly privileged in initial binding studies[77].

 ● Whereas on careful selection of experimental conditions a good correlation between 
amplification factor and binding affinity (among potential hosts) for a given guest can 
be established, there is much less satisfactory correlation for a given host (among 
potential guests). This results from the fact that each guest has its unique order of 
preference among the various library members[84].

 ● In silico simulation and analysis of DCLs enables the study of the effect of library size 
on the probability of finding the best binder. In principle, the more diverse a library is, 
the higher the possibility of finding good binder for a given guest[79]. Although the 
 relative amount of the best binder decreases strongly with increasing library size, the 
statistically expected binding affinity of the best binder increases even more rapidly, so 
that the concentration of best binder remains above the detection threshold. Similarly, 
in a given parameter space (template and building block concentration), the region 
where any amplification can be detected, increases with increasing library size[86].

 ● Supramolecular interactions (aggregation) between the library members themselves 
can be regarded as binding events competing with the host–guest binding to be stud-
ied. Simulations show that the determination of aggregation constants is possible but 
requires careful selection of the building block concentration range, that is, a regime 
where the extents of formation of the library members (from the building blocks) and 
the formation of aggregates (from the library members) are comparable[85]. 
Furthermore, aggregation of the best binder can result in diminished amplification 
factors (false negative) and can even yield false positives if the worst binder in the 
same system does not undergo aggregation[91].

 ● As mentioned above, amplification of a homomeric DCL member could trigger the 
amplification of other members devoid of the corresponding building block. This 
trend can be generalized, that is, if the incorporation of one or more building blocks 
has a considerable cost in free energy, then amplification proceeds along patterns 
(Figure 2.5a,b). First, the non‐penalized members are amplified, followed by those 
which contain more and more from unfavoured building blocks. This behavior can be 
exploited to form signalling cascades. For example, if in a library composed of build-
ing blocks A–E, two members AB and CD are amplified by templates T1 and T2, 
respectively, the remaining E building blocks will form library member EE, which is 
thus co‐amplified (agonist behavior, upregulation[78]) (Figure 2.5c). In a more  complex 
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scenario, the library is constructed from building blocks W–Z, with WW and WXY 
amplified by T1 and T2, respectively. T2 causes upregulation of ZZ, whereas subse-
quent addition of T1 liberates building blocks X and Y, which in turn can form 
 heteromeric members with ZZ (antagonist behavior, downregulation) (Figure 2.5d).

To conclude: good binders for a given template can be explored with a high probabil-
ity of finding a hit in large, diverse libraries, with a low template‐to‐building block ratio 
and low building block concentration (to prevent aggregation). In this case, even small 
amplifications can indicate good binding, so the templation experiment should be 
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repeated in a biased library containing only the building blocks present in the amplified 
member(s) and at low template concentration, to increase the probability that the best 
binder is the one that is most strongly amplified.

2.2  Template‐controlled DCLs

Template‐controlled DCLs are powerful tools for finding the best receptor of a given 
target from a large set of chemical species. Given that the system is at equilibrium, that 
is, there is continuous exchange between the library members, a given template ideally 
shifts the equilibrium in favor of the library member which is its best binder, at the 
expense of other members. In other words, the template selects and constructs its 
own receptor.

To ensure that the observed amplification is solely the consequence of guest‐induced 
re‐equilibration, one should check that the untemplated DCL is under thermodynamic 
control. This is the case if the same library member distribution can be reached from 
different initial mixtures containing the same overall number of building blocks[92]. 
Notably, even chemical reactions which are considered nondynamic (i.e., possess a high 
activation barrier)[93,94] can be rendered dynamic with a suitable catalyst[95]. Moreover, 
as mentioned above, if one aims at high amplification factors, the concentration of the 
possible good binders in the initial library should be kept low. This can be achieved by 
applying a strong competing agent in excess, for example monothiol reducing agents 
for disulfide libraries[96].

Different modes of templating, such as molding and casting, may be distinguished. 
In  the former, building blocks arrange themselves around a guest, which is usually a 
small ion (see Sections 2.2.1.1 and 2.2.1.2) or molecule (see Sections 2.2.1.3 and 2.2.1.4), 
whereas in the latter the DCL members are the guests of a macromolecular host (see 
Section  2.2.2)[42]. Recently, simultaneous casting and molding, resulting in allosteric 
binding of a DCL member, has been reported[97]. Furthermore, the template can be a 
mimic of the transition state of a given reaction as well (see Section 2.2.3). The distinc-
tion between casting and molding only applies if external templates are used. If one of 
the members is stabilized by intermolecular interactions with a copy of itself, autocata-
lytic formation of this member can be observed (see Section  2.2.4), whereas, if it is 
 stabilized in an intramolecular manner, interlocked (see Section  2.2.5) or folded 
(see Section 2.2.6) members can be amplified.

2.2.1 Receptors for Small Molecules and Ions

2.2.1.1 Inorganic Cations
Inorganic cations were amongst the first[39,98] guests used in the quest for artificial 
receptors from DCLs. Over recent years, several different types of templates have been 
explored for alkali metals[99–105] alkali earths[106–109], and transition metals[74,92,110–114], 
giving rise to monocyclic[102,106,107,115], bicyclic[104,108], grid‐like[74,110], helical[74,111,116,117], 
or cage‐like[118–121] assemblies.

The Lüning group used imine chemistry to explore the templating capability of alkali 
metals and alkali earths. Utilizing pyridine‐2,6‐dicarbaldehyde and oligo(ethyleneoxide)‐
linked di‐ or triamines they found that Mg2+, Ca2+, and Ba2+ selectively template one or 
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other macrocycle from a DCL of linear, cyclic, or cage‐like oligoimines[106,108]. The use 
of acyl hydrazones with an enlarged aromatic or aliphatic core instead of amines led to 
the discovery of receptors for Sr2+[109] and Ba2+[122].

A more remarkable dynamic system has been reported very recently by von Delius 
et  al.[123]. Dynamic orthoester chemistry[124] was used to generate different cyclic 
oligo(ethyleneoxides) from two cheap bulk chemicals, methyl orthoformate and 
 diethylene glycol, in the presence of a catalytic amount of TFA (Figure 2.6). The cyclic 
[1 + 1] adduct 1 was the dominant library member in the absence of any metal, while the 
[2 + 2] macrocycle 2 prevailed if Li+, K+, or Na+ was added. However, applying Na+ as a 
template, accompanied by removal of water (with molecular sieves), resulted in a [3 + 2] 
orthoester cryptate 3 · Na. The binding constant was found to be 106 M–1 by competitive 
NMR titration with 15‐crown‐5. In the absence of acid, 3 · Na is unprecedentedly stable 
against hydrolysis. However, it remains dynamic: on addition of a competitive chelating 
agent 4, Na+ can be removed and the metastable free 3 hydrolyzes to give 1. Even more 
remarkably, 3 · Na could be isolated and characterized by single‐crystal X‐ray diffrac-
tion. The example shows that DCC, combined with cation‐guided self‐assembly, can 
give rise to remarkably complex and stable architectures.

Transition‐metal‐templated DCLs have been reported as well. In an early example[92], 
Ag+ ions were reported to selectively amplify a small macrocycle from a simple  aromatic 
acetal DCL due to cation–π interactions. Transition metal templates can, however, 
induce far more intricate architectural transformations. For example, aldehyde 5 and 
diamine 6 form a library consisting of (5 · 6)n linear polymers and the 5262 macrocycle 
(see Scheme  2.1)[125]. On subsequent addition of Cd2+ ions as templates, the DCL 
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collapses to macrocycle 5 · 6 · Cd. This state can also be achieved via another pathway 
(reverse order of reagent addition), with the shape‐switched[114,115,126] metal complex 
5 · Cd as an intermediate. In contrast to this fully reversible cycle, demetalation of 5 · 6 · Cd 
results not directly in the original DCL, but proceeds through a strained, unstable mac-
rocycle 5 · 6, which is detectable for several hours in solution. Thus, metal‐ templated 
DCC enables access to out‐of‐equilibrium states, which are not accessible directly from 
the thermodynamically stable states of the system in the absence of the template.

Metal templation can result in even more intriguing structural switching in DCLs[111]. 
On mixing the helical tetrahydrazone 7 and the bishydrazine 8 in the presence of a 
Lewis acid (Sc(OTf)3), a DCL of more than 25 interconverting aromatic oligohydra-
zones was generated. On addition of Zn2+ ions, the DCL, collapsed to a simple 2 × 2 
grid‐like coordination complex 9, with the tetrahedrally coordinated cations located in 
the nodes of the grid, surrounded by two pyrimidyl, one pyridyl, and one hydrazone 
nitrogen atom (Scheme 2.2).

In the context of cation‐templated DCLs, subcomponent self‐assembly should be 
mentioned as a valuable two‐level method to construct diverse metallosupramolecular 
structures from simple DCL members and transition metals[127]. At the first level, 
 oligoaldehyde and amine building blocks (subcomponents) form a DCL of imines. 
The  aldehyde subcomponents usually feature a 1‐formylpyridine structural motif. 
This  enables the formation of imines with nitrogen atoms in 1,4 positions in an 
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anti‐s‐cis‐anti conformation, ideal for metal chelation. At the second level, two or three 
of the corresponding DCL members can form a tetra‐or octahedral chelate around the 
metal cation, which thus serve as vertices in the so‐constructed polygonal[109], interwo-
ven[74], or polyhedral[127] architectures. The so‐formed metallo‐supramolecular species 
usually possess a hydrophobic cavity of appreciable size, which leads to remarkable 
host–guest properties and thus enables the control of architectural changes on template 
addition (see Section 2.2.1.2).

2.2.1.2 Inorganic Anions
Anionic templates have been explored to a somewhat lesser extent in DCC than cati-
ons[128,129]. Nevertheless, a decent number of various linear[130] macrocyclic[76,131–137], 
and three‐dimensional[42,119] architectures resulting from the interaction of anions and 
DCLs have been studied.

Recently, Riddell et al.[119] undertook a systematic study on the templating effect of 
various transition metal cations (Fe2+, Ni2+, Co2+, Zn2+) and organic as well as inor-
ganic anions (ClO4, OTf , NTf2 , BF4 , NO3) on a DCL formed from 6,6′‐diformyl‐3,3′‐ 
bipyridine and p‐toluidine (Scheme  2.3). The original library consisted of < dout > 
 coordinated unsaturated metal complexes of diimine 10. However, it gave rise to a 
large variety of distinct architectures on the addition of the aforementioned ionic 
 templates. For example, Co2+ ions in combination with PF6  ions provided the 
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tetrahedral complex 11, which itself is stimuli‐responsive, transforming in the pres-
ence of OTf– and ClO4 into the D2‐symmetric polyhedron 12 and pentagonal prismatic 
13, respectively. Templation with BF4  results in a mixture of 13 and the tetragonal 
prismatic cage 14, whereas on interaction with NO3 only 14 emerges. Remarkably, the 
preference for the different cages depends on the cation as well: whereas the BF4  
 templated DCL with Co2+ gives 13 and 14, Ni2+ produces the analogues of 11 and 12, 
while Fe2+ provides pure 11.

Encouraged by these results, the studies were extended to a system where Cd2+ served 
as a cationic template[141]. This system has been proven to be similarly diverse, giving 
rise to simple helical, tetrahedral, tetragonal prismatic, pentagonal, and hexagonal 
 prismatic architectures. Additionally, the system can be switched in diverse ways 
between the various states, that is, by cation exchange (Fe2+ vs. Cd2+), primary (ClO4, 
AsF6 ) and secondary (F–,Cl–, Br–, HF2 ) anion templation, as well as concentration 
change. More recently, similar template effects were reported for metallate guests[143].

Whereas the recognition of various anions can proceed smoothly and with high  affinity 
in organic solvents, anion recognition in water still remains a challenge. Kubik et al.[131,133,138] 
used a bowl‐shaped cyclopeptide appended with a thiol group, to generate a DCL of 
dimeric capsules. On addition of various inorganic anions, the anionic guest templates its 
best receptor, which led to the isolation and characterization (Isothermal Titration 
Calorimetry (ITC), X‐ray diffraction) of a receptor binding sulfate ions with low micromo-
lar affinity[131]. Further optimization of the linker[133], as well as introduction of a second 
thiol group into the cyclopeptide[138], resulted in an even more compact dimeric capsule 
capable of binding sulfate ions in an aqueous environment with nanomolar affinity.

2.2.1.3 Biologically Relevant Small Molecules
DCC was originally conceived with the goal of constructing suitable receptors for 
 biologically relevant targets,thus providing a better insight into the non‐covalent bind-
ing processes ongoing in living systems. From this standpoint it is easily understandable 
that ever since the beginnings of DCC, the quest for receptors for biologically relevant 
molecules such as nucleotides[144–146], small peptides[147–151], carbohydrates[152–154], and 
neurotransmitters[75,155–157], has been the focus of research.

Waters et  al. developed receptors for methylated arginine and lysine residues via 
disulfide‐based DCC[148–151]. These non‐ribosomal amino acid residues are produced 
on post‐translational modification processes, whose disregulation can contribute to 
serious diseases such as leukemia or lymphoma. The recognition relies mainly on 
cation–π interactions between the protonated amino acid side chains and the aromatic 
binding pockets of the proteins. Their approach[149] utilized a DCL of two aromatic 
dithiols and Arg‐containing small peptides as templates. The amplified receptor showed 
binding affinities comparable with that of the Tudor domain proteins (which are respon-
sible for this specific recognition process). In a related attempt, the same group 
 developed disulfide macrocycle receptors for peptides with differently methylated 
lysines in the sequence, by systematic redesign of the dithiol building blocks[150,151].

In recent years, Gagné et  al. conducted intensive research on the recognition of 
nucleotides by hydrazone DCLs prepared from amino‐acid‐derived hydrazone‐acetal 
(protected aldehyde) building blocks. In the earlier studies, a single building block was 
applied as racemate. The enantiopure nucleotide templates were found to desym‐ 
metrize the originally racemic DCL[144,145]. In a more recent example[146], two different, 



2 Dynamic Combinatorial Libraries46

but enantiopure building blocks (15 and 16) were implemented (see Scheme  2.4). 
The DCL contained hydrazones up to octamers[146], while templation with (−)cytidine 
resulted in selective amplification of one of the mixed 152164 hexamers. This is a per-
fect example of a virtual combinatorial library (see Section 2.1), as none of the hexamers 
were detectable in the untemplated DCL. Combined NMR and tandem MS experi-
ments were carried out to assign the structure of the amplified species as the para 
 isomer. Due to the large number of the equilibria governing the library, DCLFit 
(see Section 2.1.3) was used to estimate the free binding energy between the amplified 
hexamer and (−)cytidine, which was calculated to be −21 kJ/mol.

The aforementioned DCLs are less versatile in the sense that they are specifically 
designed for the recognition of one or two templates. Our group recently reported on a 
library which was capable of interacting with a handful of organic substrates[75]. The 
DCL was prepared from two simple dithiol building blocks 17 and 18, which furnished 
34 macrocyclic and catenated species upon oxidation. The library was then tested as a 
possible platform for templation among a wide structural variety of 30 organic amines 
and ammonium salts, most of which possess significant biological activity. The tem-
plate‐responsiveness of the system is unique in the sense that almost all of the templates 
amplify one or more of the DCL members. The most remarkable normalized amplifi-
cation factors (see Section  2.1.3) are shown by spermine (0.79 for 174), cadaverine 
(0.52 for 17318), tyramine (0.92 for the 172182 isomers), dobutamine (0.38 for 18317) 
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and 1‐adamantylamine (0.79 for the isomeric DCL membes 184) (see Scheme 2.5a, left 
to right). Remarkably, few templates amplify more than one isomeric set of library 
members. Several binding constants were determined, mostly with DCLFit (see 
Section 2.1.3), giving values of up to 9.8 × 104 M–1 (between tyramine and 172182). This 
example shows the versatility of DCC as a high‐throughput method for finding recep-
tors for diverse biologically relevant molecules from a restricted number of building 
blocks.

Jurczak et al.[76] discovered a similarly flexible platform for the recognition of various 
anions of diverse form and shape (see Scheme 2.5b). The library is based on dithiol 19, 
which forms oligomeric macrocycles (19n, n = 2–6) on oxidation. Whereas several small 
organic anions such as benzoate or squarate were found to template 192 with AFn values 
up to 0.68, it has proved to be challenging to find appropriate templates for the larger 
library members. Nevertheless, extended oligocarboxylates were found to amplify 193, 
194, 195 and 196 with AFn values of 0.58, 0.65, 0.26 and 0.14, respectively. Remarkably, 
each larger oligocarboxylate template selectively amplified the library member con-
structed from the corresponding number of monomers via hydrogen bonding with the 
amide protons. The relatively large AFn values, together with selective amplification, 
are unique for such large macrocyclic guests constructed from a DCL.

2.2.1.4 Miscellaneous Organic Molecules
Besides biologically relevant molecules, several others are pursued as interesting tem-
plates (guests), such as fullerenes[158–164], simple aromatic[165,166] and polyaromatic 
hydrocarbons[167], multivalent N‐donor ligands[168–171], or even very small guests such 
as CO2

[172]. From this diverse collection of divergent approaches, we will focus on 
 fullerenes, and describe two different approaches to illustrate their ability to interact 
with various DCLs.

Interestingly, exploration of fullerene receptors has gained remarkable interest in 
recent years, mainly due to the electron‐acceptor properties of these carbon allotropes, 
which render them suitable for the construction of molecular electronic devices. 
Controlled and reversible complexation is a convenient means of solubilizing and thus 
processing fullerenes, which are highly insoluble in common organic solvents. However, 
their curved and apolar surface renders the construction of suitable receptors rather 
challenging[173]. DCC can alleviate this problem by furnishing a single aromatic binding 
unit with functional groups suitable for DCC, thus eliminating the often laborious 
 synthetic procedure of covalently linking them together.

Two different approaches are presented here. In a recent work by Stefankiewicz et al. 
a series of naphtalenediimide (NDI) – amino acid conjugates were synthesized. In CDCl3 
these formed a hydrogen‐bonded DCL consisting of helical nanotubes of various 
sizes[174], which accomodated C60 in their inner channel[175]. On the other hand,  addition 
of C70 triggered a remarkable structural change, furnishing hexameric nanocapsules[176]. 
On competition of the two guests, the C70‐hexamer complexes formed preferentially for 
entropic reasons. Addition of an increasing amount of base to the mixed library resulted 
in stepwise disassembly of the DCL, due to the disruption of hydrogen bonds[163]. C70 
was released first (as the hexameric capsule requires more hydrogen bonds per 
 receptor moiety than the nanotubes), followed by the release of C60 and monomeric, 
deprotonated library members. The pH switching turned out to be fully reversible. 



Scheme 2.5 Two “dial‐a‐receptor” DCLs. (a) Aromatic dithiols 17 and 18 form a DCL of macrocyclic and catenated species (R = COOH). 
The displayed organic amines, most of which are of biological importance, amplify diverse macrocycles from the DCL. (b) Picolinic 
acid‐based dithiol 19 forms a DCL of macrocycles up to hexamers. These can serve as guests for various organic oligoanions.
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These studies show that receptors for fullerenes with remarkably different topologies 
can indeed be produced via DCC from easily accessible organic monomers and can 
reconfigure on further chemical stimuli.

In the previous examples, library members formed by covalent linkage of two or more 
building blocks. Bode et al.[154,160,161,177] envisaged a completely different approach for 
fabricating receptors from a DCL by providing DCLs in which library members are 
mutually interconvertible constitutional isomers. For this purpose, they exploited the 
chemistry of bullvalenes. Unsubstituted [1.1.1]‐bullvalene (C10H10) can undergo a series 
of Cope‐rearrangements, producing an ensemble of more than 106 energetically equiv-
alent and thus indistinguishable constitutional isomers. The DCLs were constructed by 
de‐symmetrizing bullvalene with appropriate substitutents, furnishing energetically 
different, yet still dynamic, isomers. Moreover, the substituents were able to serve as 
hosts for specific templates, thus a set of isomers can be amplified on template addition. 
Furthermore, the receptor design allowed the freezing of dynamic rearrangements to 
trap the set of amplified receptors. For this purpose, a dynamic bullvalene derivative 20 
was prepared (Figure 2.7), which was equipped with two porphyrin moieties, providing 
the recognition site for fullerene guests. Another key feature of the molecule was a 
photocleavable nitroveratryl‐oxycarbonate (NVOC) moiety, resulting from the enoliza-
tion and subsequent trapping of an intermediate bullvalone. The receptor itself was 

Photocleavable
Moiety

NO2

MeO

OMe
Adaptive

complexation

365 nm

dynamic library

O

O

HN=
HN

=
NH

N

N

Phototrapping

20

static library

21

O O

O

NO2

MeO

OMe

O O

O

Figure 2.7 A dynamic library of interconverting isomers of 20 (containing a photocleavable NVOC 
moiety) is able to form host–guest complexes with C60. Library members whose structure is more 
suitable for guest binding are amplified. On photocleavage of the NVOC group, a static library of 
compound 21 is formed, containing mainly the derivatives of good binders.
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fluxional, being present as a more than 1.8 × 106‐membered DCL of isomers. On addi-
tion of C60, a characteristic change in the 13C NMR spectrum and a marked shift in the 
UV‐visible spectrum were observed, indicating that the library distribution was shifted. 
Subsequent irradiation with UV light at 365 nm resulted in the cleavage of the NVOC 
moiety, resulting in a static library of isomeric bullvalones 21. Although the separation 
of the isomers could not be achieved even in a static library, the average binding 
 constant of the dynamic and static libraries were determined by NMR and UV titrations 
to provide binding constants of 3 × 103 M–1 and 7 × 103 M–1, respectively.

2.2.2 Ligands for Biomolecules

As mentioned earlier (see Section 2.2.1.3), one prominent goal of template‐controlled 
DCC has been to develop receptors of biologically active small molecules. DCC is 
already regarded as a promising means of designing ligands for biomolecules (enzyme 
inhibitors and nucleic acid binders) and consequently a promising starting point for 
drug design. Beginning with the seminal papers of Lehn[42] and Miller[43], diverse 
 proteins, as well as RNA and DNA fragments have been targeted. The subject has 
recently been summarized in two review articles[27,178].

2.2.2.1 Protein Inhibitors
Some general features of protein‐directed DCLs should be mentioned. First, at least one 
of the building blocks usually contains a structural element that is an already known 
good binder. This building block (supporting ligand) can thus serve as a starting point 
for DCC binding studies (site‐directed ligand discovery, see[179–182]). If two or more 
binding pockets are targeted simultaneously, an extended tethering strategy is used: the 
building block occupying the first pocket is covalently bound to the protein, but con-
tains a free functional group capable of engaging in dynamic covalent bond formation, 
for which the other building blocks compete to bind into the neighboring pocket[183,184]. 
Second, the dynamic chemistry used for ligand discovery should be selected carefully so 
that it is fast enough and the target protein is sufficiently stable under the conditions of 
the DCC used. Third, in order to ensure that the order of ligand amplification corre-
sponds to their binding capability to the target, building blocks of similar reactivity and 
stability have to be used[27]. Last but not least, although even low nanomolar affinity 
binders can be obtained via DCC, normally the amplified members are not stable 
enough for direct medicinal chemistry applications[27] so these should be covalently 
modified to replace the dynamic moiety with non‐dynamic bonds[185,186].

From the analytical point of view, a number of special aspects, arising mainly from the 
large number of experiments and the complex chemical structure of the targets, have to 
be mentioned. When mass spectrometry is the main analytical tool (see Section 2.7.2), 
DCL members of distinct mass should be present. NOESY‐related NMR methods 
based on water or ligand signal relaxation are often used as they require a substoichio-
metric amount of the often scarce protein target[182,187]. However, neither MS nor NMR 
enable high throughput screening. In contrast, application of a fluorescent probe bound 
either covalently[188] or non‐covalently[189] to the target could greatly enhance the detec-
tion sensitivity and analysis time. One should note that despite the existence of high‐
throughput methods, libraries are usually divided into sublibraries[190,191], thus reducing 
the number of experiments. Another tool for decreasing analysis time is the dynamic 
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deconvolution method. In this procedure, an assay (based usually on fluorescence) is 
used to assess binding strength to a specific target. The fluorescent signal arising from 
the initial DCL is compared to libraries from which a specific building block (one com-
pound at a time) is removed. A drastic drop in the fluorescence response indicates 
which building block is responsible for binding[192,193].

The first example of protein‐directed DCC[42] involved site‐directed imine chemistry 
to enable the discovery of a sulfonamide‐containing inhibitor of carbonic anhydrase II 
(CAII). Since then, the site‐directed method has become the prominent method of 
DCC‐based drug discovery. A recent example[181] is shown on Scheme 2.6. In this work, 
boronic acid‐diol DCC was applied for the first time to target an oxygenase, prolyl 
hydroxylase domain isoform2 (PHD2). As site‐directing or support ligand, the boronic 
acid 22a was used, which is based on N‐oxalylglycine (22b), a well‐known chelator of 
the Fe2+ ion in the active site of PHD2. The aromatic diols 23a–f were used and binding 
was followed by non‐denaturing ESI‐HRMS and NMR‐based water relaxation experi-
ments. The results showed that the adducts with 23e–f were the best binders. These 
boronic esters were further modified on the pyridine ring as well as in the connector 
moiety (dynamic to non‐dynamic) to finally give ligand 24 with an IC50 value of 
0.013 μM. The binding was confirmed by single crystal X‐ray analysis of Mn2+‐modified 
PHD2, complexed with 24, showing the naphthalene moiety occupying the substrate 
binding site.

Greaney’s group studied ligand discovery for gluthathione (GSH) S‐transferase (GST) 
enzymes using thiol‐enone conjugate addition as dynamic covalent reaction. Ethacrynic 
acid (EA), an enone itself, or GSH served as support ligand, whereas the other compo-
nent of the dynamic reaction was modified. This approach led to the parallel discovery 
of inhibitors for two binding sites of the SjGST enzyme[194]. Later on, the same target 
was probed with dynamic hydrazone chemistry. This approach required the use of ani-
line as catalyst, which enabled fast equilibration even at the nearly neutral conditions 
that are required for the enzyme to remain stable. Their results furnished inhibitors 
with an IC50 value of 22 μM, which were further decreased to 5.25 μM by covalently 
attaching GSH to the aldehyde building block[95]. The GSH‐modified aldehyde was used 
in the next step of binder optimization with bivalent acyl hydrazones, resulting in the 
discovery of an inhibitor for the structurally related enzyme mGSTM1‐1 with an IC50 
value of 60 nM[195].

Whereas site‐directed ligand discovery is often combined with dynamic combinato-
rial methods, true de novo structure‐based design (in which the screening is initiated 
without a known hit compound) is rather rare. One novel example is described in the 
work of Hirsch et al.[182], who combined amino acid‐derived acylhydrazones with sim-
ple aromatic aldehydes leading to a DCL to target the aspartic protease endothiapepsin. 
Initial guesses about the prospective structure of a good binder were gained from 
molecular modeling. The two best binders had IC50 values of 6 and 7 μM, respectively. 
Similarly to the case mentioned above, cocrystals of the hydrazone hits and the target 
protein could be obtained and the resulting X‐ray structures were in agreement with 
those predicted by modeling.

A completely different approach was envisaged by Fulton’s group, who used polymer‐
scaffolded DCLs (PS‐DCL)[196,197] to target proteins. This method is illustrated in 
Scheme  2.7. An aldehyde‐containing block copolymer 25 was prepared, which was 
reacted with hydrazones featuring positively charged (26) or neutral (27, 28) side chains. 
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Hydrazone formation was quantitatively followed by 1H NMR. First, static libraries were 
prepared with a given ratio of various hydrazones. The functionalized polymers were 
separated and their binding affinity to negatively (polystyrene sulfonate) or positively 
(bovine serum albumine, BSA) charged macromolecular templates was determined. As 
expected, targets with a specific charge on their surface amplified PS‐DCL members 
carrying the opposite charge. Next, all hydrazones were added in parallel in the presence 
of the corresponding solid‐supported template. The amplified fraction was separated 
by preparative Gel Permeation Chromatography (GPC) and the binding constant (with 
the template) was determined. This resulted in improvement of the binding constants by 
approximately one order of magnitude compared to the static libraries, giving Kd values 
of 1.3 × 106 M–1[197]. Later, the same method was applied using a similar aldehyde‐func-
tionalized polymer and carbohydrate‐functionalized hydrazides to template lectins[198]. 
In the amplified polymers the arrangement of the side chains cannot be controlled, that 
is, the elaboration of sequence‐specific binders has not yet been achieved. Nevertheless, 
this approach illustrates that DCC, combined with multivalent interactions, is capable of 
providing good binders for biological targets, even without knowing their exact structure.

Lectins, that is, proteins binding to cell membranes by carbohydrate complexation, 
were also targeted by other DCLs. Ramström and Lehn[192] combined monosaccha-
ride‐appended aldehydes and simple aliphatic oligohydrazones to generate a DCL 
with the lectin concanavaline A as a target. Their investigations showed that man-
nose‐containing DCL members were the most effective binders. Later on, de Mendoza 
et al.[199] targeted the same lectin, applying a Fe2+‐scaffolded DCL based on monosac-
charide‐decorated 2,2′‐bipyridine building blocks. Dynamic deconvolution again 
showed the priority of all‐mannose‐containing DCL members.

In the examples above, the protein target, although being catalytically active, did not 
modify the molecular structure of the bound DCL members. However, coupling of an 
enzyme‐catalyzed irreversible reaction to the reversible binding process would result in 
the gradual removal of the most strongly binding member from the DCL and thus 
 shifting of the equilibrium. In their catalytic self‐screening method[200], Ramström 
et al. targeted a cholinesterase by reacting different thioesters with thiocholine in the 
presence of the enzyme, which binds the choline fragment and subsequently hydrolyzes 
the thioester bond. Thus, by monitoring the conversion of different thioester substrates, 
their relative order of binding strength could be assessed. Later on, these investigations 
were extended to a dynamic system of acetylthiocholine (ATCh) and symmetric bis‐ 
thioesters in the presence of acetylcholinesterase (AChE)[201]. The same concepts were 
applied in a nitroaldol DCL with lipase PS‐C I as a target, which performed an enanti-
oselective acylation (dynamic combinatorial resolution) on the most strongly binding 
member[202]. The same enzyme was capable of selecting the three best binders from a 
two‐level 24‐membered DCL, based on the Strecker reaction.[203].

2.2.2.2 Nucleic Acids
In the context of template‐directed synthesis, nucleic acids possess a privileged position 
as they are involved in storage and expression of genetic information. Thus, the design 
of suitable targets for nucleic acid structures is crucial in the control of biochemical 
processes, yet it has remained a challenging task for two reasons. First, sequence‐ 
specificity is hard to achieve in the light of the low number of different nucleotide 
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 building blocks (compared to amino acids). Second, nucleic acids can form diverse 
 secondary structures, such as duplexes, triplexes, quadruplexes, hairpins and loops, 
which require structurally unique and mostly unexplored binding motifs[178].

The first DCLs for the recognition of DNA[43] and RNA[204] were based on salicyla-
ldimine complexes of various transition metals, in which recognition was promoted by 
complexation of multivalent aromatic DCL members to the nucleic acid. Although 
binders with micromolar binding affinity were revealed, the inherent hydrolytic 
 instability of the imines hampered further development. Traditional solution‐phase 
dithiol[96] and acylhydrazone DCC was utilized to find binders for various duplex DNA 
structures. In the latter case, polymeric binders with low micromolar affinity were 
obtained, which, in contrast to traditional polyimine binders, could preserve their bind-
ing properties even at high salt concentrations[205]. Recently, duplex DNA templates 
have been used to decorate aldehyde‐functionalized gold nanoparticles with DNA‐
binding amines via imine DCC in aqueous medium[60]. Attachment to the nanoparticle 
surface occurred in a selective manner, that is, only in the presence of the template, due 
to multivalency of both nanoparticles and DNA that overcomes the intrinsic instability 
of imine bonds in water (see Section 2.4.4.2 and Figure 2.18). Similarly, DNA‐template‐
mediated component selection was reported in the functionalization of a cyclopeptide‐
based oligoaldehyde scaffold via hydrazone DCC[206].

As mentioned earlier, fine‐tuning of the ligands has to be achieved to obtain sequence‐
selective complexation, which is much more likely when applying larger DCL (see 
Section 2.1.3). Using a resin‐based technique (see Section 2.4) Miller et al. screened a 
DCL of quinoline‐appended short peptides which form a disulfide DCL with 11,325 
members, selectively targeting the stem‐loop RNA sequence responsible for the expres-
sion of proteins which are vital for the proliferation of the HIV virus[207] and the (CUG) 
repeat RNA, targeting myotonic dystrophy[208].

In certain guanine‐rich sequences quadruple DNA strands (DNA‐quadruplexes) can 
form, for example via templation with K+ ions. These interesting structural units have 
been targeted with DCC as well. It is not surprising that, due to the large number of 
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negative charges in the quadruplex regions, ligands carrying multiple positive charges 
or electron‐deficient aromatic moieties turn out to be the best binders. Following 
this  guideline, it was possible to select and identify micromolar[209,210] or even high 
nanomolar[211] binders, mainly from disulfide DCLs.

In these examples, even the ones applying diverse and complex DCLs, the DNA 
remained a static target. In a recent contribution, Gothelf et al. showed that the DNA 
backbone itself can be rendered dynamic (Angew. Chem. Int. Ed. 2014, 53, 14415–14418). 
For this purpose they used the dithymidine dinucleoside 29, in which a disulfide group 
replaces the static phosphate unit connecting the deoxysugar moieties (Figure 2.8). This 
analogue was subsequently incorporated into two oligonucleotide strands, aSSb and cSSd. 
An excess of reducing agent rendered this binary mixture a dynamic library of four mono-
thiols (aSH, bSH, cSH, dSH) and the mixed disulfides. On addition of the complementary 
strands a′b′, c′d′, a′d′ and c′d′ as templates, the corresponding longer oligonucleotides 
aSSb, cSSd, aSSd and cSSd are amplified, while the leftover members remain unrecom-
bined (see Figure 2.8). The disulfide linkage could be read by polymerases so that amplifi-
cation and sequencing of dynamic DNA strands was possible, although a high mutation 
rate was observed in the sequence surrounding the disulfide modification.

2.2.3 Catalysis

In the previously described examples, DCL members are templated and amplified by 
receptors or ligands which correspond to a local or global minimum on the correspond-
ing potential energy surface (PES). However, DCL members are likewise capable of 
serving as hosts for species which correspond to a saddle point (i.e., a transition state, 
TS) on the PES[46]. Stabilization of a transition state via encapsulation by a DCL mem-
ber can decrease the activation energy (Ea) of the corresponding reaction. In other 
words, DCLs can be used as dynamic catalyst systems as well.

One challenging aspect of this type of catalyst screening is that the real TS cannot 
serve as a template, therefore, a transition state analogue (TSA) has to be used to mimic 
the TS. This compound should be stable under the conditions of study but should 
 contain structural elements that are suspected to be responsible for binding of the real 
transition state. The TSA can be designed to be structurally analogous (or identical) to 
the substrate or to the product or none of them, depending on the structure of the 
PES[212,213]. A catalytically active DCL member should have a higher binding affinity to 
the TSA (or rather to the TS, to be exact) than to the substrate (to provide a substantial 
decrease of the Ea), but it should have a low binding affinity to the product (in order to 
prevent inhibition of the catalyst).

In a recent example[214], a systems approach to catalysis was presented based on these 
principles (Scheme 2.8). The ammonium salt 30 can undergo an aza‐Cope rearrange-
ment to provide the iminium salt 31, which further hydrolyzes to aldehyde 32 and 
dimethylamine. A TSA (33) was designed to mimic the structure of the cyclic transition 
state of the reaction. Dithiol 18 forms tetrameric macrocycles and octameric catenanes 
in aqueous solution (the lack of a symmetry axis in the building block leads to the pro-
duction of several isomeric tetramers and catenanes). The formation of interlocked 
species can be rationalized by the fact that the system tends to minimize the exposure 
of the large hydrophobic surfaces to water. On addition of the substrate 31, a sudden 
increase in the amount of tetramers at the expense of the catenanes was observed, 
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simultaneously with the appearance of 32. These findings show that the tetramers 
 catalyze the rearrangement. On full consumption of 31, the library composition reverts 
to the original one, but on further additions of the substrate, the library remains cata-
lytically active. Kinetic measurements show a ca. six‐fold increase of the reaction rate at 
50 °C compared to the non‐catalyzed reaction. Thus, although the rate enhancement is 
modest, these results show that DCLs consisting mainly of catalytically inactive species, 
can provide a catalyst on demand.

2.2.4 Self/Cross‐templating and Replicators

Up to now only DCLs controlled by external templates have been discussed. However, 
several DCLs are reported where one member is capable of either stabilizing itself or 
binding the building blocks which it is formed from via supramolecular interactions. 
The first case where a DCL member stabilizes itself is termed self‐selection, and is of 
thermodynamic origin[215,216]. The second case, where a DCL member can lower the 
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kinetic barrier of its own formation similarly to autocatalysis, is termed self‐replication. 
In this scenario (see Figure 2.9), the template brings the corresponding building blocks 
into close proximity so that covalent bond formation is more likely to happen. This 
results in a catalytically inactive dimer of the template. The crucial step to achieve expo-
nential self‐replication (i.e., a replication step which is first order in the replicator) is the 
disassembly of this species to provide two replicator moieties[217]. In order to prove that 
the emergence of a specific product is not of thermodynamic in origin, seeding experi-
ments are carried out, that is, a small amount of the replicator (seed) is added to a DCL 
containing non‐replicating members (food). Instantaneously triggered exponential 
growth of the seed indicates that it is autocatalytically active, thus acts as a self‐replica-
tor. Notably, initially dynamic self‐replicators can become kinetically trapped via the 
formation of an irreversible covalent bond[218], aggregation[219] or phase separation[220].

Philp and co‐workers were among the first who showed that DCC can be coupled to 
self‐replicatory behavior[53]. They utilized a mixed DCL of imines and nitrones compet-
ing for the same aldehyde building blocks. The library was treated with a maleimide 
derivative which underwent an irreversible [3 + 2] cycloaddition with the nitrones. One 
stereoisomer of the cycloadduct was capable of templating its own formation via com-
plementary hydrogen bonding, similar to that found in DNA base pairs. The replication 
process caused the aldehyde equipped with the hydrogen bonding unit to become 
sequestered in the form of the maleimide‐nitrone cycloadduct while the unfunctional-
ized aldehyde and the amines remained in the exchange pool. Later on, another variant 
of this system was constructed which was based on two interconnected self‐replicatory 
subsystems, the product of each being capable of templating the members of the other 
subsystem[218]. Simultaneously, Giuseppone et al. used a similar system, based exclu-
sively on imine DCC and hydrogen bonding, as the basis for self-recognition[221].

A fully synthetic exponential replicator[219,222,223], reported by our group, was based on 
a pentapeptide‐appended dithiol 34, which contains alternating hydrophobic and hydro-
philic amino‐acid residues. Such peptides are widely known to form β‐sheets in an aque-
ous environment. On oxidation, a mixture of interconverting trimeric, tetrameric and 
hexameric disulfide macrocycles are formed, with the smaller species being the main 
products for entropic reasons. This composition is maintained in the absence of mechan-
ical agitation (Figure 2.9). On shaking the solution, however, the hexamers take over and 
become the dominant product of the library. Transmission Electron Microscopy (TEM) 
experiments showed that the hexamers form fiber‐like stacks, stabilized by hydrogen‐
bonding between the peptide chains. Agitation is crucial for replication, as during this 
step the number of fiber ends which are catalytically active, is redoubled (see Section 2.3.4).

Further mechanical investigations[223] revealed that the self‐replication is exponential 
due to an elongation‐breakage mechanism. TEM studies showed that during the 
seeding process the average length of fiber ends remains constant, which is consistent 
with a mechanism of continuous elongation (growing) and breakage of the fibers. 
Computational studies proved that, without the breakage step, the process would not be 
exponential. Importantly, stacking results from multivalent interactions, which dictates 
a critical macrocycle size suitable for replication. Macrocycles that are too small do not 
provide enough intermolecular binding energy for stacking, while macrocycles that are 
too large are entropically unfavoured. The critical macrocycle size, in turn, is dictated 
by the hydrophilicity of the peptide chain: more hydrophilic peptide chains contribute 
less intermolecular binding energy per monomer, which requires larger macrocycles to 
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provide stable stacks[222]. Research in this field was extended to study the effect of 
the environment on the replication process[224] (see Section 2.3.1), as well as to con-
trol the dimensions and the chemical composition of self‐assembling materials[225] 
(see Section 2.5.2).

The self‐templating ability of replicators can be based on various secondary 
 interactions and the aggregates of the replicators can possess various morphologies. 
For  example, Giuseppone[220] and van Esch[226] utilized hydrophobic aldehydes and 
hydrophilic amines in aqueous solution which formed a DCL of amphiphilic imines. On 
reaching a critical concentration, the imines self‐assembled into various nanoscale 
assemblies (nanorods or micelles), which formed a separate mesophase, thereby shift-
ing the imine equilibrium to the product side. Importantly, after growing to a critical 
size, the aggregates undergo division, causing exponential growth of the assemblies.

Ashkenasy and coworkers used a different aggregation type, (trimeric) coiled‐coil 
formation of helical peptides, to induce self‐replication[227–230]. The peptides were 
assembled from an electrophilic (E) and a nucleophilic (N) building block by native 
chemical ligation[94] in the presence of excess 2‐mercaptoethane sulfonate (RSH) to 
maintain the dynamic nature of the process. In a recent work[231], a DCL of competing 
self‐replicators was studied, constructed from different peptide mutants. Minor changes 
in the amino‐acid structure can drastically modify the stability of the coiled‐coil and 
thus the ability of the corresponding peptide to self‐replicate. The peptide sequence of 
the electrophilic (35, 36, 37) and nucleophilic (38, 38a) building blocks and that of the 
resulting peptide replicators 39, 40, 41, 39a, 40a, 41a, as well as an external template 42 
are shown in Figure 2.10. The topology of the system is shown in Figure 2.10. Simple 
calculations predicted the trimer coiled‐coil stability to be 39 > 41 > 40 > 39a > 41a > 40a. 
This matched the experimental results, based on the reaction profile of a dynamic sys-
tem (Figure 2.10), which show that 39 (and to a lesser extent 41) display pronounced 
growth at the expense of the competitors. It was, however, shown that the preference of 
replicators can be modified by external stimuli. First, inorganic anions could mask the 
protonated lysine side chains of 40, which would otherwise destabilize the coiled‐coil 
due to charge repulsion. Thus, addition of an excess of NaClO4 renders 40 the kineti-
cally favoured product. Nevertheless, in the later stages of replication it is overtaken by 
39 and 41, which form intrinsically more stable coiled‐coils (Figure 2.10). Second, the 
addition of another coiled‐coil forming peptide 42 renders the formation of 41 favoured 
by external templation (Figure  2.10). This example shows that careful design of the 
building block structure can produce a system of competing replicators, which can 
 further be tuned by modifying the chemical and/or physicochemical conditions of 
replication.

2.2.5 Interlocked Structures from DCLs

Templates, which themselves are part of a DCL, in addition to self‐replicating networks 
can give rise to interlocked structures, such as catenanes, rotaxanes and knots, which 
are often impossible to access via non‐templated synthesis (although externally tem-
plated synthesis of interlocked structures is also reported[155]). This approach is based 
on the reversibility of the dynamic covalent bonds used, and thus the error‐correcting 
propensity of the system, which renders it capable of furnishing non‐trivial structures, 
provided these correspond to a thermodynamic minimum. Notably, mechanically 
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bound species tend to be kinetically trapped. Consequently, if several interlocked 
 structures compete for the building blocks, slow equilibration is needed to gain the 
thermodynamically most favoured species at the end.

Following a report of a [2]catenane based on disulfide chemistry[232,233], Sanders et al. 
conducted an extensive study of disulfide libraries in water, which delivered various 
knotted and catenated species. Dithiol building blocks were used, which contained 
large, flat, hydrophobic surfaces, such as dioxynaphthalenes (DN, 43a–44b) for the 
donor (D) and naphthalenediimides (NDI, 45–47) for the acceptor (A) units (see 
Figure  2.11). A large number of structurally diverse [2]catenanes[234–236] and 
[3] catenanes[237,238] were generated, and many of them have been isolated and 
 characterized by extensive multidimensional NMR and tandem MS investigations to 
reveal their unique structural features[236].

In a detailed study, the parameters ruling the selective formation of different cat-
enane architectures was investigated[239]. Catenane formation proceeds via a general 
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mechanisms with three key steps: the formation of a dimeric macrocycle, the threading 
of a monomer unit through the cavity, and finally the ring closure. Three different path-
ways could be envisaged (see Figure  2.11, upper part). Pathway I is dominant if the 
donor building block contains a short linker between the ring and the thiol group (thus 
a tight cavity is formed, in which the A unit can interact with both rings), and bears 
the substituents in the 2,6-positions (44a), thus the formation of the dimeric (instead of 
the monomeric) disulfide is favoured. Pathway II prevails if the donor building block 
contains a long linker, as in 43b and 44b (preventing the formation of a DD macrocycle 
due to entropic reasons), but the acceptor contains a short one, as in 45 (so that if an AA 
macrocycle is formed, no threading is possible due to the tight cavity); thus, both factors 
render the formation of a DA macrocycle favourable. Finally, pathway III plays the main 
role if, as in the case of pathway II, the donor building block contains a long linker but 
the acceptor building block is equipped with a modestly long one, as in 47 (so that the 
AA macrocycle is tight enough to form a strong complex with the D unit, but the DA 
macrocycle is loose enough so that its formation is entropically disfavoured). In case of 
longer acceptor units, such as 46, products arising from competing pathways are 
observed. This detailed study shows the power of DCC to gain access to diverse struc-
tures from similar building blocks under the same conditions.

Another realm of DCC which often leads to interlocked structures is metal‐templated 
subcomponent self‐assembly. Starting with the seminal paper of Stoddart[240], several 
knot‐like[241–244] and catenated[245] species were reported utilizing this strategy. Leigh 
et al. have recently reported the self‐assembly of two remarkably different metallosu-
pramolecular knotted architectures from a simple diamine 48, the highly similar dialde-
hyde building blocks 49 and 50, and Fe2+ ions. Diamines and dialdehydes form a 
complex imine library, but, heating the mixtures at 60 °C for one day results in the for-
mation of Solomon link 51 in the case of aldehyde 49[243], and pentafoil knot 52 in the 
case of aldehyde 50[242], despite the small structural difference between the two ligands 
(see Figure 2.12a). After thus creating interlocked species from a DCL, the authors tried 
to generate a DCL from interlocked species[244,246]. The mixture of 48–50 gave, on heat-
ing with a stoichiometric amount of FeCl2, a library of pentafoil knots, as proven by 
NMR and ESI‐MS. In sharp contrast, when reacting the two knotted species 51 and 52 
with each other under the same conditions, no mixed knots were detected (Figure 2.12b), 
presumably due to the high kinetic barrier associated with the disruption of mechanical 
bonds in the assemblies.

2.2.6 Folding

Whereas building blocks containing one hydrophobic unit each can result in a library of 
interlocked species, as seen above, those featuring more than one hydrophobic moiety 
often furnish folded structures. In two recent examples[247,248], the Sanders group stud-
ied DCLs of different, cysteine‐based dithiols 53 and 54 with two and three NDI units, 
respectively. On oxidation these building blocks furnished DCLs of cyclic and folded 
species. With building block 53 (Scheme  2.9a), the library provided a mixture of 
Solomon link 55 and figure eight knot 56, isolated in 60 and 18% yields, respectively. 
Interestingly, if a mixture of DD‐ and LL‐cysteine derived building blocks was used, the 
figure eight knot formed exclusively as a single diastereomer. In the second case 
(Scheme  2.9b), the trefoil knot 57 emerged exclusively, and could be isolated in a 
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Scheme 2.9 (a) On oxidation with air in slightly basic aqueous solution, the bis‐NDI dithiol 53 gives a 
ca. 3:1 mixture of a Solomon link 55 and a figure eight knot 56, whereas (b) on the same conditions, 
the tris‐NDI dithiol 54 gives a trefoil knot 57 in near quantitative isolated yield.
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remarkably high yield of 94%. Importantly, this high yield could only be achieved when 
a high ionic strength was maintained to enhance the hydrophobic interactions. It has to 
be noted that the assignment of these structures is far from trivial and requires multidi-
mensional NMR techniques such as COSY and ROESY (to prove the spatial proximity 
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of the protons in different regions of the molecule), as well as tandem MS experiments 
(to distinguish catenated and folded/cyclid architectures) and CD spectroscopy.

Imine and hydrazone DCLs were likewise reported to provide folded structures of 
aromatic oligomers. Moore et al. performed pioneering work in this field with their 
studies on the folding properties of dynamic m‐phenylene ethynylene oligomers[249]. 
Different small oligomeric building blocks were appended with amine and aldehyde 
end groups, respectively and were allowed to equilibrate under acidic conditions in 
polar (MeCN) and apolar (CHCl3) solvents. Above a critical size of the resulting 
imine oligomers, their formation constants were found to increase rapidly in MeCN, 
while practically no change of the thermodynamic parameters was observed in 
CHCl3. These findings are consistent with folding‐induced amplification, that is, 
above the critical size the resulting library members can fold into helical structures, 
stabilizing themselves. The process is driven by the solvophobic effect, in line with 
the pronounced difference regarding solvent polarity: the stacking of aromatic rings 
is energetically much more favorable in a polar than in an apolar solvent. Later, the 
same principle was used to synthesize guest‐selective imine foldamers[250] and large 
polymers[251].

In another example[252], a DCL was generated from oligo(ethyleneoxide)‐based 
amine (58 and 59) and aldehyde (60 and 61) building blocks. Amine 59 contains an 
electron donor DN moiety, while aldehyde 61 has an NDI ring as the central aromatic 
unit. The four building blocks formed a library of dynamically exchanging polymers 
(dynamers). Addition of Na+ ions resulted in the folding of oligoethylene units, as 
these wrapped around the cations in a crown ether‐like fashion. The folded species 
were selectively stabilized in dynamer strands containing alternating 59 and 61 units 
(59–61), as in this case the electron‐poor NDI and the electron‐rich DN units could 
come into close proximity with each other, resulting in the selective amplification of 
this DCL member (Scheme 2.10). The example shows the multifaceted responsive-
ness of the system, as folding‐mediated amplification is triggered by an external 
stimulus.

2.3  Controlling DCLs by Physical Means

Although the most widespread approaches to influence the product distribution in 
DCLs utilize intermolecular interactions (with template molecules or between the 
DCL members themselves), physical (or physicochemical) stimuli can also exert con-
trol over dynamic systems. Importantly, the line between physical and chemical 
effects is not always clear‐cut. For example, the effect of increasing the ionic strength 
of dynamic systems can be attributed to specific interactions between ions and library 
members (chemical) or to the overall effect of the change in the dielectric constant 
(physical). In contrast, other physical effects can target complex systems in a highly 
specific manner, for example light can effectuate the capture or disruption of specific 
covalent or non‐covalent bonds. However, the effect of physical changes on DCLs is 
not studied as systematically as that of various chemical templates. In this regard, 
several subfields are fragmentary (such as studies about the effect of electric fields on 
DCLs, see[253,254]) or non‐existent (such as those about the effect of pressure change).
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2.3.1 Solvent Environment

Most often, DCLs are prepared in solution (note that several DCLs are known to dis-
tribute between phases; see Section 2.4). Changing the solvent environment is likely to 
exert an influence over the behavior of these dynamic systems. Addition of co‐solvents 
and/or salts modifies a handful of physical parameters of the medium, such as its den-
sity, viscosity, dielectric constant, etc.

On increasing the ionic strength of the environment, the most important trend is that 
DCL members undergo conformational and constitutional changes to minimize their 
solvent‐accessible apolar surface. Alfonso et  al. have recently published two papers 
pointing out these effects. In a DCL generated from symmetric dithiols with Glu, Gln, 
and Ser side chains in water/DMSO, increasing the salt concentration resulted in the 
amplification of the Glu‐only oligomers at the expense of the mixed ones. The reason is 
that the repulsive interaction between the negatively charged Glu groups is shielded at 
high salt concentrations[255]. Extended DCLs with positively charged (Lys‐containing) 
building blocks showed that the increase in ionic strength amplifies library members 
with similar charges at the expense of oppositely charged ones, due to the better 
 electrostatic shielding effect of the former[256].

Changes in ionic strength can, however, lead to more drastic effects, for example the 
emergence of completely new species via induced folding, for instance the formation of 
already discussed catenanes[239] or knots[247]. Solvent effects were shown to play an 
important role in the behavior of dynamic polymers as well: in a polymer DCL gener-
ated from cucurbituril‐based oligothiol building blocks[257], nanosheet‐ or nanosphere‐
like structures were formed, which could reversibly interconvert depending on the 
solvent polarity[258]. Similar solvent‐dependent architectural changes were found in a 
polymeric hydrazone DCL[259].

Solvent modulation can also lead to remarkable changes in the thermodynamic or 
kinetic parameters of the DCLs. In a system generated by the oxidation of pentapeptide‐
functionalized aromatic dithiol 62 in water, several disulfide oligomers formed, among 
which the cyclic octamer was shown to be a replicator (see Section 2.2.4). The large 
macrocycle size is due to the weak secondary interactions holding together the stacked 
macrocycles. Addition of trifluoroethanol (TFE), a solvent known for reinforcing 
 interpeptide hydrogen bonds by shielding them from competing water molecules, 
 dramatically changes the replication behavior[224]. By changing the TFE content from 
13% to 17%, the octamer almost vanishes and the hexamer emerges as a self‐replicator 
(see Figure 2.13). Even more remarkably, cross-seeding experiments (i.e., addition of a 
small amount of replicator to a replicator‐deficient DCL) show that in each environ-
ment the identity of the replicator is dictated solely by the solvent composition and not 
the identity of the seed.

2.3.2 Light

Modulation of DCLs by light is another means of structurally modifying DCL members 
and thus controling the behavior of the system. UV irradiation at specific wavelengths 
can lead to the isomerization around (imine, hydrazone) or the disruption of (disulfide, 
diselenide) dynamic covalent bonds. Noticeably, and in contrast to other physical 
means, with light one can selectively target one specific type of bond. On a more 
basic level, bonds, which are primarily static, can be rendered dynamic by UV light, and 
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could thus serve as a basis for new dynamic covalent chemistries. Examples here are 
sulfoxide[260] or Se–Se[261] bonds (the latter can be made dynamic even with visible light 
via a radical mechanism).

Cis‐trans isomerization of double bonds by visible light can lead to remarkable 
 configurational changes, which, in turn, might affect the guest binding properties of a 
dynamic system. Thus, Waters et al.[262] studied a hydrazone DCL constructed from 
building blocks with an azobenzene moiety. At equilibrium, the library members 
 feature exclusively trans N = N bonds. Irradiation with UV light at 360 nm leads to the 
formation of cis N = N bonds containing macrocycles, able to complex a polyproline 
guest, which did not interact with the all‐E library members. More often, the dynamic 
bond itself is controlled by light. Lehn et  al. published a series of papers[263–267] in 
which the selective modulation of small hydrazide and hydrazone DCLs with visible light 
was described. Hydrazones and hydrazides of picolinaldehyde were found to undergo 
reversible isomerization around the C = N bonds on irradiation with UV light at 
365 nm,  becoming able to bind protons and metal ions, respectively, via chelation by 
nitrogen atoms. Careful design of the building blocks rendered the amplification of 
different library members by irradiation (photoselection) or addition of transition 
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metals (metalloselection) possible. Based on this principle, DCLs capable of phase 
separation ([266], see Section 2.4 in detail) and guest release[264] were designed. Finally, 
in a recent example, our group[268] described the covalent capture of self‐stacked 
 macrocyclic disulfide replicator fibers by irradiating them with UV light at 365 nm. 
UV light caused the homolytic cleavage of intramolecular disulfide bonds, followed by 
the recombination of the radicals to link the macrocycles intermolecularly. This was 
evidenced by the formation of a strong gel from the initial aqueous solution, pointing 
toward materials science applications. These examples highlight that photoirradiation 
can effect  significant changes in the architecture of DCLs, at both the molecular and 
the supramolecular levels.

2.3.3 Temperature

As kinetic and thermodynamic constants of chemical reactions depend on temperature, 
it is not surprising that complex coupled systems such as DCLs can undergo quantita-
tive changes by varying the temperature (i.e., adjusting the kinetic energy of library 
members) in a subtle manner. In an early example, Giuseppone and Lehn[78] reported 
non‐linear behaviour of component concentration as a function of temperature in a 
simple 2 × 2 imine DCL. Recently, Vantomme and Lehn[264] reported thermally induced 
Z–E isomerization of a dynamic hydrazone system, thereby switching its complexation 
ability.

However, only a few examples are reported where temperature modulation entailed 
qualitative changes in DCLs. For example, a library of hydrazone dynamers (dynamic 
polymers) was recently reported[269], which assembled in aqueous solution from carba-
zole‐based dialdehyde, and aromatic dihydrazone building blocks, both appended with 
oligo(ethylene glycol) side chains, and aggregated to form fibers. Heating the solution to 
65 °C increased the average molecular weight as well as the fiber length by one order of 
magnitude. This structural change proved to be fully reversible on cooling the solution. 
The seemingly counter intuitive behaviour was attributed to the side chains. These 
form hydrogen bonds with the solvent at room temperature, but, upon heating the 
entropically unfavourable hydrogen bonds are disrupted and the large hydrophobic 
surface of the chains becomes exposed to water. This leads to aggregation (microphase 
separation) of the chains, which, in turn, results in high local concentration of the 
shorter dynamer strands, thus facilitating chain growth.

2.3.4 Mechanical Force

Similarly to light, the impact of mechanical forces on DCLs can be regarded as a source 
of energy orthogonal to that provided by chemical means. Indeed, the supply of 
mechanical energy can assist chemical systems in overcoming kinetic barriers. For 
example, the disulfide replicator system[219], discussed in detail in Section  2.2.4 
(Figure 2.9), gives rise to replicators of different macrocycle size, depending on the way 
mechanical energy is exerted onto the system: cyclic hexamers form on shaking, while 
heptameric replicators arise when the system is stirred. The behavior was rationalized 
as follows: due to the larger number of secondary interactions at the fiber ends, hep-
tamer fibers grow faster than those composed of hexamers, but, for the same reason, 
heptamer fibers are more difficult to break. The shear stress exerted by stirring is 
approximately one order of magnitude higher than in the case of shaking. Under 
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stirring, heptamer and hexamer fibers fragment with comparable efficiency, so that 
 fibers that grow most efficiently (i.e., those made from heptamers) prevail. In contrast, 
shaking causes more extensive fragmentation of the hexamer fibers than the stronger 
heptamer fibers, leading to an increased number of hexamer fiber ends, causing the 
hexamer fibers to grow fastest.

In a different approach, Belenguer et al. studied the effect of grinding on the composi-
tion of a DCL[270]. Two symmetric disulfides 63 and 64 were mixed in the presence of a 
catalytic amount of base, either via liquid‐assisted grinding (LAG) or in solution phase 
(MeCN). Interestingly, the first approach provided exclusively the mixed disulfide 65, 
whereas the second approach gave 63, 64, and 65 in a statistical 1:1:2 ratio. The two 
systems were interconvertible, that is, dissolving pure 65 in MeCN gave the statistical 
mixture, whereas evaporation of the solvent, followed by LAG converted this mixture 
back to 65 (see Figure 2.14). The difference is of thermodynamic origin. The homodi-
mers are of comparable stability in solution, while in the solid phase the heterodimers 
are favoured due to better stabilization arising from crystal packing. The relatively high 
kinetic barrier between homodimers and the heterodimer in the solid phase can be 
effectively overcome by the mechanical energy supplied by grinding.

Further studies[271] revealed that 65 exists in the solid phase in the form of two 
 polymorphs, one of which is stable under LAG conditions but metastable under neat 
grinding and vice versa. Detailed kinetic investigations showed that the different poly-
morphs of 65 can act as seeds (see Section 2.2.4) in the exchange process. However, the 
mode of action is different for the different polymorphs under given mechanochemical 
conditions: if the metastable polymorph of 65 is applied as a seed, it is first transformed 
to the stable one through a path that involves the transient appearance of 63 and 64, 
whereas no such transformation is needed when applying the stable polymorph. This 
example shows that the subtle interplay between solid state energetics, the environ-
ment, and mechanochemical activation can produce dynamic combinatorial systems 
with markedly different compositions.

2.4  Multiphase DCLs

In Section 2.3.1 we saw how DCLs can be affected by changing the solvent or its ionic 
strength. Even more interesting phenomena can be observed when mass transfer 
between multiple phases is enabled. Regardless of the type of phases involved, mul-
tiphase libraries can be under thermodynamic or kinetic control, depending on the 
reversibility of the phase transfer of library members and the dynamics of the bonds 
used. The DCLs can also carry cargo between multiple phases or even enable control 
over phase separation.

2.4.1 Multiple Liquid Phases

Usually, DCLs are studied in a single liquid phase. Depending on the application and the 
solubility of building blocks it can be an aqueous, an organic, or a mixed medium. 
Unfortunately, restricting a DCL to one phase imposes significant limitations on the 
system, particularly in the case of low solubility of some building blocks or library mem-
bers. By adding an additional, immiscible liquid phase it is possible to access library 
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members composed of building blocks with different solubility characteristics, signifi-
cantly increasing the diversity of the libraries. The first example was shown by Sanders 
et al., who performed a DCL experiment using water‐soluble and chloroform‐soluble 
thiols[272]. The biphasic system, initially containing the building blocks only in their 
preferred phases, gave large amounts of mixed disulfides impossible to prepare in a 
single‐phase DCL. More recently, Rotello et al. used a similar approach to create self‐
assembled antimicrobial capsules[273]. A biphasic system contained amine functional-
ized silica nanoparticles in the aqueous phase and cinnamaldehyde in the peppermint 
oil phase. After emulsification, cinnamaldehyde reacted with the amine groups on one 
side of the nanoparticles, while the other remained hydrophilic. The resulting Pickering 
emulsion contained peppermint oil inside capsules composed of amphiphilic Janus 
nanoparticles. Such capsules were then successfully used to eradicate biofilms on 
release of their payload.

In Section  2.3.1 we saw that changing solvent properties significantly affects the 
 composition of libraries. Lehn’s group combined this characteristic with reversible 
phase separation to achieve another possibility of controling DCLs[274]. A mixture of 
lipophilic and hydrophilic aldehydes and amines was dissolved in an acetonitrile/water 
medium. By changing the conditions (e.g., by cooling, adding salts, diethyl ether), an 
initially homogenous mixture could be rendered biphasic. Importantly, subsequent 
phase recombination was also possible by heating, fractional evaporation, or addition of 
LiClO4. When the system was homogenous the library had roughly statistical composi-
tion, whereas on phase separation the library underwent self‐sorting: the acetonitrile 
phase contained mostly lipophilic imines while the hydrophilic imines dominated the 
aqueous phase. The same group subsequently combined this system with another 
dynamic process: E–Z photoisomerization of a hydrazone switch, leading to photo‐
induced phase separation (Figure 2.15)[266]. The hydrazone 66‐E strongly binds Ca2+ 
but on photoisomerization to 66‐Z most calcium cations are released into the solution, 
causing phase separation. The reverse reaction is possible by decreasing the pH of the 
solution. An alternative is provided by the use of analogous acylhydrazones, which can 
convert to the E isomer thermally within 48 hours at 40 °C, thus leading to a spontane-
ous phase reunification.

2.4.2 Transport

A DCL screened in a multiphase system can reveal not only strong binders but also 
their ability to transport cargo from one phase into/across another. Building on their 
research on phase‐transfer libraries[272], Sanders used a library of disulfides to discover 
an unexpected spermine transporter[57]. The DCL was formed from one dithiol 67 and 
two monothiols 68 and 69 in a water‐chloroform system (Figure 2.16). Usually, such 
libraries generate a mixture of macrocycles and linear dimers to maximize their entropy. 
In this case, addition of spermine to the aqueous phase led to a two‐fold amplification 
of an entropically disfavoured linear trimer in the organic phase. This trimer formed a 
2:1 complex with the template, efficiently transporting it between two aqueous phases 
through the organic phase. A conceptually similar system was independently discov-
ered by Saggiomo and Lüning, where CaCl2 was capable of amplifying its own receptor 
in a DCL of imines[58]. The macrocyclic host was able to transport the salt from the 
aqueous source phase to the receiver phase through a bulk dichloromethane membrane. 
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Subsequently, the Lüning group investigated the system’s ion transport capabilities 
using a supported liquid membrane and liposomes[275].

An extensive body of research on transport through lipid bilayers and cellular uptake 
using DCC was reported by Matile and colleagues. Dynamic hydrazone‐based ampli-
hiles were able to bind to nucleic acids using their positively charged heads, while the 
lipophilic tails facilitated passage of the DNA‐amphiphile complex through a lipid 
membrane[276,277]. The dynamic nature of the amphiphiles allowed them to screen hun-
dreds of of different amphiphiles with different heads, tails, and varying stoichiometries. 
Finally, the work led to the discovery of siRNA transfection agents[278]. Hydrazone‐
mediated siRNA delivery resulted in gene knockdown in HeLa cells and human primary 
fibroblasts, exceeding the efficiency of the commercial Lipofectamine reagent by a 
 factor of two, emphasizing the value of dynamic libraries for screening for function.

A dynamic covalent bond can also be formed between the cargo and the transporter 
to form a permeable molecule. Gale et al. used hemiaminal/imine chemistry between 
amino acids and electron‐poor aldehydes together with a squaramide anion receptor to 
synergistically transport amino acids through lipid membranes[279].

Multiple systems for cellular delivery have been generated using disulfide exchange/
polymerization. Positively charged strained cyclic disulfides can polymerize into cell‐
permeable poly(disulfide)s when exposed to thiol initiators[280]. Five‐membered 
disulfides are preferred substrates for polymerization due to conformational strain, 
facilitating ring opening[281]. Reductive depolymerization of such disulfides after their 
uptake renders them less toxic in comparison to their nondynamic analogues[282].

For a more detailed overview of dynamic covalent systems in cellular uptake see the 
recent review by Matile et al.[283].
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2.4.3 Amphiphiles

Apart from being distributed over two or more phases, members of DCLs can create 
mesophases on their own. This is especially true if the library can form amphiphilic 
species, which then can assemble into, for example, micelles or vesicles. Pioneering 
work in the area has been performed by the groups of Giuseppone[220,284–286], van 
Esch[226,287,288], and Zhang[289–292]. In most cases, the amphiphiles are imines formed 
from amines and functionalized benzaldehydes, where one of the components consti-
tutes the hydrophilic part and the other is hydrophobic (for a review discussing 
“supra‐amphiphiles”, formed by supramolecular self‐assembly, see[293]). As imines are 
generally unstable in aqueous solutions, formation of the amphiphiles is highly 
 cooperative due to stabilization of the imine bond within the hydrophobic mesophase 
of the aggregate[226]. Such stabilization drives imines out of the solution into the 
aggregates, which subsequently may split, closing the self-replication cycle (see also 
Section  2.2.4)[220]. Because amines are involved in acid‐base equilibria, the meso-
phases are generally unstable under acidic conditions. This property can be used to 
reversibly switch between assembled imines in basic pH and dissociated aldehydes 
and amines in acidic pH[226]. Differences in the pKa of amines in a DCL can be used 
to change the composition of the assemblies[284,285] or even trigger a core‐shell inver-
sion of the resulting micelles[286] (Figure  2.17). Cooperative effects stemming from 
stabilization of imines by their neighbors in the mesophase can shift the pH where the 
aggregates start forming well below the pKa of the amines. This is especially 
 pronounced for polymeric amines, which on reaction with hydrophobic aldehydes 
form toothbrush‐type amphiphiles, aggregating at Ph = 7.4, well below the pKa of the 
parent polylysine (around 9.0)[289].

The shape, flexibility, and size of the building blocks involved are important parame-
ters influencing the critical micelle concentration (CMC) of the imines[226,291,292]. These 
factors can also influence the morphology of the resulting mesophases. Apart from 
the most common spherical micelles, it is also possible to obtain rod‐like micelles[288] 
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and even vesicles[287]. Using an extensive array of scattering techniques (see also 
Section 2.7.6), Giuseppone, Buhler, and colleagues characterized a complex dynamic 
library switching between all three types of mesophases on pH modulation[285].

2.4.4 Surface‐liquid Interfaces

The adaptive character of DCLs can be utilized not only for the formation of well‐
defined species in solution but also to bring new, responsive properties to various kinds 
of surfaces, affecting interactions with the surrounding solvent and other solutes. In 
simpler cases, a solid phase can be coupled to a solution‐based DCL to simplify analysis 
and purification of library members and mitigate solubility issues.

2.4.4.1 Resins
The latter principle was applied by Miller et al. as a solution to the analytical problems 
experienced in large libraries[294]. By attaching one building block per library to indexed 
beads and using a fluorescently tagged template, they were able to significantly simplify 
the screening process. Their subsequent studies on resin‐based DCLs expanded to 
11,325 potential components resulted in the discovery of sequence‐selective RNA bind-
ers for targeting myotonic dystrophy[208] and HIV[207] (see also Section 2.2.2). The group 
also applied resin‐bound bifunctional building blocks for studies on orthogonally 
addressable disulfide and hydrazone chemistries[295]. The opposite approach was inves-
tigated by our group to study the behavior of a DCL in which the target was bound to 
the solid support[233]. Attachment of the template to the resin prevented aggregation of 
the library members, thereby allowing the binding constant between the host and a 
resin‐bound guest to be estimated. Subsequent studies showed that a proper choice of 
the resin results in negligible interference with the solution‐based recognition phenom-
ena, allowing for a one‐pot amplification and isolation of receptors from large DCLs[296]. 
Similarly, Prins et al. found that hydrazide capture by an aldehyde‐functionalized resin 
with a neighboring phosphonate target shows similar preferences to the selection pro-
cess in solution[297].

2.4.4.2 Nanoparticles
Thermodynamically controlled functionalization of the surfaces of nanoparticles was 
first studied by Rotello et al.[298] by taking advantage of the mobility of thiolate ligands 
stabilizing gold nanoparticles (AuNP), first discovered by the Murray group[299]. 
By  exposing chloroform‐soluble mixed‐monolayer nanoparticles containing thiolate 
ligands with two different recognition sites to a target molecule, the monolayer 
 reorganized to yield a ditopic receptor for the flavin template. Subsequent work using 
similar methodology focused on a tetra‐aspartate peptide as a template for water‐ 
soluble AuNPs containing alkyl and ammonium ligands[300]. Addition of the nanoparti-
cles to the peptide led to a gradual increase in the helicity of the peptide, indicating a 
slow rearrangement of the ammonium ligands for optimal binding with the negatively 
charged peptide. Bishop et al. used ligand exchange to create Janus‐like amphiphilic 
nanoparticles[301]. Initially, AuNPs functionalized with either hydrophobic or hydro-
philic ligands were present in one of the phases of a toluene‐water system. Addition of 
the other ligand led to partial exchange yielding nanoparticles focused at the phase 
interface. Two subsequent studies from the same group showed that AuNPs stabilized 
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by a mixture of hydrophobic and negatively charged thiolates can be templated by lipid 
bilayers[302,303] or by other nanoparticles followed by their self‐assembly[304]. Interesting 
developments in ligand exchange involve ligand exchange activated by photoswitcha-
ble[305] and photocaged[306] thiols.

An alternative strategy, which has recently been reported by our group[60,307] and that 
of Kay[61], is based on bond formation and exchange within the ligand on the nanopar-
ticles instead of exchanging the entire ligand. We used water‐soluble mixed‐monolayer 
AuNPs with cationic (70) and aldehyde (71) ligands for target‐directed surface func-
tionalization (Figure 2.18)[60]. In the presence of a DNA template, cooperative effects 
stabilized the imines on the nanoparticles only if the amine building blocks had affinity 
to DNA. Because of the inherent instability of imines in water, functionalization 
occurred only in the vicinity of the template, leaving its molecular imprint on the nano-
particle surface. Studies with different DNA templates revealed that even in simple 
libraries, imine selection depended not only on the DNA composition, but also on its 
sequence. Conversely, hydrazone‐functionalized nanoparticles remained stable even in 
the absence of the DNA template[307]. Della Sala and Kay, while examining hydrazone 
exchange on AuNPs, found that it was possible to tune the solvophilicity of the nano-
particles by their treatment with different aldehydes[61]. DCC on gold nanoparticles was 
also investigated using ionic binding to positively charged AuNPs and complexation 
with Hg2+ and Au+[308].

It is also possible to perform DCC directly on the vesicular bilayer interface. In our 
laboratory we used thioester exchange with thioesters anchored to the phosphatidyl-
choline bilayer and a water‐soluble thiol[309]. Interestingly, the DCLs showed a pro-
nounced preference for linear species, defying the entropic effect favoring macrocyclic 
species in bulk solution. Disulfide exchange confined to cell surfaces was studied the 
Matile group[281] in the context of cellular uptake.

2.4.4.3 Flat Surfaces
Analysis of DCLs on flat surfaces requires dramatically different techniques than for 
libraries in bulk solution. As the reactions are confined to the substrate–solution inter-
face, NMR or chromatographic techniques are impossible or, in the best case scenario, 
difficult to use. On the other hand, techniques usually not applicable to systems in solu-
tion can successfully provide crucial information on surface‐confined DCLs. The most 
widely used methods include scanning probe (AFM, STM, etc.; see Section 2.7.5), opti-
cal, and electron microscopies, XPS, contact angle, and electrochemical measurements. 
It is therefore not surprising that it has taken more than a decade for DCC to expand to 
flat surfaces. The first work in the field focused on reversible imine formation on 
 aldehyde‐terminated gold substrates[62]. Imine patterns were formed by microcontact 
printing and erased with acidic hydrolysis. A subsequent study showed that multivalent 
amine‐terminated dendrimers responded with directional movement along the gradi-
ent to maximize the number of imine bonds[310].

DCvC can not only use existing concentration gradients on surfaces but also create 
new ones in a combinatorial fashion. Giuseppone et al. investigated the influence of 
immersion of aldehyde‐terminated surfaces into solutions of variable pH to control 
attachment of amines with different pKa values[311]. This method proved to be very 
general for making gradients of multiple dyes, molecules of different hydrophobicity, or 
even proteins.
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To create gradients not parallel but perpendicular to a solid substrate, Matile et al. 
developed self‐organizing surface‐initiated polymerization (SOSIP)[312]. First, an initia-
tor is deposited onto the substrate (e.g., indium‐tin oxide, ITO), followed by activation 
to generate thiols. The surface‐confined thiols initiate polymerization of disulfides 
( ideally derivatives of asparagusic acid[313]). Crucial for the success of the technique was 
significantly lower critical propagation concentration on the surface than in the solu-
tion, likely due to the efficient templating capabilities of the surface‐preorganized 
stacks. The technique allows gradients of NDI derivatives to be created with a perpen-
dicular orientation with respect to the surface for transporting electrons and holes in 
opposite directions in photovoltaic devices. Subsequent research focused on surface ‐
templated polymerization of multiple different monomers[314] and templated stack 
exchange (using orthogonal hydrazone exchange) within already polymerized sys-
tems[315,316]. Recently, the group has added the third independent dynamic covalent 
bond to the system : the boronic ester (Figure 2.19)[317,318]. Remarkably, the chemistries 
do not interfere with each other: first, disulfides are polymerized under basic condi-
tions, the second stack is coaligned using acid‐catalyzed hydrazone exchange, whereas 
the final incorporation of catechols and diols occurs under neutral conditions. With this 
approach it was possible to incorporate various natural pigments (e.g., riboflavin) to 
boost the generated photocurrents.

Apart from making dynamic covalent bonds with the substrate, DCLs can equilibrate 
in a surrounding solution, prior to physisorption to the surface. This approach has been 
validated by the groups of Samorì and Lehn, who discovered that selection in a library 
of imines is driven by the decrease in enthalpy from the interaction with the substrate 
coupled with entropic loss on adsorption, paving the way to a new scheme for control-
ling the equilibria in DCLs[319].

A solid surface can confine a DCL to its direct vicinity if the dynamic covalent reac-
tion requires a catalyst to operate and the catalyst is attached to the surface. The van 
Esch group used this approach to trigger gelation only where the acid catalyst had been 
patterened using microcontact printing[320]. The trihydrazone hydrogelator (reported 
previously by the same group[321]) is formed from soluble aldehydes and trihydrazides 
only next to the catalyst, thereby ensuring uniform growth of the fibers from the  surface, 
as depicted in Figure 2.20.

2.4.5 Kinetically Controlled Phase Transfer

Most of the multiphase DCLs described above are governed by the relative thermody-
namic stabilities of the library members in different phases, aggregation states, etc. As 
we show in this section, interesting and useful behavior can be extracted from DCLs if 
dynamic equilibria can be coupled with an irreversible removal of one of the compo-
nents[23] to another phase. Usually, phenomena such as crystallization/precipitation or 
evaporation of some library members are considered problematic because they perturb 
the equilibria according to the Le Chatelier–Brown principle. Such events can, however, 
become a blessing in disguise, leading to self‐sorting of the library members, increasing 
yields and simplifying purifications. The first example came from Lehn et  al. and 
involved an equilibrating mixture of double‐helical, triangular, and grid complexes[322]. 
Out of these three structures, the helicate was stabilized in the solid state, driving the 
library to form only that component on crystallization. The same principle was used by 
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Nitschke and colleagues, who showed that a dynamic library of helicates generated 
from three subcomponents (racemic amine, achiral dialdehyde, and Cu(I)) formed a 
mixture of all six diastereoisomers in solution, which, on crystallization, self‐sorted 
to yield a single pair of enantiomers[323]. Subsequent research generalized the concept 
of crystallization‐driven DCC to imine exchange in rotaxane formation[246], nitroaldol 
reaction[324–326], boronic ester formation and exchange[327–329], and other metal‐ 
coordination systems[330–333].

Mirror symmetry breaking in crystallization‐driven DCLs was recently discovered by 
Ziach and Jurczak[334,335]. A library of macrocyclic imines in acetonitrile slowly extracted 
Li+ from its solid chloride salt, leading to precipitation of the Li+ complex of macrocycle 
91 (Scheme  2.11). The Li+‐91 crystallized in a chiral space group. Surprisingly, the 
resulting samples (as evidenced by circular dichroism measurement of the crystals) 
were deracemized in most experiments. These results bear resemblance to autocata-
lytic chiral symmetry breaking on crystallization of NaClO3

[336] and attrition‐induced 
deracemization of crystals[337,338]. In this case, however, the symmetry breaking was 
unaffected by agitation of the library.

In a series of papers Miljanic et al. took advantage of self‐sorting in complex DCLs to 
obtain multiple library members with high purity by removing them in succession, mak-
ing the most of their physicochemical differences. This concept has been proven first by 
distilling five imines one by one from a library of 25 components[56]. Removal of vapors 
above the library shifts the equilibrium in favor of the most volatile component. After its 
removal the next lowest boiling library member in the remaining mixture may be dis-
tilled in a similar manner. The methodology was later extended to distillation dynamic 
ester libraries[339] and succesive precipitation of imines based on their solubility.

More recently Hsu and Miljanic applied their technique to adsorption‐driven self-
sorting on silica gel under flow conditions[340]. They created a library of 16 different 
members using four aldehydes and four amines of different polarities. As the mixture is 
applied on a silica gel column and the eluent flow is started, the least polar imine is 
eluted first, causing re‐equilibration of the remaining mixture (Scheme  2.12). After 
depleting the library from the constituent building blocks, the eluotropic strength is 
increased, causing elution of the least polar imine possible to form in the remaining 
DCL and so forth.
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Slow equilibration of DCLs on evaporation of library members was used by Lehn and 
Herrmann to control the release of bioactive volatiles such as odorants. They discov-
ered that hydrazones can be turned into profragrances, slowly producing aldehyde and 
ketone‐based scents[341–343] (see Section 2.7.1 for details on headspace analysis). These 
are especially useful if the odorants are volatile on their own. The rate of fragrance 
release depends not only on their vapor pressure, but also on the rate of hydrolysis of 
respective acylhydrazones, which can be controlled by pH. Additionally, hydrazides can 
be equipped with groups promoting adhesion to fabrics, without affecting the released 
scents. If protofragrances can reequilibrate while releasing odorants, they can be used 
to set up a time‐dependent scent spectrum. Aminal scent libraries equilibrate fast and 
therefore are much more suitable for that purpose than acylhydrazone libraries[344]. 
External control of scent release is possible if some of the dynamic profragrances can be 
entrapped within a liquid crystalline film[254]. When an electric field is applied to such 
mixture, imines which cannot form the liquid crystal are expelled, affecting the library 
equilibrium and therefore releasing the volatile carbonyl compounds.

2.5  Other Applications of DCLs

2.5.1 Information Acquisition and Processing

The responsive nature of DCLs renders them useful in recognizing, transferring, 
 processing, and signaling chemical and physical signals; the abilities termed jointly by 
Jean‐Marie Lehn as semiochemistry[345]. Apart from the more traditional approach 
of  modifying receptors amplified in DCLs with reporting units (e.g., dyes), it is also 
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polar will remain stationary, allowing the library to self‐sort.



2.5 Other Applications of DCLs 87

possible to use the whole DCL as a sensor, utilizing changes in multiple coupled equi-
libria induced by the analyte[50]. Such an approach was used, for example, to sense Zn2+ 
in libraries of dynamic imine polymers[346,347] and, using linear discriminant analysis, to 
sense and identify di‐ and tripeptides in DCLs of dye complexes with Cu2+ and 
Ni2+[348,349]. A dynamic combinatorial sensor based on non‐covalent self‐assembly of 
two amphiphilic dyes into micelles was successful for sensing aminoglycosides[350]. 
In all these cases, sensing DCLs were prepared from multiple components and analyzed 
by UV‐Vis absorption or fluorescence. A creative alternative was provided by Bode 
et  al., who used 13C‐labelled bullvalenes substituted with recognition units (see 
Figure 2.21)[154,351]. The bullvalene core undergoes a rapid Cope rearrangement, which 
changes the positions of the carbon atoms within the bullvalene, generating a DCL of 
shapeshifting receptors. The equilibrium population with a characteristic 13 C NMR 
 signal can be therefore affected by the addition of an analyte which changes the equilib-
rium distribution of bullvalene isomers and the resulting spectrum. This allowed for a 
single ‐experiment NMR identification of fullerenes with porphyrin‐based recognition 
groups[351] and polyols with boronic acids[154]. In the latter case, each polyol gave a 
 characteristic spectrum, which was then simplified by binning and transformed into 
a one‐dimensional barcode for each analyte.

Multicomponent sensing ensembles, while not necessarily being DCLs on their own, 
can become such on addition of analytes which exist in equilibrium with their receptor 
complexes. This tactic has been thoroughly studied by Anslyn et al. who used boronate 
ester exchange coupled with indicator displacement for sensing diols[352], hemiaminal 
formation and Zn(II) complexation for sensing chirality of alcohols[353,354], and imine 
formation followed by formation of octahedral Fe(II) complexes for ee determination of 
chiral amines[355]. An even more sophisticated approach was employed by Matile for 
identification of hydrophobic aldehyde and ketone analytes using cationic hydrazides 
and DNA polyanions[356]. As the reaction between the analytes and hydrazides led to 
the formation of vesicle‐penetrating complexes with DNA, those complexes were able 
to pass lipid bilayers (Figure 2.22). After entering into the vesicles, they were able release 
dyes and their quenchers into the bulk medium, leading to a fluorescent response. By 
combining experiments from a sensing array comprising different hydrazides, principal 
component analysis (PCA) could distinguish between different analytes. Therefore, the 
system became an elegant chemical sensor, capable of identifying odorants in com-
mercial perfumes.

DCLs can not only identify analytes but also uncover information on binding 
between molecules, their bioactivity, and structures of the targets, providing useful 
information in the early stages of drug discovery[22,26,27] (see also Section 2.2.2). Useful 
information on multivalent binding can also be provided by fragment‐based drug 
discovery and DNA‐encoded chemical libraries (DECL). Zhang et  al. have recently 
successfully interfaced the latter with DCLs, harvesting the benefits of both 
approaches[357]. In encoded self‐assembling chemical libraries, screened fragments are 
attached to DNA ends equipped with constant hybridization domains and variable 
encoding domains, allowing hits to be identified by washing away non‐binding mole-
cules, followed by DNA amplification and sequencing[358]. Because the hybridization 
domains are long, the duplexes are static and the number of binding dimers is statisti-
cally determined (Figure  2.23, top). In dynamic DECLs, the hybridization domain is 
shorter, resulting in a lower melting temperature and therefore a possibility of 
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re‐equilibriating the library to maximize the number of duplexes binding to the target 
(Figure  2.23, bottom). The dynamic approach increases the signal‐to‐noise ratio by 
amplifying the best binders.

Supramolecular interactions are a direct consequence of the structures of the mole-
cules involved. Because the amplification of library members in DCLs results from their 
interactions with the target, dynamic libraries possess an innate ability to respond to the 
molecular structure of the template. This property was used to classify a large group of 
amines and ammonium ions based on their molecular similarity[51] and more recently 
to determine effective molarities for the formation of imine macrocycles[359].

To make the semiochemical picture of dynamic combinatorial systems more 
 complete, Lehn et al. succeeded in making systems capable of information storage by 
 combining three states of dynamic control (photoisomerization, hydrazone exchange, 
and metal coordination)[263], while Huc, Nitschke, and colleagues developed a library 
of self‐assembling components undergoing programmed cascading transformations 
resembling signal processing cascades in living organisms[52].
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2.5.2 Self‐synthesizing Materials

Self‐assembly provides enormous opportunities to create materials with atomic 
 precision, in large quantities, providing error‐correction mechanisms – characteristics 
prohibitively difficult to achieve with top‐down approaches to fabrication[360]. Dynamic 
combinatorial systems allow supramolecular ordering of molecules to be combined 
with their molecular synthesis[361]. Where these two levels of organization are coupled 
with positive feedback loops, they provide a gateway to materials which effectively syn-
thesize themselves[10,219,362]. Self‐synthesis is therefore a direct result of self‐ and cross‐
replication of molecules, their spatial ordering, or both. Because replicating systems 
necessarily transfer chemical information to their progeny, they bring some of the 
unique characteristics of living systems to materials science[362].

As we exemplified in Section  2.2.4, self‐replication coupled to a DCL can be 
 controlled by either kinetic or thermodynamic factors. The latter were used by Ulijn 
et  al. to create an enzyme‐assisted dynamic peptide library in which some Fmoc‐ 
functionalized peptides were capable of self‐assembly, forming hydrogels[363]. Whereas 
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endoprotease‐catalyzed peptide formation is generally disfavored in an aqueous 
 environment, self‐assembly into fibrous structures is sufficient to shift the equilibrium 
towards those peptides which form thermodynamically stable hydrogels. Because 
amide formation and hydrolysis can only happen in the presence of the enzyme, forma-
tion of the hydrogels could be spatially controlled by localizing the enzyme on a surface. 
Similarly, hydrogel confinement was achieved in acid‐catalyzed hydrazone formation 
(see[320,321] and Figure 2.20). Introduction of cysteine residues to the system allowed for 
orthogonalization of self‐assembly pathways[364]. Stabilization of weak covalent 
bonds by self‐assembly into fibers was also useful for creating imine‐based conjugated 
polymers in water[365].

In contrast to thermodynamically controlled materials, where only one product can 
be formed, kinetically controlled libraries allow the desired material to be chosen by 
exerting control over the assembly pathway. An example of such material was provided 
by our laboratory, where we created a mechanosensitive replicator with fiber morphol-
ogy[219] (for a detailed description see Figure  2.9). Agitation conditions determine 
whether oxidation of dithiol 34 leads to formation of fibers comprising stacked hexamer 
or heptamer. Although the fibers are too weak to form a hydrogel, their irradiation with 
UV light leads to scrambling of the disulfide bonds within the fibers, strengthening 
them, thus creating a hydrogel without any change in the morphology of the fibers[268] 
(see Section 2.3.2). Interestingly, in the absence of agitation, the system tends to persist 
in a metastable state with only non‐assembling trimers and tetramers present. Therefore, 
short fibers can be used to seed such mixtures, leading to transformation of small mac-
rocycles into hexamers and uniform growth of the fibers from their ends (Figure 2.24)[225]. 
The mechanism is analogous to living polymerization, therefore the dispersity of the 
remaining fibers remains low on their elongation. If the seeds have slightly different 
peptide sequences to the metastable “food” macrocycles, block‐copolymer fibers can 
be formed.

Recently, our laboratory developed a method of triggering self‐synthesis using an 
external chemical trigger[366]. The system is characterized by a high barrier for the 
nucleation of the self‐replicating nanosheets. The barrier can be crossed if a template 
molecule is added to the DCL of the non‐assembling species, amplifying the assem-
bling library member. This system does not show any spontaneous, untriggered 
nucleation and does not require the use of a replicator seed to control the formation 
of the material.

2.6  Non‐equilibrium DCLs

The great majority of the libraries described in this chapter are under thermodynamic 
control, and only a minority are under kinetic control. The latter systems offer a greater 
degree of control, as their states are pathway‐dependent, allowing the final state of the 
library to be chosen by changing not only the relative minima of the free energy land-
scape but also the transition states. Control can be exerted by the use of, for example, 
(auto)catalysts, orthogonal and lockable covalent chemistries, or molecular switches. 
The last two are conceptually equivalent in the context of molecular machines (see[367,368] 
and Chapter 7) as they can both result in a controllable switching between two states, 
changing the free‐energy landscape. Because of the possibility of extracting work from 
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such systems, they have been used to direct the motion of molecular walkers along a 
track[54,369,370]. If the control over the energy landscape is removed, movement is neces-
sarily stochastic and the distribution of walkers along their tracks is thermodynamically 
controlled[55,371]. In contrast, non‐directional movement does not require external 
intervention; there is no need to adjust the pH or irradiate the system. Recently, 
Kovaříček and Lehn created an autonomous and directional walker by installing kinetic 
traps at both ends of a non‐symmetric track (Figure  2.25)[372]. The non‐directional 
 control can be coupled with thermodynamic traps at the end of the track. Aldehyde 92 
walks stochastically in the middle part of the polyamine track, but is stabilized at the left 
terminus under basic conditions and at the right terminus under acidic conditions. 
Therefore the walker eventually finds its destination at the given end, while the direc-
tion can be switched by pH adjustment.

Even though thermodynamic and kinetic control allows us to direct dynamic systems 
towards the desired structural outcome by modifying the Gibbs energy landscape, once 
a (local) minimum is reached, such systems remain static. Despite enormous progress 
over recent, our self‐assembled systems still appear bleak when compared with the 
exquisitely dynamic and adaptive creations of Nature. Although living systems some-
times rely on kinetically trapped materials (think about bench‐stable wooden furniture), 
most molecular and supramolecular entities created by cells exist only transiently. The 
cellular assemblies and biomolecules are constantly being synthesized and degraded, for 
instance the median half‐life of a protein in a mammalian cell is around two days[373]. 
Therefore, cells usually create their components only where and when they are needed, 
reusing the constituents for other purposes later. Continuous recycling requires constant 
energy input to preserve the structure and function, making the systems dissipative. 
Creating synthetic dissipative self‐assembled systems is challenging because the self‐
assembly process has to be coupled with irreversible consumption of energy, driving the 
energy of the components uphill[70,374]. Such actions can be accomplished using physical 
energy input like irradiation, which switches molecules to their metastable state[375], or 
applying an electric potential to form a chemical gradient[376]. The use of a chemical fuel 
to create a dissipative system is also possible, provided that the assembly is able to loose 
its energy along a pathway different to fuel consumption; otherwise the system would 
end up in thermodynamic equilibrium. This requirement leads us to a type of dynamic 
bond which does not rely on the microscopic reversibility principle but is instead  coupled 
with an irreversible transformation of fuel (F) into waste (W):

 F A B A W (2.6)

An example of such a system was first provided by van Esch et al., who used methyl 
iodide (F) to form methyl esters (B) from carboxylic acids (A) in water under basic 
conditions. The methyl esters could then assemble into fibers, but because the esters 
hydrolyze spontaneously back into carboxylic acids (A) and methanol (W), the fibers 
disassemble shortly after the fuel is consumed[377]. DCLs can be also made dissipative 
by simply using multiple different substrates able to consume the fuel. Based on their 
previous results on dynamic fiber instability[378], the Ulijn group recently showed a sys-
tem using aspartame 94 as a fuel and a mixture of competing amino acids to form a 
library of tripeptides 95, which could then assemble into fibers (Scheme  2.13)[379]. 
Because the tripeptides are hydrolyzed back to the initial amino acid and dipeptide 96, 
the fibers degrade spontaneously, but can be reconstituted several times if more 
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aspartame fuel is added. Interestingly, in the presence of the fuel, the DCLs were 
 dominated by the kinetically controlled product instead of the thermodynamic one.

As these two examples show, chemically fueled dissipative systems can be built using 
irreversible reactions. In principle, it should also be possible to employ reversible reac-
tions to create dissipative DCLs, but that would require additional irreversible transfor-
mations connecting the library members. An alternative approach was demonstrated 
by our group by coupling a thermodynamically controlled disulfide library of 18 with 
unstable template 30, amplifying some library members (Scheme 2.8)[214]. Because the 
template gradually undergoes an irreversible transformation to form non‐interfering 
products, the amplified tetramers disappear (i.e., re‐equilibrate into thermodynami-
cally more stable library members) together with it. Therefore, the template can be 
considered a fuel which enables formation of the transient tetrameric macrocycles. 
In  fact, the tetramere catalyze the first step of the transformation of the template to 
non‐binding products, thereby actively working towards their own demise.

2.7  Analysis of DCLs

DCLs are complex mixtures, representing a considerable analytical challenge for sev-
eral reasons. First, the high number of components requires techniques which ideally 
give only one analytical signature (signal) per component. More often, hyphenated 
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techniques are applied in order to extract multidimensional data from a single 
 analysis[380]. Second, continuous and fast exchange of the building blocks necessitates a 
short analysis time when kinetic parameters have to be determined. Note that exchange 
should not occur while the sample is being subjected to analysis, which usually requires 
that exchange should be stopped prior to analysis by suitable change in the physical or 
chemical properties of the environment. Third, DCLs are often prepared in buffered 
media or contain additives or catalysts, which represent a considerable matrix effect. 
Finally, dynamic behavior often needs to be monitored at multiple levels, including the 
molecular, the supramolecular, or even the nanoscale, each of which requires different 
analytical tools. In the following, a short overview of the most important methods for 
DCL analysis is given.

2.7.1 Liquid and Gas Chromatography

Liquid chromatography (LC) and gas chromatography (GC) are the most frequently 
used analytical methods for the qualitative and quantitative study of complex mixtures, 
including DCLs. This is because in these techniques each component gives rise to only 
one signal (in contrast to most spectroscopic methods). As nowadays ultra‐high 
 performance LC systems are capable of resolving samples of several tens of components 
in an analysis time of 10–15 minutes, these methods seem to be the most straightfor-
ward analytical tools in the context of DCC analysis. However, several aspects have to 
be kept in mind. LC and GC do not provide any structural information about the library 
members, so that additional coupled techniques, most often LC/GC‐MS, are required 
to identify the resolved library members. In the case of aggregate formation, methods 
have to be employed that disrupt the aggregates[233] to render the analysis quantitative. 
Moreover, as LC techniques are usually coupled with UV‐vis detection, quantitative 
results can only be obtained if the corresponding extinction coefficients are known. 
In the most simple cases, where the extinction coefficients of the building blocks are 
additive, the coefficient for a library member can be computed if its building block 
composition is known. However, the additivity of the extinction coefficients always has 
to be proven[75].

As mentioned above, dynamic systems often have to be “frozen” before analysis, that 
is, the dynamic processes must be rendered slow enough so that no composition change 
occurs during analysis time. This is usually done by decreasing or increasing the pH[380]. 
However, some chemical processes, for example imine exchange, remain dynamic in 
the aqueous medium used for LC analysis[381], regardless of the pH, so that chemical 
modifications, such as borohydride reduction for imines[102] or more delicate derivati-
zation methods[382], are required. However, specific types of DCLs still remain unsuit-
able for LC methods. For example, a large number of metallosupramolecular systems 
are too labile to withstand chromatography.

Nevertheless, this problem can be circumvented in specific cases. Case et al.[383,384] 
investigated protein folding by synthesizing 36 peptides, each equipped with a 2,2′‐
bipyridyl moiety at the N‐terminus, and combined these with a substoichiometric 
amount of Fe2+ ions to get a metallosupramolecular DCL of more than 8000 trimeric 
peptide–FeII complexes. Some of these library members were expected to undergo fold-
ing‐driven amplification, resulting from secondary interactions between the peptide 
residues. However, due to the large number of DCL members and the presence of metal 
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ions, direct analysis would have been cumbersome. Thus, after equilibration, the unre-
acted peptides were separated with size exclusion chromatography (SEC) from the 
metal complexes. The latter were isolated, demetalated, and the resulting, biased 
 peptide mixture was subjected to the same procedure. After five iteration steps, five 
peptides were selected from the original set of building blocks. Further MS and CD 
experiments were necessary to narrow the possible set of library members and to select 
the most stable homo‐and heterotrimers. This example shows that LC combined with 
other separation techniques renders feasible the analysis of otherwise unsuitable DCLs.

SEC is often used in the analysis of polymeric DCLs. For example, Fulton et al. proved 
the dynamic nature of PS‐DCLs (see Section 2.2.2.1) of two differently functionalized 
hydrazone polymers by monitoring the decrease in the SEC peaks of the components 
and the simultaneous emergence of a new peak[385]. More interestingly, the same ana-
lytical tool was used to monitor the reversible single chain‐to‐nanoparticle transforma-
tion in an imine PS‐DCL[386,387].

The use of GC for analysis of DCLs is relatively uncommon and is exclusively applied 
in the headspace analysis of libraries that are capable of bind and release volatile com-
pounds[254,343] (see Section 2.4.5).

2.7.2 Mass Spectrometry

Mass spectrometry is usually used in DCL analysis coupled in line with LC, to identify 
and quantify the separated library members. In contrast, direct MS is often regarded as 
a poor tool for quantification, for several reasons. First, the ionization efficiencies of 
different library members are typically not equal and hard to quantify. Thus, the com-
position detected in the gas phase usually poorly reflects the composition of a DCL in 
solution. Second, in‐source fragmentation of a larger oligomer might produce species 
with the same composition as a smaller one, again furnishing biased results[388]. 
Nevertheless, it has been shown that the quantification of DCL composition and ampli-
fication effects is possible solely by MS, provided the structures of the library members 
are similar enough[389,390]. However, some MS methods are especially suitable for the 
analysis of DCLs that comprise too many members to be resolved with (U)HPLC meth-
ods. Fourier transform ion cyclotron resonance (FTICR) is especially suited for this 
purpose due to its extremely highly mass resolution (up to R = 106) and the theoretically 
infinite number of isolation/fragmentation cycles in the tandem MS (MSn) mode. For 
example, DCLs with more than 100 members were successfully analyzed with species 
whose mass differed only by a few tenths of a Dalton[380]. FTICR enables the determina-
tion of protein‐ligand stoichiometry in enzyme ‐templated DCLs[391] or the detection of 
unstable intermediates whose presence indicates the pathways of DCL formation[392].

In a recent publication[393], Schalley et al. provided an interesting example, showing 
that structural analysis of complex DCLs of interlocked species is possible by FTICR‐
MS (Figure  2.26). The NDI‐based diamine building block 97 and 2‐formylpyridyne 
react to give bisimine 98 (L), which, in the presence of Fe2+ ions (M), generates a 
 metallosupramolecular tetrahedron (M4L6) by subcomponent self-assembly (see 
Section 2.2.1.1). As the metal–ligand bonds are continuously broken and reformed, the 
electron‐deficient vertices thread through the cavity of the electron‐rich dinaphto‐
crown ether molecules 99 (C). The process ends up with a statistical distribution of 
three‐dimensional polycatenanes M4L6Cn (Figure 2.26a). Fragmentation of the parent 
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8  showing similar fragments to that of M L C4 6 6
8 , indicating 

non‐specific binding of the seventh crown ether moiety.
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cage by infrared multiphoton dissociation (IRMPD) experiments resulted in two 
 equivalent fragments M2L3 due to charge repulsion (Figure 2.26b). FTICR‐MS analysis 
of the DCL revealed the presence of all expected intermediate library members M4L6Cn 
(n = 1–6). It would have been challenging to obtain this proof either with NMR (as the 
signals arising from different members are likely to overlap), or with LC (as the cages are 
labile to survive chromatography).

Theoretically, the maximal number of coordinating C moieties is six, but assemblies 
with larger number of crowns were also observed (Figure 2.26c). FTICR‐MS was uti-
lized in order to distinguish between mechanical bonding and non‐specific aggregation. 
IRMPD of M L C4 6 6

8  with increasing irradiation energies showed that fragmentation of 
the cage due to charge repulsion occurs at lower energy than dethreading, indicating 
that all crown ethers are indeed mechanically bound (Figure 2.26d). In sharp contrast, 
for M L C4 6 7

8 , dissociation of a crown ether moiety occurs first (Figure 2.26d), and the 
resulting species fragments exactly in the same way as M L C4 6 6

8 , indicating non‐ 
specific binding of the excess crown ether. This example shows that MS methods can 
provide valuable insights into the structural properties of otherwise virtually indistin-
guishable DCL members. In even more challenging cases of metallosupramolecular 
DCLs, where energetically distinct conformers of the same library members are formed, 
mass spectroscopy coupled to ion mobility spectrometry (IMS) can provide full resolu-
tion. In this technique, ions are separated simultaneously by mass, charge, and collision 
cross‐section in the gas phase, so that differently folded isomers of the same species can 
be distinguished[394,395].

2.7.3 NMR Spectroscopy

In contrast to LC methods, in NMR, most of the substances give rise to multiple sets of 
signals, which renders NMR at first sight unsuitable for the study of DCLs. However, in 
contrast to other methods, NMR enables selective monitoring of the chemical environ-
ment change in a given segment of a molecule. In other words although 1D NMR 
 techniques are usually not helpful in the characterization of complex DCLs (a few coun-
terexamples are nevertheless known[92,197,396,397]), they can provide useful information 
for templated DCLs. Multidimensional experiments, in turn, provide much higher 
 resolution, so that selective monitoring and even quantification of binding becomes 
possible.

13C‐NMR, in combination with isotopic enrichment, was reported to allow for the 
rapid quantification of DCLs. Prins et al. prepared a library of aldehydes, amines and 
hydrazides with the former building blocks enriched in 13C on the aldehyde carbon[398]. 
In the 2 × 2 × 4‐membered DCL, all components, including the E/Z isomers of the 
hydrazones, could be distinguished. Moreover, the library composition, and conse-
quently the relative thermodynamic stabilities, could be assessed.

In protein‐templated DCC, more complex 1D 1H NMR techniques are applied to 
quantify binding (see Section  2.2.2.1). In a recent example[182], saturation transfer 
 difference (STD)‐NMR was used to identify good binders of endothiapepsin from a 
hydrazone DCL. This technique[399] relies on the observation that selective irradiation 
of the protons of the target protein leads to saturation transfer to the bound ligand 
protons as well (similarly to NOESY). On dissociation, saturation is preserved in the 
unbound state and is detected. Thus, the difference between the spectrum thus obtained 
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and that without selective saturation provides signals corresponding exclusively to the 
specific protons of the bound ligands. The same technique was used to identify galac-
tosidase inhibitors from a virtual DCL of hemithioacetals[400]. In a related technique, 
WaterLOGSY(Water–Ligand Observed via Gradient SpectroscopY), the bulk water 
protons are saturated and this saturation is again transferred to the ligands either 
directly or via the water–protein–ligand pathway. Again, a difference spectrum is 
recorded to determine which library members bind effectively to the target[401]. This 
technique was used by Ciulli et al. to find Mycobacterium tuberculosis pantothenate 
synthase binders from a disulfide library using 5′‐deoxy‐5′‐thioadenosine as a support 
ligand[180].

Multidimensional methods are more frequently used in DCL analysis. An alternative 
approach for the above ‐mentioned 13 C enrichment is the use of 1H–3C HSQC, which 
enabled the resolution of hydrazone protons which were indistinguishable by simple 
1 H NMR and rendered possible the quick measurement of the kinetic and thermody-
namic parameters of an eight‐membered DCL[402]. Exchange Spectroscopy (EXSY) 
spectroscopy has recently been used by Lehn et  al.[55] to analyze an imine‐based 
dynamic covalent system composed of oligoamines and monoaldehydes. The latter can 
move nondirectionally on the track represented by the diamine by intramolecular imine 
exchange via an aminal intermediate (detailed description in Section 2.6). In order to 
determine the rate of the intramolecular motion, the imine–imine as well as the imine–
aminal exchange rates had to be measured, This was enabled only by EXSY as the ami-
nal proton was not detectable in the simple 1Hspectrum.

Concerning the speciation of library members of remarkably different size, a system 
of helical oligohydrazone strands (already mentioned in Section 2.2.1.1)[111] was studied 
by DOSY‐NMR. Although the library consisted of ca. 30 members, only five different 
levels of diffusion rates (and thus hydrodynamic radii) could be detected. This achieve-
ment is nevertheless remarkable, as, compared to HPLC, which previously had been 
capable of separating nearby all library members, variable temperatureDOSY showed 
that the size and thus the conformation of the helices change with temperature[403].

2.7.4 Optical Spectroscopy

As already mentioned, UV‐vis spectroscopy is applied in nearly every analysis of DCLs 
with LC methods (see Section 2.7.1). In contrast, direct analysis of dynamic libraries 
with optical spectroscopy is rare. Prins et al. have shown[404] that a simple hydrazone 
DCL composed of 100, 101, 102, and 103 can be indirectly screened by the addition 
of trans‐cinnamaldehyde 104, which reacts with 101 to give the fluorescent derivative 
105, while no fluorescent product results from the reaction with other members 
(Scheme  2.14). Consequently, the method is suitable for studying DCLs formed 
between furane‐2‐carbohydrazide and other hydrazones as well. Following the con-
centration of this particular member can thus provide kinetic and thermodynamic 
information about the DCL.

Related optical spectroscopy techniques are often used in the context of DCL 
 analysis. Lehn et al. followed the folding of donor–acceptor–containing dynamers by 
monitoring the UV signal arising from stacking of the donor–acceptor units[252]. 
Fluorescence spectroscopy has been more often used to study the formation of 
 secondary structures in DCLs, such as folded fluorene‐based imine dynamers[347] 
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or disulfide‐based amyloid‐like fibers[219,222], often combined with various biochemi-
cal assays for example for DNA binding[205]. Circular dichroism (CD) spectroscopy 
was implemented to prove the formation of chiral knot‐like structures from disulfide 
libraries[247,248]. Waters et  al. used laser polarimetry coupled to HPLC to measure 
template‐induced deracemization of specific members in an originally racemic 
DCL[145]. These examples show that, although optical spectroscopies cannot provide 
full characterization for dynamic combinatorial systems, their implementation is 
indispensable in deciphering particular properties at the system level.

2.7.5 Microscopy Techniques

As DCLs recently have been observed to form large (nanoscale to microscale) objects, 
microscopy techniques such as transmission electron microscopy (TEM), atomic force 
microscopy (AFM), and scanning tunneling microscopy (STM) have emerged as 
 valuable tools in uncovering higher levels of self‐assembly. For example, TEM was used 
to identify the assemblies of self‐replicating macrocycles[219,222] or self‐replicating 
 peptides[227] as fibers with a hydrogen bond‐supported β‐sheet structure. Recently, 
TEM has emerged as the main analytical tool for studying the effect of mechanical 
shear stress on the length distribution of self‐assembled fibers emerging from 
DCLs[223,225]. Samori and Giuseppone applied STM to monitor the on‐surface forma-
tion of 2D nanopatterns formed form metal–ligand‐[405] or imine‐[319] based DCLs. The 
libraries formed were manipulated in situ on the surface, proving that more apolar 
building blocks are adsorbed more strongly and thus replace less apolar ones from on‐
surface DCLs. The same group used AFM and fluorescence microscopy to monitor the 
pH‐dependent functionalization of aldehyde‐coated surfaces with different amine 
chromophores via imine DCC in order to create spatial and temporal gradients of 
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dynamic self‐assembled monolayers on surfaces[311] (see Section  2.4.4.3). Ulijn et al. 
utilized TEM and AFM to monitor the irreversible formation of gel‐forming fibers from 
a dipeptide DCL rendered dynamic by the enzyme thermolysin. Gelation turned out 
to  dictate the preferential formation of short aromatic dipeptides at the expense of 
others[93].

Microscopy techniques are especially suitable when the building blocks themselves are 
macromolecules. For instance, Sumerlin et al. synthesized polystyrene‐maleic  anhydride 
block copolymers and functionalized these with multiple thiol groups[406]. On oxidation, 
the polymeric building blocks formed star‐like assemblies with  polystyrene arms 
attached to a core held together by multiple disulfide bonds. TEM has been proven to be 
an easy tool to monitor morphology changes. Interestingly, if larger objects form from 
DCLs, their morphology and transformation can even be followed by optical micros-
copy, as in[407] where the guest‐steered transformation of disulfide‐based giant vesicles 
was monitored. These few examples already show the wide applicability of microscopy 
techniques in DCL analysis from the nanometer to the mid‐ micrometer scale.

2.7.6 Diffraction and Scattering Techniques

In general, diffraction techniques are conceived to detect repeating structural elements 
in aggregated phases (solid, but also mesophases) of molecular or supramolecular enti-
ties. The observability of analysable diffraction patterns thus heavily relies on the 
chemical uniformity and ordered structure of the material under study. This might 
sound a non‐typical case for DCLs as these are far from being chemically uniform and 
are most often dissolved in one or two phases. Yet, Jhoti and co‐workers probed a 
hydrazone DCL for optimizing ligands of the enzyme cycline ‐dependent kinase 2 (see 
Section 2.2.2.1) by soaking single crystals of the target in the solution and thus directly 
analyzing the binding capability with X‐ray diffraction[408]. Belenguer and Sanders[271] 
analyzed a solid‐phase disulfide library with powder X‐ray diffraction to distinguish 
two polymorphs of a DCL member. These possessed different stability under different 
mechanochemical conditions (see Section 2.3.4), which deeply influenced their seeding 
capability (see Section 2.2.4).

Moving to mesophases, several studies are reported where libraries are capable of 
forming dynamic micellar structures. Structural information of these entities could be 
gained by small angle X‐ray or neutron scattering (SAXS, SANS). These techniques can 
provide information on various length scales, that is, on that of the assembly–solvent 
interface, on that of the assembly size, and on that of interactions between assemblies as 
well. Buhler and Giuseppone studied DCLs of hydrophilic (PEG‐based) amines and 
hydrophobic aldehydes to form imines, self‐assembling into micellar, vesicular or rod‐
like structures[220,284]. The shape of the assemblies was determined by SANS, which 
enabled distinguishing between the core (which, being constructed from the same alde-
hyde building block, was constant in all DCLs under study) and the corona (whose size 
changed as a function of the chain length of the amines used). Later, the same technique 
was applied to study a system generated from the same hydrophilic amines and a 
charged, yet hydrophobic, aldehyde[286] (see Section 2.4.3). SANS measurement showed 
that for amines with short PEG units, the charged hydrophobic aldehyde‐containing 
chains form the corona of the micelles. Yet beyond a certain PEG length, the micelles 
underwent inversion, that is, the positively charged chains became located in the core 
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of the assemblies. This finding was clearly visible from a peak in the intermediate q 
region for the shorter PEG‐containing assemblies, corresponding to the repulsion force 
between charged micelles. Likewise, the pH‐dependence of micelle inversion was also 
assessed with SANS.

Finally, dynamic light scattering (DLS) is also a suitable method in DCC, especially in 
the case where libraries are constructed of polymeric building blocks. For example, DLS 
was used to follow the interconversion between unimeric and crosslinked, star‐like 
polymer chains arising from boronic acid functionalized polymers on the addition of 
polyol crosslinkers[409]. Thus, together with the previously mentioned microscopies (see 
Section 2.7.5), these analytical techniques turn out to be multifaceted tools in studying 
the behavior of DCLs on the nano‐ and mesoscale.

2.7.7 Calculations

Due to the complex nature of DCLs, there is often no straightforward means to extract 
thermodynamic and kinetic constants from the data provided by the analytical tools 
listed above. Regarding binding constants, these can be determined by isolating the 
corresponding DCL member and carrying out ITC or NMR titrations with the corre-
sponding host molecules. However, isolation is often a tedious process accompanied by 
low yields. Moreover, this procedure does not provide equilibrium constants of the 
interconversion of the DCL members. These hurdles can be overcome with DCLFit 
software[83] (see Section 2.1.3), which has been tested on a number of experimental and 
simulated DCLs. The results show that the fitting procedure reproduces the experi-
mental (or, in case of simulated libraries, the initially given) values of the binding affini-
ties for strongly binding guests. For weaker binders, the match between fitted and 
“experimental” values is poorer due to the decreased probability of their concentration 
being higher than the detection limit.

Moreover, DCLFit enables the equilibrium constants of reactions which are impossi-
ble to obtain otherwise to be quantified. For example, there is no direct means known 
to measure the equilibrium constants of catenanes from the parent macrocycles, as the 
opening of the latter would require extremely high thermal activation energy. Recently, 
DCLFit was applied to a library containing heteromeric [2]‐ and [3]catenanes generated 
from azobenzene‐based disulfide macrocycles and cyclodextrins, enabling the quanti-
tative assessment of catenane formation from the parent macrocyclic species[410]. This 
sole example shows that DCLs in some cases are advantageous, not only in providing 
models to even more complex systems, but also to explore the properties of simpler 
ones, which are not accessible otherwise.

2.8  Conclusions and Outlook

Rapid developments over the last two decades have established DCC as a reliable 
approach for spontaneous generation of complex responsive chemical systems. With 
improvements in analytical techniques and clever experimental design, it is now possi-
ble to identify strong binders for biomacromolecules and hosts for small molecules 
in DCLs containing thousands of library members (Section  2.2). However, these 
advances have not yet resulted in any commercialized drug, probably because of 
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the biggest strength of DCC – dynamic bonds, which are problematic as part of a drug. 
A possible solution to this problem can be provided by dynamic covalent reactions, 
which require catalysis and therefore can be activated when screening against their tar-
gets, but remain static otherwise. Such reactions include hydrazone exchange and 
(somewhat underappreciated in the DCC context) alkene/alkyne metathesis. New 
reversible dynamic reactions yielding stable products under physiological conditions 
would greatly improve the prospects of DCLs in lead discovery. Merging of the DCL 
approach with other established techniques, like DNA‐encoded chemical libraries, 
can improve the chances of detecting promising fragment combinations and lead 
compounds[357,411].

DCLs have proved very useful in many other fields, including chemical analysis, topo-
logical chemistry, and self‐replication (Sections 2.5.1, 2.2.5, and 2.2.4, respectively), 
benefiting from their innate addressable complexity. Possibly the most fascinating 
behavior can be expected where DCC interfaces with other pillars of systems chemis-
try  –  nanotechnology, replicators, and out‐of‐equilibrium systems. We have already 
witnessed the first steps of dynamic covalent walkers, where the dynamicity of covalent 
bonds can be coupled with light or pH switching to achieve directional movement 
(Section 2.6). It would be interesting to see if redox control can be utilized in a similar 
manner or if these dynamic systems can use chemical fuel for translational motion, 
mimicking biological motor proteins.

Similar to Darwinian evolution, DCLs can evolve to yield optimized species. However, 
DCLs are mostly thermodynamically driven and evolve on orders of magnitude shorter 
timescales and not in the Darwinian sense. The relatively rapid responsiveness makes 
DCC a promising method for efficient search over large chemical spaces to yield, for 
example, protein mimetics with desired biological properties when templated with bio-
macromolecules. Functionalizable polymer and nanoparticle scaffolds provided the 
first successful examples of such multivalent binders (Sections 2.2.2 and 2.4.4.2). Further 
progress will require fine‐tuning of scaffolds and recognition units to match the target 
biomacromolecules. Similarly to challenges faced by DCC‐based drug discovery, work 
on switchable dynamic covalent chemistries will greatly enhance the applicability of 
such dynamically prepared nanoconstructs. The newly developed reversible native 
chemical ligation[94] might even lead to DCLs of true proteins, possibly unravelling the 
mysteries of folding thermodynamics and kinetics.

Self‐synthesizing materials can benefit from the amplification of tiny amounts of ini-
tial seed information, propagating throughout the whole library to yield well‐defined 
materials (Section 2.5.2). We can imagine that, depending on the particular needs in a 
given time and space, such DCLs can provide materials of markedly different proper-
ties. However, such molecular programming will definitely need replicators navigating 
through very complex potential energy landscapes, requiring well‐designed kinetic 
parameters of different covalent and non‐covalent reactions, and the ability to influence 
energy barriers with chemical triggers interacting with some library components. Far‐
from‐equilibrium control over replicating dynamic combinatorial systems poses an 
even bigger challenge (Sections 2.2.1 and 2.6). As we can learn from living systems, 
which are dissipative, replicating, and combinatorial in nature, the rewards should more 
than compensate the difficulties. The properties of such systems will be possible to tune 
using not kinetic or thermodynamic control but Darwinian selection and survival of the 
fittest materials (with the highest dynamic kinetic stability[412,413]).
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Another feature common to life as we know it, but largely underrepresented in 
research on DCLs, is compartmentalization. Although we know how to use dynamic 
systems in phase‐to‐phase transport or even make compartments out of library 
members (Sections 2.4.2 and 2.4.3), we are still very far from creating spatially sepa-
rated systems capable of communication and directional transport. Yet, the myriad 
coupled biochemical processes in organisms proceed in separated compartments, 
that is, within membrane boundaries, in order to avoid unnecessary interference or 
to convert gradients across membranes into work. Similarly, compartmentalization 
of DCLs is highly desirable for constructing hierarchically organized responsive 
dynamic ensembles, and might help in separating unnecessary byproducts from the 
rest of the system.

The demands on the analytical hardware and software will likely grow as well. Faster, 
more sensitive, and more powerful chromatographic methods and (mass) spectrome-
ters (often coupled with each other) will become crucial as the complexity of our library 
members and their complexes increases (Section  2.7). Likewise, (hierarchical) self‐
assembly in DCLs will call for a better focus on various microscopic techniques, that 
enable structural characterization across multiple length scales.

Dynamic combinatorial systems very often do not work as expected, frequently 
 leading to exciting discoveries by inquisitive and perceptive researchers. However, we 
cannot rely only on serendipity to propel the field forward. Whereas thermodynami-
cally controlled systems are easy to model and design using existing software packages 
(Section 2.7.7), systems under kinetic control linked to multiple coupled equilibria are 
much more demanding. The resulting multidimensional parameter spaces are difficult 
to screen experimentally, requiring careful kinetic studies coupled with complex simu-
lations to yield desired systems behavior[414]. It may be interesting to automate all 
aspects of DCL experiments, including mixing building blocks, monitoring libraries, 
analyzing their behavior, and even coupling the resulting output with the design of 
 subsequent DCLs with computer‐controlled feedback loops to screen for possible 
emergent phenomena[415]. We might even imagine a situation where a responsive 
chemical system becomes a part of the computer algorithm itself!

We hope that the first two decades of DCLs have been as entertaining for you as they 
were for us. We are waiting eagerly to see what kinds of new, fascinating systems can fill 
in the “question mark” box in Figure 2.1 and we hope to see your work there.
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3

3.1  Introduction and Importance of Shape‐persistent 
Macrocycles

Shape‐persistent macrocycles are defined as cyclic oligomeric analogues of rigid 
 polymers with a non‐collapsible backbone and an inside cavity in the size range 
from  slightly less than 1 nm up to several nanometers.[1] Compared to polymers, 
shape‐ persistent macrocycles are notable for their reproducibility, monodispersity, 
 homogeneity, and potentially high solid state order.[2] Furthermore, they can be con-
structed in a systematic way with an array of diverse building blocks and thus their 
 solubility, functionality, and stability can be easily controlled. The shape persistency 
brings minimal conformational heterogeneity and thus many interesting properties 
have evolved (see details below).[1,3–9]

This chapter focuses on shape‐persistent macrocycles prepared via dynamic covalent 
reactions and their applications. Macrocycles that are assembled through metal ligand 
coordination or irreversible covalent reactions, and rather flexible rings with methyl-
enes in the backbones will not be covered. This excludes (i) the impressive work on 
metallacycles by Fujita[10] and Stang,[11] (ii) rigid macrocycles prepared through irre-
versible covalent reactions (such as cross‐coupling, the McMurry reaction, azide‐alkyne 
cycloaddition, and amide formation) by Anderson,[12–14] De Feyter,[15–18] Flood,[19,20] 
Gong,[21–23] Haley,[24–27] Höger,[1,7,28] Iyoda,[29–32] Li,[33] Schlüter,[4] Tobe,[34,35] 
Toyota,[36,37] Youngs,[38] Zeng,[39] and many other researchers (comprehensive reviews 
on allene‐containing macrocycles,[9,40,41] azo‐containing macrocycles,[42,43] ethynyl–
ethylene‐containing macrocycles,[44–46] paraphenylene–acetylenes,[47] and paraphe-
nylenes[48–50] have been published and interested readers can refer to cited references), 
and (iii) flexible rings prepared through disulfide exchange[51] by Otto and Sanders.[52,53]

Shape‐persistent macrocycles have shown many interesting applications in host–
guest chemistry, organic electronic materials, chemical sensors, transmembrane mass 
transportation, and also as nanoscale building blocks for materials. Multiple compre-
hensive reviews on these topics have been published.[4,5,7,9,54] Due to the massive  number 
of literature reports, only a few representative examples are presented here, just to give 
readers a brief idea of the great potential of shape‐persistent macrocycles in various 
chemistry and materials disciplines.

Shape‐persistent Macrocycles through Dynamic 
Covalent Reactions
Chao Yu, Yinghua Jin, and Wei Zhang
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3.2  Thermodynamic Approach vs. Kinetic Approach

Strategies toward the construction of shape‐persistent macrocycles could be divided 
into two categories: the kinetic approach through irreversible reactions and the 
 thermodynamic approach through reversible reactions.[1,8,55]

The kinetic approach takes advantage of numerous irreversible reactions with high 
efficiency and conversion. Commonly used irreversible reactions include homo‐ 
coupling reactions (e.g., Glaser coupling),[56] cross‐coupling reactions (e.g., Stephens–
Castro coupling),[57] olefination reactions (e.g., the McMurry reaction),[58] and amide 
formation.[59] Typically, stepwise formation of oligomers followed by intramolecular 
ring closure of difunctionalized oligomers provides target macrocyclic products.[60,61] 
Although the yields of individual steps are high, the overall yield of the multistep 
approach is quite low. In addition, high‐dilution or pseudo‐dilution conditions are 
required to ensure the preferred intramolecular ring closure rather than intermolecular 
oligomerization/polymerization. One‐step cyclo‐oligomerization was also attempted 
to prepare the hexameric phenyleneethynylene macrocycle through Stephens–Castro 
coupling. However, only 4.6% yield was obtained.[62] The fundamental problem of using 
coupling reactions in a one‐step cyclo‐oligomerization approach is the irreversible 
nature of the bond formations. Statistical distribution of various linear and cyclic 
 oligomers/polymers is inevitable since the undesired bond formation cannot be 
 corrected.[8,63] Alternatively, template‐assisted cyclization of multiple fragments could 
produce high yielding macrocycles. However, this approach requires an additional step 
to remove templates, which in some cases could be problematic.[64]

In recent years, the thermodynamic approach has emerged as a powerful alternative 
to produce macrocycles from simple monomers in one step in high yields. The use of 
dynamic covalent chemistry,[65–68] where the reactions are reversible, enables the self‐
correction feature and conversion of kinetic products to the thermodynamically most 
stable product at equilibrium. Furthermore, pathway‐independent product distribution 
provides an intriguing choice of starting materials, for example polymers/oligomers, 
that produce a macrocycle as the predominant species.[69]

In order to achieve high yields of the target macrocycle through dynamic covalent 
reactions, special attention has to be paid to a few issues: (i) the angle of building blocks 
has to closely match that of the desired macrocyclic product to minimize angle strain, 
(ii) during the course of the reaction, starting materials and intermediates should be 
soluble in the reaction solvent to prevent precipitation of intermediates which cannot 
further participate in equilibrium process and exist as kinetic traps, (iii) fast reaction 
kinetics is preferred to reach the equilibrium in a reasonable time frame and catalysts 
are often used to speed up equilibrium, (iv) removal of by‐products from the system 
(e.g., removal of water in imine condensation or removal of ethylene in olefin metathe-
sis) to drive the equilibrium towards products (Le Châtelier’s principle) is often essen-
tial, and (v) optimized reaction temperature and concentration are important to the 
product distribution, which directly influences the reaction kinetics.

Although the thermodynamic approach through dynamic covalent reactions provides 
easy access to variety of macrocycles, it is usually limited to the preparation of homo‐
sequenced macrocycles from symmetric monomers. Hetero‐sequenced macrocycles 
have mainly been prepared through stepwise introduction of different monomers to 
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form oligomers followed by final cyclization. In addition, since only the thermodynami-
cally most stable product will be produced dominantly at equilibrium, other macrocy-
cles, such as strained ones, cannot be constructed in a thermodynamically controlled 
process unless the equilibration is interrupted before the equilibrium.

3.3  Macrocycles through Alkyne Metathesis

Ethynylene‐linked macrocycles have been interesting synthetic targets due to their rigid 
conjugated backbone structures, self‐aggregation behaviors, and easy modulation of 
interior and exterior functionalities. Staab’s pioneering work on ethynylene‐linked 
shape‐persistent macrocycles was reported in 1960s,[62,70] but it attracted no special 
attention until interesting reports by Youngs,[38,71] Moore,[61,72] Höger,[1,60,73] Oda,[74–76] 
Vollhardt,[77] Tobe,[78,79] and Haley[25,80] were published in the 1990s. As mentioned in 
the previous section, these examples all rely on irreversible reactions such as Stephens–
Castro coupling, Glaser coupling, and the McMurry reaction. With the development of 
highly active alkyne metathesis catalysts,[81–83] utilization of reversible alkyne metathe-
sis to construct shape‐persistent macrocycles has become a viable approach and 
received increasing attention. The yields of macrocycles are directly influenced by the 
choice of alkyne metathesis catalysts. Highly active alkyne metathesis catalysts are pre-
ferred to ensure fast interconversion of reaction intermediates and reach equilibrium 
within 1–2 days. The most common alkyne metathesis catalysts include the Mortreux–
Mori–Bunz catalyst (1),[84,85] Schrock’s catalyst (2) [(Me3CO)3WCCMe],[86] Moore and 
Zhang’s catalysts derived from precursor 3, EtCMo[NAr(tBu)]3,[82,87] and Fürstner’s 
catalyst derived from precursor 4, [PhCMo(OSiPh3)3(phen)].[88] A large variety of 
aryleneethynylene macrocycles have been prepared through alkyne metathesis either 
from small organic molecules or large polymers (Figure 3.1).

3.3.1 Monomer‐to‐Macrocycle Strategy

3.3.1.1 Homo‐sequenced Symmetrical Macrocycles
Alkyne metathesis is generally a non‐directional and self‐exchange reaction, for 
 example monomers self‐react to form dimers or oligomers. For simplification, there-
fore, symmetrical di‐acetylene functionalized monomers are typically used to form 
homo‐sequenced symmetrical macrocycles through alkyne metathesis. Since alkyne 
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Figure 3.1 Structures of alkyne metathesis catalysts (1 and 2) and catalyst precursors (3 and 4).
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metathesis is a reversible equilibrium process, the removal of one product is usually 
required to drive the equilibrium to the formation of the macrocyclic product. Propynyl‐
substituted compounds, which produce 2‐butyne through alkyne metathesis with 
another exchange partner, have been the most commonly used substrates. If 2‐butyne 
remains in the system and undergoes constant exchange with another alkyne partner, 
the theoretical conversion is close to ~50%, assuming that alkyne metathesis is a nearly 
energy equal process. Therefore, removal of 2‐butyne is necessary in most cases to 
achieve high conversion of monomers and high yielding of macrocyclic product. 
Two strategies have been developed to remove 2‐butyne from the system: (i) liberating 
2‐butyne form the system through vacuum application or heating, and (ii) scavenging 
with molecular sieves.

An alternative approach to shift the equilibrium toward product formation is removal 
of one product through precipitation. In this case, benzoyldiphenyl‐substituted alkynes 
are used as substrates, producing bis(benzoyldiphenyl)acetylene with poor solubility 
as  a precipitate. All three approaches have been frequently practiced to prepare 
macrocycles.

The first report on the preparation of ethynylene‐linked shape‐persistent macrocy-
cles via dynamic covalent reaction was reported by Bunz et al. in 2000 (Scheme 3.1).[89] 
In situ generated catalyst (1), which was obtained from Mo(CO)6 (5 mol%) and 4‐
chlorophenol (or 4‐trifluoromethylphenol) in 1,2‐dichlorobenzene, was used.[90] The 
reaction mixtures were heated under a light stream of nitrogen (to facilitate removal of 
butyne by‐product) to 150 °C for 16 hours, providing a mixture of oligomers and poly-
mers, from which cyclohexamers 5a, 5b, and 5d were isolated in 0.5–6% yield.[84] 
Although high temperature was required and low yield was obtained, this early work 
was quite encouraging. Single crystal X‐ray packing of 5a revealed infinite elliptical 
channels formed through van der Waals interactions. Additionally, the alkyne group of 
macrocycle 5a is able to coordinate with a [Os3(CO)10] cluster, which causes significant 
distortion and reduction of the planarity of the macrocycle.

R1

R1 R1

R1

R1R1

R2

R1

R2

R2 R2

R2

R2R2

1,2-dichlorobenzene
150 oC, 16 h

Mo(CO)6 (5 mol%)
4-chlorophenol (100 mol%)

5a (6%): R1= tC4H9, R2= H
5b (1.2%): R1=nC6H13, R2= H
5c: (yield was not reported)
5d (0.5%): R1= tC4H9, R2= CH3

Scheme 3.1 Synthesis of macrocycles 5a–d.
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Interestingly, Vollhardt and co‐workers were unable to use the same in situ generated 
catalyst system as Bunz to prepare macrocycle 6a under similar conditions.[91] Instead, 
high loading of Schrock’s catalyst,[86] [(Me3CO)3WCCMe3] (20 mol%), was used and 
macrocycles 6a–6c, and 6e were obtained in 12–54% yield (80 °C, toluene, 8–140 h, 
Scheme  3.2). However, doubly ortho‐substituted macrocycles 6d and 6f were not 
obtained, presumably due to steric hindrance.

The development of a highly active molybdenum(VI) catalyst by Moore and 
co‐workers[92] has been a breakthrough in the one‐step synthesis of macrocycles 
through alkyne metathesis. For the first time, a single macrocycle was obtained as a 
major species in one‐step cyclo‐oligomerization through alkyne metathesis. For exam-
ple, a triangular‐shaped macrocycle 6 g was prepared in 86% yield through a precipita-
tion‐driven alkyne metathesis approach (Scheme 3.2).[93] This yield is markedly higher 
(6–40 times) than the yield of the same macrocycle obtained through irreversible reac-
tions by Orita (2%)[94] and De Feyter (14%).[95] The catalyst was prepared by mixing 
molybdenum(VI)‐alkylidyne catalyst precursor 3 with 3 equivalents of 4‐nitrophenol. 
The metathesis reaction was conducted under much milder conditions (30 °C for 22 h) 
compared to the previously mentioned approach using Schrock’s catalyst or Bunz’s 
in  situ generated catalyst system. The discovery by Moore and co‐workers thus 
increased the feasibility of preparation of shape‐persistent macrocycles through alkyne 
metathesis and facilitated the exploration of applications of shape‐persistent macrocy-
cles in various research areas.

Using the same catalyst system,[92] Moore and co‐workers have also synthesized hexa-
meric phenylene–ethynylene shape‐persistent macrocycles through a vacuum‐driven 
alkyne metathesis approach.[96] The metathesis reaction was conducted at 30 °C for 22 h 
under reduced pressure (vacuum was applied to facilitate removal of 2‐butyne), and 
macrocycles (5a and 5e–g) were obtained in decent yields on a small scale (15–33 mg, 
61–76% yield, Scheme 3.3). Both electron‐rich and electron‐deficient monomers yielded 
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Scheme 3.2 Synthesis of macrocycles 6a–g.
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the desired macrocycles in good yields. Small amounts of cyclic pentamer and heptamer 
were also obtained, which were separated from the major product 5 through column chro-
matography. It was found that this vacuum‐driven approach was only suitable for milligram 
scale production of macrocycles. Several attempts to increase the scale of the reactions 
resulted in poor yields (<10% for 5 g), low conversions, and  considerable amounts of oligo-
meric products, presumably due to catalyst decomposition by air introduced into the reac-
tion vessel. Also, in gram scale synthesis, 2‐butyne by‐product probably cannot be removed 
quickly enough, leading to the consumption of the catalyst by polymerization.[97]

To more effectively drive the reaction toward product formation, Moore and  
co‐workers developed a precipitation‐driven method in which bis(benzoyldiphenyl)
acetylene by‐product (PPT– ≡ –PPT) with poor solubility can be efficiently removed 
through precipitation. Under otherwise the same conditions, macrocycles 5 g and 5 h 
were successfully obtained in high yields (81% and 79%, respectively) (Scheme 3.3).[96] 
Multigram scale synthesis of 5 g was accomplished using this precipitate‐driven method 
in excellent yield (5.68 g, 77%), which represents the first successful large‐scale prepara-
tion of hexakisphenylene–ethynylene macrocycles. The properties of these macrocy-
cles and their applications in nanofiber formation[98,99] and nanofiltration membrane 
research[100,101] have been studied subsequently.

Following Moore’s impressive work, various square‐shaped tetrameric carbazole‐
based macrocycles (7) were prepared through a precipitation‐driven alkyne metathesis 
approach using various catalysts systems. Since high yielding of arylene ethynylene 
macrocycles is only guaranteed with the high activity of an alkyne metathesis catalyst, 
macrocycle 7 was often prepared to showcase the catalytic activity of a catalyst. A vari-
ety of catalyst systems generated in situ from EtCMo[NAr(tBu)]3 (precursor 3) and a 

R

R

R′ R′

R

R′=PPT

R

R

R R

5a (61%): R = tC4H9
5e (68%): R = O(CH2CH2O)3CH3
5f (65%): R = CH2O(CH2CH2O)3CH3
5g (76%): R = COO(CH2CH2O)3CH3

EtCMo[NAr(tBu)]3 (10 mol%)
4-nitrophenol (30 mol%)
1,2,4-trichlorobenzene

30 °C, 22 h

R′=Me

5g (81%): R = COO(CH2CH2O)3CH3
5h (79%): R = COOtC4H9

Vacuum-driv
en

+ Me Me

5a-5h

Precipitation-driven + PPT PPT

Scheme 3.3 Synthesis of macrocycles 5a and 5e-g through vacuum- or precipitation-driven alkyne 
metathesis.
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ligand were used to prepare macrocycle 7 under precipitation‐driven conditions 
(Table 3.1).[102,103] Macrocycles 7 with various substituents were obtained in high yields, 
which are significantly higher than those obtained using the conventional cross‐ 
coupling method (e.g., 14.3%, R = nC14H29).[104,105] It has been reported that the pres-
ence of long alkyl chains is important to provide good solubility of reaction intermediates 
during the course of macrocycle formation. Low yields (<5%) were reported when short 
chains were attached to the monomers (Table 3.1, entries 4 and 5)[106] while a similar 
monomer with long alkyl chain provided the desired macrocycle in good yield (81%, 
Table 3.1, entry 6).[107] It was also found that the chain length of the substituted groups 
directly affects the solid‐state packing of macrocycles. For example, the packing of mac-
rocycle 7 with n‐alkyl chains up to nine carbons (e.g., R = nC9H19 or nC6H13) is domi-
nated by face‐on aromatic π–π interactions, whereas macrocycle 7 with longer 
alkylchains (R = nC11H23 or nC10H21) exhibits a novel alternating alkyl/aryl packing 
motif due to the dominating van der Waals interactions between the alkyl chains and 
aromatic parts of the macrocycles.[103]

Recently, instead of using the vacuum‐driven method to remove the 2‐butyne by‐
product, Fürstner and co‐workers discovered that 5 Å molecular sieves could act as a 
2‐butyne scavenger, which largely eased the handling of the alkyne metathesis of propy-
nyl‐based substrates.[108] Adding 5 Å molecular sieves to the alkyne metathesis reaction 
can efficiently remove 2‐butyne from the solution, providing the targeted macrocycle in 
excellent yield. Both catalyst systems prepared from precursor EtCMo[NAr(tBu)]3 (3) 
or [PhCMo(OSiPh3)3(phen)] (4) were reported active in the presence of 5 Å molecular 
sieves, providing macrocycle 6 in excellent yields (Table 3.1, entries 8 and 9). Multi‐
gram scale production of cyclic trimer 6 h (4.31 g, 98%) was accomplished using as little 
as 0.5 mol% of precursor 3 and tris(2‐hydroxybenzyl)silane ligand in the presence of 
molecular sieves (Scheme 3.4).[109] Under similar conditions but with higher loading 
of catalysts, macrocycle 8 was also obtained in good yield.[110] After deprotection of 
t‐butyldimethylsilyl (TBS) groups, the macrocycles 6 h and 8 were used as planar tri-
topic building blocks for the synthesis of porous covalent organic frameworks (COFs) 
through the macrocycle‐to‐framework strategy.[110–113]

Multi‐porphyrin‐containing macrocycles are synthetically challenging but interest-
ing targets, which offer many attractive features, such as large internal voids with 
coordination environment and unprecedented electronic properties (e.g., migration 
of excitation energy and electronic coupling). Zhang and co‐workers reported an easy 
route to cyclic porphyrin dimers[114] or trimers[115] through a one‐step alkyne metath-
esis method, utilizing the catalyst generated in situ from precursor 3 and multidentate 
ligand tris(2‐hydroxybenzyl)silane or tris(2‐hydroxybenzyl)amine.[116] These porphy-
rin‐containing rigid macrocycles exhibit interesting host–guest binding interactions 
with fullerenes. Macrocycle 9 (Figure 3.2) forms a 1:1 host–guest complex with C60, 
C70 and C84, with binding constants in toluene, respectively, of 1.3 × 104 M–1, 
2.0 × 106 M–1, and 2.2 × 107 M–1. Remarkably high C84/C60 binding selectivity (1500/1) 
was observed, which is largely associated with the rigid nature of ethylene‐linked 
macrocycles. Presumably C70 fits perfectly inside the cage cavity, while C60 fits more 
loosely, and C84 fits a little bit too tightly.[117] Similarly, trisporphyrin‐based macrocy-
cles 10a/b also selectively bind C70 (6 × 103 M–1) over C60 and C84 (no binding 
observed).[115]
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Table 3.1 Summary of catalyst and conditions used for the preparation of macrocycle 7.

PPT =
O

N
R

N
R

R′

R′

N
R

N
R

N
R

7

R′ = Me or PPT

R R′

Catalyst

T (°C)
Time 
(h)

Yield 
(%)Entry Precursor

Loading 
(mol%) Ligand/activator

1 nC14H29 PPT 3 10 4‐nitrophenol 30 22 84
2 nC10H21 PPT 3 10 Ph3SiOH 30–50 22 75
3 nC6H13 PPT 3 10 Ph3SiOH 30 22 72
4 O

O

PPT 3 10 4‐nitrophenol 30 22 <5

5 O

O

nC7H15
PPT 3 10 4‐nitrophenol 30 22 <5

6 O

O

nC12H25
PPT 3 10 4‐nitrophenol 30 22 81

7 nC8H17 PPT 3 3 OH

Si

3

Me
20 0.5 93

8 nC8H17 Me 3 3 OH

Si

3

Me
40 5 >99

9 nC14H29 Me 4 5 MnCl2 80 n/a 81
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6h (> 99%): R = OTBS

CCl4, 5 Å molecular sieves
40 °C, 16 h

CCl4, CHCl3, 5 Å molecular sieves
55 °C, 17 h

EtCMo[NAr(tBu)]3 (0.5 mol%)

EtCMo[NAr(tBu)]3 (5 mol%)

R R

R R

R

R

R

R

OH

Si

3

(0.5 mol%)

(5 mol%)

8 (81%): R = OTBS

R R

OH

Si

3

R R

R

RR

R

Scheme 3.4 Synthesis of macrocycles 6 h and 8.
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Figure 3.2 The structures of macrocycles 9 and 10.
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3.3.1.2 Hetero‐sequenced Macrocycles
As previously mentioned, alkyne metathesis is a self‐exchange reaction. Unsymmetrical 
monomers can therefore produce multiple macrocyclic products. Tew and co‐workers 
have reported an alkyne metathesis reaction of unsymmetrical monomers 
(Scheme 3.5).[118] Not surprisingly, a 1:3 mixture of two isomers, which were insepara-
ble using HPLC, was obtained in 77% total yield. Such a mixture was able to self‐ 
assemble in a chloroform/water system into vesicles (~460 nm diameter), which 
appear to be identical to those using pure regioisomer[119] prepared through irreversible 
intramolecular coupling under high dilution conditions.[120]

Hetero‐sequenced macrocycles have also been prepared through cross metathesis 
reactions of two different monomers, albeit in very low yield. For example, macrocycles 
12a and 13a were obtained in 19% and 6% yields, respectively.[91] Macrocycle 13a was 
first synthesized by Haley and co‐workers through a stepwise coupling approach with 
comparable overall yield of 4.4% (Scheme 3.6).[121] The attempted synthesis of macrocy-
cle 14 through alkyne metathesis was not successful. Hexaethynylbenzene proved to be 
highly sensitive to both heat and oxygen, and also inert to alkyne metathesis, even with 
a simple substrate, for example propynylbenzene.

Alternatively, hetero‐sequenced macrocycles have been prepared through a directed 
alkyne metathesis approach in significantly higher yields. As shown in Scheme  3.7, 
Haley and co‐workers successfully prepared macrobicyclic compound 13 from a preor-
ganized monomer using high loading of catalysts prepared from [(Me3CO)3WCCMe] 
or EtCMo[NAr(tBu)]3.[122] Increasing yields and ease of separation were observed with 
increasing solubility of monomers: 13b (46%) to 13c (87%) and 13d (91%). The overall 
yields of macrocycles through this route were all ca. 20%, much higher than those of 
previously reported irreversible/reversible routes (<1%).[122] Construction of a larger 
derivative 15 through the same approach was also successful, but with much reduced 
yields (19–31%). Several attempts to synthesize 16 failed. Monomers, oligomers, or 
intermediates with three of the four [12]cyclyne subunits cyclized were obtained.[122] 

11 (77%): R = COO(CH2CH2O)3CH3

CCl4
40 °C, 24 h

EtCMo[NAr(tBu)]3 (10 mol%)
4-nitrophenol (30 mol%)

Ar =

PPT =
O

R

R

PPT PPT

(R)H

(H)R

R

Scheme 3.5 Synthesis of an isomeric mixture of macrocycle 11.
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These graphyne substructures composed of fused tribenzo[12]cyclyne subunits repre-
sent interesting model systems to study the properties of graphyne, a theoretical carbon 
allotrope composed of sp‐ and sp2‐hybridized carbon atoms.

Very recently, Tobe and co‐workers successfully prepared larger graphyne fragments 
through a directed alkyne metathesis approach,[123] using a molybdenum(VI) nitride 
catalyst bearing a triphenylsilyloxy ligand developed by Fürstner et al.[88] Macrocycles 
17a and 17b were prepared in 17–56% yield (Scheme  3.8), while the yield for using 
irreversible cyclization to prepare their graphdiyne analogue was 1%.[124] The lower 
yield of 17a compared to that of 17b is probably due to the low solubility of monomers 
and possible intermediates (<0.1 mg/mL in CH2Cl2). With extended π‐conjugation, 17a 
exhibits a remarkable bathochromic shift of the absorption cut‐off in the one‐photon 
absorption spectrum compared to those of previously reported graphyne frag-
ments. 17b showed columnar rectangular mesophases and a moderate charge‐carrier 
mobility (0.12 cm2 V–1 s–1). These results indicate such graphyne fragments could be 
good candidates for organic semiconductors.

The directed multi‐fold alkyne metathesis approach is a powerful tool to prepare het-
ero‐sequenced macrocyclic systems such as graphyne fragments. The drawback could 
be the stepwise preparation of preorganized monomers with multiple alkyne groups. 
The poor solubility of such monomers is also a significant concern.[125]

(Me3CO)3WCCMe3 (20 mol%)

(Me3CO)3WCCMe3 (20 mol%)

(Me3CO)3WCCMe3 (20 mol%)

+

+

13a (6%)

12a (19%)

toluene
80 °C, 8 – 140 h

toluene
80 °C, 8 – 140 h

toluene
80 °C, 8 – 140 h

+

14

Scheme 3.6 Synthesis of hetero‐sequenced macrocycles from two monomers.
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toluene
80 °C, 24 h

toluene
80 °C, 4 h

toluene
80 °C, 24 h

19%

1,2,4-trichlorobenzene
75 °C, 3 h

31%

1,2,4-trichlorobenzene
75 °C, 0.5 – 14 h

(Me3CO)3WCCMe3 (50 mol%)

EtCMo[NAr(tBu)]3 (29 – 67 mol%)
silanol-POSS (171 – 400 mol%)

EtCMo[NAr(tBu)]3 (40 mol%)
silanol-POSS (250 mol%)

EtCMo[NAr(tBu)]3 (40 mol%)
silanol-POSS (250 mol%)
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Scheme 3.7 Synthesis of hetero‐sequenced macrocycles through a directed alkyne metathesis 
approach.
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Scheme 3.8 Synthesis of macrocycles 17a and 17b.
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3.3.2 Mechanism Study of the Cyclooligomerization Process

Cyclooligomerization through dynamic alkyne metathesis is a thermodynamically con-
trolled process in which the system reaches energy minima at the equilibrium. Figure 3.3 
shows the cyclo‐oligomerization energy landscape. In the early stage of the reaction, 
various linear or cyclic oligomers form, which gradually transform to the most 
 thermodynamically favored species at the equilibrium. Cyclic hexamer is most thermo-
dynamically favored when 1,3‐disubstituted benzenes are used as the monomers. Other 
cyclic oligomers, for example cyclic pentamers or cyclic heptamers, are enthalpically 
less favored due to the angle strain. Although entropy prefers the smallest macrocycle 
(e.g., cyclic trimer), the enthalpic gain of making a less strained macrocycle outweighs 
the entropic cost, especially for shape‐persistent macrocycles. The choice of monomers 
is therefore critical for the formation of targeted macrocycles. The geometrical features 
encoded into building blocks (e.g., the angle and directionality of the functional groups) 
largely determine the product distribution at equilibrium.

A series of experiments were conducted in order to illustrate the underlying principle 
for the selective generation of certain macrocycles by alkyne metathesis and to demon-
strate that the reaction is indeed thermodynamically controlled. First, the alkyne 
metathesis reaction to form cyclic hexamer 5 g under precipitation‐driven conditions 
(Scheme 3.3) was monitored by GPC and matrix‐assisted laser desorption/ionization 
mass spectrometry (MALDI MS), which showed open‐chain oligomers and larger 
 macrocycles formed in the early stage of the reaction and were eventually converted to 
cyclic hexamer and a small amount of cyclic pentamer at equilibrium (Figure 3.4).[97] 
Second, pathway‐independent product distribution was observed by subjection of a 
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Figure 3.3 The cyclooligomerization energy landscape.
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pre‐synthesized phenylene–ethynylene polymer to alkyne metathesis reaction and 5 g 
was the major product formed at the equilibrium, supporting the idea that cyclo‐oli-
gomerization is under thermodynamic control.[97] Third, a scrambling experiment 
between 5a and 5 g provided a series of scrambled hexameric macrocyclic products 
with different combinations of ‐COO(CH2CH2O)3CH3 and –tC4H9 substituted groups, 
showing that these macrocycles are not kinetically trapped and their formation is 
reversible.[97] Similarly, when 6 g (m/z 900) and 5I (m/z 1800) (2:1, n/n) were subjected 
to alkyne metathesis, a tetrameric macrocycle 12b (m/z 1200) was observed, which 
again suggests that these macrocycles are able to undergo re‐equilibration to reach the 
thermodynamic minima of the system (Scheme 3.9).[93] Lastly, calculations of the ther-
modynamic stabilities of shape‐persistent macrocycles provided further  theoretical 
support to the observed product distribution at equilibrium.[97]

3.3.3 Polymer‐to‐Macrocycle Strategy

As mentioned previously, cyclo‐oligomerization through dynamic alkyne metathesis is 
under thermodynamic control and is pathway independent. This unique feature of 
thermodynamically controlled systems results in an interesting alternative for starting 
materials. Instead of starting from small organic monomers, Moore and co‐workers 
developed a depolymerization strategy to prepare macrocycles starting from polymers/
oligomers.[126] Using homopolymers 18a and 18b (18a Mn = 8.5 kDa, PDI = 1.7; 18b 
Mn = 6.4 kDa, PDI = 1.8) obtained from cross‐coupling reactions as starting materials, 
the macrocycles 7a and 7b were obtained in good yield under alkyne metathesis 
 conditions (Scheme 3.10).[69,127]

When copolymers 19 (Mn = 6.7 kDa, PDI = 1.8) were used as the starting material a 
mixture of six macrocycles with randomly distributed substituents (R1, R2) were 
obtained. Silica gel chromatography allowed for the isolation of four pure macrocycles 
with different polarities. This represents an interesting strategy to prepare a combinato-
rial library of macrocycles with various substitution patterns.[69] Later, depolymeriza-
tion − macrocyclization was also applied to the synthesis of directional macrocycles 
with ester functional groups or amide functional groups through incorporating 
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Figure 3.4 Time course of the formation of 5 g as monitored by gel permeation chromatography 
(GPC) (tetrahydrofuran, 20 °C).
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Scheme 3.9 Scrambling experiment of 6 g and 5I.
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Scheme 3.10 Depolymerization of 18a/b to synthesize macrocycles 7a/b.
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direction‐defining ester or amide linkages in the polymer backbone.[128–130] The polymer‐
to‐macrocycle strategy prevents the risk of pseudo‐poisoning of catalysts by small alkyne 
by products (e.g. 2-butyne) and is atom economic, with no leaving group by‐product dur-
ing metathesis, especially when compared to a precipitate‐driven method from monomers.

3.4  Macrocycles through Imine Metathesis

Dynamic imine formation/exchange is one of the most commonly used dynamic 
 covalent reactions,[131] and the preparation of macrocycles through imine chemistry is 
no exception.[132] Most of the shape‐persistent macrocycles prepared through dynamic 
imine chemistry contain (N2O2) units (salphen units, salphen = N,N’‐bis(salicylidene)
phenylenediamine). These rigid macrocycles feature salen‐type (salen = N,N’‐
bis(salicylidene)ethylenediamine) coordination environments and crown‐ether like 
interiors, and thus show interesting properties and exceptional supramolecular applica-
tions, including host–guest chemistry, ion‐induced tubular assembly, chemical sensor, 
templated inorganic synthesis, metallocavitand, and liquid crystal. These works have 
been pioneered by Nabeshima[133–135] and MacLachlan.[136,137] Multiple reviews on this 
topic have been published and provide more comprehensive information for interested 
readers.[133–144]

3.4.1 Salphen‐containing Macrocycles

3.4.1.1 Synthesis
The first Schiff‐base shape‐persistent 30‐membered macrocyclic hexaimine (20a) was 
synthesized by Nabeshima et al. in 2001 through condensation of 2,3‐dihydroxytereph-
thalaldehyde and benzene‐1,2‐diamine (4 × 10−2 M) in acetonitrile at room temperature 
for 2 weeks.[145] The macrocycle compound 20a gradually precipitated out of the 
 solution in high yield (91%) (Scheme  3.12). Reactions under lower concentrations 
(2.5–4.0 × 10−3 M) at room temperature for 1 month led to a decreased yield (19%). 
X‐ray crystallography analysis of macrocycle 20a showed the existence of a strong 
intramolecular hydrogen‐bond network. X‐ray crystallography analysis of a hydrate, 

Ar =

N

1,2,4-trichlorobenzene
50 °C, 24 h

EtCMo[NAr(tBu)]3 (10 mol%)
Ph3SiOH (20 mol%)

19: R1= nC10H21, R2=
(CH2CH2O)3CH3

N
R2

R1

7c (mixture of macrocycles)

n

Scheme 3.11 Depolymerization of 19 to a combinatorial library of macrocycle 7.
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20a H2O · MeCN, revealed that the inside cavity of this macrocycle was able to bind a 
water molecule. The formation of intramolecular hydrogen bonds is likely critical for 
the selective formation of macrocycle 20a, stabilizing the favorable conformation of the 
transition state and/or intermediates in the cyclization. The low solubility is another 
driving force for the selective formation of such macrocycle. Thus, this is also a kineti-
cally trapped product.

Various salphen‐containing macrocycles (34–42) have been prepared from bifunctional 
precursors, benzene‐1,2‐diamine (32) and bis(salicylaldehyde) derivatives (21–31) 
(Figures 3.5 and 3.6). [3 + 3] Schiff base macrocycles of various size and substituents incor-
porating three N2O2 salphen‐type binding sites have commonly been studied due to their 
relative synthetic simplicity.[146–150] More complex [4 + 4] or [6 + 6] Schiff base macrocy-
cles (e.g., 40[151] and 41[152]) are relatively rare. Although the yields of macrocycles are 

20a (91%): condition 1, R1= H, R2= H
20b (n/a): condition 2, R1= OCH3, R2= H
20c (77%): condition 2, R1= OC2H5, R2= H
20d (68%): condition 2, R1= OnC3H7, R2= H
20e (78%): condition 2, R1= OnC4H9, R2= H
20f (63%): condition 2, R1= OnC5H11, R2= H
20g (84%): condition 2, R1= OneoC5H11, R2= H
20h (75%): condition 2, R1= OnC6H13, R2= H
20i (70%): condition 2, R1= OnC7H15, R2= H
20j (87%): condition 2, R1= OnC8H17, R2= H
20k (59%): condition 2, R1= OnC10H21, R2= H
20l (34%): condition 2, R1= OnC12H25, R2= H
20m (36%): condition 2, R1= OnC14H29, R2= H
20n (18%): condition 2, R1= OnC16H33, R2= H
20o (87%): condition 2, R1= OC2H5, R2= CH3
20p (77%): condition 2, R1= OnC5H11, R2= CH3
20q (24%): condition 2, R1= H, R2=nC4H9
20r (28%): condition 2, R1= OCH3, R2=nC6H13
20s (51%): condition 2, R1= OnC6H13, R2=

N N

OH

OH

HO

HO
N N

N N

HO OH

OH

OH

O

O

+
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Scheme 3.12 Synthesis of macrocycles 20a–s.
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sensitive to the substituents on the monomers, in many cases they were obtained as 
 predominant species in good yields (up to 88%) in CHCl3/MeCN co‐solvent.

In addition to highly symmetrical macrocycles, isomeric macrocycles with inequiva-
lent imine bonds and unsymmetrical salphen‐like [N2O2] moieties have been obtained 
using the differential exchange rates of aldimines and ketimines by MacLachlan and 
co‐workers.[153] As shown in Scheme 3.13, macrocycle 46 was synthesized through a 
cascade of ketimine condensation followed by aldimine condensation. Through a simi-
lar approach, macrocycles 49 and 50 were also synthesized.[153,154] Asymmetric macro-
cycle 48 with cone conformations similar to calixarene were also synthesized through a 
stepwise method.[155]

3.4.1.2 Coordination with Metal Ions
These salphen‐containing macrocycles have been extensively studied for their compl-
exation with various transition‐metal ions. Although tautomerization of hydroxy‐imine 
groups to keto‐enamines have been reported for naphthalene‐based macrocycle 51 
(Scheme 3.14),[156] most other macrocycles are present as enol‐imine tautomers. The 
presence of multiple hydroxyl and imine groups in the cavity of macrocycles enables 
binding with metal ions to form metal complexes by acting like either crown ethers or 
planar [N2O2] ligands. For example, macrocycle 20 h can bind small alkali cations such 
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as Na+, K+, and NH4
+ through coordination to the central hexa(hydroxy) interior rather 

than in the N2O2 pockets, suggesting the crown‐ether like interior of 20.
Interestingly, when transition metal ions are added, metal cluster compounds con-

taining up to seven transition metal cations can be obtained through binding to [N2O2] 
coordination sites.[157,158] For example, the reaction of an excess of Zn(OAc)2 with mac-
rocycles 20c, 20f, 20g, and 20h gave bowl‐shaped heptanuclear Zn complexes  featuring 
Zn in tetrahedral, octahedral, and square‐pyramidal geometries,[149,159] with accessible 
coordination sites on zinc ions inside the bowl (Figure 3.7). Heptazinc metallocavitands 
could dimerize in a face‐to‐face fashion in aromatic solvents. It was suggested that up 
to three metallocavitands bind one C60. However, quantitative information about such 
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a host–guest complex is unavailable.[160] Similarly, heptacadmium cluster metallocav-
itands with a deeper bowl shape were also obtained through complexation of cadmium 
ions with macrocycles 20c, 20 g, 20 h, or 20j. These metallocavitands form interlocking 
face‐to‐face capsules in the solid state and dimerize reversibly in DMF or aromatic sol-
vents (benzene, toluene, and p‐xylene).[161,162] These metal clusters show interesting 
ligand exchange and guest exchange activities. For example, Nabeshima and co‐workers 
reported the quantitative transformation of homo heptazinc macrocycle 20e cluster to 
Zn3La hetero metal cluster,[157] whose isomer ratio was dependent on the solvent and 
counter anions.[163]

It appears that often the addition of metal ions to the reaction medium can improve 
the yield of salphen‐containing macrocycles through a template effect.[164] Nabeshima 
and co‐workers reported a high‐yielding synthesis of 20 l (87%) in the presence of 
Zn(OAc)2 · 2H2O,[158] which was significantly improved compared to the previously 
reported 34% by MacLachlan in the absence of metal ions.[148] Similarly, Kleij and 
co‐workers also reported a template effect. Macrocycle Zn4‐52 was obtained in 88% 
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Figure 3.7 The structures of (a) heptazinc metallocavitand, (b) its dimer with encapsulated DMF, and 
(c) metallocavitand‐C60 host–guest complex.
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yield (Scheme  3.15), while very low conversion was observed without a metal 
 template.[165] Nabeshima and co‐workers also found that without a metal ion template 
preparation of [2 + 2] macrocycle 53 was not efficient,[166] while Ni2‐53 with a highly 
planar structure was formed predominantly with the addition of Ni(OAc)2. In this case, 
the unoccupied O4 compartment in the center of the macrocycle was able to bind a 
third metal ion such as Ni2+, Cu2+, or Zn2+.

It has been revealed that coordination with metals assists the self‐aggregation of these 
salphen‐containing macrocycles into tubular structures and further formation of 
 liquid‐crystalline phases. The single crystal structure of 20c revealed a non‐planar con-
formation with strong hydrogen bonding between adjacent hydroxyl groups and imine 
groups.[148] No liquid crystalline behavior was observed for bare macrocycles 20, even 
those with very long alkoxy chains (melting points reduced), likely due to the free rota-
tion of the dihydroxydiiminobenzene rings.[148] However, the addition of alkali metal 
salts or ammonium salts into a solution of macrocycles with long alkoxy chains (>6) in 
non‐polar solvents (chloroform, toluene, and chlorobenzene) led to the formation of 
lyotropic liquid crystals.[167] It has been reported that on addition of small cations (e.g., 
Na+, K+, Rb+, Cs+, NH4

+), 20 h can aggregate into a tubular structure in which macrocy-
cles are bridged metal ions bound to the central phenolic oxygens.[147] The length and 
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width of the ion‐induced superstructures of 20 h rely on the cation and counter anion 
of the salts. Macrocycle 20s with bulky triptycenyl groups cannot form such a tubular 
structure.[168] The aggregation of these macrocycles is also solvent dependent. 
For  example, tri‐zinc metallated larger macrocycles 34a/b show strong aggregation 
behavior in non‐coordinating solvents such as dichloromethane, whereas the aggre-
gates break up in coordinating solvents (e.g., pyridine, THF, quinuclidine).[169] It is 
 interesting to note that Ni2+ or Cu2+ metallated macrocycles 34a/b do not aggregate. 
Thus, the aggregation is most likely induced by the interactions between Zn2+ ions and 
oxygen atoms from adjacent macrocycles.[169]

Very recently, Tanaka and co‐workers reported [4 + 4] macrocycles 40 whose metal 
complexes display a highly fluid character over a wide range of temperatures.[151] It was 
found that coordination with metal ions significantly raises the range of the liquid‐ 
crystalline temperature of the metallo‐macrocycles compared to those of the metal‐free 
macrocycles, likely due to the stiffer and higher planarity of the metallo‐macrocycle. 
Metal‐free 40d and 40e have phase‐transition temperatures to isotropic liquid below 
decomposition temperatures and 40e exhibited fluidic liquid crystal phases even below 
room temperature. 40b and 40c even decomposed before their melting points were 
reached. However, when Ni2+ and Cu2+ ions were incorporated into 40d and 40e to 
form square‐planar metal complexes, these metallocycles were stable without decom-
position before melting, and showed highly fluid character over a wide range of tem-
peratures. Liquid‐crystalline properties were observed from 340 and 110 °C for Ni4‐40e 
before it solidified via phase transition at 110 °C. It was found that peripheral substi-
tuted chains play key role in controlling the temperature range and fluidity of the liquid‐
crystalline phases.

3.4.2 Other Imine‐linked Macrocycles

Other imine‐linked macrocycles with conjugated backbone structures have also been of 
interest of chemists studying the π‐stacking interactions leading to their self‐aggrega-
tion and related applications. Scheme 3.16 shows some examples of imine‐linked mac-
rocycles and their synthesis through dynamic imine chemistry. The synthesis is 
straightforward and the macrocycles are obtained in good yields through condensation 
of diamines and dialdehydes. These macrocycles show interesting aggregation behav-
iors in various solvents. Macrocycle 54 aggregates into mostly dimers rather than higher 
aggregates in acetone,[170] while higher order fibrous aggregates of the macrocycle were 
observed for 55[171] and 56.[172] Macrocycle 55 with twisted biphenyl‐2,2′‐diimine units 
forms organogel on ultrasonication of the suspension in dichloromethane for 1 minute 
and waiting for 0.5 h. Drying of the gel in vacuo produced its xerogel, with a fibrous 
structure (0.1–0.5 μm).

Recently, Moore and co‐workers reported synthesis of [n]‐rung molecular ladders 
57a–d through condensation of oligoamines and oligoaldehydes (Scheme 3.17).[173] As 
the oligomer length increased, the yield of targeted thermodynamically favored ladder 
molecules decreased with the increase of higher molecular weight oligomers/polymers. 
Further evidence from the scrambling experiments revealed that 57a and (to a lesser 
extent) 57b are dynamic and can self‐correct, while the other two are kinetically trapped 
and cannot self‐correct to form the desired products in high yield.[174] In other words, 
the intramolecular reformation of the same undesired bonds is faster than correction of 
the bonds through dissociation and reformation with another partner.
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As discussed previously, dynamic covalent chemistry has provided easy access to 
many symmetric macrocycles. However, asymmetric macrocycles are challenging 
 targets to synthesize using this chemistry. Moore and co‐workers have reported an 
intriguing way to prepare hetero‐sequenced macrocycles by taking advantage of the 
directionality of imine bond formation.[175] The information for the desired sequence 
was encoded into the monomers by manipulating the patterns of amine or aldehyde 
functional groups. Three monomers were functionalized with amines or protected 
aldehydes in such a way that cyclic trimers would be formed as the thermodynamically 
most stable product. Guided by their imine sequence, self‐assembly of three monomers 
provided an unsymmetric macrocycle as a predominant species. For ease of handling, 
imine macrocycles were further reduced to amine ones (58a–c) (44–58% yields in two 
steps) (Scheme 3.18). Such a sequence‐directed dynamic covalent chemistry approach 
could be used to prepare more complex polyfunctional molecular architectures.
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3.5  Macrocycles through Olefin Metathesis

Vinylene groups greatly resemble imine bonds, and both of these can undergo 
 rotational isomerization and thus are more flexible than ethynylene links. Compared to 
aryleneethynylene macrocycles or imine‐linked macrocycles, vinylene‐linked macro-
cycles are rare, presumably due to the synthetic challenges (e.g., control of E/Z 
 isomer etc.).[32,176] Construction of vinylene‐linked macrocycles has mostly relied on 
irreversible reactions,[58] such as the Ramberg–Bäcklund reaction, the Wittig reaction, 
the McMurry reaction, aldol condensation, and ring‐closing olefin metathesis. Recently, 
Zhang and co‐workers reported preparation of arylenevinylene macrocycles through 
acyclic diene metathesis macrocyclization (ADMAC) under thermodynamic 
 control.[177,178] Vinylene‐linked cyclic hexamers (59a–h) and carbazole‐based cyclic 
tetramer 60 with various substituents were obtained in decent yields (45–74%) through 
simple one‐step olefin metathesis[179–181] under the catalysis of Grubbs’ second‐ 
generation catalyst (Scheme 3.19).[177,178]

It has been reported that ethynylene‐linked macrocycles and diyne‐linked macrocy-
cles exhibit self‐aggregation behavior, and electron‐withdrawing groups strongly induce 
aggregation through π–π stacking while electron‐donating groups have negative effect 
on aggregation.[5,182–185] Interestingly, more flexible arylenevinylene macrocycles gen-
erally show stronger aggregation tendency compared to analogous aryleneethynylene 
macrocycles with the same substituents. Variable concentration NMR experiments on 
phenylenevinylene cyclic hexamers revealed that they aggregate in chloroform 
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regardless of whether they are substituted with electron‐donating (59c, 59d, and 59e) 
or electron‐withdrawing (59f, 59g, and 59h) substituents. Thermodynamic study of the 
aggregation of hexameric phenylenevinylene macrocycles and phenyleneethynylene 
macrocycles with the same substituents indicates that phenylenevinylene macrocycles 
gain comparable enthalpy but lose less entropy during the aggregation, which is likely 
due to their increased conformational freedom. Computer modelling studies have 
 suggested the possible direct through‐space electrostatic interaction between the 
 substituents and periphery hydrogen atoms as the additional driving force for the strong 
aggregation of phenylenevinylene macrocycles. Such aggregation behavior provides 
experimental evidence to support the direct‐interaction model,[186] which argues that 
direct interactions of the substituent with the neighboring π‐system dominate the 
 substituent effects rather than π‐polarization.[187]

3.6  Macrocycles through Boronate Ester Formation

The dynamic covalent condensation of boronic acids with diols to form boronate esters 
has been widely used to prepare COFs,[188–190] capsules,[191,192] and shape‐persistent 
cages.[193,194] Boronate ester formation has also been used to prepare shape‐persistent 
macrocycles.[195] Northrop and co‐workers reported efficient synthesis of various 
 boronate ester macrocycles (66–69) through simple condensation of bis(catechol) 
derivatives (61–64) and 1,4‐benzene diboronic acid (65) (Scheme 3.20).[196] Addition of 
4 Å molecular sieves assisted full conversion of the starting materials. It was found 
that incorporation of large solubilizing chains improves the solubility of macrocycles, 
but reduces the stability of the macrocycles in protic solvents.[197] Comparison of the 
UV‐Vis and fluorescence spectra of 66 and 67 revealed that the electronic properties of 
these macrocycles can be fine‐tuned by changing the conjugation length. Thus, finding 
the optimal balance of solubility, functionality, and stability is critical to obtaining more 
complicated analogues.

3.7  Macrocycles through Orthogonal Dynamic 
Covalent Reactions

Orthogonal dynamic covalent chemistry (ODCC) has attracted great attention since 
it  was first introduced in the early 2000s, and many interesting system have been 
 realized.[55,198] While dynamic covalent approaches utilizing a single type of chemical 
 transformation usually produce highly symmetric homo‐sequenced shape‐persistent 
macrocycles, ODCC provides an opportunity to incorporate two or more[199] different 
functionalities into a discrete molecular structure and enables interesting applications 
such as molecular machines.

The pioneering work by Severin and Nitschke on the synthesis of hetero‐sequenced 
macrocycles through a combination of imine condensation and boronic acid condensa-
tion was reported in 2008 (Scheme  3.21).[200,201] In Severin’s synthesis, condensation 
of 3‐formylphenylboronic acid, pentaerythritol, and 1,4‐diaminobenzene in a Dean–
Stark trap provided macrocycle 70 in 40% yield. Interestingly, Nitschke and co‐workers 
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obtained the very similar three‐component macrocycle 71 by using 2‐formylphenylbo-
ronic acid instead of 3‐formylphenylboronic acid. This result indicates such macrocy-
cles are likely to be flexible and their formation is not sensitive to building‐block 
geometries. This is in great contrast to shape‐persistent aryleneethnylene macrocycles 
or arylenevinylene macrocycles, whose structures are highly dependent on the angle 
and directionality of the functional groups attached to building blocks. For example, 
ortho‐propynyl substituted phenylenes preferably form cyclic trimer, whereas meta‐
propynyl substituted phenylenes form cyclic hexamer.

In 2013, Zhang and co‐workers found that imine metathesis and olefin metathesis 
could be used in a one‐pot cyclization to prepare hetero‐sequenced macrocycles.[202,203] 
Although the simultaneous imine and olefin metathesis was found to be sluggish and 
provided the target macrocycle in low yield, sequential orthogonal reaction strategies, 
especially the imine‐then‐olefin metathesis, was fairly efficient (Scheme 3.22).[202] Imine 
metathesis catalysed by trifluoroacetic acid (TFA), followed by removal of acid catalyst 
and water by‐product under vacuum, and finally olefin metathesis using Hoveyda–
Grubbs’ second‐generation catalyst, provided a series of hetero-sequenced macrocycles 
bearing different sizes and shapes (72–76) prepared in good yields (64–85%) from vari-
ous combinations of a small set of building blocks: ortho‐, meta‐, and para‐phenylenes 
(Scheme 3.22). Three‐component assembly of macrocycle 76 was also accomplished. 
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Although macrocycle 76 appears to be the predominant product in 1H NMR spectra 
and GPC trace of the crude product mixture, a low isolated yield (20%) was obtained. A 
small amount of homo‐sequenced vinylene‐linked macrocycle formed through olefin 
metathesis was also observed as a side product. Although such sequential ODCC meth-
odology provides facile access to hetero‐sequenced shape‐persistent macrocycles, a 
truly orthogonal one‐pot dynamic covalent approach is anticipated.

3.8  Conclusions and Outlook

The recent development of dynamic covalent chemistry has opened a new chapter in 
shape‐persistent macrocycles research. The convenient access to multi‐gram scale 
macrocycles through a one‐step dynamic covalent approach will greatly facilitate the 
exploration of their diverse applications in chemistry, materials science, and biology 
systems. Although it is still very much in infancy, one‐step assembly of multi‐ component 
and multi‐functional macrocycles from simple precursors is not a distant goal.

Various interesting applications have been demonstrated using shape‐persistent 
macrocycles:

1) They are frequently used as building blocks for higher‐ordered materials. Self‐ 
association[204] of shape‐persistent macrocycles through π‐stacking and solvophobic 
interactions[54] could form many advanced organic materials, including liquid crys-
tals,[205] frameworks,[206] gels,[207] and nanofibrils.[208] Interactions between the 
peripheral substituents could also lead to self‐assembled monolayers,[209] cyclindri-
cal brushes,[210] vesicles,[119,211] and porous molecular crystals.[212] Polymerization of 
the backbone[213] or the substituted groups,[214] or co‐polymerization with organic 
linkers or metal ions/clusters produced two‐dimensional polymers,[215,216] 
COFs,[110,111,113] and metal–organic frameworks (MOFs).[112]

2) The rigid backbone and inside cavity of shape‐persistent macrocycles make them 
perfect hosts for a variety of guests, such as metal ions,[71] anions,[217] small mole-
cules,[218] polycyclic aromatic hydrocarbons,[219] and fullerenes.[117] Such host–guest 
systems have been used for sensing and molecular electronics, etc.[220–223]

3) Most shape‐persistent macrocycles contain conjugated backbone with solely unsat-
urated bonds and full of aromatic units, for example benzene,[224–226] thiophene,[31,227] 
pyridine,[228,229] naphthalene,[156,230] bipyridine,[231,232] anthracene,[233,234] phenan-
threne,[235–237] phenanthroline,[238,239] carbazole,[104,240] porphyrin,[241–243] and poly-
cyclic aromatic hydrocarbons.[244–246] In addition, their electronic properties can be 
easily controlled by engineering substituents from electron‐donating to electron‐
withdrawing.[247] Therefore, these macrocycles with cyclic conjugation systems have 
been ideal model systems for studying the electronic properties of infinitely conju-
gated systems. Multiple organic electronic devices have been fabricated and their 
performances have been evaluated (see cited references above).

4) The inside cavity, electronic property, and fluorescence of the macrocycles and the 
pore/channel in the higher‐ordered materials formed by π‐stacking or solvophobic 
interactions enabled sensing towards certain targets, while the rigidity of the 
 macrocycle contributed to the selectivity. Sensors fabricated from shape‐persistent 
macrocycles have been reported with sensing abilities towards metal ions,[248] ani-
ons,[249] small molecules,[249] explosives,[2] etc.
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5) Owing to their internal cavity and self‐aggregation ability to form tubular structures, 
these macrocycles have also found application as transmembrane mass transport-
ers.[250] Hexameric phenylene–ethynylene macrocycles bearing amide‐substituted 
groups partitioned into the hydrophobic core of lipid bilayers and self‐assembled 
into transmembrane channels, which showed highly selective ion transportation 
properties and water permeability.

Although a variety of applications have been found for shape‐persistent macrocycles, 
they are mostly explored in laboratory scale and their practical applications have not yet 
been realized. Previously, laborious synthetic efforts to prepare these macrocycles were 
the main hurdle for their widespread application. Nowadays, synthetic routes to certain 
shape‐persistent macrocycles have largely been simplified and higher yields can be 
achieved, which can significantly reduce labor, time, and money costs. Given that 
shape‐persistent macrocycles have already been demonstrated to possess many inter-
esting properties, with a convenient synthetic protocol, the development of novel mac-
rocycles is anticipated (a recent example is the Brønsted pair[251]) and their fantastic 
properties are waiting to be discovered.[252] Recent advances in dynamic covalent 
assembly has already shown the power of the thermodynamically controlled approach. 
However, ongoing efforts also require the development of new dynamic covalent 
 reactions, for example the orthoester exchange reported by von Delius in 2015,[253,254] 
amide formation/exchange,[255] and diethynylene metathesis,[256] to expand the existing 
 synthetic toolset and get access to novel macrocyclic structures and properties. We 
hope this review offers useful insight and exciting examples to scientists and encourages 
more exploration of the possibilities of macrocycles and dynamic covalent reactions.
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4

4.1  Introduction

The design and synthesis of molecular cage compounds with permanent cavities has 
gained intensive attention over the past few decades, mainly due to their important role 
in supramolecular chemistry as host molecules.[1–3] Based on the connection mode, 
molecular cage compounds can be classified into two types: supramolecular cages and 
covalent organic molecular cages (OMCs). The former are usually constructed with 
high yield through self‐assembly of simple precursors via non‐covalent interactions,[4,5] 
such as metal–ligand coordination[6–8] and hydrogen bonding.[9] A large number of 
polyhedral coordination cages formed by articulating organic spacers with appropriate 
metal centers have been reported, which have shown interesting  applications in host–
guest chemistry, for example the stabilization of highly reactive intermediates.[10,11] 
Thanks to the efforts of many groups, the construction of supramolecular cages has 
been relatively well established.

In contrast to supramolecular cages, covalent OMCs have been less well investigated, 
even though the concept of OMCs has been known for almost 50 years.[12–15] The great 
challenge has been their synthesis. Initially, OMCs were synthesized via irreversible bond 
formation in stepwise fashion. The most challenging step to efficiently construct OMCs is 
the final cyclization step. In order to favor intramolecular cyclization to form OMCs over 
intermolecular reaction forming acyclic oligomers, high‐dilution or pseudo high‐dilution 
conditions are required, which limits large scale production of OMCs. Although the yields 
of individual steps might be high, the overall yields are usually quite low.[16–19] For instance, 
trinacrene can be synthesized from hexabromobenzene and furan in four steps, but the 
overall yield is only <0.01%.[20] As an alternative approach, dynamic covalent chemistry 
(DCvC)[21–24] has shown its potential in the construction of OMCs from simple precur-
sors with high yield. In recent years, by using various dynamic covalent reactions, a series 
of OMCs have been successfully synthesized on a large scale, which has facilitated their 
interesting applications in various areas,[25–28] such as porous materials.

In this chapter we will summarize the research progress on OMCs synthesized via the 
DCvC approach. First, we will highlight the synthesis of OMCs using various dynamic 
covalent reactions. After that, strategies of functionalization of OMCs will be 
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mentioned. Finally, we will discuss the interesting applications of these OMCs. We will 
exclude those OMCs prepared through irreversible bond formation, although the yields 
in some cases are still reasonable.

4.2  Synthesis of Organic Molecular Cages

The most critical characteristic of DCvC is that the chemical reactions used are 
 reversible and under thermodynamic control,[21–24] therefore the bond formation can 
possess elements of “error checking” or “proof‐reading”, leading to the most thermody-
namically stable species at equilibrium. For the construction of OMCs, this trait is very 
useful and powerful if building blocks are designed in such a way that the target OMCs 
are thermodynamically the most favored species (minimal angle strain and building 
units). In this section, we will summarize the synthesis of OMCs via various dynamic 
covalent reactions (Table 4.1), such as imine reaction, boronic acid condensation, and 
alkene/alkyne metathesis.

Table 4.1 Dynamic covalent reactions used for construction of OMCs.

Reaction type Chemical reactions

Imine 
condensation 
reaction

R1 CHO + R2-NH2
R1

N R2

–H2O

Hydrazone 
condensation R1 CHO + R2

O

NHNH2

NH
O

R2

–H2O
N

R1

Boronic ester 
condensation R1 B

OH

OH

+ R1 B
O

O–H2O

OH

OH
R2 R2

Boronic acid 
condensation

R B
O B

O
BO

R

R

R B
OH

OH –H2O

Alkyne 
metathesis

+R1 C C R2 R′ C C R″+R1 C C R′ R2 C C R″

Alkene 
metathesis

+R1 C
H

C
H

R2 R′ C
H

C
H

R″+R1 C
H

C
H

R′ R2 C
H

C
H

R″

Disulfide 
exchange

+R1 S S R2 R′ S S R″+R1 S S R′ R2 S S R″

Orthogonal 
reactions

OH
OH

R1 R3
+ NH2+– –R2B CHO

HO

HO
R1

O

O
B R2

N R3

–H2O

+ R2 CHO
R2

N R1

R1

N
R2

–H2O

–C2H4
R1

NH2
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4.2.1 OMCs Synthesized through Imine Reaction

One of the most studied reactions in DCvC is the reversible condensation between 
amines and aldehydes, which involves the loss of H2O to form imine bonds.[29,30] Since 
Cram reported the synthesis of a large hemicarcerand by condensation of aldehyde‐
functional resorcinarenes and 1,3‐diaminobenzene in 1991, imine reaction has emerged 
as a powerful synthetic tool in the construction of OMCs.[31] Following this pioneering 
work, various [2 + 3], [4 + 6], [8 + 12], and [4 + 4] OMCs (the numbers denote how 
many  amine and aldehyde monomers are connected in OMCs) have been prepared 
through condensation of multi‐topic amines with aldehydes. For example, Warmuth 
and co‐workers utilized imine chemistry to synthesize cavitand‐based OMCs. Starting 
from 1,3,5‐tris‐(p‐aminophenyl)benzene (1) and tetraformyl‐substituted cavitand (2), 
they were able to construct a giant rhombicuboctahedron (C1, Scheme 4.1) by [6 + 8] 
condensation, whose structure was confirmed by NMR spectroscopy and mass spec-
trometry analyses.[32] From the DOSY NMR spectroscopy, the solvodynamic diameter 
of C1 was estimated to be 3.9 nm, which is in good agreement with the molecular 
mechanics force field (MM3) optimized space‐filling model.

The Cooper group has contributed a series of [4 + 6] OMCs via imine condensation 
reaction of trialdehydes and diamines. In 2009, they reported the synthesis of three 
OMCs (C2−C4, Scheme 4.2) through the [4 + 6] condensation of 1,3,5‐triformylbenzene 
(3) with 1,2‐ethylenediamine (4), 1,2‐propylenediamine (5), and (R,R)‐1,2‐diaminocy-
clohexane (6), respectively.[33] Very impressively, the products were isolated directly as 
a crystalline solid after leaving the reaction mixture without stirring for ~60 h. As char-
acterized by single‐crystal X‐ray diffraction, these OMCs have tetrahedral symmetry 
and each of them has four approximately triangular windows and six vertices consisting 
of aliphatic amino groups. Later on, the same group found that if the condensation 
reactions were performed in the presence of trifluoroacetic acid (TFA), triply inter-
locked OMCs were assembled in one step without adding any template.[34] For example, 
starting from precursors 3 and 4, catenated [4 + 6] OMC (C5, Scheme 4.3) was formed 
with 60% overall yield. It is assumed that the π–π interaction plays an important role in 
the assembly of these interlocked OMCs, as confirmed by the crystal structures.

Cooper and co‐workers reported an interesting effect of alkanediamine chain length 
on the final structure of OMCs. They reported odd–even effects in synthesizing several 
imine‐based OMCs (Scheme  4.4): diamines with an even number of carbon atoms 
formed [4 + 6] OMCs (C2 and C7), while those with odd numbers of carbon atoms 
formed [2 + 3] OMCs (C6 and C8).[35] Through a computational study, they also pre-
dicted the thermodynamically preferred OMCs and the lowest energy conformer. By 
using this method, they predicted the formation of [4 + 4] OMCs with unique “tetrapod” 
structures, which were later experimentally confirmed through the condensation of 
tris(2‐aminoethyl)amine and tris(4‐formylphenyl)amine.[36] Although they are obtained 
in solution as crystals, such [4 + 4] OMCs are prone to decomposition and cannot be 
isolated as dry solid.

Much larger [4 + 6] OMCs have been obtained via condensation of larger trialdehydes 
and various cyclic diamines. For example, condensation of tris(4‐formylphenyl) amine 
(7) and (R,R)‐1,2‐cyclopentanediamine (8) provided C9 (Scheme  4.5).[37] Similarly, 
Wang and co‐workers prepared [4 + 6] OMC (C10, Scheme  4.6) by condensation of 
1,3,5‐tris‐(4‐formylphenyl)triazine (9) and 6.[38] The crystal structure analysis showed 
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Scheme 4.2 Synthesis of tetrahedral cages C2–C4. The crystal structures of C2–C4 are shown.
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Scheme 4.3 Synthesis of catenated C5. The crystal structure of C5 is shown.

H2N-(CH2)n-NH2
n = 2, 3, 4, 5

3

+

C6 (24%) C8 (100%)
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OHC
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CHO

n = 3 n = 5

n = 4
n = 2

Scheme 4.4 Synthesis of imine‐based C2, C6, C7 and C8 with odd–even effects.



4 Organic Cages through Dynamic Covalent Reactions170

that C10 has a tetrahedral symmetry with an external distance of 3.0 nm and a large 
cavity of ~2070 Å3. Interestingly, when triamine 7 and diamine 6 were condensed, the 
even larger [8 + 12] OMC (C11, Scheme 4.7) was obtained through the formation of 
24  imine bonds.[39] From the crystal structure, C11 has an outer diameter of 2.9 nm. 
A  large [8 + 12] OMC (C12, Scheme  4.8) was also prepared by Skowronek and  
co‐workers through the reaction of 1,3,5‐triaminocyclohexane (10) and 4‐tert‐
butyl‐2,6‐diformylphenol (11).[40] According to the crystal structure analysis, C12 
 features a large intrinsic cavity and has an outer diameter of 3.0 nm.

It should be noted that the OMCs containing flexible aliphatic diamine monomers were 
mostly collected as precipitates (precipitation‐driven) from the reaction solution. 
Precipitation of OMCs greatly facilitates the synthesis and isolation of these interesting 
compounds. However, precipitation is considered as irreversible kinetic trapping due to 

8
NH2H2N

6 ×

4 ×

OHC CHO –12H2O

C9 (90%)

CHO

N

7

+

Scheme 4.5 Synthesis of C9. The crystal structure of C9 is shown.

CHO

CHO

H2N NH2

6

9
+

–12H2O

C10 (96%)

OHC

4 ×

6 ×

N N

N

Scheme 4.6 Synthesis of C10. The crystal structure of C10 is shown.
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the slower exchange kinetics between components in solution and precipitates. Since pre-
cipitates cannot freely exchange with other library components in the dynamic system, the 
reversible reaction involves precipitation of the products should be considered to be a 
kinetically interrupted dynamic system. Flexible aliphatic diamine linkers would likely 
form flexible OMCs, whose formation depends much less on enthalpy. Therefore, the pos-
sibility that preferred formation of entropically less favored larger cages [4 + 6] over [2 + 3] 
or [8 + 12] over [4 + 6] is precipitation‐driven cannot be ruled out.

Mukherjee and co‐workers also reported the precipitation‐induced synthesis of 
OMCs through imine chemistry and demonstrated an interesting self‐sorting process 
in a multicomponent system.[41] Condensation of 2 equivalents of triamine and 3 equiv-
alents of dialdehyde in solution induced the precipitation of OMCs C13–C16, which 
were collected as pure products through filtration. Interestingly, although two different 

12 ×

8 ×

–24H2O

C11 (87%)

OHC

CHO

CHO

+

NH2H2N

7

N

6

Scheme 4.7 Synthesis of C11. The crystal structure of C11 is shown.
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dialdehydes (12 and 13) and two different triamines (14 and 15) were mixed together to 
react, only two specific OMCs (C14 and C15, Scheme 4.9) were precipitated from the 
solution. They also found a non‐self‐sorted cage could be transformed to either one of 
the self‐sorted OMCs by allowing it to react with the appropriate triamine or dialde-
hyde. In this kinetically interrupted dynamic system (i.e., products precipitate as kinetic 
traps), the driving force for the preferred formation of two OMCs over other possibili-
ties in a multi‐component system is especially complicated, which is hard to explain 
with the available kinetic and thermodynamic parameters obtained on the individual 
component’s behavior in the absence of competitors.

To selectively form target OMCs over others from flexible aliphatic building blocks, 
a template‐directed approach is also commonly used. For example, Wang and co‐work-
ers prepared several porphyrin‐based OMCs via one‐pot template‐directed imine 
condensation.[42,43] Starting from zinc(II) meso‐tetra(m‐formylphenyl)porphyrin (16) 
and by selectively choosing the templating linker and diamine length, porphyrin‐based 
OMCs (C17–C19, Scheme 4.10) bearing different sizes were obtained with quantita-
tive conversion.
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Scheme 4.9 Syntheses of C13–C16 and the self‐sorting behavior in the formation of C14 and C15.
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Recently, Kimoon and co‐workers also reported the synthesis of porphyrin‐based 
OMCs (C20 and C21, Scheme  4.11) through rational design of monomers in the 
absence of any template.[44] By combination of three‐connected triangular (15 or 18) 
and four‐connected square‐shaped (17) building units, C20 or C21 bearing a cavity as 
large as 1.95 nm was formed. It is interesting to note that C20, consisting of rigid aro-
matic‐rich aldehydes/amines, is obtained in the solution phase in almost quantitative 
yield, whereas C21, consisting of flexible aliphatic triamine 15, was obtained as 
precipitates.

Rigid imine‐based OMCs consisting of aromatic amines and aromatic aldehydes have 
also been studied by a couple of groups. In 2008, the Mastalerz group reported the syn-
thesis of an endo‐functionalized [4 + 6] OMC (C22, Scheme 4.12) by condensation of 
trisaminotriptycenes (19) and salicyldialdehydes (11).[45] According to the minimized 
structural model, C22 displays a tetrahedral symmetry with the hydroxyl groups point-
ing inside the cage interior, which was further verified through a single X‐ray diffraction. 
An exo‐functionalized [4 + 6] OMC was formed when 4,6‐diformyl‐2‐methylresorcinol 
was used in place of 11.[46] In addition, they investigated the influence of molecular 
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 rigidity of the precursors on the formation of OMCs.[47] Starting from 19 and 
bis(salicylaldehyde) (20 or 21), two exo‐functionalized [2 + 3] OMCs (C23 and C24, 
Scheme 4.13) were obtained. However, the yield of C24 is much lower than that of C23, 
indicating that a predefined geometry of reacting functional groups is beneficial for cage 
formation.
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Zhang and co‐workers also reported synthesis of a series of [2+3] OMCs using rigid 
 aromatic building blocks in solution phase through imine chemistry. As shown in 
Scheme 4.14, the condensation of triamine 22 with dialdehyde 23 provided C25 in good 
yield. In contrast to the formation of many OMCs consisting of aliphatic amines (e.g., 
C2–C7), the reaction mixture stayed as a clear solution throughout the reaction, which 
indicates that all reaction intermediates were able to equilibrate with each other. It was 
observed that oligomers/polymers formed at the beginning of the reaction, which was 
followed by their gradual transformation to a cage product. The isolation of C25 in high 
yield after imine reduction indicates that C25 is indeed thermodyanmically the most 
stable species. Zhang and co‐workers also studied buidling block design principles. 
Unlike aformentioned flexible building blocks, the orientation of aldehyde and amino 
groups in these purely aromatic rigid building blocks are found to be critical for the 
successful formation of OMCs. “Misalignment” of amine and aldehyde functional 
groups results in significant angle strain and prohibits the formation of OMCs. For 
example, no cage product was observed when planar triamine 22 was reacted with dial-
dehyde 24, whereas cage C26 was formed in high yield when dialdehyde 24 was reacted 
with triangular triamine 25 (Scheme  4.15). Therefore, the formation of OMCs from 
rigid building blocks is highly sensitive to the geometry of building blocks and the 
 orientation of the functional groups, which determine the enthalpic parameter of this 
thermodynamically controlled process. Since the hydrolytic stability of imine bonds is 
the concern, the Zhang group reduced the imine bonds to amines in situ and isolated 
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OMCs through column chromatogarphy after reduction. Although Cooper and  
co‐workers reported that crystals of C4 are stable in boiling water for at least 4 h, the 
stability of many other imine‐linked OMCs is largely unexplored.

4.2.2 OMCs Synthesized through Boronic Acid Condensation

As a well‐known dynamic covalent reaction, the condensation of boronic acids with 
diols to give boronate esters has been widely utilized to construct OMCs. For example, 
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Scheme 4.14 Synthesis of cage C25. The crystal structure of C25 is shown.
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Iwasawa and co‐workers reported the guest‐induced synthesis of two diastereomeric 
OMCs (C27, Scheme 4.16) from 1,3,5‐benzenetriboronic acid (27) and racemic tetraol 
(26).[48] A highly symmetric [2 + 3] OMC (homo‐C27) was synthesized in the presence 
of p‐xylene, whereas a diaseromeric [2 + 3] hetero OMC (hetero‐C27) was produced in 
the presence of o‐xylene or m‐xylene. In another example, Kubo and co‐workers 
reported a heterodimeric OMC through [1 + 1] condensation of cyclotricatechylene and 
a boronic acid‐appended hexahomotrioxacalix[3]arene.[49] This condensation reaction 
cannot happen at room temperature in a protic solution, but the OMC could be formed 
quantitatively after the addition of Et4NAcO, probably due to the template effect of the 
cation through cation–π interactions.

Mastalerz and co‐workers reported a very large OMC (C28, Scheme 4.17) synthe-
sized by a 48‐fold condensation of eight molecules of 27 and 12 triptycene tetrol (28).[50] 
Single crystals suitable for crystallography were obtained by slow diffusion of n‐hexane 
into a saturated solution of C28 in chloroform. The crystal structure shows that C28 
has a cavity with a minimum inner diameter of 2.6 nm and a maximum inner diameter 
of 3.1 nm. Later on, using an isostructurally similar triptycene‐based precursor (29), 
they synthesized another OMC (C29, Scheme  4.17).[51] They also succeeded in 
 obtaining single crystals suitable for X‐ray analysis by vapor diffusion of n‐hexane into 
a saturated solution of C29 in chloroform. Interestingly, an interlocked structure 
 consisting of two quadruply interlocked C29 structures was found in the solid state, 
which has an ellipsoid shape with dimensions of 4.6–4.7 nm in length and 4.0 nm in 
width. This  catenation phenomenon is unexpected, as 1H NMR analysis of the solution 
confirmed the presence of C29. The catenane is formed exclusively during the crystal-
lization and is transformed into the non‐catenated C29 as soon as it is redissolved in 
solvent,  indicating catenane is not the thermodynamically favored species. This is 
another example of precipitation‐induced formation of thermodynamically less‐favored 
species (similar enthalpy but entropy loss) from a dynamic system.

Beuerle and co‐workers also reported several OMCs synthesized via boronate ester 
condensation. In 2014, they reported the synthesis of two [8 + 12] OMCs (C30 and C31, 
Scheme 4.18) through condensation of catechol‐functionalized tribenzotriquinacenes 
(30) and phenylene diboronic acids derivatives (31 and 32).[52] C30 was obtained as 
insoluble microcrystalline material directly from the solution, but as the precursor 32 
has additional solubilizing groups (two butyl chains), the solubility of C31 is enhanced. 
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Scheme 4.16 Solvent effect on the formation of hetero‐C27 and homo‐C27.
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From the calculations, both OMCs have cubic symmetry Oh. Moreover, C31 exhibits a 
diagonal corner‐to‐corner distance of 3.2 nm, which is consistent with that calculated 
from DOSY NMR spectra. Later on, by condensation 30 and diboronic acids with vary-
ing angles between the two reactive sites (33 and 34), they were able to synthesize 
another two OMCs (C32 and C33, Scheme  4.19) with bipyramidal and tetrahedral 
geometry, respectively.[53] They also investigated the self‐sorting of ternary mixtures 
containing two competitive boronic acids, which revealed either narcissistic or social 
self‐sorting behavior. For example, a ternary mixture of 30/33/34 or 30/31/33 under-
went narcissistic self‐sorting to form individual binary cages exclusively, whereas a 
mixture of 30/32/34 in 2:1:2 ratio yielded a three‐component cage with lower symme-
try through social self‐sorting.

In addition, the self‐condensation of boronic acid to form boroxine has been utilized 
to synthesize OMCs. Recently, Iwasawa reported the self‐assembly of a series of 
 boroxine‐based OMCs by simple dehydration of rationally designed diboronic acids with 
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different angles between two C − B bonds.[54] For example, starting from 3,6‐disubstituted 
carbazole derivative (35) with angle of 84°, an octahedral OMC (C34, Scheme 4.20) was 
quantitatively formed on heating at 60 °C in the presence of 4 Å molecular sieves. They 
successfully obtained single crystals through slow vapor  diffusion of n‐hexane into a  
4‐bromoanisole solution of C34. The X‐ray crystal  structure analysis confirmed the 
expected octahedral structure with a distance between the diagonal nitrogens of 2.8 nm.

4.2.3 OMCs Synthesized through Alkene/Alkyne Metathesis

Alkene metathesis is an organic reaction that entails the redistribution of fragments of 
alkenes by the scission and regeneration of carbon–carbon double bonds. Alkyne 
metathesis is similar to alkene metathesis, but deals with redistribution of carbon-car-
bon triple bonds instead of carbon-carbon double bond. Alkene/alkyne metathesis has 
played an important role in organic synthesis. The reversible nature of alkene/alkyne 
metathesis has made it an effective synthetic strategy for OMCs  construction. Compared 
to those formed through imine or B–O linages, the ethylene/ethynylene‐linked OMCs 
exhibit much higher stability, which would allow a wider foreground of applications. In 
this section, we will introduce the synthesis of OMCs via alkene and alkyne metathesis.

Konishi and co‐workers reported template‐directed synthesis of a novel OMC (C35, 
Scheme  4.21) through olefin metathesis starting from zinc meso‐tetraarylporphyrin 
with four terminal‐olefin functionalities (36).[55] Pyridine‐functionalized Au55 was used 
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as the template, which can bind porphyrin units through N–Zn interactions. 
Intermolecular alkene metathesis formed C35, consisting of six zinc porphyrins with 
Au55 confined inside, as confirmed by the MALDI TOF‐MS spectrum.

Recently, Heitz and co‐workers also presented a large and flexible porphyrin‐based 
OMC (C36, Scheme 4.22) synthesized through a template‐directed alkene metathesis 
approach.[56] In the presence of 1,4‐diazabicyclo[2.2.2]octane (DABCO) as a template, 
C36 was formed through one‐step ring‐closing olefin metathesis of a porphyrin 
 derivative bearing four alkene groups (37). The crystal structure of C36 reveals a highly 
symmetric structure, in which the DABCO is complexed in between the porphyrinic 
units through regular N–Zn bonds. Moreover, when subjected to acidic conditions, the 
template could be removed. Later on, using the same strategy, Li and co‐workers 
described the fabrication of a suite of flexible porphyrin‐based OMCs and nanorings.[57] 
Similar to the previous example, the tetraalkene‐derived zinc porphyrin monomers 
were preorganized in the presence of various multidentate ligands, and further one‐step 
alkene metathesis provided porphyrin‐based OMCs and nanorings.

Similar to alkene metathesis, alkyne metathesis has also been practiced in the synthe-
sis of OMCs. The Zhang group has pioneered using this reaction to construct OMCs. 
In 2011, they reported the first example of successfully synthesizing a three‐dimen-
sional rectangular prismatic OMC (C37, Scheme 4.23) through alkyne metathesis with-
out using a template.[58] From a readily accessible porphyrin‐based precursor (38), C37 
could be obtained in one step with reasonable yield. Later on, using the same reaction, 
they reported the construction of two highly stable interlocked OMCs (C38 and C39, 
Scheme 4.24) from simple triyne building blocks (39 and 40).[59] It is noteworthy that 
the formation of interlocked C38 and C39 is thermodynamically favored in solution, 
which represents the first example of the thermodynamically controlled solution‐phase 
synthesis of interlocked OMCs. More recently, they systematically investigated the 
effect of the size and geometry of the building blocks on the formation of aryleneethy-
nylene OMCs.[60] From their results, the dimensions of building components and 
kinetic competitions play critical roles in determining the topology of the assembled 
structure.
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The Zhang group also attempted to synthesize tetrahedral‐shaped OMCs via alkyne 
metathesis starting from tritopic precursors.[61] However, these precursors rapidly 
formed tetramers with D2h symmetry under the alkyne metathesis condition. Later, 
tetrahedral OMCs were successfully synthesized by Moore and co‐workers via alkyne 
metathesis from two rationally designed trialkoxy‐based precursors.[62] Starting from 
precursor 41, tetrahedral‐shaper C40 was obtained in near‐quantitative yields (>99%) 
(Scheme 4.25). They hypothesized that the desired product becomes kinetically trapped 
under the reaction conditions, which was further proved by dynamic scrambling exper-
iments: the tetrahedral OMCs no longer exchange their vertices once they are formed, 
therefore kinetically trapped products may facilitate high yields of complex products 
from dynamic covalent synthesis.

4.2.4 OMCs Synthesized through Other Reactions

In contrast to the OMCs mentioned above, OMCs constructed through other linkages 
(e.g., disulfide bond and hydrazine bond) have also been reported. Herein, we will 
briefly introduce the synthesis of OMCs via these reactions.

The dynamically reversible formation of disulfide bonds, which plays a significant 
role in biological processes, can be used to synthesize OMCs. In 2009, Horing and 
co‐workers presented the synthesis of tri(disulfide) OMC (C41, Scheme 4.26) by oxida-
tion of 42.[63] It is noteworthy that crystals of C41 were found as precipitates when the 
oxidation was conducted in DMF solution. Additionally, the nucleophilic substitution 
reaction of 43 and 44 also yielded C41. Sanders and co‐workers also reported the 
 discovery of several OMCs assembled from simple tri‐ and dithiol building blocks.[64] 
By using a template‐driven synthetic approach, a series of water‐soluble disulfide‐linked 
OMCs were generated on templation by positively charged polyamine guests of 
 appropriate shape and length. They found that the templates played a crucial role in the 
efficient and selective synthesis of OMCs.

The condensation of hydrazine and aldehyde organic building blocks to give 
 hydrazone derivatives has also been used to construct OMCs. However, only one 
such example has been reported up to now. Very recently, Sessler and co‐workers 
reported the synthesis of an interlocked OMC (C42, Scheme 4.27) with hydrazone 
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Scheme 4.25 Synthesis of tetrahedral C40 through alkyne metathesis. The crystal structure of C40 
is shown.
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linkage in an acidic aqueous medium. Heating the reaction mixture of 45 and 46 at 
70 °C for 8 h provided C42.[65] By slow vapor diffusion of Me2CO into the reaction 
mixture in D2O, single crystals of C42 were obtained. From a side view of the crystal 
structure, π–π donor–acceptor interactions between the phenyl and triazine subu-
nits were observed, as inferred from an average separation distance of 3.5 Å. 
Interestingly, C42 was found to undergo decomposition after adding DMSO to the 
aqueous solution, presumably as a result of suppressed hydrophobic interactions. 
However, it can be regenerated via the removal of DMSO and addition of water, 
indicating that C42 is not the thermodynamically favored product in the presence of 
organic solvents.

OMCs have also been synthesized through orthogonal dynamic covalent reactions. 
Through the combination of both dynamic imine and boronic ester condensation, 
several OMCs have been synthesized via a one‐pot fashion. For example, Nitschke 
and co‐workers successfully synthesized an OMC (C43, Scheme 4.28) from cyclotri-
catechylene (47), m‐xylylenediamine (48), and 2‐formylphenylboronic acid (49) in 
DMF.[66] Severin and co‐workers reported an OMC (C44, Scheme 4.29) synthesized 
from trisamine (50), pentaerythritol (51), and 4‐formylphenylboronic acid (52).[67] 
By using the elongated building block 4‐(4‐formylphenyl)phenylboronic acid (53), a 
large OMC (C45, Scheme 4.29) was also obtained. Interestingly, when the formation 
of C44 and C45 was performed by ball‐milling procedure, the reaction yield was 
improved significantly compared to the solution‐based method they tested (94% vs. 
24% in the case of C44, and 71% vs. <40% in the case of C45).

By combining imine metathesis and olefin metathesis, Zhang and co‐workers 
reported an OMC (C46) assembled from six vinylaminocarbazole (54) and two trial-
dehyde (55, Scheme 4.30).[68] In a typical reaction, the reaction mixture was stirred 
for a while under the catalysis of TFA and left under vacuum before the addition of 
olefin metathesis catalysts. By passing the crude product through a short plug of silica 
gel using chloroform as the eluent, C46 was obtained in 51% yield. Zhang and co‐
workers also examined the construction of C46 in a true one‐pot, orthogonal fashion, 
by adding both acid and olefin metathesis catalysts at the same time. However, 
increased formation of side products was observed along with some C46, indicating 
operating dynamic imine and olefin metathesis simultaneously to achieve complex 
molecular architectures might be feasible but still need further refinement.
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4.3  Functionalization of Organic Molecular Cages

The functionalization of OMCs has gained increasing attention, as it can enhance 
 possible functions associated within the cavities of OMCs. Starting from precursors 
with functional groups, OMCs with desired properties can be synthesized directly. 
For example, electron‐deficient cage C10 suitable as a host for electron‐rich molecules 
can be obtained from electron‐deficient triazine‐based precursor.[38] However, it is 
often challenging to incorporate such functional groups directly into OMCs. Alternative 
approaches therefore have been developed to functionalize OMCs, mainly post‐ 
synthesis and “mix and match” approaches. In this section, we will focus on the 
 functionalization of OMCs via these two methods.

Post‐synthesis strategy has been widely used to construct functional materials, 
since it can covalently attach functional moieties into the main molecular skeleton 
after the scaffold is formed. The functionalization of OMCs through the post‐synthetic 
method has been less explored. Until now, only a few reactions have been successfully 
used to modify OMCs. For example, Mastalerz and co‐workers presented the post‐
synthetic modification of OMC (C22, Scheme 4.31) by Williamson etherification,[69] 
aiming to “fine‐tune” the pore structure of the resulting material in the solid state. 
Initially, they tried to synthesize the targeted OMCs from functional precursors 
directly, but all attempts were far from satisfactory. On the contrary, functionalization 
of cage interior was successfully accomplished through alkylation of the phenolic 
hydroxyl groups.
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Another promising reaction that has been utilized to functionalize OMC is imine 
reduction. Due to the reversible nature of the imine bond, imine‐linked OMCs usually 
suffer problems of chemical instability, thus limiting their wider applications. In order 
to avoid this, a general approach is to reduce the imine linkages to secondary amines 
through treatment with reducing agents. A series of amine‐based OMCs have been 
successfully prepared by reduction of imine‐based OMCs. For example, Zhang 
and co‐workers reported several amine‐based OMCs (C25, C47–C49, Scheme 4.32) 
in  good yields by imine condensation of triamines and dialdehydes followed by 
 reduction.[70] These amine‐based OMCs overcome some of the drawbacks of their 
 precursors, for example sensitive to acidic conditions and water.

These amine‐based OMCs can be further modified via post‐synthetic strategy to 
 provide interesting properties. For example, Cooper and co‐workers reported the post‐
synthetic “tying” of an amine‐linked OMC (C50, Scheme 4.33),[71] which was  synthesized 
in high yield by reduction of C4 with NaBH4. They found dissolution of C50 in acetone 
produced prism‐shaped single crystals after ∼ 30 min, which was later confirmed by 
several characterizations to be a new OMC C51, featuring one of the six diamine 
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vertices tied with acetone. Subsequently, by mixing C50 with formaldehyde at 70 °C in 
methanol, another OMC (C52) with all six diamine groups tied with formaldehyde 
(aminal formation) was obtained. Interestingly, C52 showed excellent stability in either 
acidic or basic solution. Through one‐step amidation, cage C50 was also successfully 
converted to dodecaamide cage.[72]

Mukherjee and co‐workers reported another post‐synthetic modification of an 
amine‐based OMC (C53, Scheme  4.34) through one‐pot, copper(I)‐catalysed multi-
component A3‐coupling of amine groups, formaldehyde, and terminal alkyne.[73] By 
employing this reaction, OMCs with phenyl‐, xylyl‐, and naphthyl‐acetylene moieties 
appended to each amine have been successfully synthesized.

The second strategy used to functionalize OMCs is “mix and match”. This concept is 
quite straightforward and very efficient, as functional OMCs can be constructed by 
either chemical or physical mixing. By using a dynamic imine–imine interchange 
 reaction, Cooper and co‐workers reported a chemical approach for desymmetrizing 
OMCs (Scheme  4.35).[74] Starting from 3 and a mixture of 4 and 6 with different 
ratios, various OMCs with a range of structures were synthesized via imine reaction. 
Interestingly, a number of different molecular pores could be combined in a single solid. 
They also reported a modular assembly concept to produce functional OMCs, through 
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co‐crystallization of different OMCs into one crystal network. In a typical experiment, 
physical mixing of two or more solutions of prefabricated OMCs produced a new 
 crystalline polymorph. More importantly, the structures of the resulting polymorph 
could be predicted using a Monte Carlo simulation method, thus opening up many 
possibilities of computation‐aided design of new materials.
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Scheme 4.33 Synthesis of “tied” porous cages C51 and C52. The crystal structures of C51 and C52 
are shown.
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4.4  Applications of Organic Molecular Cages

By using DCvC approach, a diversity of OMCs have been synthesized from simple 
 precursors on a large scale and their applications in different areas have been widely 
investigated. In this section, we will summarize the application of OMC‐based 
 materials synthesized via a DCvC strategy.

4.4.1 Molecular Recognition

As molecular container compounds, OMCs have shown promising application in 
supramolecular chemistry. The well‐defined cavity of OMCs makes them ideal hosts 
for various guest molecules ranging from ions to molecules. For example, the above‐
mentioned C1 can host tetraalkylammonium salts in toluen.[32] Owing to a better fit 
within the cavity, (n‐octyl)4NBr is more strongly bound in C1 than (n‐heptyl)4NBr. 
Delgado and co‐workers reported that a hexaamine OMC (C54, Scheme  4.36) 
 synthesized by reduction of an imine‐based OMC, exhibited selective recognition of 
di‐negative anions over mono‐negative ones at pH values below 5.[75] They successfully 
obtained the X‐ray crystal structure of sulfate cryptate, which shows that sulfate anion 
is encapsulated in the cavity of C54 and is sited between the two 2,4,6‐triethylbenzene 
caps. Recently, Nitschke reported two water‐soluble amine‐based OMCs, with the 
larger one able to host aromatic polyanions in aqueous media with great affinity.[76]

OMCs can also host molecules of a certain size and shape, for example fullerenes. The 
rigid C37, which has a cavity with a height of 11.9 Å and a diameter of 18.3 Å according 
to the theoretical calculation, can serve as an excellent receptor for fullerenes by donor–
acceptor interaction (Scheme  4.37).[58] It forms 1:1 complexes with C60 and C70 in 
 toluene and shows high selectivity (>1000) in binding C70 over C60. Moreover, the asso-
ciation and dissociation of fullerene–C37 complexes can be reversibly tuned when 
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Scheme 4.35 The synthesis of OMCs with a range of structures by using a “mix and match” strategy.
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treated with acid and base, which enables the isolation of C70 from a C60‐enriched 
fullerene mixture through the “selective complexation − decomplexation” strategy. Later 
on, by simply mixing a 1,2‐dichlorobenzene solution of C60@C37 and a single‐walled 
carbon nanotube, they obtained a novel donor − acceptor nanohybrid through π–π 
interaction that can be used for light‐harvesting.[77]

Recently, Kobayashi and co‐workers reported a series of OMCs with different cavity 
sizes constructed through boronic ester condensation of cavitand tetraboronic acid 
with various bis(catechol) Linkers.[78] Each OMC has a different size depending on the 
linker used and shows particular guest encapsulation selectivity. They also demon-
strated that a chiral OMC consisting of a chiral bis(catechol) linker can express 
 diastereomeric encapsulation selectivity with respect to a prochiral biphenyl guest.

Quartz crystal microbalances (QCMs) are sensitive gravimetric analysis tools that 
can be used to determine the affinity of molecules to a surface functionalized with 
 recognition sites. Depositing OMCs as a thin film onto a QCM may generate highly 
sensitive detectors for various analytes. Mastalerz and Waldvogel successfully modified 
QCMs with OMCs (e.g. C22) or model compounds using electrospray techniques.[79] 
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Scheme 4.36 The encapsulation of sulfate cryptate by C54. The crystal structure of the complex 
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Scheme 4.37 The schematic presentation of the C70 isolation process. The energy‐minimized 
structure of C70@C37 is shown.
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These modified QCMs are highly sensitive to aromatic solvent vapors. A clear “cage 
effect” was observed when compared to model compounds: a higher affinity for larger 
aromatics was observed with increased cage cavity size. Later on, Mastalerz and 
Waldvogel modified QCMs with a series of amine‐based OMCs, which were able to 
selectively detect the drug γ‐butyrolactone (GBL). They proposed that the hydrogen 
bonding interactions between GBL and the endo‐functionalized groups in OMC play 
an important role in guest tracing.

4.4.2 Molecular Flask

Like supramolecular cages, OMCs with hollow structures have been used as molecular 
flasks that protect guests from the outer environment. For example, Warmuth and co‐
workers reported a water‐soluble OMC that is able to stabilize the highly strained and 
reactive Bredt olefin protoadamantene.[80] They reported that the encapsulated proto-
adamantene is stable for days at room temperature in DMSO–d6/CD3CN due to pro-
tection from the bulk solvent by the OMC. Also, under such conditions imine bonds are 
found to be stable, thus preventing cage decomposition and release of the guest. 
However, in D2O, the protoadamantene has a lifetime of only a few minutes due to the 
hydrolysis of imine bonds, which leads to decomposition of the OMC and release of the 
guest. These results clearly demonstrate that OMCs can be used to stabilize thermally 
unstable molecules or fragile reactive species under certain conditions.

The spatially confined cavity of OMCs has also provided a unique place to perform 
reactions in a controlled manner. For example, Zhang and co‐workers reported a novel 
strategy for the controlled synthesis of gold nanoparticles (AuNPs) through NP nuclea-
tion and growth inside the cavity of an OMC (C55, Scheme 4.38) that was functional-
ized with interior thioether groups.[81] By using the two‐phase liquid–liquid approach, 
they successfully synthesized AuNPs with a narrow size distribution (1.9 ± 0.4 nm).

Xu and co‐workers reported the utilization of C4 as a support for immobilizing 
Rhodium (Rh) NPs of ultrasmall size (∼1.1 nm) (Scheme 4.39).[82] Since C4 provides an 
ideal platform for homogenizing the catalysis in solution, the catalytic performance of 
the obtained C4‐supported RhNPs was tested. The study showed that such a complex 
exhibits significantly enhanced catalytic activity toward various liquid‐phase catalytic 
reactions, such as methanolysis of ammonia borane, due to the well‐dispersed catalytic 
sites in solution. More recently, Mukherjee and co‐workers also demonstrated that 

C55 AuNP@C55

HAuCl4

TOAB
NaBH4

Scheme 4.38 Template synthesis of AuNPs within C55. A transmission electron microscopy (TEM) 
image of such AuNPs is also shown.
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amine‐based OMCs foster the size‐controlled synthesis of PdNPs. Such heterogeneous 
encapsulated PdNPs catalysts have shown superior catalytic performance over some 
well‐known palladium catalysts in the cyanation of aryl halides under heterogeneous 
and additive‐free conditions.[83]

The polymerization reactions within OMCs have also been investigated. Uemura and 
co‐workers reported the first example of radical polymerization of vinyl monomers in 
C4 with extrinsic porosity (Scheme 4.40).[84] Interestingly, the polymerization reaction 
strongly depends on the dynamic and responsive packing structure of C4. It has been 
shown that C4 is highly selective on the polarity of substrates, which is useful to prevent 
the incorporation of unfavorable monomers into the polymeric products.

4.4.3 Porous Solid

Being composed of lightweight elements, OMC‐based porous materials have been 
touted as potential candidates for gas storage. In 2009, Cooper and co‐workers demon-
strated for the first time that OMCs can assemble into crystalline microporous materi-
als with permanent porosity,[33] as a consequence of both the internal voids in the OMCs 
and the inefficient molecular packing in the solid state. Building on this seminal work, 
the construction of OMC‐based porous materials has gained intensive attention and 
great progress has been made over the past few years. Brunauer–Emmett–Teller (BET) 
surface areas approaching 4000 m2 g–1 have been reported, which is comparable to 
many other porous materials. The other great advantage of OMC‐based porous materi-
als is the tenability of porosity by changing the polymorphism of OMCs. In this section, 
we will mainly discuss the applications of these porous materials.
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Scheme 4.39 Preparation of homogenized heterogeneous catalyst and its heterogeneous 
counterpart.
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Cooper and co‐workers showed that OMCs (C2–C4) could be desolvated to generate 
porous materials that adsorb nitrogen, hydrogen, methane, and carbon dioxide.[33] 
They also studied the water absorption behavior of C4, and showed that C4 is stable to 
moisture and can reversibly adsorb up to 20.1 wt% water in the crystalline state.[85] 
Moreover, they found that C4 can adsorb iodine in the solid state (Figure  4.1).[86] 
According to the X‐ray crystal structure, iodine atoms exist as V‐shaped I5

– species in 
and between the C4. On doping through vapor sublimation, the conductivity of C4 has 
been significantly enhanced in the case of I5

–. Besides, the toxic and volatile OsO4 can 
also be trapped in C4.

Apart from gas adsorption, the gas separation performance of OMC‐based porous 
materials has also been widely investigated. For example, Zhang and co‐workers studied 
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Scheme 4.40 Polymerization of monomers in C4.
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Figure 4.1 (a) The color change when a single crystal of C4 was exposed to iodine vapor. (b) Gravimetric 
uptake of iodine as a function of time. (c) Packing diagram for I@C4. (d) One possible conformation 
of I5– species in neighboring cage molecules. (See insert for colour representation of the figure.)
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the selective gas uptake behavior of C25, which showed extraordinarily high ideal 
 selectivity (73:1, v:v) for the adsorption of CO2 over N2 under ambient temperature 
and pressure.[87] Mastalerz and co‐workers demonstrated that C22 is able to take up 
9.4 wt% CO2 and 0.94 wt% methane, which corresponds to a CO2/CH4 selectivity of 10:1 
(10:1, w:w).[88] Cooper and co‐workers also investigated the gas separation behavior of 
desymmetrizing OMCs.[74] By varying the ratio of reagents in the scrambling reaction, 
OMCs with a distribution of structures could be obtained, thus allowing control of the 
selective absorption of H2 over N2.

The separation of rare gases in the air is a significant challenge due to their identical 
shape and similar kinetic diameters. Cooper and co‐workers showed that OMC assem-
blies are excellent candidates for separating rare gases, such as krypton and xenon.[88] 
They demonstrated that C4 exhibits unprecedented separation performance in the 
solid state owing to its internal cavity, which is precisely the right size to accommodate 
a single xenon or radon atom. The benchmark value for the selective separation of 
xenon over krypton (selectivity of 20.4 for Xe/Kr) at real‐world concentrations was 
reported. They also examined a series of OMCs for selective adsorption of sulfur 
hexafluoride (SF6), a much more potent greenhouse gas than CO2.[89] Among various 
OMCs, C4 shows the highest SF6/N2 selectivity at ambient temperature and pressure, 
which translates to real separations in a gas breakthrough column. The simulation 
results show that this high selectivity is likely a result of the flexibility of the C4 molecu-
lar crystal, which allows SF6 to diffuse by cooperative effects.

Cooper and co‐workers demonstrated molecular shape sorting by using C4. Solid‐
state separation of aromatic molecules such as mesitylene and xylenes and its isomers 
was reported.[90] From the solid–vapor sorption experiments, linear 4‐ethyltoluene can 
be adsorbed by C4 crystals, whereas mesitylene vapor was rejected completely due to the 
difference of the guest shape. C4 crystals show different sorption characteristics for iso-
mers of xylenes and ethyltoluenes, favoring para isomers followed by meta isomers and 
ortho isomers least. Cooper and co‐workers also tested the dynamic separation of mesi-
tylene from 4‐ethyltoluene in a continuous‐flow setup using a chromatography column 
packed with C4 crystals. From the breakthrough plot, mesitylene elutes as soon as it is 
pumped into the absorbent bed, while 4‐ethyltoluene is retained by the cage sorbent.

Unlike other extended network materials that are constructed from covalent or 
metal‐ligand coordination bonds, OMC‐based porous materials are soluble in common 
solvents, which can allow solution processing for interesting applications. For example, 
OMCs can be deposited inside a standard‐format capillary column as a chromato-
graphic stationary phase.[91] Using the simple and commercially scalable static method, 
Cooper and co‐workers successfully prepared a column coated with C4 for gas chroma-
tography (GC) separation using a homogeneous, molecular solution of the organic 
cage.[92] The resulting column was found to separate a variety of mixtures, including 
linear alkanes and chiral alcohols or amines, through molecular sieving. Subsequently, 
Yuan and co‐workers also prepared a column using C4 diluted with a polysiloxane as a 
stationary phase for high‐resolution GC with excellent enantioselectivity (Figure 4.2).[93] 
In their experiment, a large number of optical isomers were resolved without derivati-
zation, including chiral alcohols, esters, and organic acids.

OMCs can also be incorporated into porous supports or casted onto membranes 
toward composite materials. Cooper and co‐workers reported the solution‐based depo-
sition of C4 into predominantly macroporous inorganic beads[94] to enhance the surface 
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area and microporosity of macroporous inorganic supports. Budd and co‐workers later 
reported a mixed‐matrix membrane in which the dispersed phase is generated by in situ 
crystallization of OMCs from a single homogeneous solution (Scheme  4.41).[95] The 
incorporation of C4 within a microporous polymer (PIM‐1) can substantially enhance 
permeability while retaining good selectivity and providing better resistance towards 
physical ageing. Cooper and Sivaniah demonstrated the solution processing of several 
OMCs into thin films with tunable structure and porosity via a simple, reproducible, 
and easily controlled spinning coating process.[96] The resulting thin films show poten-
tial for application in molecular sensing and selective separations.

4.4.4 Porous Liquid

Recently, engineering permanent microporosity in the liquid state has emerged as an 
interesting novel concept. Porous liquids, or liquids with permanent porosity, could 
combine the properties of microporous solids mentioned above with the rapid mass 
transfer, fluidity, and fast kinetics of liquids.[97] In 2012, the James group reported that 
attachment of alkyl tails to the outside of OMCs can dramatically decrease the melting 
points of OMCs from >300 °C to as low as 50 °C. However, these materials are non‐porous 
in their glassy/liquid states.[98] Later on, by changing the size of the terminal chains, 
Po′polo and co‐workers reported more OMCs with melting points ranging from 156 to 
40 °C.[99] Unfortunately, these materials are still non‐porous in the liquid state due to the 
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invading alkyl chains in the cage. James and co‐workers successfully achieved perma-
nently porous liquids using a simple trick: attaching looped chains instead of linear 
chains to efficiently avoid interpenetration.[100] They synthesized an OMC (C56, 
Scheme 4.42), which has a melting point higher than 180 °C and is not a porous liquid by 
itself. However, a porous liquid was successfully created by combining OMC with a sol-
vent named 15‐crown‐5, which is too big to enter the cage’s cavities. In addition, they 
reported an alternative approach to create porous liquids by making scrambled OMCs 
form a mixture of diamines (3, 4, and 6, Scheme 4.35). Using hexachloropropene as the 
solvent, a liquid with similar porosity but lower viscosity compared to that of the mate-
rial generated from C56 and 15‐crown‐5, was obtained. For both gas‐filled liquids, when 
a solvent small enough to enter the cages’ cavities was added, bubbles were immediately 
observed in the liquid due to the displacement of the gas by the solvent (Figure 4.3).

C56

+1 × 12 ×

Scheme 4.42 The soluble C56 with the 15‐crown‐5 solvent provides porous liquid which flows at 
room temperature.
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Figure 4.3 The gas‐release behavior of porous liquids. (See insert for colour representation of the figure.)
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4.5  Conclusion and Perspective

In summary, significant progress has been made in the field of OMCs over the past few 
years. Thanks to the DCvC strategy, a range of OMCs has been successfully synthesized 
from simple precursors on a large scale, which allows researchers to further study their 
applications in different areas. However, in comparison with coordination cages, OMCs 
are still less frequently investigated. Further expansion of this fascinating area is antici-
pated and the following issues deserve more attention:

1) OMCs with higher hydrolytic stability are desired for prolonged use. The stability of 
OMCs needs to be further investigated.

2) OMCs with low symmetry are intriguing, but their synthesis via the DCvC approach 
remains a great challenge.

3) As the crystal structure of OMC can give us valuable information on material design, 
more theories on crystal engineering or predicting the crystal structure of OMCs 
should be explored.

4) The use of OMCs as the porous liquids opens a new exciting frontier to porous 
materials research, but their surface areas and overall gas uptake abilities are much 
lower than those of the porous solids reported so far. These investigations will enrich 
the scope of OMCs and provide new applications.
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5

5.1  Introduction

Covalent synthesis is the basic route for the generation of organic molecules. 
Most covalent reactions are kinetically controlled, which means a designed product and 
possible by‐products cannot be inter‐converted. However, there are many covalent 
reactions which allow for the formation of one or more products that can convert into 
each other. For such dynamic covalent reactions that are under thermodynamic control, 
the distribution of the products relies on their relative stability and, at the equilibrium, 
the most thermodynamically stable product is produced in the highest yield. In supra-
molecular chemistry, chemists have always used non‐covalent forces to investigate 
molecular recognition or assemble molecular building blocks into supramolecular 
 entities. The processes involving non‐covalent forces are typically reversible and thus 
the resulting supramolecular entities are labile and may not be separated as a stable 
“product” from solution, even though supramolecular structures can be observed rou-
tinely in the solid state by the X‐ray crystal analysis. Thus, to discover new tools for 
creating dynamic yet stable structures and consequently new properties and functions, 
chemists have paid attention to dynamic covalent bonds.[1–3] The effort in this area has 
led to the new research field of dynamic covalent chemistry.

Research on dynamic covalent chemistry can be divided into two categories. The first 
category involves the construction of dynamic combinatorial libraries (DCLs),[4–14] 
from which synthetic receptors or sensors, catalytic systems, and ligands for biomole-
cules are expected to be obtained. In the second category, dynamic covalent bonds 
are utilized to selectively generate specific macrocycles, molecular cages, and poly-
meric and dendrite structures that may be used for molecular recognition and 
 encapsulation,[15–22] self‐healing, drug discovery, gelating, and sensing.[23–28] For the 
generation of macrocyclic and cage structures, the reversible feature of dynamic 
 covalent bonds often enables high yielding of a single species.

The uniqueness of dynamic covalent bonds is that they combine the characteristics of 
covalent and non‐covalent bonds. In addition, their reversibility can be controlled 
through changing the reaction conditions, for example a reversible bond can become 
strong and stable permanently under certain conditions. Typical examples of such 
bonds are disulfide and hydrazone bonds. The disulfide bond is stable under neutral 
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and acidic conditions, but exchanges quickly under basic or reductive conditions. 
Hydrazones are stable under neutral and basic conditions but can hydrolyze and 
exchange under acidic conditions in the presence of aldehydes, ketones or hydrazides. 
Thus, these two bonds are particularly useful for producing tunable combinatorial 
libraries. Besides disulfide and hydrazone bonds, imine, boronate ester and thi-
oesters[5,16] as well as alkene and alkyne metathesis[21,22,26] have also been widely used 
for the research of dynamic covalent chemistry. Examples of using dynamic hemiacetal, 
thiohemiacetal or dithiane covalent bond have also been reported.[16]

In producing DCLs and molecular or polymeric dynamic covalent targets, multiple 
dynamic covalent bonds are usually formed in a one‐pot manner. In some cases, two or 
more dynamic covalent bonds are used in one system. When different dynamic cova-
lent bonds are used together, the orthogonal formation of respective covalent bonds is 
crucial. The orthogonality of non‐covalent bonds is very common in life systems. 
The most representative example is the formation of the high‐order structures of DNA 
and proteins. The self‐assembly of DNA duplexes involves a combination of hydrogen 
bonding, aromatic stacking, hydrophobicity, and electrostatic interaction. The orthogo-
nality of hydrogen‐bonding interactions and hydrophobicity, which decreases and 
increases, respectively, with the increase in the medium polarity, plays an important 
role in the formation of DNA double helices. The secondary and tertiary structures of 
proteins are also stabilized by a combination of multiple orthogonal non‐covalent/ 
covalent interactions, including hydrogen bonding, hydrophobicity, coordination, salt 
bridges, and in many cases dynamic disulfide bonds. In artificial supramolecular self‐
assembly, orthogonal non‐covalent interactions have also been widely used together for 
the generation of different kinds of advanced architectures.[29–37] In the past decade, 
considerable progress has been made in the use of orthogonal dynamic covalent bonds 
and their combination with non‐covalent bonds for the construction of discrete supra-
molecular systems. The progress well illustrates the usefulness of these strategies in 
creating structural and functional diversity.

5.2  Orthogonal Dynamic Covalent Chemical Reactions

DCLs are formed by components that are reversibly assembled from a set of molecules. 
Orthogonal dynamic covalent bonds have been used to construct orthogonal DCLs, in 
which two or more reversible covalent bonds are activated under different conditions. 
The most successful reversible covalent reactions used for constructing orthogonal 
DCLs involve imine bond formation and exchange, the exchange of hydrazones, 
disulfides, and thioester groups. Studies on such orthogonal DCLs have considerably 
expanded the diversity and complexity of dynamic molecular libraries.

5.2.1 Imine and Disulfide Bonds

Among various reversible covalent reactions, imine formation by the condensation of 
aldehyde carbonyl groups with amines is of special importance, in view of its role in 
both biological and chemical processes. Imine bond formation and exchange is one of 
the most widely used reactions in the research of dynamic covalent chemistry.[15] 
The formation of multiple imine bonds is typically assisted by a template or additional 
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non‐covalent interactions. Recently a combination of imine and disulfide bonds has 
been utilized by Shi and co‐workers to build a dual stimulus‐responsive cationic 
 polymer P1 for gene delivery (Figure 5.1).[38] The external PEG chains can be removed 
by redox‐sensitive breaking of the disulfide bonds and the imine bonds can be dissoci-
ated by reducing the pH of the medium. The polymer shows high DNA binding affinity, 
allowing efficient complexation with DNA. Intracellular uptake of P1/DNA complex 
and release of DNA through dual stimulus‐responsive degradation mechanisms have 
also been demonstrated, showing the potential of such polymer/DNA complex in future 
non‐viral gene‐delivery applications.

5.2.2 Imine and Boronate Ester Bonds

In 2014, Severin and co‐workers reported a four‐component organogel based on 
orthogonal chemical interactions involving the formation of imine and boronate ester 
bonds as well as s dative boron–nitrogen bonds.[39] Mixing components 2, 3 and 4 in 
toluene gave rise to a library of compounds such as intermediate 6 by forming imine 
and boronate bonds. Further addition of a ligand 5 produced a network by forming N–B 
bonds. When the four components were added in the ratio of 1:1:2:1, most mixtures led 
to precipitates, whereas the mixtures of 2b, 4a and 5b with 3a or 3b yielded gels, e.g. 
Gel 7 (Figure 5.2). One‐step simultaneous mixing of all four components afforded simi-
lar results, supporting the view that the formation of imine and boronate ester bonds 
and N–B coordination are all reversible. When methanol, aniline or N‐methylimida-
zole was added, the organogels were disrupted due to the dissociation of one of the 
three reversible interactions.

In 2008, Nitschke and co‐workers reported the synthesis of macrocycle 8a and molec-
ular cage 8b by orthogonal formation of imine and boronate bonds (Figure  5.3).[40] 
For the formation of 8a, p‐diaminobenzene, pentaerythritol, and o‐formylphenylboronic 
acid were heated in DMF at 50 °C overnight to produce crystals of 8a suitable for X‐ray 
analysis. For the preparation of trigonal cage 8b, cyclotricatechylene, m‐xylylenediamine 
and o‐formylphenylboronic acid were mixed in DMF at room temperature to give 8b as 
the overwhelmingly major product, which well validated the use of iminoboronate 
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subcomponent self‐assembly to generate well‐defined architectures. Using the same 
strategy, Severin and co‐workers also constructed a number of macrocycles, including 
9a–c (Figure 5.3).[41–43]

5.2.3 Hydrazone and Disulfide Bonds

In 2008, Otto and co‐workers reported a dynamic combinatorial library from four 
 components 10a, 10b, 11a, and 11b by orthogonal use of hydrazone and disulfide 
bonds in aqueous solution (Figure 5.4).[44] The four components could form a library of 
a maximum of nine products (12a–12i). It was revealed that, in acidic solution, hydra-
zone exchange took place exclusively and in a mildly basic solution, disulfide exchange 
proceeded exclusively, whereas at intermediate pH, both reactions occurred simultane-
ously. Thus, by simply changing the pH of the solution, the activation or deactivation of 
two different covalent bonds could be controlled, which consequently led to the regula-
tion of the product distributions.
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In a study published back‐to‐back with this report, Furlan and co‐workers showed 
that compounds 13–16 underwent similar exchange of the hydrazone and disulfide 
bonds (Figure 5.5).[45] Compounds 17a–17e were detected in the libraries under differ-
ent conditions. The hydrazones were exchanged by acid catalysis in the presence of 
disulfide and the thiol group did not interfere with the exchange. When the reaction 
medium was neutralized, the exchange of hydrazones was turned off, and the thiolate‐
disulfide exchange was activated. Such orthogonal hydrazone and disulfide exchanges 
have also been investigated by Miller and co‐workers for constructing a three‐ 
component phase‐segregated resin‐bound DCL.[46] It was found that, compared to the 
solution phase reaction, the use of resin‐bound immobilized monomers requires higher 
monomer concentration (10‐fold higher) to form the trimeric products. Nevertheless, 
similar to the solution‐phase system, exchange of hydrazone and disulfide bonds could 
proceed individually or simultaneously in the solid phase as well.

5.2.4 Disulfide and Thioester Bonds

In 2005, Otto and co‐workers described a DCL from the orthogonal exchange of 
disulfide and thioester bonds.[47] In aqueous solution (pH = 6.9), compounds 18, 19 
and 20 underwent rapid thioester exchange (Scheme 5.1a). The thiol groups could be 
 further oxidized by atmospheric oxygen to form disulfide bonds (Scheme 5.1b) which 
could further undergo exchange reactions (Scheme 5.1c). The three processes led to a 
library of eight oligomeric and macrocyclic products at the final equilibrium after 36 h, 
which were characterized by HPLC/ESI‐MS (Figure 5.6).

By combining reversible hydrazone and disulfide bonds into one rationally designed 
molecule, Leigh and co‐workers demonstrated the concept of a molecular walker.[48] 
Adding trifluoroacetic acid (TFA) and a small amount of water (5% v/v with respect 
to TFA) to a solution of 25 (0.1 mM) led to a steady‐state distribution of two isomers 
(25:26) through hydrazone exchange (Scheme 5.2). No detectable amounts of oligom-
ers or other side products were observed. For reversible disulfide exchange of 26 and 
27 in chloroform, strong base (1,8‐diazabicyclo‐[5.4.0]undec‐7‐ene (DBU)), mild 
reducing agent (dithiothreitol (DTT)), and dimethyl 3,3′‐disulfanediyldipropanoate 
((MeO2CCH2CH2S)2) as the placeholder disulfide were added and the exchange led to 
the favorable formation of 27. By repeating the acid and base conditions, the 27/28 
and 28/25 exchanges could also be performed. The spacer length (n value) for the 
different walkers has a considerable effect on the ratio of positional isomers at the 
equilibrium, for example the ratio of 25:26 varies dramatically with different spacer 
length. Further introduction of a kinetically controlled step in the reaction sequence, 
that is, redox‐mediated breaking and reforming of the disulfide linkages, can cause a 
directional bias in the distribution of the walker molecule on the track. This kind of 
molecular walker may be further developed to produce artificial, linear molecular 
motors that move directionally along polymeric tracks to transport cargoes and 
exhibit functions in a manner owned by biological motor proteins.[49]

5.2.5 Imine and Alkene Bonds

Heterosequenced and/or multifunctional macrocycles with site‐specific substitution 
may be useful building blocks for complex interlocked molecular architectures and 
novel functional molecular devices. Zhang and co‐workers explored a multicomponent 
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orthogonal dynamic covalent chemistry method to prepare such macrocycles by per-
forming imine coupling and alkene metathesis in one pot (Figure 5.7).[21] For example, 
compounds 29–31 were used to produce a series of macrocycles.[50] The metathesis 
reaction of 30 and 31 (1:1) under the catalysis of Grubbs’ G2 catalyst afforded 
 compounds 32–34 as a mixture. Treatment of the mixture of the three compounds 
with TFA produced macrocycles 35 and 36 as the predominant species. The two mac-
rocycles could be separated using flash chromatography, but after the imines were 
reduced to amines, they became inseparable. Higher yielding of macrocycles 35 and 36 
was observed when imine condensation of 29 and 31 was performed first to form 37 fol-
lowed by the olefin metathesis in one pot. Since the TFA catalyst and water by‐product 
involved in the imine condensation could diminish the catalytic activity of the Ru com-
plex for olefin metathesis, removal of both compounds under vacuum is necessary for 
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efficient synthesis of the macrocycles. Simultaneous imine condensation and 
 olefin metathesis of 29 and 31 in the presence of TFA and Grubbs–Hoveyda second‐
generation catalyst proceeded with high conversion (>95%). However, even after 4 days 
the desired macrocyclic product was only obtained as a minor product.

Three‐component cyclooligomerization was also achieved by treatment of compounds 
38–40 with TFA and then Grubbs’ second‐generation catalyst (G2) to form macrocycle 
41 as the predominant product (Figure 5.7), together with an arylenevinylene macrocycle 
made by four 39 monomers as a minor product.[51] From the  reaction of 38 and 42 (6:2) 
under similar conditions, cage molecule 43 could be obtained in 51% yield.

5.2.6 Disulfide and Alkene Bonds

In 2014, Emrick and co‐workers reported an example of orthogonal generation and 
degradation of polymers that contain the disulfide and alkene bonds.[52] Compounds 44 
and 45a–d underwent ring‐opening metathesis polymerization (ROMP) in dichlo-
romethane, which was catalyzed by Grubbs’ G3 catalyst, to afford polymers P46a–d 
with nearly 30 mol% disulfide monomer in the backbone (Scheme 5.3). The disulfide 
bonds in the two monomers did not interfere with the polymerization process. 
Incorporation of disulfide groups into the polymer provided redox responsiveness of 
the polyolefin P45, which degrades in the presence of mild reducing agents, for example 
tri‐n‐butylphosphine, or under irradiation in the presence of photoinitiator (2,2‐
dimethoxy‐2‐phenylacetophenone). Adding thiols, for example 1‐dodecanethiol, also 
caused degradative equilibrium exchange. In all these processes, the integrity of the 
C = C bonds in the backbone was not affected. This ROMP copolymerization strategy 
was further extended to polymer P48 containing both disulfide and phosphoester 
groups to achieve selective and orthogonal degradation. P48 was obtained from the 
reaction of compounds 44, 45a and 47 in dichloromethane (Scheme 5.3). This terpoly-
mer undergoes orthogonal degradation: basic conditions (treatment with NaOMe) 
induce degradation of phosphoester groups with intact disulfides, whereas the addition 
of n‐Bu3P leads to disulfide cleavage with minimum impact on phosphoesters.

5.2.7 Disulfide, Thioester, and Hydrazone Bonds

On the basis of the study on DCLs using orthogonal disulfide and hydrazone bonds, 
Furlan and co‐workers further developed a mixed strategy involving three simultaneous 
and orthogonal covalent reactions in one single system through the combination of the 
exchange of disulfides, thioesters, and hydrazones.[53] This DCL library consisted of five 
components, that is, compounds 13–15, 49, and 50 (Figure 5.8). The mixture was inves-
tigated in chloroform in the presence of an excess of piperidine and/or trifluoroacetic 
acid (TFA), which activate the disulfide and thioester exchange and hydrazone exchange, 
respectively. It was revealed that, by changing the order of addition of the reagents 
(piperidine and TFA), the hydrazone exchange products or the disulfide and thioester 
exchange products could be obtained selectively. Thus, biased DCLs could be obtained 
where the history of each DCL was manifested as a distinct distribution of products.

The Furlan group also investigated the orthogonal DCLs of compounds 51–53 
(Figure 5.9).[54] Acid‐catalyzed cyclization of compound 51 in chloroform and metha-
nol (98:2, v/v) in the presence of TFA (30 mM) produced hydrazone‐based macrocycles 
54 and 55. After 6 days at room temperature, the exchange reached equilibrium, with 
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the yields of 54 and 55 being 41% and 59% (by HPLC peak area), respectively. In the 
presence of Li+ as a template ion (3.75 mM), trimer 55 could be obtained in 99% yield 
after 3 days.[55] By activating the disulfide and thioester exchange, the diversity of side 
chains in 55 was achieved without affecting the central scaffold. The activation was 
realized by 1,4‐dithiothreitol in the presence of triethylamine and thioester 53 in chlo-
roform and methanol (98:2, v/v). After 15 days, this DCL showed 55 was still the main 
component, and at least five new macrocycles bearing thioester, disulfide and thiol 
groups were formed, reflecting the exchange of the disulfide bonds of 55 and thioester 
53. Adding lithium bromide to the mixture led to a DCL of different composition. Clear 
amplification of macrocycles 56 (3.3‐fold increase) and 57 (19‐fold increase) containing 
two and three benzoyl thioester side chains was observed, respectively corresponding 
to 44% and 12% of the total area of the DCL chromatogram. These results showed the 
preference of lithium bromide for components that contained the benzoyl thioester 
groups, presumably due to the coordination of Li+ to carbonyls. Moreover, one previ-
ously undetected macrocycle 58 was also produced in the presence of the LiBr template.

In 2012, Chen and co‐workers reported the generation of self‐healing polymer net-
work P59 (Figure  5.10) from the reaction of disulfide‐containing bishydrazones and 
trialdehydes.[56] This dynamic polymer formed hydrogels which underwent hydrazone 
and/or disulfide exchange to repair damage in acidic and basic media, respectively. In 
neutral environments where the hydrazone and disulfide exchange are kinetically 
impeded, the polymer still maintained its self‐healing character when a catalytic amount 
of aniline was added as base during the formation of the polymer. As expected, the poly-
mer displayed solution–gel transition in response to external stimuli. The hydrazone 
bonds were reversibly formed and broken by changing the pH, while the disulfide bonds 
underwent reversible formation and breakage by adding an oxidant and a reductant.

5.3  Dynamic Covalent Reactions and Hydrogen Bonding

Hydrogen bonding has been frequently utilized with dynamic covalent bonds to assem-
ble complex molecular architectures. When monomers and target molecules or macro-
molecules contain groups such as amide, urea, thiourea, hydroxyl or carboxylic acid, the 
hydrogen bonding formed by these groups can impose an important effect on the for-
mation of the dynamic covalent bonds and/or the properties of the target molecules or 
macromolecules.

5.3.1 Imine, Hydrazone, and Hydrogen Bonding

Lehn et al. reported several series of dynamic polymers by forming reversible covalent 
bonds. Such reversible polymers, named dynamers, allow for the generation of dynamic 
constitutional diversity.[57–59] For example, the polycondensation of dihydrazides 60a–c 
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with a dialdehyde 61a–d produced various polyacylhydrazones P62 (Figure 5.11). The 
acylhydrazone groups in these polymers formed intermolecular C = O⋅⋅⋅H − N hydrogen 
bonding. Although the hydrogen bonding seriously reduced the solubility of the polya-
cylhydrazones in solvents of low polarity, orthogonality was observed for the hydrazone 
bond and the hydrogen bonding. This kind of polymer with double dynamicity has also 
been revealed to exhibit a self‐healing function.[59] However, the healing process mainly 
involved the hydrogen‐bonding motif.

There have been a number of examples of macrocycles generated through the 
 formation of reversible imine bonds.[60,61] These macrocycles are good receptors for 
ammonium or hydrocarbon guests stabilized by intermolecular hydrogen bonding 
(Figure 5.12). Complexes 64 ⊂ 63 and 65 ⊂ 66 are recently reported examples. 1H NMR 
in CDCl3/CD3CN (10:1) showed that macrocycle 63 complexed linear compound 64 by 
forming C − H⋅⋅⋅N = C hydrogen bonding.[60] The syn macrocycle 63 could convert to its 
anti conformer. The complexation for different guests could remarkably change the 
relative ratio of the two isomers. Trispyridinium 65 has also been used to template the 
formation of triply threaded pseudo[2]rotaxane 65 ⊂ 66 through imine‐based dynamic 
reactions in CDCl3 and CD3CN.[61] Both 1H NMR and single crystal X‐ray analyses 
revealed that the two components formed intermolecular C − H⋅⋅⋅O hydrogen bonding, 
which, together with aromatic stacking, promoted the formation of the capsular 
 compound 66.

Similar hydrogen‐bonded complex [2]rotaxanes 67 ⊂ 68a and 67 ⊂ 68b (Figure 5.12) 
have also been reported, which show excellent stability in solution.[62] The two imine 
bonds are stabilized by the intermolecular N − H⋅⋅⋅O hydrogen bonding. In the presence 
of excess of water, the imine bonds could be hydrolyzed to afford amine and aldehyde 
precursors. However, this process was markedly inhibited due to intermolecular 
N − H⋅⋅⋅O hydrogen bonding. Thus, it is proposed that the imine bonds and hydrogen 
bonding operate orthogonally and promote each other.

In 2008, Philp and co‐workers reported an interesting example of self‐replication by 
making use of orthogonal imine bonds and hydrogen bonding.[63] Imine 69 was pre-
pared from the condensation of the corresponding amine and aldehyde precursors 
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(Figure 5.13). The association constant (Ka) of 69 for homodimerization in CDCl3 was 
determined to be 65 000 M–1. However, the Ka of the dimer of the control compounds 70a 
and 70b was only 50 M–1. Clearly, the formation of the duplex 69–69 is significantly posi-
tively cooperative. The orthogonal imine bonds and hydrogen bonds stabilize each other.

In 2006, Stoddart and co‐workers reported template‐directed synthesis of mechani-
cally interlocked molecular bundles using dynamic imine chemistry and hydrogen 
bonding (Figure 5.14).[64] Triangular compound 71 was used as a trisammonium ion 
template. 1H NMR in CD3NO2 indicated that a mixture of 71 (13.8 mM) with 3 equiva-
lents of 72 afforded kinetically stable complex 71⋅(72)3 in 95% yield, which was 
 stabilized by intermolecular N − H⋅⋅⋅O and N − H⋅⋅⋅N hydrogen bonding. 1H NMR also 
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showed that adding 1 equivalents of 74 to the mixture led to the formation of a number 
of products initially. After 2 h, these kinetic intermediates converted to the most stable 
thermodynamic triimine product 75 with C3V symmetry. Compounds 71 and 73 also 
afforded a 1:3 complex. The Ka for the complex of the ammonium subunit of 71 and 73 
was determined to be 3520 M–1 in MeNO2. Double capping of this complex was achieved 
by adding 2 equivalents of 74. 1H NMR in CD3NO2 showed that the most stable ther-
modynamically stable hexaimine mechanically interlocked molecular bundle 76 of D3h 
symmetry was formed as the dominant product after 8 days. By using the same strategy 
of combining the reversible imine bonds and hydrogen bonding, Stoddart et al. have 
constructed a variety of dynamic interlocked supramolecular structures,[24] including 
the so‐called supramolecular suit[5]ane 77.[65]

In 2014, Mukherjee and co‐workers reported an interesting supramolecular approach, 
which utilizes intramolecular hydrogen bonding as a driving force to accomplish excep-
tional self‐sorting in the generation of imine‐based organic cages.[66] A mixture of 78 
and 79 in a ratio of 3:2 in chloroform produced organic cage 80 by forming six imine 
bonds (Scheme 5.4). Addition of 3 equivalents of 81 to the solution of 80 led to the 
formation of another cage 82, which is stabilized by six intramolecular O − H⋅⋅⋅N hydro-
gen bonds, and the release of three molecules of 78. When the three compounds 78, 
79 and 81 were mixed in a solution, cage 82 was also favorably formed, again indicating 
the higher stability of this hydrogen‐bonded molecular cage.
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Li and co‐workers utilized intramolecular hydrogen bonding to preorganize aromatic 
amide precursors to promote the formation of rigid aromatic macrocycles by imine or 
hydrazone bonds.[17,67] For example, U‐shaped dialdehyde 83 and diamine 84 reacted in 
chloroform to give macrocycle 85 in 75% yield (Scheme  5.5).[68] When the reaction 
was carried out in chloroform/DMSO (4:1), the macrocycle could be formed in nearly 
quantitative yield.

By using the same approach, Li and co‐workers also prepared many more complicated 
imine‐based macrocycles, including 86 and 87[68] and organic cages 88 and 89 
(Figure  5.15).[69,70] Due to the hydrogen‐bonding‐induced preorganization of the 
 precursors and probably the structural matching of the precursors, these products were 
formed exclusively at the equilibrium. The approach has also been extended to macrocy-
cles by forming acylhydrazone bonds.[68,71] Both macrocycles 90 and 91 could be gener-
ated in nearly quantitative yield through the formation of three or six  hydrazone bonds.

In 2011, Sanders and co‐workers constructed a DCL from components 92–94 by 
making use of the dynamic hydrazone bonds and hydrogen bonding (Figure 5.16).[72] 
Unprecedented linear hydrazone‐derived receptors for binding multiple H2PO4

− ions 
were discovered. HPLC trace revealed that in chloroform/methanol (94:6, v/v), the 
library obtained from 92–94 contained four linear hydrazone derivatives and also 
four macrocyclic derivatives. When H2PO4

− was added and the DCL was allowed to 
re‐equilibrate, three linear receptors and two macrocyclic derivatives were amplified in 
the DCL at the expense of one macrocyclic species. Linear receptors containing as 
many as seven or nine building blocks were amplified. The preference of long linear 
receptors to competing macrocyclic host is remarkable, considering the entropic loss to 
the system. It was revealed that the linear tetrahydrazone oligomer 95 forms a helical 
receptor and cooperatively binds two H2PO4

− ions, with K1K2 = 800 000 M−2.
In 2013, Lehn and co‐workers developed a novel approach to generate supramolecu-

lar polymers.[73] In this approach, a supramolecular component, 98 · [99]2 was prepared 
from a dynamic covalent library of hydrazone isomers obtained from cyclohexanedione 
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(96) and 2‐hydrazino‐pyridine (97) by target specific amplification of library constitu-
ent 99 in the presence of ditopic bis‐cyanuric acid partner 98. The formation of com-
plementary hydrogen bonding between 99 and 98 is critical for the assembly of ditopic 
supramolecular component 98 · [99]2. Covalent polymerization through oxidative 
 formation of C–C linkages in chloroform in the presence of NEt3 provided hydrogen‐
bonded supramolecular polymer SP100 (Scheme 5.6).

The Lehn group also developed a reversible interconversion cycle by making use of 
the multiple dynamic properties (e.g., hydrogen bonding, metal coordination) of bisa-
cylhydrazones 101a‐d.[74] These compounds form an intramolecular N − H⋅⋅⋅N hydro-
gen bond in the E,Z configuration in the solid state (Scheme 5.7), as revealed by the 
crystal structure. However, the 1H NMR spectrum of 101a in CD3CN/DMSO‐d6 (3:1) 
indicates that it exists in E,E configuration in the solution phase. After 2 h of UV 
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 irradiation, this E,E isomer converted into the E,Z isomer, which can convert back to the 
E,E isomer after heating at 80 °C overnight. The addition of Zn(OTf)2 induced the 
isomerization of E,E or E,Z isomer to the Z,Z configuration due to the strong metal 
ion coordination effect. Adding a competing ligand tren tris(2‐aminoethyl)amine) (tren) 
or irradiating the solution with UV light could cause the recovery of the E,E or E,Z 
configuration.

5.3.2 Disulfide and Hydrogen Bonding

In 2006, Gong and co‐workers reported sequence‐specific association of oligoamide 
strands using hydrogen boding and dynamic disulfide bond formation. Compounds 
102 and 103 form a stable heterodimer stabilized by six intermolecular hydrogen 
bonds.[75] In dichoromethane, the addition of iodine (6 mM) to the mixture (0.5 mM) 
caused removal of the triphenylmethyl subunits at the two ends and the two molecules 
underwent cross‐linking to produce disulfide‐connected macrocycle 104 as the 
 overwhelmingly major product. Self‐dimers of the individual strand were not observed. 
In polar methanol and water‐THF (90:10), 104 was also formed as the major product. 
However, when 102 or 103 alone was treated with iodine under the same conditions, 
they were self‐cyclized into monomeric macrocycles through intramolecular disulfide 
bond formation. These observations suggested that in both less polar and highly polar 
solvents the intermolecular hydrogen bonds could promote the formation of the [1 + 1] 
macrocycle 104 (Figure 5.17). The reversibility of the disulfide bond and the hydrogen 
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bond ensures the formation of thermodynamically stable dimer 104 over other 
 mismatched combinations, such as self‐dimers.

Later Gong and co‐workers systematically investigated the sequence‐specific cross‐
linking of oligoamides carrying various numbers and arrangement of hydrogen‐bond 
donors and acceptors in both non‐polar and aqueous media. Similar to the formation of 
104 under redox conditions (I2, CH2Cl2 or water/THF), compounds 105 and 106 
formed quadruply hydrogen‐bonded heterodimer 109 as the overwhelmingly major 
product (Figure 5.18).[76] It has been reported that as few as two hydrogen bonds are 
sufficient to form the sequence‐specific dimer. For example, although doubly hydrogen‐
bonded heterodimer 107–108 had a low Ka (25 ~ 50 M–1) in chloroform, adding iodine 
to their solution in dichloromethane still afforded the [1 + 1] macrocycle 110 as the 
dominant product and the self‐coupled compounds were formed as minor products. 
The formation of hetero dimers 109 and 110 in polar medium (water–THF), where the 
intermolecular hydrogen bonding is quite weak, suggests even weak hydrogen bonds, 
when properly placed, can effectively direct and shift the equilibria towards the thermo-
dynamically preferred product. Other products consisting of components that don’t 
match in forming intramolecular hydrogen bonding are less preferred and converted to 
the stable dimers at equilibrium through reversible disulfide bond reactions.

The strategy to form sequence‐specific duplex through the combination of hydrogen 
bonding and disulfide bonds has been applied to prepare dynamic covalent diblock poly-
mers. Shen and co‐workers prepared compounds 111 and 112a/b, respectively, contain-
ing hydrophilic (PEG) and hydrophobic (PLA) polymer chains (Scheme 5.8).[77] Following 
the principle developed by Gong, when the mixture of 111 and 112 in dichloromethane 
was treated with iodine, they efficiently coupled to produce sequence‐specific macrocy-
cles P113a and P113b with minimal formation of self‐coupling product. The long 
hydrophilic poly(ethylene glycol) and hydrophobic polylactic acid blocks were thus com-
bined to make the amphiphilic diblock copolymers. The resulting amphiphilic block 
copolymers self‐assembled into long‐lasting spherical micelles. Free thiols, such as dithi-
othreitol (DTT), trigger the cleavage of the disulfide bonds, leading to the decomposition 
of the spherical micelles.

In 2005, Meijer and co‐workers prepared 2‐ureido‐4[1H]‐pyrimidone (Upy) deriva-
tives (R,R)‐ and (S,S)‐114 (Figure 5.19).[78] Under conditions for disulfide exchange in 
chloroform in the presence of base and a catalytic amount of thiolate, the two isomers 
exchanged and equilibrated, resulting in the enrichment of meso (R,S) isomer. It was 
revealed that, at low concentrations, cyclic [1 + 1] assemblies were the dominant 
 products and the molecules themselves acted as templates for this binding mode. 
The  meso diastereomers were formed preferentially, which had been attributed to a 
higher stability than the other diastereomers, although statistically they might also be 
favorable. At high concentrations, linear supramolecular polymeric aggregates became 
dominant. At all the used concentrations, the hydrogen bonding and disulfide bonds 
did not interfere with each other.

In aqueous solution, cyclic hexapeptides are able to complex anions to form sandwich 
complexes, which are stabilized by multiple hydrogen bonds. In 2003, Otto and Kubik 
prepared disulfide‐linked biscyclopeptide 115, which was mixed with dithiols 116–121 
in water to afford a library of potential anion receptors.[79] This library contained com-
pounds 122a–d as the major products (Scheme 5.9). When the library was exposed to 
KI or K2SO4, pronounced amplification of receptors 122b–d was observed owing to the 



O
R

H

N

O

N

H

O

Ph3CS

Ph3CS

CO2R

O
R

N

H

N

H

O
R

N

H

O O

O

N

H

R
O

N

H

N

H

O

O

O

SCPh3

SCPh3

105

106 O
R

H

N

O

N

H

O

Ph3CS

Ph3CS

CO2R

O
R

N

H

O

N

H

O

SCPh3

SCPh3

107

108

O
R

N

H

O

N
H

O

S

S

CO2R

O
R

N

H

H
N

O
R

N

H

O O

O

N
H

R
O

N

H

N
H

O

O

O

S

S

109 O
R

N

H

O

N
H

O

S

S

CO2R

O
R

N

H

S

O

N
H

S

O

110

Figure 5.18 Cyclic hetero‐dimers 109 and 110 formed from precursors 105–108.



5.3 Dynamic Covalent Reactions and Hydrogen Bonding 231

templation effect. Receptors 122b and 122c were most strongly amplified by both ani-
ons and could be isolated. Quantitative isothermal titration microcalorimetry (ITC) 
studies showed that they formed 1:1 complexes with anions.

In 2000, Ramström and Lehn designed a DCL of carbohydrate disulfides which was 
screened for affinity to the lectin‐class protein concanavalin A.[80] The active site of 
concanavalin A recognizes carbohydrates through forming multiple hydrogen bonds 
with threonine and tyrosine hydroxy, aspartate carboxy and main‐chain amide groups, 
whereas the natural substrate is a trimannose. Thus, a DCL of six different homodi-
meric carbohydrate disulfides, including 123a and 123b (Figure 5.20), was used for the 
discovery of biologically active ligands. After reaching exchange equilibrium, the six 
carbohydrate disulfides could produce 21 possible distinct species. It was revealed that 
adding concanavalin A to the equilibrated mixture induced all mannose‐containing 
species to be bound to the protein. These disulfides were thus amplified, but homo‐
mannose dimer 123b was most strongly amplified through the best matching of the 
complementary hydrogen bonds formed between it and the protein template.
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5.3.3 Alkene Metathesis and Hydrogen Bonding

In 2005, Gong further extended the quadruply hydrogen‐bonded heterodimer motif by 
introducing an ethene group at the same end to prepare 124a–e and 125a–e.[81] These 
two ethylene groups were induced by the dimer backbone to approach each other in 
chloroform. In the presence of Grubbs’ catalyst, the two molecules underwent alkene 
metathesis to afford compounds 126a–e selectively (Scheme 5.10). When the tethered 
alkene units were orientated to the opposite sides, no similar cross‐metathesis product 
was obtained. Clearly the hydrogen‐bonded heterodimer acts as a template for the 
selective cross‐metathesis of the two alkene groups.

In 2011, Yuan and Gong and co‐workers found that, when the aromatic amide 
 oligomers are tethered with two alkene units, their hydrogen‐bonded dimers can induce 
the alkenes to undergo cross‐metathesis to afford macrocyclic compounds.[82] By using 
this strategy, macrocycles 127a, 127b and 127c have been prepared from the corre-
sponding hydrogen‐bonded dimers (2 mM) in dichloromethane in the presence of 
the  Grubbs’ catalyst (Figure  5.21). The yield of 127a was quite low (<11%) and the 
metathesis reaction also produces self‐coupled macrocycle 127d. However, both 127b 
and 127c were obtained in nearly quantitative yield. Studies on model systems with two 
hydrogen bonds reveal that the length of the aliphatic chains connecting the tethered 
ethane units has an important effect on the macrocyclization.

5.4  Imine and Hydrazone, π‐Stacking, and  
Donor–Acceptor Interaction

One important driving force for triply threaded pseudo[2]rotaxane 65 ⊂ 66 is the 
π‐stacking between the benzene‐1,3,5‐triimine and the benzene‐1,3,5‐pyridinium 
units.[61] In 2009, Liu and co‐workers further utilized the stacking between benzene‐1,3,5‐ 
triimine and viologen units to construct [2]rotaxane 128 in nearly quantitative yield 
(Figure 5.22).[83] The viologen‐incorporated linear molecules worked as a template in 
chloroform to template the formation of the cage component from the corresponding 
trialdehyde and diamine precursors. The rotaxane solution was yellow, with the absorp-
tion band centered around 420 nm, which indicates that charge transfer occurred 
between the two aromatic units. Similar to pseudo[2]rotaxane 65 ⊂ 66, [2]rotaxane 128 
was stabilized by across‐component C − H⋅⋅⋅O hydrogen bonding between hydrogens 
of  pyridinium units and oxygen atoms of the ethylene glycol loops. When using a 
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triangular molecule as template, the same cage component was formed and [2]rotaxane 
129 was obtained.[84] The exclusive formation of these rotaxanes is associated with the 
combination of π–π stacking interactions and hydrogen‐bonding interactions, which 
lead to the thermodynamic stability of these complexes.

The aromatic stacking is also robust enough to drive the assembly of [2]catenanes. In 
this case, tetracationic cyclophane 130 was chosen as a template.[85] In acetonitrile, in 
the presence of 1 equivalents of 130, dialdehyde 131, and diamine 132 (1:1 molar ratio) 
coupled to afford [2]catenane 133 as a single species (Scheme 5.11). The three pairs of 
π‐stacking stabilize the interlocked structure and endow the reaction high selectivity. 
Under the same conditions, using 130 as a template, the reaction of 131, 132, and 134 
(1:2:1) afforded [2]catenane 135 as the overwhelmingly major product with 133 as a 
minor product (4%). The 1H NMR spectrum and X‐ray crystal structure showed that 
the benzene‐1,4‐diimine unit is located inside the cavity of the tetracationic cyclophane.

In 2015, Chen and co‐workers prepared tetrathiafulvalene (TTF)/viologen‐alternate 
polymers P136a and P136b by forming hydrazone bonds from the corresponding dial-
dehyde and di(acylhydrazine) precursors in acetonitrile (Figure  5.23).[86] These two 
hydrazone‐based polymers have polymerization degrees of ca. 8 and 6, which were 
estimated using 1H NMR spectra. Due to the donor–acceptor interaction between the 
adjacent electron‐rich TTF and electron‐deficient viologen units, the backbones 
adopted pleated folded conformation in acetonitrile as evidenced by UV‐vis spectros-
copy, which exhibits a strong concentration‐independent charge‐transfer absorption 
band. When the TTF units were oxidized to radical cation TTF▪+, the backbone of the 
polymer P136a/b existed in flexible conformations. In contrast, when the viologen 
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units were reduced to radical cations, they underwent intramolecular stacking to induce 
the backbones to form another kind of pleated conformation.[87] Thus, by changing the 
redox state of the viologen units, the pleated folded conformation of the backbones 
can be tuned reversibly. It is noteworthy that for all the experiments performed, the 
 hydrazone bonds were stable.

In 2015, Zhang and co‐workers prepared polymers P137a–d through the condensa-
tion of 138 with the corresponding di(acylhydrazine) derivatives in acetonitrile 
(Figure 5.24).[88] The 1H NMR spectra showed that these dynamic polymers all have a 
polymerization degree of ca. 10 and their backbones adopt flexible conformations. 
On reducing the viologen units to radical cations in acetonitrile, the radical cations in 
P137b–d underwent intramolecular stacking to induce the backbones to form pleated 
folded conformations. In contrast, the viologen radical cations of polymer P137a 
stacked intermolecularly. The apparent association constant for this stacking was mark-
edly higher than that of monomer 138, suggesting a positive cooperativity. Adding Li+ 
cation induced the intramolecularly stacking in P137a to occur due to the folding of the 
oligo(ethylene glycol) chains through binding the metal cation. For P137b–d, Li+ 
 cations could also further strengthen their pleated conformations through binding to 
the oligo(ethylene glycol) chains.

5.5  Disulfide, π‐Stacking, and/or Donor–Acceptor 
Interaction

In 2010, Sanders and co‐workers utilized two dithiols 139 and 140, which contain an 
electron‐deficient naphthalenediimide (NDI) or an electron‐rich dioxynaphthelene 
(DN) unit, respectively, to construct DCLs derived from donor–acceptor interactions 
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by using DN‐derived 141 and NDI‐derived 142 as the guest of the respective library 
(Figure 5.25).[89] The aqueous solution of 139 (5 mL) at pH = 8 was stirred in a capped 
vial to allow atmospheric oxidation of the thiol groups to produce disulfide‐linked mac-
rocyclic species. After 5 days, equilibrium was reached and the DCL solution contained 
the cyclic dimer 143, trimer 144, and tetramer 145 in proportions of ca. 50%, 35% and 
15%. The addition of 141 to the DCL induced the solution to turn orange, indicating the 
formation of the charge‐transfer complexation between the NDI and DN units of the 
two components. This donor–acceptor interaction induced shifting in the DCL compo-
sition. The cyclic tetramer 145 was amplified up to 6‐fold, corresponding to 80% of the 
DCL materials,[90] at the expense of the cyclic dimer 143. It was proposed that both 
cyclic tetramer 145 and trimer 144 were stabilized by 141 because the cavity of these 
two cyclic compounds could complex the DN guest through donor–acceptor interac-
tion. Under the same conditions, the DCL formed from 140 contained cyclic monomer 
146, dimer 147, and trimer 148 in proportions of 93%, 6% and <1%. The longer and 
more flexible side chains in 140 favored the formation of the cyclic monomer 146, 
which is also the most entropically favorable species. The addition of 142 caused the 
re‐equilibration, leading to a 4‐fold increase in the proportions of both cyclic dimer 147 
(23%) and trimer 148 (4%) at the expense of the cyclic monomer 146.

The importance of the donor–acceptor interaction in the recognition of the DCL mac-
rocycles evolved from 139 was also tested with electron‐deficient templates 149–152 
(Figure 5.25).[90] All the compounds 149, 150, and 151 amplified tetramer 145, but had 
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an amplification factor that was significantly lower than that observed with compound 
141 (4.4, 2.1, and 2.1, respectively vs. 5.7). The library distributions in the presence of 
152 or 142 were very similar to that of the template‐free DCL, suggesting that these two 
guests had no interactions with the macrocyclic species. In all the DCLs, the trimer 144 
was minor and the trimer/tetramer (144/145) ratios ranged from 0.28 to 0.37, 
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indicating that 144 and 145 have comparable binding abilities towards all the studied 
templates. The above observations indicate that the donor–accepter interaction is nec-
essary, but not sufficient to induce a large response in the DCLs made by 139. The 
results also show that electrostatic and/or hydrophobic effects are unable to be inde-
pendently responsible for the amplification of the tetramer because 142 and 152 or 
other cationic guests did not generate the templation effect on the DCLs of 139. Thus, 
it was proposed that it was the combination of the donor–acceptor and electrostatic 
interactions that led to large amplification of the tetramer 145 in the presence of 141. 
Other factors such as the relative size and structural matching of the host and the guest 
should also be important.

In 2010, Otto reported that mechanical forces (e.g., shaking) can act as a selection 
pressure in a DCL.[91] Hexameric disulfide macrocycle 153 (Figure 5.26) emerged on 
shaking a DCL made from dithiol 154, which bears a short peptide sequence, predis-
posed to β‐sheet formation by alternating hydrophobic and hydrophilic amino acid 
residues. In the absence of mechanical agitation, dithiol 154 mostly produced disulfide‐
linked macrocyclic trimer and tetramer that remained unchanged over a period of 
7.5 months. However, by shaking the DCL solution, the self‐assembly of cyclic hexamer 
153, one of the DCL species, occurred, resulting in the formation of fibers.[92] The self‐
assembly led to shifting of the product distribution in favor of 153, that is, 153 was 
amplified by shaking. The self‐assembly of 153 has been attributed to the one‐dimen-
sional stacking of the disulfide‐linked macrocyclic backbone. Irradiating the self‐assem-
bled fibers broke the macrocycle and long disulfide‐linked polymeric products were 
generated. The process was revealed to be reversible.

In 2012, Sanders and co‐workers used linear precursors 155 and 156 as components 
to create a DCL strategy from which donor–acceptor [3]catenane can be obtained 
 predominantly through template‐induced amplification.[93] In the absence of salt or a 
template, their mixture afforded cyclic heterodimer of 155 and 156, cyclic dimer of 
156, and cyclic tetramer of 155, and a [2]catenane consisting of cyclic dimer of 156 
and cyclic tetramer of 155 as important species. In the presence of 1 M NaNO3 (one 
pot), [3]catenane 157, the above [2]catenane, and cyclic tetramer were revealed to 
be the major species. In the presence of 0.5 mM spermine, [3]catenane 157 became the 
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overwhelmingly major species, together with the [2]catenane and cyclic tetramer as 
minor species (Scheme  5.12). The 1H NMR showed that [3]catenane 157 bound 
 spermine with a Ka of 110 000 M–1. Because the aromatic moieties of the [3]catenane are 
too closely packed to accommodate a cavity large enough for spermine, it was proposed 
that the template was bound to the solvent accessible surface of the [3]catenane to 
 interact with the arrayed carboxylate ions.

In 2012, Sanders and co‐workers further investigated the DCLs made from com-
pounds 158a–h (n = 2–9) (Figure 5.27).[94] All the precursors underwent intramolecular 
disulfide bond formation in air at pH = 8 in the presence of 1 M NaNO3 to produce 
cyclic monomers 159a–h and cyclic dimers 160a–h. For the DCLs made by 158f–h 
whose two NDI units were connected by long aliphatic chains, all‐acceptor [2]catenanes 
161a–c were also formed from the respective DCL. The yield of [2]catenane 161c was 
significantly higher (in 60% proportion of the library composition). The formation of 
these all‐acceptor [2]catenanes was attributed to the need of the assembled species to 
minimize the solvent‐exposed hydrophobic surface area of their NDI units. The hydro-
philic cysteine side chains of [2]catenane were proposed to be exposed to the solvent. 
For DCLs made by 158a–h and 156, macrocycles incorporating both precursors were 
produced. The electron‐deficient NDI units of these hybrided macrocycles could form 
donor–acceptor interaction with the DN‐incorporated cyclic dimer formed by 156 to 
produce different [2]catenanes of varying ring size.

In 2009, Sanders and co‐workers also reported an investigation of the DCL made 
from compounds 139 and 156 (Scheme 5.13).[95] Compound 156 has two longer side 
chains and thus was able to form a cyclic monomer and dimer species, while 139 alone 
mainly forms the cyclic dimer. When these two species were mixed, cyclic heterodimer 
(162) was produced as a major species (60%), along with [2]catenanes 163a (10%) and 
163b (<5%), and other cyclic heterotrimers and heterotetramers at the equilibrium. 
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Increasing the ionic strength of the medium facilitated the formation of [2]catenane 
163a, which was ascribed to its smallest average area of hydrophobic surface exposed 
to the polar solvent. In the presence of 1 M NaNO3, [2]catenane 163a was amplified to 
about 55% in proportion (5‐fold increase), at the expense of the cyclic heterodimer 
(∼10% vs. 60% initially). In the new DCL, [2]catenane 163b was amplified to ∼ 10%. In 
a low‐salt DCL obtained from 1:3 ratio of 139 and 156, [2]catenane 163b became a 
significant component (∼10%). Adding 1 M NaNO3 further increased the abundance of 
163b to ∼ 50%, making it the major component. At the 3:5 ratio of 139 and 156, [2]
catenanes 163a and 163b represented ~45% and ~30% of the total DCL proportions in 
the presence of 1 M NaNO3, corresponding to an ~75% interlocking efficiency.

In 2014, Zhang and co‐workers designed disulfide derivative 164 to construct a 
redox‐tuned supramolecular polymer (Figure 5.28).[96] In water, two naphthalene units 
are located inside the cavity of cucurbit[8]uril (CB[8]), driven mainly by the hydropho-
bic effect. A supramolecular polymer P165 was formed in water through the encapsula-
tion of two naphthalene units of the neighboring two molecules of 164. The addition of 
1‐adamantanamine hydrochloride caused depolymerization of the supramolecular 
polymer due to its high affinity to CB[8], resulting in the release of naphthalenes. 
The addition of glutathione reduced the disulfide group to two mercapto groups and 
again destroyed the supramolecular polymer.

In 2011, Sakai and Matile and co‐workers reported a strategy of self‐organizing 
 surface‐initiated polymerization (SOSIP) to create ordered and oriented functional 
 systems on the transparent surface of indium tin oxide (ITO) (Figure 5.29).[97] The first 
step involved the attachment of 166 to the surface of ITO with two diphosphonate “feet”. 
Reduction of the disulfides with DTT liberated the reactive thiolates. The reduced mate-
rials were then treated with 167 to propagate the molecular layer through intramolecular 
ring‐opening disulfide exchange at both termini driven by the NDI stacking and cross‐
chain hydrogen bonding of the lysine, while at the same time active thiolates were 
released on the surface of the assembled architectures to allow for the next turn of 
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reversible disulfide exchange. By repeating this process, rapid access to surface‐appended 
dynamic polymer SP168 with controlled thickness and long‐range order could be real-
ized. The activity of SOSIP architectures for photocurrent generation was clearly better 
than that of disordered controls. The efficiency for the formation of SP168 was strongly 
dependent on the nature and concentration of the propagators and the base catalyst. The 
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onset of competing polymerization of 167 in solution occurred at higher concentration 
and very weak polymerization was found with mono‐asparagusyl propagator 169, 
 supporting the importance of surface‐bound and preorganized  dithiolates to template 
the polymerization.

5.6  Disulfide, Hydrazone, and π‐Stacking Interaction

The SOSIP approach has been extended for the construction of other complicated self‐
assembled systems as photosynthesis models.[16] For example, for generating one series 
of covalent double‐channel photosystems, SP170a was first prepared using the same 
approach (Figure 5.30).[98] The introduction of two NDI units to the first layer through 
two acylhydrazone bonds on the surface of ITO was expected to provide two additional 
aromatic moieties for the templation of the stacking of other tethered aromatic units. 
For SP170a, however, this stacking by the small benzene units was weak. Treatment of 
SP170a with hydroxylamine in water released the acylhydrazine and formed benzalde-
hyde oxime. The acylhydrazine‐bearing precursors were then reacted with different 
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aldehydes to produce SP170b–f. The post‐SOSIP stack exchange on the functional 
level was characterized by photocurrent generation on irradiation of the photosystem 
used as a working electrode in the presence of mobile triethanolamine hole acceptors, a 
Pt wire as a counter electrode, and Ag/AgCl as a reference electrode. The photocurrent 
after several on–off cycles of irradiation was unchanged, confirming the stability of the 
photosystems under the conditions used. The photocurrent generation of the stacks of 
the NDIs in photosystem SP170c was twice that of the unsubstituted NDIs in SP170b, 
while SP170d–f as photosystems were less active.

5.7  Hydrazone, Boronate, and π‐Stacking Interaction

Matile and co‐workers used orthogonal dynamic covalent bonds to design dynamic 
sensors for polyphenols (Figure 5.31).[99] The strategy was based on synthetic multi-
functional pores that work in lipid bilayer membranes. The pores used are artificial 
β‐barrels that bear aromatic moiety NDI and can quench the fluorescence of the 
anthracene unit of 171 through donor–acceptor interaction. To sense polyphenols, 
compound 172 was introduced to 171 to form 173 by a hydrazone bond. This com-
pound can enter the designed pores and its fluorescence was weakened due to  aromatic 
stacking of the anthracene group with the NDI units appended in the pores. The boronic 
acid group of 173 could form boronate with polyphenol such as 174 to produce 175. 
This large hydrazone derivative could not enter the pores and thus exhibited fluores-
cence, indicating the binding to polyphenols. Using this strategy, boronic acid convert-
ers have been designed as reactive hydrazide amplifiers for sensing polyphenols in 
green tea also with synthetic pores.[100]

5.8  Concluding Remarks

Dynamic covalent bonds combine the robustness of covalent bonds with the reversibil-
ity of non‐covalent bonds. The orthogonal combination of different dynamic covalent 
bonds allows for broader diversity of covalent self‐assembled structures and thus pro-
vides the structural basis for exploring new functions and properties. Current effort has 
been mainly devoted to the construction of dynamic combinatorial libraries and com-
plicated macrocycles, molecular cages, and interlocked systems. However, important 
advances have also been made in the generation of functional molecular systems, par-
ticularly for screening active molecules, sensing, and photosystems. Orthogonal combi-
nation of non‐covalent interactions with dynamic covalent bonds endows chemists 
with more choices in creating new structures and exploring new functions. Such a 
combination should have a broadness that could be searchable using SciFinder because 
orthogonality is not described in many reported works even though non‐covalent forces 
play a role in research of dynamic covalent chemistry. For research in the future, we 
believe that the creation of more complicated dynamic combinatorial libraries will cer-
tainly continue to receive attention. This will need the development of more sensitive 
techniques for quickly identifying the increased number of library components. 
Moreover, the application of the orthogonality concept in designing new smart and 
advanced materials remains largely underexplored.
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6

6.1  Definition of Self‐sorting

The concept of sorting is intuitive to anyone who has ever dealt with a load of clean 
laundry. Starting with a messy pile of clothes, one organizes this complex and disor-
dered system into a series of drawers, each containing a simpler, more ordered system: 
socks, shirts, underwear, etc. Indeed, Webster’s Third New International Dictionary 
defines the verb “to sort” as “to put in a given place or rank according to kind, class, or 
nature”.[1] Implicit in this definition is the operator, the “one who puts things into place”. 
Could sorting of inanimate things in such a macroscopic context operate without an 
operator? In the case of laundry as we known it, the answer is unfortunately negative, 
but one could envision more sophisticated objects that could sort themselves in the 
absence of an intelligent operator. Imagine that all socks were less dense than all shirts, 
which in turn were less dense than all underwear. In such a scenario, a powerful enough 
air stream would effectively be able to sort this mixture. While the question of intelli-
gent design still remains here (who turned on the air stream?), it is again intuitive that 
this sorting procedure would operate under a simple external stimulus, and that objects 
themselves would be endowed with a property that allows them to self‐sort.

It is perhaps appropriate now to switch from socks and shirts to the microscopic 
world of molecules. The first part of the analogy is clear: our laundry pile is a complex 
mixture of many molecules, while our neat drawers approximate either isolated 
 individual compounds, or – more conceptually – compounds that engage in reactivity 
without interference from each other. This analogy also highlights the potential impor-
tance of sorting in real life. Messy mixtures – often derived from naturally abundant 
sources – could be employed in industrial settings to produce multiple value‐added 
chemicals in a single reactor without the need for tedious and expensive purification. 
The non‐interfering reactivity of many molecules present in the same physical space 
is  the basis of metabolism of complex organisms, and the undesirable interference 
of  metabolic pathways is behind many pathological conditions. Finally, molecular 
 recognition processes could be coordinated and scaled up to result in macroscopic 
self‐ sorting events.[2]

In a microscopic realm, an intelligent operator is severely constrained in their ability 
to manipulate objects directly: simple movement of individual molecules into separate 
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piles is both (currently) impossible and impractical for large‐scale production. Thus, 
the operation is limited to the application of relatively rudimentary external stim-
uli – chemical reagents, supramolecular guests, solvents, heating, or cooling – and it is 
up to the properties of molecules to determine whether self‐sorting will happen. 
In other words, we can never actively sort molecules; they will either self‐sort under an 
externally applied stimulus, or will not sort at all.

Chemical self‐sorting has been defined and reviewed previously. In a seminal 2003 
paper, Wu and Isaacs defined self‐sorting as the “high‐fidelity recognition of self from 
non‐self”, and introduced the concepts of “thermodynamic self‐sorting” and “kinetic 
self‐sorting”.[3] Thermodynamically self‐sorting systems were defined as those which 
are self‐sorted at their thermodynamic equilibrium state; all others were classified as 
kinetically self‐sorting systems. In addition, the authors defined “narcissistic self‐ 
sorting” and “social self‐sorting”. The former was described as a situation where 
 molecules of a given kind have a high affinity for themselves (Scheme 6.1, pathway B), 
while the latter referred to a situation where molecules have a high affinity for molecules 
of a different kind (Scheme 6.1, pathways A, C, and D).

In his 2015 review,[4] Schalley took a systems chemistry[5] approach to describing 
self‐sorting systems by pointing out that self‐sorting (or absence thereof ) results 
from a network of competing recognition processes among the mixture components; 
these processes are controlled by the binding constants between all the possible pairs 
of those components. Schalley also introduced a distinction between the integrative 
and non‐integrative self‐sorting processes.[6,7] The latter were defined as those self‐
sorting events that just lead to the formation of a smaller than the maximum possible 
set of discrete complexes or adducts from the subunits present in the mixture 
(Scheme 6.1, pathways B–D). In contrast, integrative self‐sorting was defined as a 
process which results in a single complex, in which more than two different subunits 
bind in two or more recognition events, with some positional control (Scheme 6.1, 
pathway A). The most comprehensive reviews of self‐sorting were published by 
Würthner[8] in 2011, and Saha and Schmittel in 2012.[9] The former focused on self‐
sorting of systems through reversible non‐covalent interactions (including metal–
ligand bonds), while the latter centered on metal–organic systems, and endeavored 
to put self‐sorting events on a quantitative footing, introducing the concept of a 
degree of self‐sorting.

social, completive & integrative

social & incomplete

narcissistic & completive

social & completive

+ +

+ +

+

pathway A

pathway B

pathway C

pathway D

Scheme 6.1 Schematic representation of different kinds of self‐sorting processes.



6.2 Thermodynamically Controlled Self‐sorting 255

In our own previous reviews,[10,11] self‐sorting was defined as the “spontaneous trans-
formation of a low‐order multicomponent system into several high‐order sub‐systems 
with fewer components”. Implicit in this definition is a distinction between self‐sorting 
and self‐assembly. While both are ordering processes, and both commonly involve 
molecular recognition, self‐sorting transforms a complex mixture into several ordered 
sub‐systems, while self‐assembly results in a single ordered assembly (but could leave a 
disordered and uninteresting mixture of products in the solution). This definition has 
some commonalities with Saha and Schmittel’s distinction of incomplete and completive 
self‐sorting events;[9,12] the latter are defined as processes that make quantitative use of 
all members of the library to produce one or several assemblies (Scheme 6.1, pathways 
A–C), while the former leave unused components (Scheme 6.1, pathway D).

Given this abundance of recent high‐quality reviews of the field, we will not strive 
here to present a comprehensive, all‐encompassing review. In fact, we hope that the 
reader will view our contribution as a personal account of our adventures – mostly in 
the realm of kinetic self‐sorting  –  and will build their comprehensive image of self‐ 
sorting by consulting our and the other mentioned reviews. Our review will be limited 
to self‐sorting processes in which interchange of components occurs through the 
 formation and breakage of dynamic covalent bonds,[13–15] and thus many beautiful 
examples based on hydrogen bond exchange and other non‐covalent interactions will 
not be covered. We will consider metal–ligand bonds as dynamic and covalent, but will 
only describe our subjective selection of the most illustrative ones; the reader is referred 
to accounts published by Schmittel,[9] Nitschke,[16] and Stang[17] for more comprehen-
sive surveys. We will begin by reviewing thermodynamically controlled self‐sorting, 
proceed to kinetically controlled phenomena, and close with a view on what future may 
hold for these systems.

6.2  Thermodynamically Controlled Self‐sorting

6.2.1 Purely Organic Systems

One of the pioneering examples of self‐sorting in an entirely organic chemistry context 
was demonstrated by Sanders.[18] Exposure of an equimolar mixture of 1 and 2 to a 
transesterification catalyst (MeOK/18‐crown‐6 in PhMe) resulted in dominant generation 
of a homotrimer of 1 (3) and homodimer of 2 (4), with minimal amounts of crossover 
products (Scheme 6.2). Thermodynamic control in this reaction was confirmed by con-
trol experiments in which separately prepared conjugates of 1 and 2 were subjected to 
transesterification conditions and found to again yield only a mixture of the trimer 3 
and dimer 4.

A mixture of two flexible cyclic dialdehydes (5 and 6) and two rigid aromatic amines 
(7  and 8) has been shown to self‐sort at equilibrium into size‐matched couples 
(Scheme  6.3).[19] While initially mismatched complexes formed, in which the larger 
 macrocyclic dialdehyde 6 flexed and formed imines with both 7 and 8, after equilibration 
the final composition revealed the two size‐matched species 9 and 10 as the exclusive 
products.

Hafezi and Lehn constructed[20] a [2 × 2] imine DCL by combining equimolar amounts 
of one hydrophilic and one hydrophobic aldehyde with equimolar amounts of one 
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hydrophilic and one hydrophobic amine. In a mixed MeCN/H2O solvent, all four pos-
sible imines were observed in roughly equimolar amounts. However, when the mixture 
was induced to phase separate by addition of NaCl or cooling, the mixture self‐sorted to 
yield only two imines: the one composed of two hydrophobic constituents in the MeCN 
phase, and the one combining the two hydrophilic components in the aqueous phase. 
The self‐sorting process was found to be reversible; upon phase reunification, the mix-
ture returned to the original composition, with minor deviations explained as a conse-
quence of imine hydrolysis. The same group later showed[21] that this self‐sorting system 
can be rendered photoactive by replacing imines with a hydrazine, which is both prone 
to photoinduced E/Z isomerization and capable of binding Ca2+ in its E form. On irra-
diation, hydrazone is converted into a weakly cation‐binding Z form, which releases 
free Ca2+, causing phase separation.

Severin and coworkers have observed integrative self‐sorting of DCLs with two 
operative exchange reactions: imine and boronic ester formation. Starting with 4‐for-
mylphenylboronic acid (11), triamine (12), and pentaerythritol (13, Scheme 6.4), ball‐
milling produced[22] a cage structure 14 in 94% yield; performing the same reaction in 
EtOH as a solvent resulted in isolation of 14 in lower 56% yield. Despite the potential 
competition between aldehydes and boronic acids for pentaerythitol as the resource, a 
single self‐sorted structure was produced. Two‐dimensional macrocycles could be pro-
duced analogously,[23] and this work was also extended to borasiloxane‐[24] and boro-
phosphate‐based[25] cages and macrocycles.

N
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CH2OHCOOMe

+HO

1 2

O

t-Bu t-Bu
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Scheme 6.2 Thermodynamically controlled self‐sorting of an ester dynamic combinatorial 
library (DCL).
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We have shown that self‐sorting in DCLs can be achieved in systems with as many as 
four operational exchange reactions.[26] As a model system, we chose five reversible 
reactions, all of which are catalyzed by Brønsted acids: (a) imine formation from alde-
hydes and primary amines, (b) acetalization of aldehydes with alcohols, (c) boronic ester 
formation from alcohols and boronic acids, (d) alkene formation through intramolecu-
lar dehydration of alcohols, and (e) esterification of carboxylic acids and alcohols. If all 
five of these reactions were set to operate on a common set of starting materials, some 
significant interference between the five would be expected. For example, an aldehyde 
would have a choice of reaction with an amine or with an alcohol (pathways a and b), 
while an alcohol would have a choice of pathways b–e. However, an experiment has 
shown that not to be the case. In a reaction of aldehyde 15, boronic acid 16, amine 17, 
diol 18, alcohols 19 and 20, and carboxylic acid 21, only four products were observed 
(Scheme 6.5): imine 22 (formed from 15 and 17, 93%), boronic ester 23 (from 16 and 
diol 18), ester 24 (from 19 and 21), and alkene 25 formed by dehydration of 20. The 
mixture in effect self‐sorted into a single imine, boronic acid, ester, and alkene product. 
The origins of this selectivity are unclear. While a thermodynamic argument for greater 
stability of the push–pull imine 22 could be made on resonance grounds, the attempted 
equilibration of a mixture of imine, ester, and acetal products was not observed, 
 suggesting a kinetic preference.

CHO
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Scheme 6.4 Integrative self‐sorting in the synthesis of a molecular cage (14) by Severin et al.
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6.2.2 Metal–Organic Systems

Among the first observations of thermodynamically controlled self‐sorting in metal–
organic systems was Lehn’s discovery of self‐recognizing transition metal helicate com-
plexes.[27] His previous work demonstrated that ligands such as 26 or 27 (Scheme 6.6), 
as well as their extended analogs with three or four bipyridine sites, will dimerize in the 
presence of Cu(I) to produce helical complexes in which Cu(I) coordinates in a tetrahe-
dral geometry to two bipyridine units from two different molecules, causing a helical 
twist.[28] A more complex experiment probed the outcome of an experiment in which a 
mixture of these ligand precursors was exposed to a Cu(I) source, and it was found that 
mixed helicates are not formed despite their entropic favorability, instead the two 
 exclusive products were [262Cu2]2+ and [272Cu3]3+ (Scheme 6.6). Similar self‐sorting 
and exclusive formation of homomeric complexes was observed on exposure of more 
complex mixtures of bipyridine ligands to Cu(I).

In a further extension of this strategy, Lehn and coworkers have shown that Ni(II) will 
assemble with analogs of 26 and 27 (in which methyl groups were positioned meta 
 relative to pyridine nitrogens, rather than ortho) into triple helicates, in which the 
 octahedral environment around the metal results in the helical twist and coordination 
of three ligands.[29] Reaction of an equimolar mixture of Cu(I) and Ni(II) with a 3:2 
mixture of 28 (Scheme 6.7) and 29 (unsubstituted analog of 27) resulted in a double 
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Scheme 6.5 Four dynamic reactions can proceed simultaneously and without interference to give 
four discrete products, despite the fact that other species are also possible products from the given 
pool of starting materials.



6 Self‐sorting through Dynamic Covalent Chemistry260

+

28

N

N

N

N

29

N

N

O

N

N

N

N

O

Cu(I) and Ni(II)
+

[292Cu3]3+

N

N

O

N

N

N

N

O

N

N

Cu+

Cu+

N

N

O

N

N

O

Cu+

N

N

N

N

N

N

N

N

N

N
N

N

N

N

N

N

N

N

N

N

Ni2+

Ni2+

Ni2+

[283Ni3]6+

Scheme 6.7 Double self‐sorting is observed in a mixture of 28, 29, Cu(I), and Ni(II); both ligands and 
both metals choose their preferred coordination partner, to produce a single double ([292Cu3]3+) and 
a single triple ([283Ni3]6+) helicate product.

+

26

N

N

R

R

O

N

N

R

R

27

N

N

R

O

N

N

R

R

N

N

R

R

O
R

[Cu(MeCN)4]BF4

[262Cu2]2+

N

N

R

R

O

N

N

R

R

N

N

R

R

O

N

N

R

R

Cu+

Cu+

+

[272Cu3]3+

N

N

R

R

O

N

N

R

R

N

N

R

R

O

N

N

R

R

Cu+

Cu+

N

N

R

R

O

N

N

R

R
O

Cu+

R = CONEt2

Scheme 6.6 Self‐sorting of ligands 26 and 27 into two distinct helicates [262Cu2]2+ and [272Cu3]3+ in 
the presence of Cu(I).



6.2 Thermodynamically Controlled Self‐sorting 261

recognition event, wherein the mixture components segre-
gated into one double (out of three possible) and one triple 
(out of four possible) helix. The double helix contained only 
29 and Cu(I), while the triple helix contained only 28 and 
Ni(II). This outcome was explained by the steric preference of 
the more crowded octahedral coordination environment 
around Ni(II) for the ligand with the more exposed bypiridine 
sites, that is, 28.

Taylor and Anderson demonstrated length‐dependent self‐
sorting of rigid oligoporphyrin/Zn(II) tapes into cooperatively 
assembled porphyrin ladders in the presence of 1,4‐diazabicy-
clo[2.2.2]octane (DABCO), which coordinated to Zn(II) 
 centers in adjacent strands.[30]

Nitschke and coworkers combined two dynamic reactions – 
imine exchange and ligand–metal coordination – in a series 
of papers aimed at utilizing imines as ligands for assemblies 
with transition metals in water. While imines typically quickly 
hydrolyze in water, binding to a transition metal stabilizes 
them; in some cases, that stabilization goes both ways, for 
example Cu(I) is stabilized against oxidation by coordination 
to an imine. One of their first forays in this area was the devel-
opment of dynamic Cu(I) helicates,[31] similar in shape to 
those of Lehn, but different in that they require no ligand syn-
thesis: Cu(I) simply amplifies the best‐binding imine from the DCL created from mul-
tiple aldehydes and anilines (an example of a helicate structure is shown in Figure 6.1).

In a pioneering 2005 study,[32] Nitschke showed that a 4:2:3 mixture of 31, 32, and 33 
produces just two discrete complexes ([342Cu]3− and [352Cu2]2+, Scheme  6.8) when 
mixed with CuBF4, despite the possible existence of many potential mixed imine ligands.

In a more complex version of this experiment (Scheme  6.9), a mixture of two 
 precursor aldehydes (32 and 36) and two amines (37 and 38) was treated with two 
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Figure 6.1 An example of 
a dynamic Cu(I) helicate 
prepared by Nitschke et al. 
through in situ formation 
of an imine ligand from 
precursor aldehyde and 
amines.
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metals: tetrahedral Cu(I) and octahedral Fe(II).[33] Eleven imine combinations could 
have possibly formed, but in the presence of the two metal sources this DCL collapsed 
in composition to just two imines that were the superior ligands for Fe(II) and Cu(I), 
thus only two imine/metal complexes were isolated: Fe(39)2+ and [402Cu]+. The high‐
fidelity self‐sorting observed in this experiment was particularly noteworthy in light of 
its ability to distinguish between the structurally closely related aldehydes 32 and 36, 
which differed only in the addition of a methyl group. Despite this minute difference, 
Cu(I) appeared to favor binding to imines derived from the methylated aldehyde 
( presumably on account of its more electron‐rich nature), while Fe(II) in contrast 
avoided the methylated precursor, as it would lead to unfavorable steric clashes in the 
hexadentate imine complex.

In the realm of imine complexes that formed cage‐like structures, Nitschke et al. have 
shown that a mixture of trisamines 41 and 42, and diamine 8 (Scheme 6.10) produces 
three discrete tetrahedral cages when exposed to excess of 2‐formylpyridine and Zn(II) 
at 70 °C.[34] Out of many possible combinations, only narcissistically self‐sorted cages 
[434Zn4]8+, [444Zn4]8+, and [456Zn4]8+ were observed. This observation was rational-
ized as a consequence of different sizes of 41 and 42, and different binding geometries 
in 41/42 (and their derivative imines 43/44) on one hand, and 8 (and the derived 45) on 
the other. These self‐sorted structures then translated into distinct guest‐binding 
 functions, namely it was found that cages [434Zn4]8+ and [456Zn4]8+ both bind anions, 
but not neutral guests, while host [444Zn4]8+ binds small neutral guests such as t‐BuOH 
or cyclohexane, but not anions. Furthermore, the larger cage [456Zn4]8+ was capable of 
binding the large PF6

− anion, while [434Zn4]8+ could not and was limited to smaller 
species like ClO4

−, I−, NO3
−, and BF4

−. This selectivity was capitalized on in an experi-
ment where an equimolar mixture of the three cages was exposed to 40 equivalents of 
PF6

−, 2 equivalents of NO3
−, and 4 equivalents of cyclohexane. Only three complexes 

could be detected: [456Zn4]8+ · PF6
−, [444Zn4]8+ · cyclohexane, and [434Zn4]8+ · NO3

− 
(not shown in Scheme 6.10).

Differences in stability among the three cages could be used to selectively and 
 sequentially release guests from their interior. Specifically, treating a mixture of host–
guest complexes with 4‐methoxyaniline – an amine that forms a more stable imine 
with 2‐formylpyridine and thus destroys the imine constituents of the cages –resulted 
first in the decomposition of [456Zn4]8+ (and the release of PF6

−), then [444Zn4]8+ (and 
the concomitant release of cyclohexane), and finally [434Zn4]8+ (which released the 
nitrate anion). This series of experiments was a powerful demonstration of the potential 
of self‐sorting to produce sophisticated and functional assemblies. It was also conceptu-
ally expanded to include a cascade of chemical reactions, resulting in a “self‐organizing 
chemical assembly line”.[35]

Nitschke and co‐workers also demonstrated[36] that a mixture of aminopyridine 
ligand 46 (Scheme 6.11), 2‐formylpyridine, Fe(OTf)2, and Pt(PhCN)2Cl2 will result in a 
single complex 47 formed through integrative self‐sorting. In this thermodynamically 
controlled event, in situ formation of an imine between the free amino group of 46 and 
2‐formylpyridine creates a chelating ligand with two coordination sites. Three of these 
ligands bind to a single Fe(II) center, satisfying its octahedral geometry. The leftover 
pyridine moiety coordinates to Pt(II) in a 4:1 stoichiometry and square planar geometry, 
producing an overall cubic assembly in which Pt(II) resides at the center of each of the 
cube’s six faces.
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Stang et al. described self‐sorting in dynamic systems based on the exchange between 
multiple organoplatinum acceptors and pyridyl donors.[37] The high fidelity of this self‐
sorting process was achieved by using rigid precursors whose geometries and bonding 
angles dictated the formation of some and prohibited the formation of other assemblies. 
In the example shown in Scheme 6.12, anthracene‐based diplatinum pincer compound 
48 was exposed to an equimolar mixture of linear pyridyl‐capped ligands 49 and 50 and 
trigonal 51. It coordinated to all three offered ligands, but in a strictly sorted fashion, 
forming two rectangular complexes 52 and 53 (but no crossover product, which would 
be trapezoid in shape) and a double‐decker trigonal prism in which 51 coordinated with 
48 in 2:3 stoichiometry. Similar behavior was observed with diplatinum precursors in 
which the angle between the two available valences was 60°; these precursors favored 
triangular assemblies.[38] In fact, the rigidity of precursors in both the rectangular and 
triangular series resulted in self‐sorting that was shape‐selective, showing high prefer-
ence for the formation of more symmetric structures, that is, equilateral vs. scalene 
triangles, rectangles vs. trapezoids. These shape requirements then also translated into 
size selectivity: ligands of different lengths always segregated into complexes which 
combined multiple copies of one ligand, excluding the shorter or longer analogs.[39] 
However, a linear ligand “connector” could not distinguish between the corners with 0° 
and 120° angles between the available valences, resulting in unselective formation of 
both rectangular and triangular assemblies if both corner subunits were present.[38]

The same group has also made forays in the area of directional self‐sorting, wherein 
ligands orient in a precisely controlled arrangement in a complex structure. Specifically, 
using an unsymmetric bipyridine species 55 (Scheme 6.13),[40] in which one pyridine 
site was rendered less accessible than the other through double ortho substitution, only 
one of the four possible isomeric metallamacrocycles was created. In the exclusive 
product 56, dipyridine substituents are oriented in a strict head‐to‐tail arrangement to 
avoid steric clashes between the ortho‐methyl groups in the square planar geometry 
around Pt(II). When ligands with a less sterically crowded pyridine site were used 
(shown in an insert in Scheme 6.13), similar positional selectivity was not observed.
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Hooley’s group at the University of California at Riverside has been active in the area 
of self‐sorting of metal–organic capsules. Their initial studies showed that steric effects 
on substituents placed on the inside of the cluster play an important role in controlling 
the outcome of self‐sorting of these clusters,[41] namely, bipyridine‐based pincer ligands 
such as 57 (Scheme  6.14) have been shown to assemble into clusters with Pd(II), in 
which the stoichiometric ratio of ligand/Pd was 4:2. By substituting the central benzene 
ring of 57 between the two alkynyl substituents, functional groups could be placed in 
the interior of the resultant capsule. However, this ability for placement was not without 
limitations. Thus, Hooley found that combining 57 and its more bulky analog 58 in the 
presence of Pd(II) resulted in the exclusive formation of just two products: [574Pd2]4+ 
and [57358Pd2]4+. Ligand 58 is simply too large to permit more than one copy of itself 
in the cluster and thus must surround itself with three copies of 57. In parallel, ligand 
57 forms a homotetrameric cluster [574Pd2]4+, which has no similar steric qualms.

The same group has recently shown that sets of structurally remarkably similar imine 
ligands will narcissistically self‐sort when exposed to Fe(ClO4)2.[42] In this experiment, 
four structurally similar amines were used: xanthone‐derived 59 and 60–62, which 
were derived from dibenzosuberone (Figure 6.2). In these compounds, the coordination 
angles between the two amino groups were determined to be 125.18°, 93.22°, 87.87°, and 
86.75°. On exposure to 2 equivalents of 2‐formylpyridine and 0.67 equivalents of 
Fe(ClO4)2 in MeCN, all four amines formed double imines, which then coordinated to 
Fe(II) in an overall 3:2 stoichiometry (an example of such a complex is shown in 
Figure 6.2, right). In more complex experiments where mixtures of proligands 60–62 
were exposed to an excess of 2‐formylpyridine and Fe(II), self‐sorting behavior was 
observed, namely, each ligand narcissistically formed complexes with two more copies 
of itself, rather than engaging in mixed–ligand complexes. Furthermore, if the same set 
of proligands was exposed to just enough 2‐formylpyridine and Fe(II) to form a single 
3:2 complex, selectivity was observed. Ligand 60 reacted first, followed by 62, followed 
by 61, thus the self‐sorting process could be controlled to yield three, two, or just 
one pure product. Interestingly, despite the large different coordination angle in 59, its 
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ability to discriminate among other ligands in Fe complexes was much worse, and het-
erocomplexes were routinely observed. The authors postulated that the very subtle dif-
ferences in the structure of the original ligands are amplified when these ligands  distort 
to form a complex; apparent avoidance of mismatching distortions was given as the 
putative reason for the observed self‐sorting.

Continuing with the exploration of this process, Hooley’s group designed a series of 
structurally related bis(salicylhydrazone) ligands with their salicylhydrazone moieties 
positioned at different angles. On exposure of this mixture to various lanthanide salts, 
only narcissistic assemblies were formed.[43] Hooley’s group also showed that metal 
coordination, together with hydrogen bonding, can result in inducing chiral self‐sorting 
of a prochiral imine ligand.[44]

While all of the above examples relied on homomeric self‐sorting, wherein multiple 
copies of the same ligand “found” a metal and created a highly symmetric complex, 
Schmittel and coworkers focused their attention on the programmed preparation of 
low‐symmetry complexes with irregular structures. This work was reviewed by 
Schmittel in 2012,[9] and we will therefore focus on key pre‐2012 examples and most 
recent developments.

In 2010, Schmittel and co‐workers reported an eight‐component self‐sorting process 
that resulted in a supramolecular scalene triangle.[45] Construction of this novel and 
highly challenging supramolecular macrocycle with a low‐symmetry structure was a 
consequence of a well‐developed self‐sorting process that the same group previously 
established. Schmittel et al. have invested much time in developing electronically and 
sterically tuned ligands that would predictably form heteroleptic complexes with Cu(I) 
and Zn(II).[12,46] Thus, when an equimolar mixture of 63–68, Zn(II), and Cu(I) 
(Scheme 6.15) was created, only three discrete complexes were formed: [Zn(63)(64)]2+, 
[Cu(66)(67)]+, and 65 · 68. Thermodynamic stability is behind the exclusive formation 
of these three species. Ligands 63 and 67 are too bulky to form homoleptic complexes; 
ligands 64 and 66 are not bulky, but still prefer to form heteroleptic complexes with 63 
and 67 due to an additional [π · · · π] stacking stabilization coming from their 
 pendant aryl groups. Finally, Zn‐porphyrin 68 prohibits steric access to all ligands but 
4‐iodopyridine (65). The final piece of selectivity comes from the metal: Zn(II) coordi-
nates to 63 and 64 to form a pentacoordinate metal center (a situation in which Cu(I) 
cannot find itself ), with possible additional coordination from one of the four oxygens 
in methoxy groups. While isolated Cu(I) could form heteroleptic complexes with 63 
and 66, or with 67 and 66, in the presence of Zn(II), which consumes all 63, it forms 
only the latter, resulting in a self‐sorted state.

With this self‐sorting system well understood, the three supramolecular synthons 
could be relied on to form orthogonally even more complex architectures. Thus, in the 
extension of this study, Schmittel reported that precursors 69 (in which 65 and 67 
are  covalently linked), 70 (which combined 64 and 66), and 71 (linking 63 and 68) 
self‐assembled in the presence of equimolar amounts of Cu(I) and Zn(II) into a scalene 
triangle (Scheme  6.16). The distances between the corners of the triangle were 
 calculated to be 1.84, 1.60, and 1.44 nm.

In 2013, the same group applied a similar self‐sorting strategy to the preparation of a 
low‐symmetry scalene quadrilateral (Scheme 6.17).[47] Using a mixture of precursors 
71–75, and Zn(II) and Cu(I) in a precisely controlled 2:1 stoichiometry, a scalene 
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quadrilateral was formed with Zn(II) centers on two corners, Zn‐porphyrin on one, and 
Cu(I) on the last corner. While the crystal structure of this macrocyclic compound 
could not be obtained, 1H NMR spectroscopy and computations confirmed its low‐
symmetry structure: the distances between metal centers were calculated to be 1.98, 
1.83, 1.60, and 1.50 nm. This remarkable and fully orthogonal assembly process 
 presented an example of both integrative and completive self‐sorting. A similar strategy 
was subsequently applied in the synthesis of a metallosupramolecular pentagon with 
sides of uneven length (1.76, 1.74, 1.74, 1.68, and 1.51 nm).[48]

Very recently, this group has reported a redox‐dependent self‐sorting process which 
operates a rotary switch between two stations.[49]

6.3  Kinetically Controlled Self‐sorting

Kinetically controlled self‐sorting processes are less common than their thermody-
namic counterparts, but are arguably more relevant as models of biological systems that 
operate far from equilibrium.[50,51] Since 2010, our group has been very active in the 
area of kinetically controlled self‐sorting of DCLs. We have developed a series of 
 protocols that use an irreversible chemical or physical stimulus to reduce a DCL in 
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complexity, typically from n2 to n members. All of these protocols, which will be 
described in detail below, share some characteristics:

a) They operate in an open system which does not reach equilibrium until the self‐ 
sorting process is completed.

b) They do involve an equilibrating mixture of compounds that responds to distur-
bances in concentrations of individual components.

c) The external stimulus has to be selective enough to operate quickly on the fastest‐
responding component of the DCL, allowing other DCL components to produce 
more of the fast‐responding member without responding to the stimulus themselves.

d) The external stimulus is iteratively ramped up in intensity to target more and more 
members of these libraries.

The operation of these protocols can be schematically represented using the matrices 
shown in Scheme  6.18.[52] Imagine a DCL constructed by a random reaction of five 
compounds of one kind (A–E) and five compounds of another kind (76–80), with the 
constraint that compounds of one kind do not react with the compounds of the same 

A B C D E A B C D E

76 1.0 1.0 1.0 1.0 1.0 76 5.0 — — — —

77 1.0 1.0 1.0 1.0 1.0 77 — 5.0 — — —

78 1.0 1.0 1.0 1.0 1.0 78 — — 5.0 — —

79 1.0 1.0 1.0 1.0 1.0 79 — — — 5.0 —

80 1.0 1.0 1.0 1.0 1.0 80 — — — — 5.0

A B C D A B C D

76 1.0 1.0 1.0 1.0 76 4.0 — — —

77 1.0 1.0 1.0 1.0 77 1.0 3.0 — —

78 1.0 1.0 1.0 1.0 78 — 2.0 2.0 —

79 1.0 1.0 1.0 1.0 79 — — 3.0 1.0

80 1.0 1.0 1.0 1.0 80 — — — 4.0

A B C D E A B C D E

76 1.0 1.0 1.0 1.0 1.0 76 5.0 — — — —

77 1.0 1.0 1.0 1.0 1.0 77 5.0 — — — —

78 1.0 1.0 1.0 1.0 1.0 78 5.0 — — — —

79 1.0 1.0 1.0 1.0 1.0 79 5.0 — — — —

80 16.0 1.0 1.0 1.0 1.0 80 — 5.0 5.0 5.0 5.0

Scheme 6.18 DCLs can be viewed as matrices, and their self‐sorting results in a redistribution of 
matrix components. Tables show the predicted outcome of self‐sorting of an equimolar [5 × 5] DCL 
(top), an equimolar [4 × 5] DCL (center), and a non‐equimolar [5 × 5] DCL (bottom).
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kind, but can react with any compound of the other kind, and always in 1:1 stoichiom-
etry. This system would then produce a [5 × 5] library of adducts, labeled A76–E80. Let 
us further assume that the responsiveness of components to a given stimulus drops off 
from 76 to 80 and A to E, and that the total responsiveness of adduct products is simply 
an additive combination of the responsivenesses of individual constituents of the 
adduct. Finally, let us assume that the unselective reaction between two strictly equimo-
lar mixtures produces roughly equimolar amounts of all adducts A76–E80.

What happens when an external stimulus is selectively applied to this mixture? 
Compound A76 will respond to the irreversible stimulus first and will be removed from 
the DCL (either physically or de facto chemically by being rendered unreactive). As A76 
is depleted from the DCL, all other library members that share either component A or 
component 76 with it (i.e., adducts A77, A78, A79, A80, B76, C76, D76, and E76) will 
react among themselves to replenish the consumed A76. If this process continues, it 
will eventually consume not just A76 but also all eight other adducts that shared either 
of their constituents with A76. This irreversible stimulus would thus produce a five‐fold 
excess of A76 compared to the amount originally present in the DCL, while simultane-
ously reducing the DCL in complexity to a smaller [4 × 4] library. If the external stimulus 
is increased in intensity, it will then target the next most‐responsive compound in the 
remaining DCL, namely B77. Its removal from the mixture will result in the subsequent 
disappearance of B78, B79, B80, C77, D77, and E77 as these six compounds are sacri-
ficed to make more of the rapidly depleting B77. A smaller [3 × 3] library will also be 
formed, from which C78 could be isolated next, and so on, until the original 25‐mem-
ber DCL is reduced to just five pure compounds, A76, B77, C78, D79, and E80, all of 
which will be produced in five‐fold excess compared to their original amounts. 
Conceptually, a square [n × n] equimolar matrix will result in the n‐fold amplification of 
its diagonal members and disappearance of all others.

This general behavior is not limited to square matrices. In the case of an equimolar 
rectangular [n × m] matrix such as the one shown in Scheme 6.18, initial application of 
the irreversible stimulus will target A76, just like before. However, the matrix now can-
not produce 5 equivalents of A76 because it will run out of 76, of which only 4 equiva-
lents are present. Therefore, the first application of the stimulus creates 4 equivalents of 
A76, before it runs out of 76. The self‐sorting process then moves on to A77, of which 
1 equivalent is generated (because we run out of A), and then zigzags its way down the 
diagonal, producing B77 (3 equivalents, before we run out of 77), B78 (2 equivalents, 
before we run out of B), C78 (2 equivalents, before we run out of 78), and so on. While 
the overall simplification is not as dramatic as in the case of an equimolar square matrix, 
this experiment still amplifies well‐defined DCL components in well‐defined (and non‐
equimolar) stoichiometries, which will be important in cases where self‐sorting pro-
cesses need to produce very different amounts of desired products.

Finally, non‐equimolar matrices are also supposed to undergo predictable simplifica-
tion during a self‐sorting event. The [5 × 5] matrix shown in Scheme 6.18 is equimolar 
with respect to all components except A80, which is present in a 16‐fold excess. 
Application of a self‐sorting stimulus to this DCL will produce 5 equivalents each of 
A76, A77, A78, and A79 (before running out of 76, 77, 78, and 79, respectively). At 
that point, all 20 equivalents of A would have been consumed, and DCL would not have 
been able to produce any A80; instead, it would move on to producing 5 equivalents 
each of B80, C80, D80, and E80. In effect, an equimolar [n × n] DCL amplifies each of 
the diagonal members n‐fold; if one DCL member is present in excess at the beginning 
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of a self‐sorting process, self‐sorting will simply “pull” this diagonal distribution toward 
the component present in excess. Similarly, deficit of one DCL member will “push” 
the diagonal distribution away from the component present in a lower amount than 
all the others.

In the next two subsections, this general principle will be illustrated for several 
 procedures developed in our and other laboratories.

6.3.1 Self‐sorting of Dynamic Libraries during Irreversible Chemical Reactions

Biological systems are capable of exerting exquisite spatiotemporal control over the 
chemoselectivity of numerous chemical reactions occurring within a typical cell. 
Components of metabolic pathways selectively recognize each other in this complex 
environment, and effectively sort into their respective pathways either under chemical 
(highly specific enzymatic catalysis) or physical (compartmentalization within cellular 
organelles) influences. An analogous ability to accomplish chemoselective reactivity in 
a fully synthetic mixture of compounds would have potential ramifications not only as 
a model for biology, but also as a platform for selective production of multiple value‐
added chemicals from complex (“messy”) mixtures of precursors. This development 
could lead to dramatic savings in chemical industry, on account of eliminating the 
requirement for pristine starting materials.

In our original entry into the arena of kinetically controlled self‐sorting, we used dif-
ferent oxidation rates of imine‐based DCL members to effect self‐sorting.[53] When a 
dynamic library of nine imines 81–89 (formed by an unselective reaction of three 
 constituent aldehydes and three anilines) was subjected to mildly oxidative conditions, 
imine 83 oxidized first as it contained the most electron‐rich aldehyde and aniline com-
ponents (Scheme 6.19). As outline above, removal of 83 also resulted in the production 
of benzimidazole 90 and elimination of 81, 82, 86, and 89 from the library, and the 
generation of a smaller four‐compound reduced DCL. Increasing the temperature and 
resubjecting this smaller DCL to oxidation resulted in the oxidation of 85 into benzoxa-
zole 91, and left the oxidation‐inert imine 87 as the residual compound. In effect, a 
[3 × 3] DCL was reduced into just three pure compounds, as DCL members traded their 
aldehyde and aniline constituents to eventually end up with pairs that could oxidize 
fastest under given circumstances.

In this protocol, control of the relative rates of oxidation and imine exchange was 
critical for the high fidelity of self‐sorting. The rate of oxidation had to be kept signifi-
cantly lower than that of imine exchange to allow the DCL enough time to re‐equilibrate 
continuously during the process. This was achieved by using iodine as a weak oxidant; 
more potent oxidants such as 2,3‐dichloro‐5,6‐dicyano‐1,4‐benzoquinone (DDQ) or 
chloranil, oxidized the mixture quickly and unselectively, effectively “freezing” the 
imine mixture composition and translating almost all imines in the DCL into their 
 oxidized products. The second factor was the rate of iodine addition. By slowly adding 
iodine via a syringe pump, its concentration could be kept low, slowing the oxidation 
down while leaving the rate of imine exchange unchanged. This factor also had a 
 profound influence on the product selectivity: slow addition resulted in a self‐sorted 
state where electron‐rich/electron‐rich aldehyde/aniline combinations were dominant. 
In contrast, instantaneous addition of iodine resulted in a significantly lower selectivity 
of oxidation, but now electron‐rich/electron‐poor combinations dominated, as those 
imines were more stable at equilibrium.[54]
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Kinetically controlled self‐sorting can also be viewed as an iterative dynamic kinetic 
resolution of complex libraries. Ramström and co‐workers have shown that a DCL 
composed of 10 nitroaldol adducts (formed by a random reaction of five aldehydes with 
2‐nitropropane) can be dynamically resolved during its reaction with p‐chlorophenyl 
acetate in the presence of Burkholderia cepacia PS‐C I lipase. Instead of 10 possible 
acetylation products, only two were observed in 53% and 33% yields and high enantio-
meric purities. Relatively modest isolated yields would characterize these processes as 
low fidelity.[54] The same group subsequently demonstrated double kinetic resolution of 
a DCL composed of 24 Strecker adducts (formed by a reaction of TMSCN with a [3 × 4] 
imine DCL), wherein the lipase enzyme selected both the most reactive aldehyde and 
amine components in the acetylation reaction.[55]

Dynamic self‐replication processes[56] are also a variant of self‐sorting, in which com-
ponents of a dynamic mixture sort into several systems, one of which is autocatalytic. 
These fascinating processes are of obvious interest in the theories of the origin of life.[57] 
Philp and co‐workers have demonstrated self‐replicating behavior in a DCL, wherein 
one component of an imine DCL catalyzed its own formation from precursor aldehydes 
and amines.[58]However, as this was an equilibrium process, self‐replication could not 
change the overall distribution of DCL components, it only affected how quickly the 
equilibrium was established. To get around this thermodynamic limitation, Philp et al. 
introduced an irreversible final reaction that created a product which on one hand cata-
lyzed its own formation, and on the other was no longer subject to equilibration.[59,60] 
This concept was practically realized in the mixed imine/nitrone DCL shown in 
Scheme 6.20. An equimolar mixture of aldehydes 92 and 93, 4‐fluoroaniline (94), and 
hydroxylamine 95 produced a DCL with two imines (96 and 99) and two nitrones (97 
and 98). Exposure of this DCL to maleimide 100 resulted in an initially irreversible 
cycloaddition, wherein the two nitrones formed cycloadducts 101 and 102, both 
 present as mixtures of cis and trans isomers, but the imines did not react. Out of the 
four products, however, only trans‐101 could template its own formation by organizing 
into a ternary complex with its precursors 97 and 100. Formation of this complex accel-
erated the rate of a selective cycloaddition between 97 and 100 approximately 100‐fold; 
after 16 h, trans‐101 constituted about 80% of the product pool. The autocatalytic 
 properties of trans‐101 were confirmed by kinetic studies and separate seeding control 
experiments.

Kinetic self‐sorting is intimately guided by the Curtin–Hammett principle[61] as it 
operates best under fast equilibration conditions, wherein the chemoselectivity of the 
process is guided by the relative differences in the rates of (slow) irreversible reactions 
that remove material from equilibrium. Its applications are thus quite general, as 
any chemical process that satisfies these basic kinetic requirements should be expected 
to demonstrate self‐sorting behavior. In fact, physical stimuli are equally well suited 
for the task, and the next section will review examples of self‐sorting of DCLs under 
physical stimuli.

6.3.2 Self‐sorting of Dynamic Libraries under Physical Stimuli

In 2011, we showed that complex imine‐based DCLs could be reduced in complexity 
through distillative self‐sorting.[62] The use of distillation to shift the chemical equilib-
rium has been amply precedented: it is the stuff of textbooks and is also the basis of a 



N

N
O

H

N

F

N O

F

N

NH
O

O

O

NHOH

F

N

N
O

H

N

F

O

N

F

N

CO2H

O

O

100

N OO

O
N

HH

F

N OO

O
N

HH

F

N OO

N
O

HH

F

N

O

N H

N

HO2C

OO

N
O

F

N

O

NH

HH

CO2H

Product Pool

trans-102

DCL: Exchange Pool

92

94 95

93

trans-101

cis-101 cis-102

NH2

F 99

98

97

96

CO2H CO2H

N

O

O

N
O

F

NO

N

H

H

H
O

O
H

N

O

O

N

O
F

N
O

N

H

O
O

H

97·100·trans-101

+

+

–

+

–

–

Scheme 6.20 Self‐replication of the irreversibly produced cycloadduct trans‐101 from a DCL 
containing its precursor nitrone 97. The insert at the bottom shows the ternary complex 
(97 · 100 · trans‐101) that is the key operation species in the autocatalytic cycle.



6.3 Kinetically Controlled Self‐sorting 279

number of industrial reactive distillation protocols wherein the chemical reactor dou-
bles as a distillation still. Scheme 6.21 illustrates this distillative self‐sorting of imines on 
an example of a [3 × 3] DCL. Starting from nine imines 103–111, vacuum distillation 
(0.10 mmHg) first isolated the most volatile (and also lowest molecular mass) imine 105 
(90%), eliminating imines 103, 104, 108, and 111 from the library. The next distillation 
step proceeded at higher temperature (150 °C) and isolated imine 107 (94%), destroying 
imines 106 and 110 in the process, and leaving the least volatile 109 (99%) as the 
 distillation residue. This protocol was extended to DCLs with as many as 25 imine 
components.

Distillation as a technique capitalizes on several features of kinetic self‐sorting DCLs. 
First, it operates at high temperature and in the absence of solvent, ensuring that imine 
exchange is much faster than in solution. Second, it produces materials that are physi-
cally separated and isolated as pure compounds. Third, as a physical transformation, it 
does not suffer from side reactions and thus routinely gives products in >90% yields. 
Finally, as a technique commonly used in refining and chemical industry, it is the self‐
sorting method that is perhaps the closest to industrial applications. With all of these 
factors in mind, we next sought to expand distillative self‐sorting to ester DCLs, which 
we assumed would be of greater industrial interest.[63] While imine DCLs exchanged in 
the absence of catalyst (presumably traces of water or leftover acid played that role), 
forcing esters to swap their acyl and alkoxy components required more substantial 
 catalysts that we identified in the form of NaOt‐Bu[64] and Ti(OBu)4.[65] This ester self‐
sorting procedure was also used as the basis of an instructive experiment designed to 
teach undergraduate students about vacuum distillation and chemical equilibrium.[66] 
By taking the two cross‐over esters 112 and 113 (Scheme 6.22) with fragrant odors (i.e., 
one with a light acyl and heavy alkoxy group, and another one with a light alkoxy and 
heavy acyl group), reactive distillation results in ester transmutation into the light/light 
combination 114 (found in the distillate) and heavy/heavy combination 115, isolated in 
the residue. If starting and ending esters are chosen to have very different aromas, the 
outcome of this experiment can be qualitatively assessed by smelling, even by under-
graduates, as this method is safe because the used esters are non‐toxic, FDA‐approved 
food additives. One example of such an experiment is shown in Scheme 6.22.

In 2015, we reported self‐sorting of imine DCLs based on their differential adsorption 
on silica gel.[67] As adsorption affinities toward silica gel generally correlate to com-
pound polarity, this procedure effectively sorts imines based on the polarity of their 
constituent aldehyde and amine components. Thus a DCL mixture disproportionates 
on the column into the most and the least polar components, completely sacrificing the 
cross‐over products of intermediate polarity. Silica gel plays a dual role of adsorbent 
(which effects the self‐sorting) and mild acid catalyst (which speeds up imine exchange). 
To accelerate imine exchange and make sure it is completed within 1–3 h (a typical 
length of a column chromatographic purification) the column was also heated to ~50 °C. 
In the example shown in Scheme 6.23, a starting library of four imines was analyzed 
before and after chromatographic purification. Initial molar ratio of imines 
116:88:117:118 was 1.00:0.65:0.66:0.99. After chromatographic purification, the first 
fraction contained only imine 116 (85% yield), while the second fraction contained 117 
(8%) and 118 (89%). Thus, during the course of a column chromatography, an initial 
unbiased DCL was transformed into two separate fractions which were strongly biased 
towards the least polar (116) and most polar (118) component of the original DCL. 
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To ensure that this self‐sorting is not thermodynamic in origin, we heated the initial 
DCL at reflux in the presence of silica gel. Although the imine distribution changed 
slightly, no significant biasing was observed, suggesting that, indeed, the open nature of 
the eluting system is essential to the self‐sorting. Mixtures as high in complexity as 
[4 × 4] have been simplified into four pure products using this methodology.

One of the very commonly used strategies for shifting the position of a chemical 
 equilibrium is selective precipitation of individual insoluble components. Those com-
ponents are then amplified in the precipitate, as the equilibrium shifts to replenish 
the just‐precipitated compound. If the same process is iteratively applied, multiple pure 
compounds can be obtained by sequential precipitation from the solution. While also 
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physical in nature, precipitation as the self‐sorting stimulus is quite different from the 
above discussed examples of distillation and adsorption. Both distillation and adsorp-
tion utilize quick equilibration of imine precursors (achieved by heating) and then sort 
the components based on their ability to irreversibly escape this quickly established 
equilibrium. In contrast, precipitation generally operates at low temperatures, so it has 
to rely on more significant differences in solubility that can be expressed even with a 
slow equilibration process.

We have studied the precipitative self‐sorting of dynamic imine libraries,[68] and have 
found that the final composition of these mixtures is governed by the collective inter-
play of the solubilities of formed and potentially formed (virtual) products. For example, 
when an equimolar mixture of aldehydes 15, 92, and 121 and anilines 17, 119, and 120 
(Scheme  6.24) was dissolved in EtOH and then subjected to slow addition of H2O 
(which was intended to lower the solubility of imines), only three of the possible nine 
imines were formed: 105, 122, and 109. This selectivity was driven by the extremely low 
solubilities of imines 109 and 122, which sequestered all of their constituents from 
solution; this coprecipitation left only 119 and 92 in solution, which had no choice but 
to selectively form the soluble imine 105.

Nitschke et al.[69] showed that a library of diastereomers of a helical imine/Cu(I) com-
plex collapses into a single set of enantiomers on crystallization.

We have reported an example of a reaction that may present a case of precipitation‐
driven positional self‐sorting. We revisited the benzoin condensation of isophthalde-
hyde (123) – despite literature precedent which mentions only polymeric products – and 
found that this reaction produces a cyclic trimer 124 of the starting material in 41% 
yield (Scheme 6.25).[70] We dubbed this compound cyclotribenzoin; it is not yet clear 
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whether this is an example of self‐sorting, as our mechanistic investigations are under-
going. It may very well be one, as (i) benzoin condensation is in principle reversible, 
(ii)  product is isolated by precipitation, and (iii) positional control is achieved as 
 carbonyl and hydroxyl groups regioselectively alternate along the cyclic backbone 
(much like in Stang’s example shown in Scheme 6.13). We have expanded these findings 
to the cyclic tetramer of terephthtaldehyde.[71]

6.4  Conclusions and Outlook

Self‐sorting processes are intuitive and their expressions are found in many natural 
 phenomena. During the past decade, a systematic study of these behaviors in synthetic 
systems has yielded many new insights, allowing the creation of a formalized and some-
what quantitative framework within which to study and classify self‐sorting processes. 
It has been shown that a number of distinct physical and chemical stimuli can be 
employed to initiate self‐sorting events, and these processes can yield highly sophisti-
cated, low‐symmetry assemblies.

In the domain of thermodynamic self‐sorting, the work of Schmittel et al. has been 
truly pushing the envelope away from the beautiful and highly symmetric superstruc-
tures (which dominated the early days of supramolecular self‐assembly) to low‐ 
symmetry but highly ordered structures where multiple different components find 
exactly the right place in a complex assembly. This clever utilization of integrative self‐
sorting processes is producing assemblies that are both more similar to naturally 
 occurring systems and more likely to engage in sophisticated applications. As with 
other thermodynamically controlled processes, these are dominated by enthalpic con-
siderations. It will be interesting to see what surprises lie in wait with structures that 
require assembly of numerous components and bring with them entropic challenges.

Kinetically controlled self‐sorting has utilized many irreversible stimuli to target and 
amplify individual components in complex DCLs and engage them in useful reactivity. 
A proverbial “holy grail” in this area would be the ability to target literally any compo-
nent of the DCL and express it. We are not there yet; as the matrices shown in 
Scheme  6.18 demonstrate, kinetic self‐sorting is largely confined to the isolation of 
diagonal DCL members, with relatively limited flexibility. However, a DCL that responds 
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to two or more orthogonal stimuli (corresponding, in other words, to a matrix in which 
we could target both diagonals) under kinetic control could be used to, in principle, 
express any of its components by an appropriate combination of the two sorting factors. 
Given that kinetically controlled processes remove material from equilibrium and can 
yield well‐defined and stable compounds that are no longer subject to equilibration, this 
procedure could quickly find applications in basic chemical industry.

In our view, the community is now perfectly positioned to take on the next grand 
challenge: self‐sorting of naturally occurring mixtures. Cellular environments are per-
haps still too complex to tackle, but many abundant and potentially useful naturally 
occurring mixtures could be explored in the context of self‐sorting. These include natu-
ral lipids and oils (of relevance to the biofuel industry) or hydrolyzed lignin (which is an 
extremely abundant, but severely underutilized potential source of diverse aromatic 
structures).[72,73] Both of these mixtures are replete with compounds that can engage in 
dynamic combinatorial chemistry – esters, acetals, ketones, aldehydes, alkenes – and 
self‐sorting could in principle be used to channel these mixtures into a handful of value‐
added products. Some attempts to engage these mixtures in dynamic covalent reactivity 
have already been made[74] and are highly encouraging.
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7

7.1  Introduction

Driven by the need for miniaturization, research on molecular machines has received 
considerable attention as a concept transferred from the macroscopic world to the 
nanoscale.[1–4] Molecular machines are dynamic molecular systems, usually containing 
multiple movable components, the locations of which can be altered to generate 
motion‐like conformational or configurational changes by external stimuli such as 
chemical, electrochemical or photochemical inputs. Each molecular machine repre-
sents a chemical device that can perform a specific function. Nature has evolved many 
kinds of biomolecular machines.[5] Recently synthetic molecular objects with increas-
ing topological and functional complexity have been designed and synthesized, with the 
aim of rivalling those in living systems. Bistable mechanically interlocked molecules 
(MIMs),[4,6] such as [n]catenanes and [n]rotaxanes (n > 1), are among the most repre-
sentative types of synthetic molecular machines (Figure 7.1), which refer to molecular 
systems with two ring components or one ring and one dumbbell component, respec-
tively, interlocked with each other by mechanical bonds. The relative movement of 
the  rings in [2]catenanes gives rise to circumrotary motion, while in the case of [2]
rotaxanes, linear sliding motion can be generated from the relative movement between 
the ring and dumbbell component. In both cases, the relative ring‐to‐ring and ring‐ 
to‐dumbbell locations are dictated at large by a variety of non‐covalent bonding 
interactions.

The success of the development of versatile synthetic molecular machines essentially 
lies in the advancement of better understanding of strong and weak inter‐ and intramo-
lecular interactions. Supramolecular chemistry,[7–9] which deals with non‐covalent 
interactions such as hydrogen and halogen bonding interactions, π–π stacking 
 interactions, electrostatic interactions, metal–ion binding, and solvent–solute interac-
tions, has been utilized extensively to achieve pre‐organization of molecular compo-
nents for subsequent covalent linkage. Such a synthetic strategy that harnesses the 
power of molecular recognition and self‐assembly is known as template‐directed 
 synthesis, which takes advantage of both thermodynamic and kinetic characteristics 
of  classical non‐covalent and covalent bonding interactions. Recently, dynamic 
 covalent chemistry (DCvC),[10–13] which combines the thermodynamic reversibility of 
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non‐covalent interactions and the kinetic stability of covalent interactions, has emerged 
as a powerful tool for target‐oriented synthesis of topologically complex molecules[14,15] 
or diversity‐oriented synthesis of dynamic constitutional libraries (DCLs).[16–18] When 
combining non‐covalent templating with DCvC, the two levels of reversibility give rise to 
a remarkably versatile, equilibrium‐based pathway towards high‐yield syntheses of topo-
logically interesting structures that are inaccessible by conventional covalent approaches. 
Various dynamic covalent reactions, such as imine chemistry, disulfide exchange, boronic 
ester linkage, and olefin metathesis, have been routinely exercised in the synthesis of 
sophisticated mechanically interlocked molecules, including those possessing bistability. 
The introduction of DCvC within bistable molecular machines also offers new opportu-
nities for modulating the switching behavior between different states. In conventional 
molecular machines, the relative locations of different components are held by non‐
covalent interactions. When DCvC is used instead of non‐covalent interactions, the 
covalent characteristics bring about more distinctive states as a result of larger energetic 
separations, implying more stable machine‐like operations.[19]

In this chapter, we will summarize molecular machine‐related DCvC in two catego-
ries: molecular machines that are assembled by DCvC and those that are operated by 
DCvC. In the first category, we will highlight some representative DCvC examples that 
have been recognized for their high efficacy and selectivity in the assembly of inter-
locked molecules, particularly these that can function as switchable systems. The gen-
eral utilization of DCvC for interlocked molecules has been extensively reviewed and is 
not the focus of this chapter.[20] In this category we will also introduce several examples 
of DCvC‐based non‐interlocked molecular machines. The second category summarizes 
molecular machines that utilize dynamic bond formation and breakage to govern the 
switching between different states. In the final part of the chapter a perspective on 
DCvC and molecular machines is offered.

7.2  Molecular Machines Assembled by Dynamic  
Covalent Chemistry

In the following section, representative examples of switchable molecules are presented, 
including interlocked molecules and non‐interlocked rotary molecular machines, 
all based on dynamic covalent bonds.

S′
S′

S

S

(a) (b)

Figure 7.1 Molecular machines based on (a) a bistable [2]catenane and (b) a bistable [2]rotaxane.
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7.2.1 Mechanically Interlocked Molecular Machines

7.2.1.1 By Imine Chemistry
One of the most common strategies in applying DCvC for interlocked molecules is the 
so‐called “clipping” method,[21] which involves the linkage of different partial macrocy-
clic components that are pre‐organized around a template. This strategy has been 
extensively exercised in the imine‐based synthesis of interlocked molecules. Stoddart 
and co‐workers have pioneered the hydrogen‐bonding mediated imine assembly from 
mixing bis(3,5‐dimethoxybenzyl)ammonium hexafluorophosphate 1 with a solution of 
equimolar of 2,6‐pyridinedicarboxaldehyde 2 and tetraethylene glycol bis(2‐aminophe-
nyl)ether 3 (Scheme 7.1a).[22] The desired [2]rotaxane 4 was obtained quantitatively in 
a few minutes. The high efficiency of the clipping reaction was the basis for the success-
ful synthesis of monodisperse oligo[n]rotaxane 6 (Scheme 7.1b). Multiple dialkylam-
monium centers, such as those in 5, were incorporated into the dumbbell component 
and subjected to clipping with dialdehyde 2 and diamine 3. Monodisperse oligo[n]
rotaxanes with n up to 15 were obtained in high yield when dibenzylammonium 
 centers were used, thanks to positive cooperativity arising from extended π–π stacking 
interactions.[23,24]

The imine‐based clipping reaction has been utilized by Tatay and co‐workers in the 
synthesis of switchable copper‐complexed interlocked systems.[25] Reacting dumbbell‐
shaped component 7 with diamine 8 and 2,6‐diformylpyridine (2) in the presence of 
Cu(MeCN)4PF6, followed by reduction of the diimine gave rise to [2]rotaxane 9‐Cu(I) 
(Scheme 7.2). As evidenced by electron spin resonance spectroscopy and cyclic voltam-
metry, the introduction of such a pyridine bisamine moiety, which replaced the classical 
terpyridine terdentate unit, led to significant stabilization of the penta‐coordinated 
Cu(I) site. On oxidation of Cu(I) to Cu(II), pirouetting of the macrocycle was activated 
to favor the formation of a tetra‐coordinated Cu(II) complex between the two phenan-
throline units. Such an electrochemical switching process took place at the millisecond 
timescale, which represented the fastest switching rotaxane in Cu‐based  interlocked 
dynamic systems. The DCvC incorporated here not only showcases the synthetic sim-
plicity, but also has led to a bistable system with more distinct energetic separation 
between states and an acceleration of the reorganization processes.

A similar imine clipping reaction has also been employed in the synthesis of photos-
witchable [2]catenanes 10, one macrocyclic component of which contains an ammo-
nium center for templated clipping of another macrocycle and a photoresponsive 
dithienylethene (DTE) unit (Scheme  7.3).[26] Good photochromic reversibility and 
excellent fatigue resistance were observed as a result of the formation of open 
and closed isomers of the DTE unit upon UV or visible light irradiation. The catenation 
of the imine‐based macrocycle on the macrocyclic ammonium salt rendered enhanced 
photochromic properties compared to these of the ammonium salt containing macro-
cycles alone.

The facile imine bond formation also facilitates the synthesis of an anthracene‐ 
containing dynamic [2]rotaxane AnthR‐H · PF6, which behaves as an acid sensor as 
well as a molecular logic device based on the fluorescence response of the anthracene 
end group (Scheme  7.4).[27] The [2]rotaxane AnthR‐H · PF6 was prepared by the 
aforementioned “clipping” approach by reacting dialdehyde 2, diamine 3, and a dumb-
bell‐shaped secondary dialkylammonium ion (Anth‐H · PF6 template). Owing to the 
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complementary recognition associated with [N+H · · · O] and [N+CH · · · O] hydrogen 
bonds as well as electrostatic and π–π interaction between the macrocycle and 
 dumbbell component, the thermodynamically stable dynamic [2]rotaxane was 
obtained in high yield (>90%), without formation of other higher‐order macrocyclic 
homo‐oligomers or acyclic oligomers. Furthermore, the anthracene fluorescence of 
the [2]rotaxane could be completely quenched by electron transfer from the imine 
and pyridine moieties in the macrocycle in close proximity. In addition, it is known 
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fluorescence 
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Fluorescence at 
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(excitation = 
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A 0 0 0 0 0 1
B 1 0 0 0 0 1
C 0 1 0 0 (1) (0)
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H 1 0 0 1 0 1
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L 1 1 1 0 1 0
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Scheme 7.4 Dissociation of anthracene‐containing rotaxane AnthR‐H · PF6 with “turn‐on” fluorescent 
properties and summary of the fluorescence output of the rotaxane AnthR‐H · PF6 in the presence of 
four different additive inputs (H2O, H+, KPF6, and Tol‐NH2). Input: “1” represents the presence of the 
additive while “0” represents the absence of the additive. Output: “1” represents observable 
fluorescence while “0” represents no observable fluorescence (fluorescence quenched). The output 
entries C, I, J, and O (parentheses) are somewhat uncertain since thoroughly dry conditions are 
difficult to realize.
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that the imine bonds in macrocycles are responsive to the presence of water, acid, salt 
(KPF6), and amine (p‐toluidine). Two acid sensors (HCl/H2O and HCl/Et2O) have 
been identified with different modes of dimmer control, that is, logarithmic and lin-
ear. The use of a combination of stimuli for the [2]rotaxane is summarized in the table 
of Scheme 7.4, employing a binary notation with four different inputs and one output. 
Noticeably, the output entries C, I, J, and O are somewhat uncertain since it is difficult 
to reach thoroughly dry conditions. If the situation relating to the residual water mol-
ecules present in the solutions was overlooked, then the outputs could be interpolated 
(as the bracketed values). Since the fluorescence signal could be observed by various 
input or stimuli, different molecular logic was realized by rational selection of differ-
ent combinations of input.

Other types of non‐covalent interactions, such as donor–acceptor interactions, have 
also been utilized in the dynamic clipping of interlocked molecules. In the presence of 
an electron‐deficient π‐template, such as the bipyridinium (BPY)‐containing dumb-
bell‐shaped compound 12, a six‐component [2 + 3] clipping reaction that involves 2 
equivalents of 1,3,5‐benzenetrialdehyde (13) and 3 equivalents of 2,2’‐(ethylenedioxy)
diethylamine (14) (Scheme 7.5a) works efficiently to afford the desired [2]rotaxane 15 
as the single product.[28] Weak interactions, the main one being π–π interactions 
between the BPY template and the macrobicycle, contribute to the overall stabilization 
of the threaded product, despite a symmetry mismatch between the host and the guest. 
Recently, c3‐symmetric trispyridinium (TPY) guests, such as 16 in Scheme 7.5b, have 
also been employed as an effective template for the formation of a triply‐threaded [2]
rotaxane 17.[29]

The difference in templating power between BPY and TPY units renders an uncon-
ventional solvent‐dependent switching between the two [2]rotaxanes 15 and 17 
(Scheme 7.6).[30] In competition clipping experiments employing both BPY and TPY as 
the templates, exclusive formation of the BPY‐based linear [2]rotaxane 15 could be 
achieved in pure CDCl3, while in pure CD3CN a 6.7:1 selectivity was achieved in favor 
of the TPY‐based triply threaded [2]rotaxane 17. Such an environmental responsive 
switching between different structures was related to the subtle differences of the aro-
matic–aromatic interactions that govern the templated formation of two [2]rotaxanes. 
The BPY‐based clipping reaction was driven by electrostatic interactions between aro-
matic surfaces, while the TPY‐based reaction was driven by solvophobic interactions. 
It is the difference in the collective non‐covalent interactions that accounts for the 
opposite selectivity in different chemical environments, which can be essential for the 
design of complex molecular architecture, which rely on weak but cooperative non‐
covalent interactions.

The dynamic clipping approach combining π‐templating and reversible imine chem-
istry has also been applied in the preparation of [2]catenanes (Scheme 7.7).[31] A mixing 
of terephthaldehyde (18), 2,2′‐(ethylenedioxy)diethylamine (14), and the tetracationic 
cyclobisparaquat (19) (CBPQT4+) in CD3CN in 2:2:1 ratio resulted in the formation of 
a single species that corresponded to the [2]catenane 20. No [2]catenane was formed 
when 1,5‐diformylnaphthalene (21) was used instead of terephthaldehyde. Interestingly, 
when equimolar amounts of 18 and 21 were mixed with diamine 14 (2 equivalents) and 
cyclophane 19 (1 equivalent), an unsymmetrical [2]catenane 22 was formed selectively 
as the major product in 90% yield, together with ~5% of the symmetric [2]catenane 20. 
Furthermore, only one translational isomer of 22 was observed both in solution and in 
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the solid state, with the diiminobenzene ring system sitting inside the cavity of the 
 tetracationic cyclophane and the diiminonaphthalene ring system sitting alongside. 
Steric effects, together with strong π–π interactions between the aromatic units and the 
collective [C‐H · · · O] interactions in a molecular geometry with ideal preorganization, 
are responsible for the high selectivity expressed in the clipping reaction. This approach 
offers a thermodynamic pathway to desymmetrized [2]catenanes by installing different 
recognition units in one simple step in one of the macrocyclic components, which holds 
great promise for the construction of switchable molecules with multistability.

7.2.1.2 By Disulfide Bond Formation
Sanders and co‐workers have detailed the construction of DCLs based on reversible 
S–S bond formation in aqueous solution,[32–37] from which donor–acceptor type [n]
catenanes were identified and amplified.[33,37] For example, an aqueous disulfide DCL 
was derived from a mixture of an electron‐accepting naphthalene diimide (NDI) deriv-
ative 23 and an electron‐donating dioxynaphthalene (DNP) derivative 24 that was 
equilibrated under air oxidation (Scheme  7.8). It was found that the formation of 
donor–acceptor [2]catenane 25 was amplified by increasing the concentrations of each 
building block or under high ionic strength. [2]Catenane 25 consisted of two identical 
macrocyclic components, each containing one DNP and one NDI ring system, that 
were covalently linked by an S–S bond. Different from the conventional alternating 
donor–acceptor stacking geometry, it adopted a donor–acceptor–acceptor–donor 
stacking conformation, likely a consequence of enhanced hydrophobic interaction that 
compensated the diminished electrostatic interactions. The use of an electron‐rich 
cationic template 26 could also amplify the formation of [2]catenane 25 by intercalat-
ing between the two electron‐deficient NDI moieties, giving rise to a supramolecular 
assembly featuring five alternating donor and acceptor units. The construction of 
such  an unusual donor–acceptor [2]catenane from acyclic precursors manifests the 
power of DCvC. A more detailed mechanistic study of the formation pathways of 
 different donor–acceptor [2]catenanes,[38] as well as the formation of more complex [3]
catenanes,[37] was reported based on similar constitutional DCLs.

+

+

MeCN

CHCl3

Scheme 7.6 Dynamic switching between a linear [2]rotaxane and a triply threaded [2]rotaxane in 
response to different solvent conditions.
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The power of DCvC also enabled the discovery of a conformationally switchable 
donor–acceptor [2]catenane 28 from a DCL. The reaction was carried out in water in a 
similar fashion to the synthesis of [2]catenane 25, involving the same electron acceptor 
23 and a slightly modified electron donor 27 (Scheme 7.9a), which differed from 24 by 
the substitution pattern on the DNP ring system (2,6‐ instead of 1,5‐substitution).[35] 
Unlike [2]catenane 25, two co‐conformations were observed in the new [2]catenane 28. 
While one of the conformations was the conventional coplanar donor–acceptor stack, 
the other one featured an unprecedented arrangement of the π systems, in which the 
flat NDI π surfaces were vertically stacked in parallel with each other to give a shape that 
is reminiscent of the astrological Gemini sign (Scheme 7.9b). Switching between the 
parallel and non‐parallel conformations could be achieved by manipulating tempera-
ture or solvent polarity, or by the addition of the guest 26. Raising the temperature or 
introduction of 26 favored the formation of the coplanar conformation, while decreas-
ing the solvent polarity by adding acetone into water favored the formation of the 
Gemini conformation. The discovery of such an unconventional switchable system is 
another example that highlights the versatile role of DCvC in the discovery of com-
pounds with unexpected structural features.

7.2.1.3 By Olefin Metathesis
The development of ruthenium − alkylidene complexes‐catalyzed olefin metathesis has 
marked another major advance for the synthesis of interlocked molecules, including [2]
rotaxanes,[39,40] [2]>catenanes,[41,42] and multiply threaded species.[43–46] For example, 
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ammonium binding has been utilized as the templating strategy to build triply threaded 
[2]rotaxanes[43] and [2]catenanes[44] in high yields after three‐fold metathesis. As shown 
by Chen and co‐workers, the D3h symmetrical triptycene tris(crown ether) host 29 
formed a complex with 3 equivalents of olefin‐terminated dibenzylammonium (DBA) 
salt 30, which, after olefin metathesis catalyzed by Grubbs’ second‐generation catalyst 
and subsequent hydrogenation, gave the triply threaded [2]catenane 31 in high yield 
(Scheme  7.10). Such multifold, templated metathesis has also been utilized in the 
 synthesis of molecular trefoil knots,[47,48] and David’s Star,[49] as pioneered by Sauvage 
and Leigh, respectively.

Chen and co‐workers recently utilized the dynamic ring‐closing olefin metathesis to 
build a triply interlocked [2]catenane 34 that could undergo stepwise rotary motion.[50] 
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Built on their earlier success on the synthesis of the D3h symmetrical host 29, they 
designed and synthesized a pyrazine‐extended triptycene‐derived tris(crown ether) 32 
that had more free volume to accommodate three new recognition sites on the inner 
threading component (Scheme 7.11). The threading component 33 was constructed to 
contain three DBA and three methyltriazolium (MTA) recognition sites for dibenzo‐24‐
crown‐8 (DB24C8) and two alkenyl ends. Complexation between 32 and 33 occurred 
readily upon mixing, from which the [2]catenane 34 was obtained in 83% yield after 
treatment with a catalytic amount of Grubbs’ second‐generation catalyst and subse-
quent hydrogenation. The presence of multiple non‐degenerative recognition sites in 
34 rendered distinctive stepwise molecular motions during the acid–base triggered 
switching process, as all four co‐conformations could be clearly identified by 1H NMR 
titration experiment. Upon deprotonation with 1,8‐diazabicyclo[5.4.0]undec‐7‐ene 
(DBU) of the first ammonium center in 34, the surrounding crown ether left the DBA 
site to bind the nearest MTA site in the partially deprotonated 35 (Scheme 7.11b). The 
next deprotonation event of another DBA center activated the movement of the second 
DB24C8 arm to the nearby MTA site in 36. Similar crown ether displacement was trig-
gered during the final deprotonation of the third DBA center in 37. All these processes 
could be reversed by the controlled addition of trifluoroacetic acid (TFA). It should be 
noted that the two MTA sites next to the same DBA site in the cyclic thread were spaced 
differently, which endowed unexpected selectivity due to the specific interlocked 
 topology, with the one closer to the DBA site being the more favorable one after each 
protonation step. This study opens new windows for the design of artificial molecular 
machines with excellent mechanochemistry properties, the underlying motion 
 mechanism of which could provide more insights into intricate biological molecular 
machines.

7.2.1.4 By Iodide‐catalyzed DCvC
Stoddart and co‐workers have employed an unusual thermodynamically controlled SN2 
reaction for the construction of switchable molecular motors by a magic‐ring‐like 
experiment. This was demonstrated in iodide‐catalyzed catenation from two preformed 
covalent macrocycles, that is, an electron‐deficient cyclobis(paraquat‐p‐phenylene) 
ring (19) and an electron‐rich crown ether 38a containing two dihydroquinone (HQ) 
units. Nucleophilic iodide attack of the benzylic carbons in 19 at 80 °C resulted in its 
ring opening (Scheme 7.12), leaving a linear molecule 39 that had less ring strain than 
the parent cyclophane. A pseudorotaxane was formed between 39 and the electron‐
rich crown ether by favorable host–guest interactions. Reverse SN2 reaction between 
the free pyridine and the benzylic iodide regenerated the bisparaquat macrocycle, con-
current with formation of the interlocked [2]catenane 40a in 46% isolated yield. The 
equilibrium was biased towards the side of [2]catenane because of the stabilizing π‐
donor–π‐acceptor interactions between the two rings. The use of more electron‐rich 
1,5‐dinaphtho[38]crown‐10 (38b) proved advantageous, rendering the equilibrium 
virtually completely toward the [2]catenane side and a much higher isolated yield of 
93%. This dynamic reaction was applied to the synthesis of bistable switchable 
[2] catenane 40c[51] using this “magic ring” protocol. Under conditions identical to those 
used in the synthesis of 40a and 40b, 40c was isolated in 60% yield, which was almost 
three times greater than that observed (23%) using conventional kinetically controlled 
reaction conditions.
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7.2.2 Non‐interlocked Molecular Machines

Synthetic rotary molecular machines based on systems other than interlocked  molecules 
can be accomplished by utilizing configurational isomerization of double bonds, such 
as cis/trans isomerization of the C = C bond demonstrated in chiral helical molecules.[52] 
The dynamic C = N double bond in imines and hydrazones could undergo similar 
isomerization and be utilized in a similar way to generate configurational and confor-
mational changes through a sequence of chemical operations.

7.2.2.1 Imine‐based Motors
As conjectured by Lehn,[53] imines and similar C = N‐based classes of molecules can func-
tion as the simplest rotary motor. Two energetically biased processes are associated with 
configurational imine isomerization, namely, photochemically driven rotation and ther-
mally activated “linear” inversion. The former process is based on a photochemical pro-
cess that, on irradiation of the imine substrate, undergoes an “out‐of‐plane” rotation 
around the C = N bond via a perpendicular excited state PSrot. When the two substituent 
groups are different (RL and RS represent larger and smaller substituents), such photo-
chemical transformation may convert the thermodynamically more stable anti (E) form 
(R trans to RL) to the less stable syn (Z) form (R cis to RL). Following this photochemical 
process, the syn form can revert to the more favorable anti form through a thermally 
activated in‐plane nitrogen inversion via a linear transition state TSinv. Such photoinduced 
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rotation of imines generates motor‐like motions around the C–N axis with no direc-
tional selectivity. In order to incur unidirectional rotation, symmetry‐breaking compo-
nents, such as optically active cyclopentanone, which contains a chiral carbon center 
close to the imine group (Scheme 7.13b), was proposed to induce preferential rotation 
in one direction.

7.2.2.2 Imine‐based Switches
Apart from the preparation of molecular motors, imine bonds can also be used for 
reversible switching control between the hydrophilic and hydrophobic surfaces of 
nanoparticles (Figure 7.2).[54] A hydrophilic, superparamagnetic iron oxide nanoparticle 
(SPIO‐NH2) with amine‐functional groups can be condensed with hydrophobic, den-
dritic dialdehydes (Gn‐CHO). From the wettability study, the SPIO‐NH2 demonstrates 
a water contact angle of 42° on a mica surface. On the other hand, the third‐ generation‐
dendronized SPIO (SPIO‐G3) nanoparticles demonstrate a higher water contact angle 
of 85° on a mica surface. Thus, the dendronization of nanoparticles through imine 
bonds could result in a significant increase in the hydrophobicity. Actually, the hydro-
phobicity of the surface of the dendronized nanoparticles can be decreased by using 
different systems (Figure  7.2, inset graph) and tuned at different rates. The rate of 
decrease of the contact angle for SPIO‐G3 is H2O > 1% Co(OAc)2/H2O > DMF/H2O 
(1:1), with rates of 4.0°, 2.9°, and 1.0° per minute, respectively. In particular, the use of a 
drop of 1% Co(OAc)2/H2O in the contact‐angle measurement for SPIO‐G3 gives a 
lower rate of decrease in the contact angle. This observation could be due to the 
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 temporary templating process between the imine groups of SPIO‐G3 and the Co2+ 
 cations, which slows down the dissociation/hydrolysis process, revealing a larger final 
contact‐angle value (48°) compared to the value using H2O (44°). On the other hand, the 
use of a relatively less polar solvent system, DMF/H2O (1:1), successfully reduces the 
dissociation rate of SPIO‐G3 toward hydrolysis, with a 1.0°/min decrease in the contact 
angle. By removing the water molecules of the wetted SPIO‐G3 nanoparticles, the 
 surface of the nanoparticles becomes hydrophobic again, with an increased contact 
angle of >85°.

7.2.2.3 Hydrazone‐based Switches
Aprahamian and co‐workers reported the use of substituted aryl hydrazine derivatives 
as simple configurational rotary switches, in which the E/Z isomerization about the 
C = N bond was mediated by pH[55,56] and/or metal ion binding.[57,58] As shown in 
Scheme  7.14, hydrazones 41a/b exist primarily as the E isomer at the equilibrium. 
On  addition of trifluoroacetic acid, protonation of the pyridine moiety induces a 
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 rotation around the C = N double bond, corresponding to an E to Z‐H+ switching. Such 
switching is reversible, as the E isomer can be reinstated by treatment with base. 
Combined kinetic studies and density functional theory calculations have shed light on 
the switching mechanism, which is a hydrazone‐azo tautomerization followed by rota-
tion around a C–N single bond, as opposed to the more common in‐plane N–N inver-
sion mechanism or the rotation mechanism around the C = N double bond.

When a quinoline ring system was used in 41c to replace the naphthyl unit 
(Scheme 7.15a),[56] stepwise protonation of the pyridine and the quinoline units led to 
not only a similar rotation around the C = N double bond as these observed in 41a/b, 
but also a conformational switching around the C–N single bond. The configurational 
and conformational switching occurred at each protonation event, and could be fully 
reverted to the ground state E‐41c on treatment with NEt3. In addition, it was found 
that 41c also underwent E/Z isomerization on treatment with Zn2+ through a bio‐
inspired coordination‐coupled proton transfer mechanism (Scheme 7.15b).[58] In this 
process, coordination of Zn2+ with hydrazone led to both C = N bond rotation and a 
proton transfer from the hydrazone to pyridine. This process provides a new switching 
mechanism in which acid modulations can be applied without the addition of protons. 
Indeed, this metal ion coordination‐induced proton transfer has proven to be a mild 
and neutral proton source that could be utilized to activate another hydrazone‐based 
rotary switch as a tandem event.[57] Hydrazone 41d, which is similar to 41c but contains 
a methylimidazolyl group instead of a pyridyl one (Scheme 7.15c), can be switched to its 
Zn(41d‐Z‐H+) form by the addition of Zn(II) through the coordination‐coupled depro-
tonation (CCD) mechanism. When this switching occurs in the presence of 41a‐E, 
a proton relay occurs, yielding Zn(41d‐Z) and 41a‐E‐H+. Such a process represents a 
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novel switching cascade triggered by a single coordination event, which is reversible on 
addition of nBu4NCN. The introduction of the methylimidazolyl group is critical for 
such a cascade switching, which does not proceed in the case of 41c. The unusual acid-
ity of the imidazolyl group over pyridine, which presumably is a result of a combination 
of electrostatic and conformational effects, is believed to be the key to the successive 
proton relay steps, the study of which might help elucidate the proton‐coupled  electron‐
transfer mechanism in photosynthetic bacteria.

7.3  Molecular Machines Operated by DCvC

Reversible covalent changes could be built within artificial molecular machines and 
utilized subsequently to direct controllable molecular motional changes, provided that 
the related covalent bonds can break and reform with high specificity under a mild 
chemical environment. The covalent characteristics should endow distinctive chemical 
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states and thus bring high selectivity to their function. As summarized below, delicate 
design has led to great advancement of artificial molecular machines that are operated 
under reversible conditions.

7.3.1 Molecular Shuttles

Leigh and co‐workers demonstrated an example of a bistable molecular shuttle that 
functioned through the formation and breaking of C–C bonds by virtue of the well‐
established reversible Diels–Alder reaction (Scheme  7.16).[59] The [2]rotaxane 42‐A 
was constructed to contain two stations, one diamide derived from fumaric acid (Station 
I) and one monoamide monoester derived from succinic acid (Station II), on the dumb-
bell‐shaped component. A tetraamide macrocycle was selectively located on Station I 
due to stronger hydrogen bonding interactions with fumaramide. Treating [2]rotaxane 
42‐A with cyclopentadiene (CP) at 80 °C triggered its Diels–Alder cycloaddition to the 
double bond of Station I, resulting in shuttling of the tetraamide macrocycle from 
Station I to Station II. When the CP‐appended [2]rotaxane 42‐B was heated at 250 °C 
under reduced pressure, retro‐Diels–Alder reaction took place. The recovered Station I 
once again became the preferred recognition unit for the movable macrocycle, and the 
original state was restored.

Suzuki and co‐workers have constructed bis‐imine [2]rotaxanes 43a/b that contain 
a  macrocycle with two amino groups and a bisaldehyde dumbbell component 
(Figure  7.3a).[60] The macrocycle was affixed to the central bisaldehyde moiety due 
to the formation of imine bonds. When bis-imine rotaxane 43a (A in Figure 7.3b) was 
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subjected to acidic hydrolysis conditions, stepwise imine dissociation was triggered. 
Corresponding aldehyde‐ammonium‐ monoimine (B in Figure 7.3b) and dialdehyde‐
diammonium rotaxanes (C in Figure 7.3b) could be identified, the latter of which 
allowed the macrocycle  shuttling between two  identical p‐OCH2C6H4CH2O spacers. 
The ratio of the dialdehyde‐ diammonium rotaxane increased on decreasing the tem-
perature between 40 and –40 °C, suggesting that the imine hydrolysis is enthalpy driven 
while the imine bond formation is entropy driven. This example thus demonstrates that 
the submolecular mobility of the relative components could be controlled through tem-
perature‐dependent reversible imine formation.

Interestingly, when triethylene glycol spacers were used in 43b as replacements 
for  the p‐OCH2C6H4CH2O ones in 43a, the formation of intermediate aldehyde‐ 
ammonium‐monoimine rotaxane was highly disfavored during hydrolysis.[61] Instead, 
the equilibrium was displaced towards the dialdehyde‐diammonium rotaxane due to 
favorable hydrogen bonding between ammonium and the triethyleneglycol ether unit 
(Figure 7.3b). In contrast to [2]rotaxane 43a, which behaves as a shuttle equilibrating 
between two identical states, in [2]rotaxane 43b the shuttling is suppressed due to the 
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same intramolecular hydrogen bonding interactions. The hydrating/dehydrating 
 process could also be exercised by temperature control. At 100 °C under hydrolytic 
 conditions, there was more than 95% bisimine [2]rotaxane, while at 0 °C there was 95% 
fully hydrolyzed [2]rotaxane, suggesting that this molecule could function as a molecu-
lar shuttle exhibiting entropy‐driven translational isomerism with remarkable 
 positional discrimination.

7.3.2 Molecular Walkers

Molecular walkers, which could be regarded as a special class of molecular motors, 
refer to the molecular systems where part of the molecules could move from one posi-
tion to another after a series of chemical operations, similar to movements that walk 
along a track.[62] The first synthetic molecular walker was reported by Leigh and co‐
workers.[63] The molecule (44) consisted of a molecular track and a walker unit that was 
covalently linked by two different types of dynamic covalent bonds, namely, hydrazone 
and disulfide linkages (Scheme 7.17). The molecular track could be described as a four‐
station track, with two stations for hydrazone formation and two for disulfides, arranged 
alternately along the molecular backbone. Under acidic conditions, the macrocycle 
connecting stations 1 and 2 opened up at station 1 due to hydrazone hydrolysis. Under 
this equilibrating condition, hydrazone was formed at station 3 to give a new constitu-
tional isomer, which corresponded to a first step moving of the walker along the track, 
with the other foot remaining locked on station 2 by a disulfide bond. The next walking 
step was activated by base, under which conditions the hydrazone foot at station 3 
remained locked while the disulfide foot was unchained and allowed to complete the 
next step by reforming a new disulfide bond at station 4. Such acid–base activation 
drove the walker to move from stations 1 and 2 to station 3 and 4. All of the reactions 
employed in the operation of this walker track were equilibrium‐based dynamic reac-
tions, thus the walker unit moved back and forth along the track between chemically 
equivalent footholds, that is, the directionality was not well controlled. As a result, the 
final equilibrated systems consisted of a mixture of isomers, including 1,4‐isomers and 
these intermediate walker‐track systems, the ratio of which were related to the acid–
base conditions. In an improved system,[64] the walker could be made to walk more 
preferentially in one direction by using an extra irreversible oxidation step to give rise 
to more of the completed walker‐tracker 3,4‐isomer in the equilibrated system.

The directionality, that is, the product distribution between the isomers, was further 
improved when an photoresponsive stilbene unit was incorporated in between two of 
the stations.[65] As shown in Scheme 7.18, in the initial state of molecular walker 45, the 
stilbene unit adopted an E form. The directional migration of the walker unit from 1,2‐
isomer to 2,3‐isomer was promoted by the following series of operations: after photo-
chemical E–Z isomerization, the base activation step was applied to trigger the 
re‐equilibrium of the walker between Z‐1,2‐45 and Z‐2,3‐45 with a ratio of 40:60. 
Subsequent photoisomerization of the Z‐2,3‐45 walker gave the corresponding E‐2,3‐45, 
which also induced a strain within the walker macrocycle. The following acyl‐hydrazone 
exchange could be activated by TFA hydrolysis to give E‐3,4‐45, which was greatly favored 
as driven by strain in E‐2,3‐45. This step was now furnished with a much enhanced selec-
tivity (>95:5) towards the formation of E‐3,4‐45. The combined photoisomerization and 
acid–base activation steps could be used to reverse the walker‐track migration sequence, 
thus rendering much improved processive and directional stepping.
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Aside from these linear walkers, an elegant, biomimetic, interlocked molecular 
walker that also functions as a peptide synthesizer was recently reported by Leigh and 
co‐workers,[66] which was reminiscent of ribosomal protein synthesis in biological sys-
tems. In this [2]rotaxane 46, a macrocycle walker can move along a linear thread, which 
contains several amino acid‐appended stations, while carrying a catalytic thiolate 
group. As the walker moves along the axial thread of the [2]rotaxane, it goes through 
several capture‐rearrangement steps that ultimately lead to an autonomous peptide 
synthesis process in a sequence‐specific manner (Scheme 7.19).

In [2]rotaxane 46, the macrocyclic hydrazone walker was constructed to bear a 
cysteine unit with a trityl‐protected thiolate group, and the axial component contained 
three different Boc‐protected amino acid units that were separated from each other by 
rigid spacers. At the initial state, the macrocycle was located on the segments between 
the terminal stopper and the Boc‐phenylalanine ester group. Activation of the walker 
was initiated by acid, which effectively liberated the free thiol and amino units after 
cleavage of trityl and Boc protecting groups to give 47 (step 1). On treatment with 
N,N‐diisopropylethylamine, the thiol was deprotonated to become an active thiolate 
catalyst, which reacted with the nearby phenylalanine phenolic ester through transacyla-
tion reaction (step 2). The transferred phenylalanine unit was further relocated to the 
end of the macrocycle through an intramolecular 1,11‐S,N‐acyl transfer process (step 
3), ending up with regeneration of the active thiolate site and elongation of the peptide 
sequence on the macrocycle. Once the first amino acid building block was removed, the 
macrocycle walker could move further along the track to reach the second amino acid 
building block. Another cycle of O‐S transacylation and subsequent 1,14‐S,N‐acyl 
transfer steps (step 4) furnished the second peptide elongation process. Finally, one 
more repetitive sequential acyl transfer (step 5) completed the third elongation step. 
Dissociation of the macrocycle walker from the axial thread occurred after the removal 
of the last amino acid stopper, which, upon hydrazone hydrolysis, gave the sequence‐
specific hydrazide peptide 48b (step 6). Remarkably, no starting material, deletions, or 
unexpected sequences were observed, highlighting the accuracy of the autonomous 
actions. Overall, a combination of transacylation reaction, thiolate regeneration and 
macrocycle walking was employed to generate a synthetic system that could function as 
an autonomous peptide synthesizer.

The above [2]rotaxane molecular walker was synthesized by a “final‐step‐threading” 
method, which relies on a key active template reaction as the last step of a long synthetic 
route. The low yield of the final threading limited its utility for longer peptide synthesis. 
This situation was significantly improved by utilizing a “rotaxane‐capping” protocol, 
which involved attachment of a preformed [2]rotaxane synthon to the end of a fully 
formed strand of building blocks.[67] Threaded molecular machines with extended oli-
gomeric, and potentially polymeric, tracks could be obtained following this protocol. 
Despite some limitations, such as slow kinetics and loss of the sequence information on 
the track during its working, such a molecular walker represents an important step 
towards the fabrication of artificial molecular machines that can perform complex work 
comparable to nature’s biological machines.

Lehn and co‐workers have described[68] a simple prototype of a system that displays 
relative motions of molecular moieties based on imine exchange within the reaction 
between salicylaldehyde (SALAL) and linear oligoamines (Scheme 7.20). For example, 
the 1:1 condensation product of SALAL and diethylene triamine gave 49, in which 
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non‐directional displacement occurred as the aldehyde residue transferred along the 
polyamine chain by reversible covalent bond formation. As indicated in Scheme 7.20, 
cyclic aminal and iminium intermediates were formed during the intramolecular inch-
worm‐like movement of a salicylidene residue along the oligoamine chain, which was 

O
N
N N

N
H

O
H
N

O

O

O

NH Ph
Boc

N
N

N

N
H

O
H
N

O

O

O

NHBoc

N
N N

N
H

O
H
N

O

O

O

NH

NH

O

O

O O

N

N
HN

O H
N

STrt
O

N
H

O
NHBoc

N
NHO

HN
SHO

NHO

O O

Ph

O O

H2NH2N

H2N

O O

HN
O

N
HN O

–
HN S

O
NHO

H2N

O O

H2N
Ph

O O

H2N

O O

HN
O

N
NHO

HN S

O
HN O

NH2

OH O O

H2N

H2N

O O

HN
O

O

H2N Ph

N
NHO

HN SH

O
HN O

NH

O O

H2N

O O

HN
O

O
H2N

Ph

N
NHO

HN SH

O
HN O

NH

O O

HN
O

O

Ph

O

N
NHO

HN SH

O
HN O

NH

ON
H

N
H

Ph

O

H
NO

HN

O

O

NH2

NHO

HN SH

O
HN O

NH

ON
H

Ph

O

H
NO

HN

O

OH

OH OH

OH OH OH

46

Acid activation
Step 1

47

– H+
1st transacylation

Step 2

1,11-S,N-Acyl shift
Step 3

1) – H+

2) 2nd transacylation
3) 1,14-S,N-Acyl shift

Step 4

1) – H+

2) 3rd transacylation
3) 1,17-S,N-Acyl shift
4) dessociation

Step 5

cleavage

+
+

47a

47b 47c

47d

48a

48b

Step 6

Scheme 7.19 A [2]rotaxane‐based molecular walker 46 that synthesizes peptide 48b after a sequence 
of capture‐rearrangement steps.



7 Dynamic Covalent Chemistry for Synthetic  Molecular Machines314

processive since the two moieties remained attached along the way. Such motional pro-
cesses take place without a change in molecular constitution, thus representing a novel 
category of dynamic covalent motions.

The above imine‐based molecular walker showcases a simple prototype of processive 
machines, although the movement lacks directionality. In an improved design, 
 controlled directional displacement of a molecular group has been achieved.[69] This 
was based on the reactions of ortho‐carboxybenzaldehyde (CAXAL) with primary and 
secondary amines to give imines or amino lactones, respectively, depending on the 
acidity of the medium. When there was also a formyl group ortho to the hydroxyl, such 
as 2‐formyl‐3‐hydroxybenzoic acid (SAXAL), it combined the structural benefits of 
both salicylaldehyde (SALAL), which preferred imine formation, and CAXAL, which 
preferred formation of lactone under acidic conditions. With the control of pH, the 
intramolecular walker 50 (Scheme 7.21) could thus be programmed to have the SAXAL 
unit walk along a non‐symmetric polyamine chain, with an imine serving as the termi-
nus under basic conditions on one end and a lactone formed on the other end under 
acidic conditions. In other words, the lactone 51 was formed quantitatively on reacting 
SAXAL under acidic conditions with the track in its free base form. Addition of 3 
equivalents of base was required to shift the equilibrium to the imine form 50. The 
displacement was fully reversible and addition of 3 equivalents of acid reverted the dis-
placement completely to the starting lactone 51. By utilizing the special reactivity of the 
ortho‐carboxybenzaldehyde, this dynamic covalent motional system extends the DCvC 
of imines to secondary amines, and could open up new perspectives in this field.

In addition to imine chemistry, a molecular walker was constructed by Leigh and 
co‐workers based on processive intramolecular Michael and retro‐Michael reactions.[70] 
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As shown in Scheme 7.22, a model walker‐track conjugate 52 was designed to contain 
an α‐methylene‐4‐nitrostyrene walking unit and an oligoethyleneimine track. The walk-
ing unit was initially linked to the first amine foothold of the track by one leg. Subsequent 
ring‐closing intramolecular Michael addition reaction between the olefin bond of the 
styrene unit and the adjacent amine group of the track resulted in attachment of the 
walking unit to a neighboring foothold. Following a retro‐Michael ring‐opening 
 rearrangement reaction, either of the legs of the walking unit was detached from the 
track, leaving a free, reactive olefin bond ready for repetitive foothold attachment and 
detachment sequences. Such a sequence allowed an α‐methylene‐4‐nitrostyrene walker 
to travel through five footholds along the track step without external intervention. 
When an anthracene fluorophore was installed on the opposite end of the walker unit 
along the oligoethyleneimine track, 54% quenching of anthracene fluorescence was 
observed in 53 after a thermodynamic equilibrium was reached within 6.5 h, corre-
sponding to an intramolecular static quenching effect imposed by the nitrostyrene 
walker that was closer in space after walking back and forth along the track. Recently, 
the α‐methylene‐4‐nitrostyrene walker was shown to be able to walk along an oligoeth-
yleneimine track with up to nine footholds with a naphthylmethylamine end.[71] 
Interestingly, naphthylmethylamine appeared to be the most favorable foothold for the 
walker, with the dynamics of the walker migration following the random walk of a 
Brownian particle in one dimension.

7.4  Concluding Remarks and Outlook

The marriage of DCvC and molecular machines has undoubtedly brought new oppor-
tunities to the field of artificial molecular machines. On one hand, design and synthesis 
of rather complex metastable molecular systems could benefit from the high selectivity 
and specificity aspects of DCvC. On the other hand, employment of DCvC opens the 
door to build molecular machineries with unconventional switching pathways that rely 
on constitutional changes in addition to co‐conformational changes. Furthermore, 
operation of molecular machines by covalent bonding changes offers more distinctive 
states, implying more functions and controllability. Finally, as has been shown in syn-
thetic molecular walkers, the use of orthogonal DCvC enables the fabrication of more 
sophisticated artificial molecular machines. These machines take advantage of the 
dynamic nature of reversible reactions, which is distinctive from those based on 
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non‐covalent interactions. Most of the systems, however, rely on thermodynamically 
equilibrated systems. This leaves a lot of room for future studies of the kinetics of 
molecular machineries. Any chemical input, or input by other means that can affect the 
equilibrium, for example, kinetic fixation of a dynamic covalent bond, will be useful in 
enhancing the operation efficacy of such machines.

From a practical point of view, transforming molecular machines from chemical 
devices to mechanical devices that can accomplish real‐world tasks is one of the most 
pressing tasks in contemporary nanoscience.[72] Scientists have made great strides in 
instating bistabilities in molecular systems, yet the integration of these switchable mol-
ecules into hierarchical and coherent suprastructures to perform work on their imme-
diate environment across different length scales is still a grand challenge. On the single 
molecular level, how these machines respond to thermal fluctuation is fundamental to 
the understanding of basic molecular behavior. The fusion of DCvC and molecular 
machines naturally opens up a window to the discovery of biomimetic materials sys-
tems with controls that are on a par with or superior to nature’s machines. The versatile 
features associated with synthetic molecular machines, which in many cases are 
 inaccessible without the enabling DCvC, will continue to provide an informed search 
for more functional chemical devices and a pathway to real‐world mechanical devices.

 References

1 V. Balzani, A. Credi, M. Venturi, in Molecular Devices and Machines – A Journey into 
the Nano World, Wiley‐VCH Verlag GmbH & Co. KGaA, 2004.

2 E. R. Kay, D. A. Leigh, Angew. Chem., Int. Ed. 2015, 54, 10080–10088.
3 V. Balzani, A. Credi, F. M. Raymo, J. F. Stoddart, Angew. Chem., Int. Ed. 2000, 39, 

3348–3391.
4 J.‐P. Sauvage, Acc. Chem. Res. 1998, 31, 611–619.
5 C. Mavroidis, A. Dubey, M. Yarmush, Annu. Rev. Biomed. Eng. 2004, 6, 363–395.
6 J. F. Stoddart, Angew. Chem., Int. Ed. 2014, 53, 11102–11104.
7 J. M. Lehn, Angew. Chem., Int. Ed. 1990, 29, 1304–1319.
8 J. W. Steed, J. L. Atwood, Supramolecular chemistry, John Wiley & Sons, 2013.
9 J.‐M. Lehn, Supramolecular chemistry, Vol. 1, Vch, Weinheim, 1995.

10 S. J. Rowan, S. J. Cantrill, G. R. L. Cousins, J. K. M. Sanders, J. F. Stoddart, Angew. 
Chem., Int. Ed. 2002, 41, 898–952.

11 J.‐M. Lehn, Chem. Soc. Rev. 2007, 36, 151–160.
12 Y. Jin, C. Yu, R. J. Denman, W. Zhang, Chem. Soc. Rev. 2013, 42, 6634–6654.
13 A. Wilson, G. Gasparini, S. Matile, Chem. Soc. Rev. 2014, 43, 1948–1962.
14 N. M. Rue, J. Sun, R. Warmuth, Isr. J. Chem. 2011, 51, 743–768.
15 Y. Jin, Q. Wang, P. Taynton, W. Zhang, Acc. Chem. Res. 2014, 47, 1575–1586.
16 J. Li, P. Nowak, S. Otto, J. Am. Chem. Soc. 2013, 135, 9222–9239.
17 P. T. Corbett, J. Leclaire, L. Vial, K. R. West, J.‐L. Wietor, J. K. M. Sanders, S. Otto, 

Chem. Rev. 2006, 106, 3652–3711.
18 S. Otto, K. Severin, Topics Curr. Chem. 2007, 277, 267–288.
19 A.‐M. Stadler, J. Ramirez, Topics Curr. Chem. 2012, 322, 261–290.
20 Y. Liu, Z.‐T. Li, Aust. J. Chem. 2013, 66, 9–22.
21 P. C. Haussmann, J. F. Stoddart, Chem. Rec. 2009, 9, 136–154.



7 Dynamic Covalent Chemistry for Synthetic  Molecular Machines318

22 P. T. Glink, A. I. Oliva, J. F. Stoddart, A. J. P. White, D. J. Williams, Angew. Chem., Int. Ed. 
2001, 40, 1870–1875.

23 J. Wu, K. C.‐F. Leung, J. F. Stoddart, Proc. Natl. Acad. Sci. USA 2007, 104, 
17266–17271.

24 M. E. Belowich, C. Valente, R. A. Smaldone, D. C. Friedman, J. Thiel, L. Cronin,  
J. F. Stoddart, J. Am. Chem. Soc. 2012, 134, 5243–5261.

25 E. Coronado, P. Gavina, J. Ponce, S. Tatay, Chem. Eur. J. 2014, 20, 6939–6950.
26 Z. Li, F. Hu, G. Liu, W. Xue, X. Chen, S. H. Liu, J. Yin, Org. Biomol. Chem. 2014, 12, 

7702–7711.
27 W.‐Y. Wong, K. C.‐F. Leung, J. F. Stoddart, Org. Biomol. Chem. 2010, 8, 2332–2343.
28 L. M. Klivansky, G. Koshkakaryan, D. Cao, Y. Liu, Angew. Chem., Int. Ed. 2009, 48, 

4185–4189.
29 A. Pun, D. A. Hanifi, G. Kiel, E. O’Brien, Y. Liu, Angew. Chem. 2012, 124, 13296–13299.
30 A. B. Pun, K. J. Gagnon, L. M. Klivansky, S. J. Teat, Z.‐T. Li, Y. Liu, Org. Chem. Front. 

2014, 1, 167–175.
31 G. Koshkakaryan, D. Cao, L. M. Klivansky, S. J. Teat, J. L. Tran, Y. Liu, Org. Lett. 2010, 

12, 1528–1531.
32 R. T. S. Lam, A. Belenguer, S. L. Roberts, C. Naumann, T. Jarrosson, S. Otto,  

J. K. M. Sanders, Science 2005, 308, 667–669.
33 H. Y. Au‐Yeung, G. D. Pantos, J. K. M. Sanders, J. Am. Chem. Soc. 2009, 131, 

16030–16031.
34 H. Y. Au‐Yeung, G. D. Pantos, J. K. M. Sanders, Proc. Natl. Acad. Sci. USA 2009, 106, 

10466–10470.
35 H. Y. Au‐Yeung, G. D. Pantos, J. K. M. Sanders, Angew. Chem., Int. Ed. 2010, 49, 

5331–5334.
36 S. P. Black, A. R. Stefankiewicz, M. M. J. Smulders, D. Sattler, C. A. Schalley, J. R. 

Nitschke, J. K. M. Sanders, Angew. Chem., Int. Ed. 2013, 52, 5749–5752.
37 F. B. L. Cougnon, N. A. Jenkins, G. D. Pantoş, J. K. M. Sanders, Angew. Chem., Int. Ed. 

2012, 51, 1443–1447.
38 F. B. L. Cougnon, H. Y. Au‐Yeung, G. D. Pantoş, J. K. M. Sanders, J. Am. Chem. Soc. 

2011, 133, 3198–3207.
39 S. J. Cantrill, R. H. Grubbs, D. Lanari, K. C. F. Leung, A. Nelson, K. G. Poulin‐Kerstien, 

S. P. Smidt, J. F. Stoddart, D. A. Tirrell, Org. Lett. 2005, 7, 4213–4216.
40 E. N. Guidry, J. Li, J. F. Stoddart, R. H. Grubbs, J. Am. Chem. Soc. 2007, 129, 8944–8945.
41 S. Li, M. Liu, B. Zheng, K. Zhu, F. Wang, N. Li, X.‐L. Zhao, F. Huang, Org. Lett. 2009, 

11, 3350–3353.
42 E. N. Guidry, S. J. Cantrill, J. F. Stoddart, R. H. Grubbs, Org. Lett. 2005, 7, 2129–2132.
43 J. D. Badjić, S. J. Cantrill, R. H. Grubbs, E. N. Guidry, R. Orenes, J. F. Stoddart, Angew. 

Chem., Int. Ed. 2004, 43, 3273–3278.
44 X.‐Z. Zhu, C.‐F. Chen, J. Am. Chem. Soc. 2005, 127, 13158–13159.
45 H. Hou, K. C. F. Leung, D. Lanari, A. Nelson, J. F. Stoddart, R. H. Grubbs, J. Am. Chem. 

Soc. 2006, 128, 15358–15359.
46 L. Wang, M. O. Vysotsky, A. Bogdan, M. Bolte, V. Böhmer, Science 2004, 304, 

1312–1314.
47 C. Dietrich‐Buchecker, G. Rapenne, Chem. Commun. 1997, 2053–2054.
48 J.‐F. Ayme, G. Gil‐Ramírez, D. A. Leigh, J.‐F. Lemonnier, A. Markevicius, C. A. Muryn, 

G. Zhang, J. Am. Chem. Soc. 2014, 136, 13142–13145.



  References 319

49 D. A. Leigh, R. G. Pritchard, A. J. Stephens, Nat. Chem. 2014, 6, 978–982.
50 Z. Meng, Y. Han, L.‐N. Wang, J.‐F. Xiang, S.‐G. He, C.‐F. Chen, J. Am. Chem. Soc. 

2015, 137.
51 M. Asakawa, P. R. Ashton, V. Balzani, A. Credi, C. Hamers, G. Mattersteig, M. Montalti, 

A. N. Shipway, N. Spencer, J. F. Stoddart, M. S. Tolley, M. Venturi, A. J. P. White, D. J. 
Williams, Angew. Chem., Int. Ed. 1998, 37, 333–337.

52 R. A. van Delden, M. K. J. ter Wiel, M. M. Pollard, J. Vicario, N. Koumura, B. L. Feringa, 
Nature 2005, 437, 1337–1340.

53 J.‐M. Lehn, Chem. Eur. J. 2006, 12, 5910–5915.
54 K. C.‐F. Leung, S. Xuan, C.‐M. Lo, ACS Appl. Mater. Inter. 2009, 1, 2005–2012.
55 S. M. Landge, E. Tkatchouk, D. Benítez, D. A. Lanfranchi, M. Elhabiri, W. A. Goddard, 

I. Aprahamian, J. Am. Chem. Soc. 2011, 133, 9812–9823.
56 X. Su, I. Aprahamian, Org. Lett. 2011, 13, 30–33.
57 D. Ray, J. T. Foy, R. P. Hughes, I. Aprahamian, Nat. Chem. 2012, 4, 757–762.
58 X. Su, T. F. Robbins, I. Aprahamian, Angew. Chem., Int. Ed. 2011, 50, 1841–1844.
59 D. A. Leigh, E. M. Perez, Chem. Commun. 2004, 2262–2263.
60 H. Kawai, T. Umehara, K. Fujiwara, T. Tsuji, T. Suzuki, Angew. Chem., Int. Ed. 2006, 45, 

4281–4286.
61 T. Umehara, H. Kawai, K. Fujiwara, T. Suzuki, J. Am. Chem. Soc. 2008, 130, 

13981–13988.
62 M. von Delius, D. A. Leigh, Chem. Soc. Rev. 2011, 40, 3656–3676.
63 M. von Delius, E. M. Geertsema, D. A. Leigh, Nat. Chem. 2010, 2, 96–101.
64 M. von Delius, E. M. Geertsema, D. A. Leigh, D.‐T. D. Tang, J. Am. Chem. Soc. 2010, 

132, 16134–16145.
65 M. J. Barrell, A. G. Campana, M. von Delius, E. M. Geertsema, D. A. Leigh, Angew. 

Chem., Int. Ed. 2011, 50, 285–290.
66 B. Lewandowski, G. De Bo, J. W. Ward, M. Papmeyer, S. Kuschel, M. J. Aldegunde,  

P. M. E. Gramlich, D. Heckmann, S. M. Goldup, D. M. D’Souza, A. E. Fernandes,  
D. A. Leigh, Science 2013, 339, 189–193.

67 G. De Bo, S. Kuschel, D. A. Leigh, B. Lewandowski, M. Papmeyer, J. W. Ward, J. Am. 
Chem. Soc. 2014, 136, 5811–5814.

68 P. Kovaříček, J.‐M. Lehn, J. Am. Chem. Soc. 2012, 134, 9446–9455.
69 P. Kovaříček, J.‐M. Lehn, Chem. Eur. J. 2015, 21, 9380–9384.
70 A. G. Campaña, A. Carlone, K. Chen, D. T. F. Dryden, D. A. Leigh, U. Lewandowska, 

K. M. Mullen, Angew. Chem., Int. Ed. 2012, 51, 5480–5483.
71 A. G. Campaña, D. A. Leigh, U. Lewandowska, J. Am. Chem. Soc. 2013, 135, 

8639–8645.
72 A. Coskun, M. Banaszak, R. D. Astumian, J. F. Stoddart, B. A. Grzybowski, Chem. Soc. 

Rev. 2012, 41, 19–30.



321

Dynamic Covalent Chemistry: Principles, Reactions, and Applications, First Edition.  
Edited by Wei Zhang and Yinghua Jin. 
© 2018 John Wiley & Sons Ltd. Published 2018 by John Wiley & Sons Ltd.

8

8.1  Introduction

Polymers have traditionally served as building blocks to prepare materials with 
enhanced mechanical, thermal, and electronic properties for specific applications. 
Incorporation of covalent crosslinking into the polymer matrix was used primarily to 
prevent degradation of the material and undesired change in the material’s properties. 
Over the past few decades there has been a growing interest in preparing selectively 
tailored polymeric assemblies and interfaces having dynamic or reversible bonds, 
which can be broken and reformed by exposure to an appropriate stimulus, producing 
a macroscopic response.[1,2] Dynamic bonds encompass two broad categories: supra
molecular or non‐covalent interactions, and reversible‐covalent or dynamic covalent 
interactions. Hydrogen bonding,[3,4] π–π stacking,[5] electrostatic interaction (ion–ion 
and ion–dipole),[6] and metal–ligand coordination[7,8] are some of the non‐covalent 
interactions that have been utilized to construct reversible macromolecular architec
tures.[8–10] Non‐covalent interactions are the basis of supramolecular chemistry, which 
has emerged spectacularly in the area of molecular recognition and recognition‐based 
self‐organization in the past few decades.[1] Cram, Lehn, and Pederson shared the 
Nobel Prize in chemistry in 1987 for their pioneering work in the area of molecular 
recognition, specifically for the  discovery and investigation of cryptands, a family of 
synthetic bi‐ and polycyclic  multidentate ligands for a variety of cations.[1,6] Their 
seminal works in the field of supramolecular chemistry laid the pathway for “dynamic 
covalent” chemistry, chemical reactions of reversible covalent bonds carried out under 
thermodynamic equilibrium conditions.[8] Some commonly explored dynamic cova
lent bonds are thermally cleavable alkoxyamines,[11,12] furan‐maleimide Diels–Alder 
linkage,[13,14] esters,[15] disulfides,[16–21] boronic esters,[22] imines,[23] oximes,[24–27] and 
hydrazones (Scheme 8.1).[8]

Reversible change in the physical or chemical properties of a dynamic covalent poly
mer is generally caused by an external signal or stimulus. In many biopolymers in living 
organisms, exposure to a stimulus causes controlled responses. The similarity of this 
phenomena to systems based on synthetic reversible bonds has inspired many material 
designs in the scientific community.[28] The stimulus can originate from the change of 
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the material’s surrounding environment, such as changes in temperature, pH of the 
medium, applied mechanical force, light intensity, and the intensity of applied electric 
or magnetic field. The ability of dynamic polymers to adapt their structure and compo
sition in response to the external stimuli has enabled the design of drug delivery devices, 
imaging agents, sensors, and smart surface coatings. The nature of the applied stimulus 
can be physical (e.g., change in temperature, light, electrical, magnetic, mechanical, 
and  ultrasound), chemical (presence of solvent, chemical functionality, change in 
 electrochemical potential, pH of the medium), or biological (presence of enzyme, 
 receptors).[29,30] Depending on the applied stimulus the polymer may undergo confor
mational change (e.g., coil to globule transition), chemical changes (e.g., rearrangement, 
degradation and exchange of chemical functionality), or change in the non‐covalent 
interactions (e.g., hydrogen bonding, solvent–solute interaction). Here we give an 
 overview of stimuli‐responsive polymers with reversible characteristics and their 
numerous applications, focusing on the recent developments in dynamic covalent 
 polymers and briefly touching on dynamic solvent–solute interactions. Some excellent 
reviews have covered the development of stimuli‐responsive materials with or without 
reversible bonds with emphasis on their prospective applications.[2,8,28,30–41]

8.2  Thermoresponsive Polymers

Temperature‐responsive polymers have received a great deal of interest for various 
 biomedical and bioengineering applications.[30] The ability of a polymeric material 
to respond to a change in temperature can arise due to either a volume phase transition 
at a critical solution temperature or the presence of a thermally labile linkage 
(e.g., nitroxide, reversible Diels–Alder linkages) in the polymer. We will present relevant 
examples of commonly employed thermoreversible linkages of both kinds in this 
section.

8.2.1 Polymers Possessing Critical Solution Temperatures

At critical solution temperature in aqueous media, the hydrophilic and hydrophobic 
interactions between the polymer and the solvent change abruptly, resulting in the col
lapse or expansion of the polymer chain in solution. Two kinds of critical solution tem
peratures have been observed: lower critical solution temperature (LCST) and upper 
critical solution temperature (UCST). The polymer solution appears monophasic below 
the LCST or above the UCST, and the polymer solution phase separates due to the col
lapse of the polymer chain above the LCST or below the UCST. Depending on the type 
of functional groups present on the polymer chain or the mechanism of polymer– 
solvent interaction, a polymer could have either a LCST or an UCST. The intermolecu
lar interactions (hydrogen bonding and hydrophobic interactions) between polymer 
chains at critical solution temperatures have been utilized to induce reversible 
 association and dissociation of biopolymers such as polypeptides, physically crosslinked 
hydrogels, and reverse micelles.[30,42] The potential utility of thermoresponsive 
 polymers was envisioned in a number of different applications, such as delivery of 
therapeutics,[31,40,43–47] gene delivery,[48–55] filtration,[56–60] bioseparation,[61–63] and 
smart surfaces.[40,64–68] Some commonly explored polymers for thermoresponsive 
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behavior are poly (N‐isopropylacrylamide),[30,31,38,69–81] poly(N,N‐diethylacrylamide),[82] 
poly(ethylene glycol) and poly(propylene oxide),[31,83,84] poly(N‐vinylcaprolactam),[85–88] 
poly(N‐ethyl oxazoline),[89] poly[2‐(dimethylamino)ethyl methacrylate],[90–92] poly
(methyl vinyl ether),[93–96] poly(acyl hydrazone),[97] and elastine‐like oligo‐ and 
polypeptides.[38,98,99]

Synthetic polypeptides have been studied extensively for the possibility of creating 
functional biomaterials as their ordered secondary structures play crucial roles in many 
biological processes.[100–104] One of the key attributes of their secondary structure is the 
presence of non‐covalent interactions such as hydrogen bonding, which can be revers
ibly dissociated to induce conformational change (e.g., random coil to β‐spiral in an 
elastin‐like polypeptide) in the polypeptide.[98] For example, thermoresponsive 
oligo(ethylene glycol) (OEG) units have been incorporated into polypeptides such as 
poly(l–lysine), poly(l–glutamate), and poly(l–cysteine) and the phase transition tem
peratures were shown to be modulated by changing the OEG length, comonomer ratio, 
and chirality of the polypeptide.[105,106] Specifically in recent work, Zhang et al. func
tionalized poly(l–lysine) with dendritic OEGs of varying length via imine formation. 
The author utilized the dynamic nature of imine bonds to show that the thermorespon
sive behavior of the OEG polypeptides can be tuned by changing the hydrophilicity 
through functionalization with different OEGs via imine exchange. Moreover the 
author has also studied how external conditions (such as pH and temperature) affect the 
secondary structure of the polypeptide in an aqueous environment.[98] Likewise, Li et al. 
more recently prepared OEG containing another polypeptide (poly(l–glutamate)) by 
ring opening polymerization of α‐amino acid N–carboxyanhydrides (NCA), and 
reported that the OEG chain length and sample history (e.g., method of purification, 
storage time) affected the secondary structure of the polymer and the thermorespon
sive behavior.[100] In a contrasting result reported by Klok et al., a copolymer with a 
similar polypeptide backbone was shown to retain secondary structure despite 
 proceeding through a volume phase transition at its LCST. The authors used vapor 
deposition surface‐initiated ring‐opening polymerization to prepare thermore
sponsive polyglutamate–co–oligo(ethylene glycol) brush (poly(EGx–Glu), x = 1–3) 
(Scheme  8.2).[107] While all the polypeptides had volume phase transition tempera
tures, the highly ordered poly(l‐EGx–Glu) and poly(d‐EGx–Glu) had lower volume 
phase transition temperatures than poly(rac‐EGx–Glu) as the amide bonds on the 
 backbone of poly(rac‐EGx–Glu) were available to undergo hydrogen bonding 
with  the   surrounding water.[107] Interestingly, these densely packed arrays of the 

OH
(a)

(b)

NH2(CH2)3Si(OCH2CH3)3
O

O
O O

O

O
O O

O

O O
O

O

O N
H

H
N

n

x

x

x = 2,3

O
Si SiNH2

O

Scheme 8.2 Synthesis of polypeptide brushes via surface‐initiated ring‐opening polymerization: 
(a) functionalization of the silicon wafer with (3‐aminopropyl)triethoxysilane (APS) and  
(b) ring‐opening polymerization of NCA monomer to form poly(d‐EGx–Glu) brushes. Reprinted from 
Macromolecules 2015, 48, 2399. Copyright 2015 American Chemical Society.



8.2 Thermoresponsive Polymers 325

surface‐tethered helical peptides (poly(l‐EG2–Glu), poly(d‐EG2–Glu), and poly(l‐
EG3–Glu)) retained their secondary structure on heating from 10 to 70 °C, which 
includes all phase transition temperatures. The author proposed that the dehydration of 
the brushes near their critical temperatures and the changes in the surface properties 
were due to the collapse of the OEG side chains while the retention of thickness was due 
to helical shape persistence.

The thermoresponsive behavior of polymers has also been utilized in reversible 
switching of different self‐assembled morphologies and controlled release of a guest 
molecule from self‐assembled structures (e.g., micelles and vesicles) close to the critical 
solution temperature. Ghose et al. prepared a random copolymer of N‐hydroxy succi
namide methacrylate ester and n‐octyl methacrylate by reversible addition‐fragmenta
tion chain transfer (RAFT) polymerization, and functionalized the polymer with an 
amine‐containing oligooxyethylene molecule to obtain a hydrophilic copolymer.[108] 
Self‐assembly of the copolymers led to vesicular morphology ascertained by the encap
sulation of a hydrophilic dye (Rhodamine 6G) in the core. The presence of characteristic 
absorption and emission peaks at 534 and 557 nm, respectively, in UV‐vis spectra along 
with transmission electron microscopy (TEM) and dynamic light‐scattering studies 
confirmed successful guest encapsulation. The author observed a unique morphologi
cal transition from vesicle to micelle on heating the aqueous solution of the polymer 
above 45 °C and the hydrodynamic diameter was reduced from 300 to 70 nm.

Physically crosslinked hydrogels have received considerable interest lately due to the 
possibility of easy reshaping of the material. One strategy to prepare physically 
crosslinked hydrogels is to heat an aqueous solution of a thermoresponsive polymer 
above its LCST. Debuigne et al. synthesized homopolymers and copolymers of 
N‐vinylcaprolactam (VCL) and N‐vinylpyrrolidone (NVP) [i.e., NVCL‐b‐P(NVCL‐ 
stat‐NVP) and PNVCL‐b‐P(NVCL‐stat‐NVP)‐b‐PNVC], and studied their thermore
sponsive behavior.[87] The di‐ and triblock copolymers possess double cloud points 
ranging from 25 to 70 °C, and gradual heating of the polymer solutions led to micelle 
formation above their first cloud points followed by complete dehydration and collapse 
of the polymer chains above their second cloud point, resulting in opaque gel. The gel 
prepared from triblock copolymers possessed a higher modulus than the gels prepared 
with diblock copolymer at the same concentration and stoichiometry. The authors 
attributed this result to the distinct micellar structure, which originated from the 
diblock and triblock copolymers. The colloidal gel that resulted from the diblock 
 copolymers was found to be densely packed micellar structures, whereas the triblock 
copolymers gave rise to three‐dimensional gels consisting of bridged micelles.

Thermoresponsive polymers have also been utilized in biomedical applications 
such as cell binding and growth, tissue engineering, reversible molecule absorption, and 
gene delivery.[109,110] Bradley et al. reported thermoresponsive hydrogels based on 
2‐(diethylamino)ethyl acrylate which support long‐term human embryonic stem cell 
(hESC) growth and pluripotency over a period of 2–6 months.[109] Cell passaging of the 
hydrogels was simply carried out by transient modulation of the temperature from 37 to 
15 °C for 30 min in vitro. The hydrogels (HG) were prepared with 2‐(acryloyloxyethyl) 
trimethylammonium chloride (AEtMA‐Cl) and 2‐(diethylamino)ethyl acrylate 
(DEAEA) in varying ratios. The hydrogel (HG21, AEtMA‐Cl:DEAEA = 3:1) allowed the 
attachment and growth of hESC at 37 °C, whereas at 15 °C HG21 became more hydrated, 
resulting in detachment of cell colonies. The author has also investigated capture or 
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release of proteins incorporated in HG21 in mTeSR1 (cell culture media for hESC) using 
similar thermoresponsive behavior. This is an excellent example of utilizing thermore
sponsive behavior for cell culture or protein delivery without the need for any harsh 
chemicals.

8.2.2 Polymers Possessing Thermo‐labile Chemical Linkages

Reversible characteristics in polymers can be imparted by incorporating thermo‐labile 
bonds such as Diels–Alder linkages, alkoxyamine linkages, and disulfide bonds. 
A  majority of the reports about thermally labile polymers relied on the Diels–Alder 
reaction and homolytic cleavage of nitroxides or alkoxyamines, whereas disulfides have 
been explored primarily to create redox‐responsive polymers. Here we discuss more 
traditional examples of thermally responsive dynamic covalent materials.

8.2.2.1 Polymers Containing Alkoxyamine Linkages
The fundamental radical exchange reaction of 2,2,6,6‐tetramethylpiperidine‐1‐oxy 
(TEMPO), as a radical scavenger during a free radical polymerization, led to the discov
ery of nitroxide‐mediated polymerization (NMP), in which TEMPO acts as the reactive 
initiating radical and the stable mediating radical.[39,111–117]

The nitroxide radicals are stable at room temperature but at ~90 °C and above they 
undergo exchange with other nitroxides or hydrogen abstraction.[39] The exchange 
reaction between different nitroxides (Scheme 8.3) in two alkoxyamine‐bearing poly
mers was first reported in 1996 by Hawker et al.[11] Later, Turro et al.[118] reported that 
the terminal nitroxide of the polystyrene prepared by NMP was capable of undergoing 
exchange with an excess amount of other nitroxides. Specifically, the authors function
alized the terminus of a polymeric alkoxyamine with a chromophore via nitroxide 
exchange with TEMPO‐terminated polystyrene and a chromophore‐bearing nitroxide. 
In an early attempt to synthesize dynamic covalent polymers by the nitroxide‐exchange 
process, Takahara et al. mixed two different alkoxyamine‐containing poly(methyl 
methacrylate)s and heated the reaction mixture to 100 °C to afford a crosslinked 
 polymeric gel.[119] The de‐crosslinking of the gel was carried out by heating the gel in 
the presence of alkoxyamine molecules like TEMPO or styryl‐TEMPO. The same group 
has taken this concept further to prepare linear polymers having the alkoxyamine 
 functionality in the polymer backbone by step growth polymerization of a nitroxide‐
containing diol and adipoyl chloride in dichloromethane.[120,121] The authors used 
nitroxide exchange to tune the molecular weights of the polymers by simply mixing 
(in anisole) equal quantities of two polymers having different molecular weights and 
heating the mixture at 100 °C for 12 h. A single peak was obtained for the resultant 
mixture in the sizeexclusion chromatography (SEC) trace, confirming that the nitrox
ide exchange led to reorganization of the polymers.
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There are several other examples of incorporation of thermoreversible alkoxyamines 
in more complex macromolecular systems, such as brush copolymers to reversibly 
alternate silica surface properties,[122,123] core‐crosslinked star polymers,[124–127] and 
cyclic polymers.[128] In a recent report, Otsuka and Takahara et al. synthesized 
poly(methyl methacrylate)‐based brush copolymers containing exchangeable alkoxy
amine units by surface‐initiated atom transfer radical polymerization (ATRP).[123] The 
authors were able to reduce the surface free energy of the brush copolymer by grafting 
poly(2,3,4,5,6‐pentafluorostyrene) (PPFS) (prepared by nitroxide‐mediated polymeri
zation) onto the brush copolymer by nitroxide exchange (Figure 8.1). The de‐grafting of 
the PPFS from the brush surface was carried out with excess small alkoxyamine 
 molecules via nitroxide exchange. Successful de‐grafting was confirmed by contact 
angle measurements and X‐ray photoelectron spectroscopy. This is a fundamental 
example of how exchangeability of dynamic bonds could lead to smart surfaces and 
reversible surface property control. The exciting findings of the above‐mentioned 
research inspired the creation of more complex responsive surfaces and a new class of 
dynamic soft materials.[2] The mendability of nitroxide‐bearing polymers in bulk was 
investigated. Zhang et al. prepared 4‐(vinylbenzyl chloride)‐based polymers having dif
ferent pendent alkoxyamine groups to fabricate a two‐component blend.[129] The blend 
of the different alkoxyamine‐containing polymers was heated to cause the homolytic 
cleavage of C–ON bonds. Due to the hindered diffusion in the bulk state, an unwanted 
carbon‐centered radical combination reaction was suppressed. The recombination of 
C–ON bonds was facilitated by the easier diffusion of the smaller nitroxide radical 
across the polymer matrix.

8.2.2.2 Polymers Containing Diels–Alder Linkages
Diels–Alder cycloaddition is another powerful synthetic technique for preparing mend
able polymeric materials and is often referred to as “click chemistry”.[130] The reaction 
does not require a catalyst, and the equilibrium can be tuned to favor the forward or 
reverse direction by changing the reaction temperature. The Diels–Alder reaction 
involves [2 + 4] cycloaddition of an electron‐rich diene and an electron‐poor dienophile 
(Scheme 8.1). Lehn and co‐workers reported one of the first examples of the use of the 
Diels–Alder reaction between fulvene derivatives and cyanolefins to generate a dynamic 
library of Diels–Alder adducts that can exchange with each other reversibly between 25 
and 50 °C.[131] Due to the inherent reversibility of some Diels–Alder adducts, for exam
ple furan‐maleimide adducts, this reaction has been widely used to prepare smart heal
able materials. The first Diels–Alder self‐healing systems were devised by Wudl et al., 
who employed a tetra‐furan molecule and a tri‐maleimide compound as precursors to 
construct a crosslinked macromolecular network.[132] The authors prepared a thin film 
by casting a solution of the furan and maleimide derivatives, and heating the film to 
undergo Diels–Alder reaction. The specimen was used for repeatable self‐healing 
experiments by a compact tension test. Healing was observed by scanning electron 
microscope (SEM), as a result of Diels–Alder reaction between de‐bonded furan and 
maleimide moieties at 120–150 °C, with an average mending efficiency of 57%. These 
results were remarkable given that the healing was achieved without any additional 
component, and the mechanical  properties (compression strength, compression modu
lus, and flexural strength) of the network film were comparable to those of a similar 
epoxy system (e.g., tensile strength as high as 68 MPa). In 2003, the authors addressed 
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the limitation of healing efficiency by using a lower melting maleimide precursor to 
afford network formation in bulk.[133] Indeed, their new strategies led to higher healing 
efficiencies of 80% on average, and the healing by Diels–Alder and retro‐Diels–Alder 
was repeatable multiple times, as evidenced by 78% healing efficiency in the sec
ond cycle.

Knowledge of the inherently reversible nature of Diels–Alder reaction led to much 
interesting work, such as thermo‐responsive organic‐inorganic hybrid optical 
 polymers,[134] modular polymeric color switches employing a hetero Diels–Alder 
 reaction,[135] rewritable surface coating,[136] self‐healing films,[137] and polymeric thin‐
film for scanned‐probed data storage and lithography applications.[138] Recently both 
Bowman et al.[139] and Goepferich et al.[140] demonstrated that poly(ethylene glycol) 
(PEG)‐based hydrogels having furan‐maleimide linkages could degrade at human body 
temperature by the retro‐Diels–Alder reaction. Bowman et al. utilized a carboxyfluo
rescein‐labelled 3‐furan RGDS‐peptide sequence (furan‐RGDS) to create hydrogels by 
Diels–Alder reaction with the maleimide units in a PEG‐based thiol‐ene network 
(Figure  8.2). The thiol‐ene Michael addition was performed with excess maleimide 
compound so that unreacted maleimide sites remained for subsequent Diels–Alder 
reaction with furan‐RGDS. Creating the network with both permanent (thiol‐ene) and 
reversible or labile (furan‐maleimide link) bonds allowed control of the release rate of 
furan‐RGDS by simply varying the available maleimide units for Diels–Alder reaction. 
The authors introduced cysteine, a monothiol, for capping the available maleimide 
functionality by thiol‐ene reaction, to control the number of available maleimide groups, 
while maintaining a constant crosslink density. Exposing the hydrogel to different 
 temperatures (37, 60, and 80 °C) resulted in a temperature‐dependent release via a 
retro‐Diels–Alder mechanism.

Recently, the Sumerlin group employed the Diels–Alder reaction to prepare core‐
crosslinked star polymers by an arm‐first approach,[141] and segmented hyperbranched 
polymers by self‐condensation vinyl polymerization.[142] For preparation of the core‐
crosslinked star polymers, well‐defined block copolymers of styrene (S; polystyrene, PS) 
and maleic anhydride (MAn) [P(S‐alt‐MAn)‐b‐PS] were prepared via a one‐pot cascade 
approach by RAFT polymerization. The maleic anhydride rings were opened with fur
furyl amine to yield the functionalized polymer with the pendent furan groups, which 
were subsequently crosslinked with a bis‐maleimide compound by Diels–Alder reac
tion to yield the core‐crosslinked star polymers. Due to the reversible nature of the 
furan‐maleimide links, the core‐crosslinked polymers could degrade and reform over 
multiple cycles as demonstrated by the SEC and dynamic light‐scattering (DLS) size 
distributions. Interestingly, the block copolymers could be self‐assembled in a selective 
solvent (toluene) into micelles, and a dramatic increase in the rate of crosslinking was 
observed when the pendent furan molecules in the core of the micelles were allowed to 
react with bis‐maleimide molecules. The strategy of preorientation of block copolymers 
in a selective solvent before crosslinking was also adopted by others to enhance the 
rate  of star formation, as well as the yield and size dispersity of the resultant star 
polymers.[24,143]

The reversibility of the anthracene‐maleimide Diels–Alder linkage was also explored 
but the retro‐Diels–Alder reaction was found to be inefficient even at close to 200 °C. 
The authors attributed the low conversion of retro‐Diels–Alder reaction to the 
 competing forward Diels–Alder reaction.[144–146]



Figure 8.2 Synthesis of hydrogels by Diels–Alder cycloaddition of furan and maleimide derivatives. 
(a) Thiol‐Michael addition reaction between a multifunctional maleimide (in excess) and thiol‐PEG 
macromere. (b) Release of the furan‐containing peptide sequence (furan‐RGDS) by retro‐Diels–Alder 
reaction. (c) Schematic representation of the thiol‐Michael addition and Diels–Alder reaction 
employed to create the hydrogel. (d) Representation of the overall network obtained by thiol‐Michael 
addition and Diels–Alder reaction. (e) Release study of furan‐RGDS by retro‐Diels–Alder reaction 
initially and (f ) over a longer period of time, at 37 °C (circles), 60 °C (squares), and 80 °C (triangles). 
Adapted from K. C. Koehler, K. S. Anseth and C. N. Bowman, Biomacromolecules, 2013, 14, 538. 
Copyright 2013 American Chemical Society.

R G D S F = R2

R2

R2 ∆
kr

R1HN

R1

S

SH
R1

C CH2 O CH2CH2O CH2CH2
= R1

R1

HN R1HN

R1HN

N NO

kf
–∆

O
O

n

O

O

O

O

O

O

O CatalystN

O

+

+

O

O

N O

O

O

(a)

(b)

(c)

(d)



8.2 Thermoresponsive Polymers 331

1.2

1

0.8

0.6

0.4

0.2

0
0 5 10 15 20 25 30 35

W
ei

gh
t F

ra
ct

io
n 

of
 P

ep
tid

e 
R

el
ea

se
d

Time (Hours)

1.2

1

0.8

0.6

R G D S F
H
N

N

O
O

O

NH2

0.4

0.2

0
0 0.5 1 1.5

Time (Hours)

W
ei

gh
t F

ra
ct

io
n 

of
 P

ep
tid

e 
R

el
ea

se
d

2 2.5

Release study of-

(e)

(f)

Figure 8.2 (Continued)



8 Responsive Dynamic Covalent Polymers332

8.3  Photo‐responsive Polymers

Light‐sensitive linkages have been used to impart dynamic characteristic in polymeric 
materials. Light is an attractive source of stimulus as it eliminates the need for any 
chemical reagent and can operate in bulk with minimum side reaction, particularly in 
creating optically clear materials.[35] The ability to tune the response of photoresponsive 
materials by varying the light wavelength and intensity, duration, and location of 
 exposure allows precise spatio‐temporal control over system activation.[147] More 
 significantly, the forward and reverse reactions often take place at different light wave
lengths (λ), for example anthracene dimerizes at λ >350 nm whereas the reverse reaction 
is favored at λ <300 nm. Also the elimination of a chemical reagent allows multiple 
orthogonal functionalities in a single polymeric system. Functional groups capable of 
undergoing photo‐induced pericyclic reaction, such as coumarin and anthracene, have 
been used to prepare polymeric materials.[148–150]

Takahara and co‐workers reported the first example of a photoresponsive reorganiz
able linear polymer utilizing the radical exchange reaction between disulfides (disulfide 
metathesis).[151] The authors synthesized a disulfide‐containing polyester (DSPES) by 
polycondensation of adipoyl chloride and 2‐hydroxyethyldisulfide in dichloromethane 
in the presence of pyridine. Due to the presence of the disulfide links in the polymer 
backbone, the polymer was susceptible to disulfide exchange by UV irradiation. To test 
the hypothesis, two polyesters having different molecular weights (h‐DSPES, 
Mn = 60400 g/mol, Mw/Mn = 1.06; l‐DSPES Mn = 8700 g/mol, Mw/Mn = 1.54) were 
 synthesized and mixed in equal quantities in solution to cast a film. The polymer film 
was irradiated with UV light (365 nm) and after 60 min the SEC traces of the two 
 polymers were fused in one, confirming that the two polymers were reorganized via 
disulfide exchange.

Bowman et al. utilized the photoinduced sulfide‐containing molecules to create 
 polymeric materials possessing stress‐relieving characteristics. In one of their seminal 
works the authors created a rubbery covalently crosslinked network via thiol‐ene 
polymerization using pentaerythritoltetra(3‐mercapto‐propionate) (PETMP), triethyl
eneglycol divinylether (TEGDVE), a ring‐opening monomer 2‐methyl‐7‐methylene‐ 
1,5‐dithiacyclooctane (MDTO) as a comonomer, and 1,6‐hexanedithiol.[152] The 
 presence of a residual amount of photoinitiator led to generation of radicals which 
could diffuse through the network via an addition‐fragmentation chain‐transfer pro
cess at the allyl sulfide moiety. This photo‐induced reorganization led to rapid relief of 
any induced stress on the material. Higher incorporation of allyl sulfide bonds resulted 
in a higher degree of stress relaxation at a faster rate. The stress relaxation process was 
repeatable but needed the presence of radicals. The authors utilized a similar strategy 
to create a covalently adaptive network as a dental restorative resin via thiol‐acrylate 
polymerization[153] and for permanent reconfiguration of surface patterns on cova
lently‐adaptive networks by a UV‐assisted nano‐imprinting lithography process.[154]

In another interesting example, Yang et al. combined a reversible covalent and a non‐
covalent interaction to prepare a dynamic polymer.[155] The authors dimerized anthra
cene‐functionalized pillar[5]arene on exposure to UV irradiation (350 nm). Pillar[5]
arene‐functionalized dimer was mixed with bisimidazole alkane via a host–guest inter
action to yield a reversible polymer. The polymer was disintegrated through either an 
increase in temperature to dissociate the host–guest interaction, or exposure to UV 
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irradiation (<300 nm) to cleave the anthracene dimer. The reformation of the polymer 
was achieved by re‐irradiating with UV light (>350 nm) to allow anthracene dimer 
 formation, or cooling to 15 °C to allow host–guest interaction. This dynamic polymeri
zation process was carried out over several cycles.

Coumarin‐containing molecules have been investigated as protecting groups, thera
peutics, and phototriggers for biological molecules.[148,156,157] Coumarin derivatives 
such as 7‐methoxy coumarin undergo [2 + 2] cycloaddition at 350 nm to form dimerized 
cyclobutane in both solid and solution phase, and the reverse reaction occurs at a lower 
wavelength of ~254 nm (Scheme 8.4). Additionally some ester‐ or phosphate‐ substituted 
coumarins undergo hydrolysis on irradiation at 254 nm (Scheme  8.4). Joy et al. 
 synthesized coumarin‐based polyesters and created micropatterned substrates with the 
polymers.[158] The polymers and their photo‐degradation products were found biocom
patible and the cell viability with macrophage RAW 267.4 was comparable to the cell 
viability of poly(lactic acid–co–glycolic acid). In another recent work, Lu et al. synthe
sized a multifunctional amphiphilic copolymer of 7‐(didodecylamino) coumarin‐4‐yl] 
methyl methacrylate, hydroxyethylacrylate, and folic acid modified N‐(3‐aminopropyl) 
methacrylamide hydrochloride by RAFT polymerization.[159] The copolymer was 
coated onto C18‐modified hollow mesoporous silica nanoparticles for cell‐imaging 
and selective cancer targeting. Doxorubicin was encapsulated in the polymer coated 
with silica nanoparticles. Irradiating the nanoparticles in the NIR region (800 nm) 
caused the removal of the photolabile coumarin units and subsequent release of >50% 
drug molecules.

8.4  Mechano‐responsive Polymers

A range of physiological processes such as muscle contraction, sense of touch, hearing, 
and growth and reorganization of tissues and bones are enabled by mechanochemical 
transduction, which is the conversion of a mechanical stimulus into an electrical signal 
by cells.[160–162] Inspired by the role of mechanical force on biological systems, the 
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scientific community has been studying the influence of external mechanical force on 
the properties and stability of polymeric materials. Polymers can respond to mechani
cal stress by undergoing conformational change or bond‐bending and bond‐stretching 
deformation.[163] The response of synthetic polymeric material to mechanical force was 
first considered by Staudinger et al.[164–166] Initial studies in this area involved rational 
molecular design such that the mechanical force would alter the material’s properties by 
breaking and reforming a reversible non‐covalent or covalent linkages. Developments 
in polymers containing mechanoresponsive non‐covalent linkages have made a signifi
cant progress in last few decades.[167–172] On exposure to an external mechanical force, 
the non‐covalent interactions in a polymer are likely to break, relieving the stress on the 
polymer chain and preventing the cleavage of covalent bonds. If the interaction is 
reversible (such as hydrogen bonding), the removal of the stress will cause the process 
to go between bonded and debonded states and impart elasticity to the material.

The initial understanding of the effect of mechanical force on polymer properties was 
derived from research based on non‐covalent interactions such as hydrogen bonding 
and metal–ligand coordination (Figure 8.3). For example, Guan et al. synthesized titin 
mimicking linear polymer containing a tandem array of cyclic ureido‐pyrimidinone 
(UPy) dimers.[173] The UPy dimer was dissociated by a large strain with minimal increase 
in stress. The plastic deformation in the polymer was not permanent and the polymer 
was able to regain its original length and properties overnight at room temperature. 
Heating the sample to 80 °C led to the complete recovery of its dimension, stiffness, 
strength, and toughness in 30 s. In addition to the self‐healing nature of the polymer the 
authors also observed shape memory behavior. Sijbesma et al. created a reversible coor
dination network by combining diphenylphosphinite telechelic polytetrahydrofuran 
with [RhCl(COD)]2 or [IrCl(COD)]2 in chloroform. The phosphine ligands attached to 
polytetrahydrofuran in the presence of Ir (I) or Rh (I) produced a network polymer 
and gel. On sonication, the gel turned into a sol, and removal of the mechanical force 
and sufficient equilibration time allowed the reformation of the gel. The authors sug
gested that the sonication‐induced gel‐to‐sol transition was due to ligand exchange, 
which led to the change in topology and decrease in the total numbers of crosslinkable 
metal centers without changing the coordination chemistry. The process could be 
repeated without irreversible material degradation. Such reversible exchange of metal 
complexes could give rise to coordinatively unsaturated metal–ligand complexes, which 
can serve as catalysts for a multitude of reactions.

The majority of mechano‐responsive polymers have been based on the spiropyran 
molecule, which has the potential to undergo a 6‐π electrocyclic ring‐opening reaction 
accompanied by a color change to yield planner merocyanine through C–O bond 
 cleavage (Figure  8.3). Davis et al. synthesized polymers containing spiropyran as a 
mechanophore.[174] The authors used spiropyran‐functionalized α‐bromo esters to ini
tiate single‐electron transfer living radical polymerization of spiropyran‐functionalized 
methacryloyl esters and methyl methacrylate in aqueous media. The colorless spiro
pyran‐containing polymers experienced selective C–O bond scission during a tensile 
deformation and produced colored merocyanine. The material showed increased 
intensity of color with increasing tensile loading and produced the most intense color 
when the material failed. The design of mechano‐responsive functionalities (or mecha
nophores) which change their color and fluorescence intensities under mechanical 
deformation has developed significantly over past few years, offering access to a 
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number of transformations, such as change in optical property (color or fluores
cence),[174,175] isomerization,[176] release of small molecules,[177] generating proton 
 catalyst,[178] and activating transition‐metal catalyst (Figure 8.3).[179]

The mechanism of covalent bond scission under the influence of mechanical force 
and the specificity of the recombination reaction of generated radicals is yet to be fully 
understood. The understanding from the ongoing studies in this area will be a valuable 
platform to understand the mechanism of failure, fatigue, and degradation of polymeric 
material under stress, and to improve the toughness, durability, and lifetime of  polymers, 
especially for protective coating and biomedical applications.[180–183]

8.5  pH‐ and Chemo‐responsive Polymers

pH‐responsive behavior in polymeric material could arise from the presence of  ionizable 
weakly acidic or basic functional groups such as –COOH, –NR2 or acid‐/base‐labile 
linkages such as acyl hydrazone and imines on the polymer backbone. At lower or 
higher pH, the weakly acidic or basic functional groups ionize and become soluble due 
to hydrogen bonding and/or electrostatic interaction. On the other hand, the acid‐labile 
covalent bonds such as imines and hydrazone become susceptible to hydrolysis, leading 
to reversible cleavage of the bonds. Depending on the stability of a reversible link or the 
reaction environment, a reversible chemical reaction may need a catalyst, a competing 
chemical reagent, or a template to drive the reaction to a desired extent. Thus such an 
externally added reagent serves as chemical stimuli.

8.5.1 Polymers Containing Acyl Hydrazone Links

Acyl hydrazones (–C = N–NH–(C = O)–) have been widely used to construct dynamic 
combinatorial libraries and reversible polymeric materials.[6,41] Acyl hydrazones are 
formed by the reaction of a carbonyl compound and an acyl hydrazine molecule 
(R3CONHNH2, Scheme 8.5). Due to the reduced nucleophilicity of the –NH2 group in 
the acyl hydrazine compound, the reaction often needs an acid catalyst, and the opti
mum rates of hydrolysis and exchange occur at pH 4.4. Lehn and co‐workers demon
strated the utility of hydrazone exchange using trifluoroacetic acid (TFA) as a catalyst 
to prepare dynamic covalent polymers as well as “foldamers”, which are discrete chain 
molecules or oligomers held by noncovalent interactions (e.g., hydrogen bonding) and 
able to fold into well‐defined conformations, such as helices or β‐sheets.[184–186]

In a seminal work, Fulton and co‐workers prepared a polymer‐scaffolded dynamic 
combinatorial library of acyl hydrazone functional polymers, and the authors showed 
that hydrazone exchange took place at acidic pH.[187] This polymer‐based dynamic 
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combinatorial library has generated considerable interest in the design of molecules 
that can mimic natural biomolecules and polymer‐based receptors for small molecules 
or proteins. Later, the same group harnessed the reversibility of acyl hydrazone 
bonds along with the thermoresponsive behavior of a polymer to prepare single‐chain 
nanoparticles (SCNPs) that can undergo reversible macroscopic transformation into a 
hydrogel network (Figure  8.4).[188] Specifically, oligoethylene glycol methacrylate 
(OEGMA300) and p‐(2‐metharyloxyethoxy)benzaldehyde (MAEBA), which have  similar 
molecular weights (Mw = 37–61 kDa), were copolymerized via RAFT polymerization. 
The linear polymers displayed thermoresponsive behavior due to their LCST ranging 
from 32 to 52 °C, depending on the OEGMA content in the polymers. The pendent 
aldehyde groups of the copolymers (polymer concentration = 0.1–1 wt % in AcOH/
AcONH4 buffer) were intramolecularly crosslinked at pH 4.5 with a diacylhydrazine (or 
hydrazide) crosslinker by hydrazone formation. As the crosslinking progressed, the 
intramolecularly crosslinked polymer chains collapsed, leading to lower hydrodynamic 
volume, and the SEC trace of the copolymer was shifted to a higher elution time. 
On  heating the crosslinked polymer solution above the LCST, the crosslinked 
SCNPs  aggregated and the highly localized nanoparticle concentration resulted in 
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intermolecular reorganization of the acyl hydrazone crosslinks at the molecular level. 
As a result, the intramolecular crosslinks were replaced by the interchain crosslinks, 
and the supramolecular interaction between the reorganized polymer chains induced 
hydrogel formation. The reverse transformation of the hydrogel to the SCNPs was trig
gered by cooling the hydrogel to 25 °C and equilibrating to the sol state over 0.5–20 
days. The author’s explanation of the reversible transformation was supported by the 
fact that with a decrease in the amount of crosslinking in the nanoparticles, the time 
required to equilibrate to the corresponding SCNPs also decreased.

In another example, Khan et al. combined the facile reversibility of acyl hydrazone 
linkages and the self‐assembly of block copolymers to prepare a nanoporous mem
brane.[189] Nanoporous materials are useful in the areas of separation, water purifica
tion, catalysis, and fuel cell design.[190] The authors polymerized styrene (s) via ATRP 
using a PEG‐macroinitiator containing a hydrazone linkage to yield a block copolymer 
PEG‐b‐PS. The block copolymer solution in benzene was spin coated onto a silicon 
surface to yield a 100 nm film. Solvent annealing and exposure to humidity (90%) 
resulted in a film in which the self‐organized and hexagonal packed arrays of cylindrical 
PEG domains (25 nm) were dispersed in a continuous PS phase with a long‐range lateral 
order. The film was immersed in a water–methanol mixture (2:1 vol/vol) or an acidic 
water bath (pH 4) to generate porosity by hydrolyzing the acyl hydrazone bonds con
necting the styrene and ethylene glycol blocks, and simultaneously dissolving the PEG‐
hydrazide block. To confirm the removal of the PEG‐hydrazide, the recovered porous 
thin film was exposed to the vapors of methylamine in methanol, and imine formation 
with the aldehyde groups in the PS matrix was confirmed by 1H NMR spectroscopy. 
The mild conditions employed to prepare porous thin films offer a great opportunity to 
design highly ordered functional nanoporous materials.

Acyl hydrazone bonds were also utilized to form self‐healing polymeric materials by 
others. Chen et al. carried out a detailed investigation of the reversible sol‐to‐gel transi
tion and self‐healing properties of organo‐/hydrogels having acyl hydrazone bonds, and 
the authors reported the gelation kinetics and mechanical properties of acyl hydrazone‐
containing organogels.[191–193] The authors later combined the reversibility of acyl 
hydrazone bonds and disulfide linkages to prepare hydrogels capable of sol‐to‐gel tran
sition on exposure to two different stimuli.[191] In another report Anseth et al showed 
that the temperature and pH of the reaction medium influences the reaction rate 
 constant of acyl hydrazone formation, and the reverse reaction rate constant affects 
the  stress relaxation characteristics of the acyl hydrazone‐containing hydrogel.[194] 
The requirement of mild acidic conditions for hydrazone exchange offers tremendous 
possibilities for the design of self‐mendable polymeric materials.

8.5.2 Polymers Containing Imine Linkages

The condensation reaction of an aldehyde or ketone with a primary amine results in an 
imine compound, often referred to as a Schiff base (Scheme  8.6).[195] The reaction 
 equilibrium of imine formation is sensitive to environmental conditions such as pH, 
temperature, and reactant or product concentration. By careful selection of the elec
tronic structures of the starting materials it is possible to control the optimum pH at 
which the reaction occurs.[34] Due to the facile reversibility of the imines, they are capa
ble of exchanging partners in a multi‐component mixture of imines via transimination, 
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and this exchange reaction has been utilized extensively in creating libraries of consti
tutionally dynamic compounds (Scheme 8.6).[41,196,197]

Lehn and co‐workers studied the equilibrium constant of the imine formation of vari
ous aldehyde and amine compounds in aqueous media and found that the equilibrium 
constant was higher for basic amines.[195] The same group also combined metal–ligand 
coordination with imine formation to construct a morphological switch involving 
metal‐ion assisted interconversion between a polymer and macrocycles.[198] This exam
ple demonstrated that the dynamic exchange of reversible bonds could be a useful tool 
to induce morphological changes in macromolecular architecture.

Dynamic exchange of imines has also been widely used in preparing stimuli‐respon
sive dynamic covalent polymeric materials. Recently, Zhang and co‐workers reported 
crosslinked polyimine thermosets which can be reshaped, healed, and molded together 
simply using water under ambient conditions or under heat. They demonstrated that 
the polyimine network exhibits Arrhenius‐like malleability in response to heat in the 
absence of any catalyst. Starting from powder form, robust coherent polymeric materi
als can be formed by the application of either heat or water in the absence of catalyst 
through multiple generations without losing mechanical properties.[199]

Recently, Fulton and co‐workers constructed core‐crosslinked star polymers and 
nanogel assemblies by the reaction of an aldehyde functional block copolymer with an 
amine‐containing block copolymer.[200] The star polymers were able to dissociate into 
unimers reversibly via transimination with a small amine molecule in the presence of an 
acid catalyst. In another interesting work, Fulton et al. employed two orthogonal 
dynamic covalent bonds, imine and disulfide, to construct double‐stimuli‐responsive 
nanoparticles.[201] The crosslinking density in the core can be modulated by either 
maintaining pH 5.5 to cause hydrolysis of imine bonds or reducing the disulfide bonds 
with tris(2‐carboxyethyl)phosphine (TCEP). With the dissociation of the imine and 
disulfide crosslinks, the nanoparticles disassembled, as indicated by the shift of the SEC 
trace to a higher elution time. They also demonstrated that Nile Red can be encapsu
lated in the nanoparticle, and the release of the Nile Red was afforded by simultaneous 
application of acidic pH (5.5) and reducing conditions. The release kinetics of Nile Red 
were monitored with fluorescence spectroscopy. This is an excellent example of a mul
tifunctional system in which only specific functional groups respond to an external 
stimulus while others remain unaffected. This specificity of response depending on the 
environmental conditions could be useful for designing sensors and receptors.

A common approach to preparing nanoparticles for drug‐delivery applications is the 
use of a crosslinked micelle as the drug carrier. Release of the drug is achieved by dis
sociation of the micelles only under a specific stimulus that is present in the targeted 
cellular environment. McCormick and co‐workers utilized this concept to prepare 
shell‐crosslinked micelles using a triblock copolymer containing amine groups in the 
middle block.[202] The authors synthesized poly(ethyleneglycol)‐b‐poly(3‐aminopropyl 
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methacrylamide)‐b‐poly(N‐isopropylacrylamide) (PEG‐b‐PAPMA‐b‐PNIPAM) via 
RAFT polymerization. The triblock copolymers self‐assembled at higher temperature 
(50 °C, pH 9) as the PNIPAM blocks collapsed due to volume phase transition above the 
LCST. The shell containing the PAPMA and PEG blocks was crosslinked with tereph
thaldicarboxaldehyde (TAD) via imine formation. A model hydrophobic anti‐inflam
matory drug, prednisolone 21‐acetate (PA), was encapsulated in the core of the 
shell‐crosslinked micelles. A dialdehyde was used to crosslink the shell of the micelles 
via imine formation. The release of the hydrophobic drug was afforded by lowering the 
temperature to 25 °C, so that the PNIPAM core became hydrophilic, and lowering 
the pH (5.5) to hydrolyze the imine bonds in the micelle core. The release of the drug 
was monitored by UV‐vis spectroscopy. The authors observed an enhanced rate of 
release of the hydrophobic drug at lower pH (5) irrespective of the temperature, 
 confirming that the dissociation of the shell‐crosslinked micelles was governed in large 
part by imine hydrolysis. The promising results of this study encouraged further devel
opment in the area of drug delivery using stimuli‐responsive polymeric nanoparticles.

8.5.3 Polymers Containing Oxime Links

Oxime ligation has proven promising in the preparation of functionalized polymer scaf
folds, surface modification of proteins, and cell surface engineering due to the high 
reaction efficiency, benign side product (i.e., water), and ambient reaction condi
tions.[26,203–209] The condensation reaction between an aldehyde or ketone and an 
alkoxyamine yields either an aldoxime or a ketoxime. Oxime formation was utilized by 
Maynard et al. to prepare micropatterned alkoxyamine‐containing polymer films to 
conjugate an α‐ketoamide protein by oxime formation using a photolithographic tech
nique.[210] The authors also demonstrated immobilization of a site‐selectively modified 
protein onto a gold surface by bio‐orthogonal click reactions, including oxime forma
tion.[211] In some other examples of protein conjugation, Francis et al. employed oxime 
ligation to synthesize thermoresponsive protein–polymer conjugates,[212] to construct 
protein functional hydrogels,[203] and to functionalize a polymer coating with an anti‐
freeze protein for devices that operate at low temperature without ice build‐up.[204]

The reversibility of oxime formation has received less attention, especially in the 
realm of polymer chemistry, possibly due to the greater hydrolytic stability of oximes 
compared to imines or hydrazones.[27] In fact, the enhanced hydrolytic stability of oxime 
renders the possibility of utilizing oxime formation to create functional materials need
ing superior aqueous stability. In contrast to hydrolytic stability, oxime bonds are susep
table to dynamic exchange with either an alkoxyamine molecule or a carbonyl compound 
in the presence of catalytic acid (Scheme 8.7). Eliseev and co‐workers have studied the 
reaction kinetics and mechanism of imine/oxime exchange between different aliphatic 
or aryl alkoxyamine molecules, and the authors suggested the use of oxime exchange to 
create a library of oxime compounds capable of constitutional rearrangement under 
specific conditions.[26] Raines and co‐workers reported a detailed study of the hydroly
sis mechanism and the effects of the electronic structures of the carbonyl compounds 
and the alkoxyamines on the rates of hydrolysis and exchange.[27] Stoddart et al. utilized 
oxime ligation to functionalize mesoporous silica nanoparticles.[213] The authors 
 synthesized an alkoxyamine silyl ether to decorate the silica nanoparticle surface and 
utilized the reversible oxime exchange reaction to reversibly attach various aldehyde 
and ketone compounds onto the nanoparticles.
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The exchangeable nature of the oxime bond has recently started to receive interest 
with regard to preparing robust polymeric materials capable of bond reorganization at 
the molecular level. Sumerlin and co‐workers have utilized the reversible oxime 
exchange to prepare core‐crosslinked star polymers with a degradable oxime core.[24] 
Keto‐functionalized block copolymers were synthesized by RAFT polymerization. The 
block copolymers [poly(dimethyl acrylamide)‐b‐poly(diacetone acrylamide)] were self‐
assembled in water and on addition of dialkoxyamine the polymers crosslinked to form 
core‐crosslinked stars. The star polymers were dissociated by addition of excess mono
functional alkoxyamine, which competed for binding with the polymer‐bound ketones 
in the presence of trifluroacetic acid catalyst. The reversible nature of oxime links was 
also utilized to form a self‐healing hydrogel by the Sumerlin group.[214] Ketone‐contain
ing copolymers poly[(dimethyl acrylamide)‐stat‐(diacetone acrylamide)] were prepared 
with varying ketone content and the polymers were crosslinked with difunctional 
alkoxyamines to form hydrogel and organogel. The hydrogels were capable of self‐heal
ing after mechanical damage. The gel‐to‐sol transition of the hydrogels was induced by 
the addition of monofunctional alkoxyamine and trifluroacetic acid catalyst.

Recently the redox‐responsive nature of oxime bonds was harnessed by Yousuf et al., 
who employed a liposome‐based methodology to functionalize cell surfaces with dynamic 
oxime links for application in stem‐cell differentiation and tissue engineering.[25,215] 
The  authors synthesized a hydroquinone (HQ) and aminoxy alkane or alkoxyamine 
(AO), and incorporated them into different liposomes.[25] The hydroquinone was trans
formed into an active quinone (Q) state by applying mild oxidation potential (either 
chemically or electrochemically) and was mixed with the AO‐containing liposomes to 
react with the alkoxyamine to generate oxime via liposome–liposome fusion, as 
observed by transmission electron microscopy (TEM) images. This liposome–lipo
some fusion methodology was employed to tailor cell surfaces via oxime formation. An 
HQ‐alkane was mixed with 1‐palmitoyl‐2‐oleoylphosphatidylcholine (POPC) and 
DOTAP (a cationic lipid, 1,2‐dioleoyl‐3‐trimethylammonium‐propane) in a 10:88:2 
ratio, and the AO was mixed with POPC and DOTAP in a 5:93:2 ratio. After their addi
tion to the cells (Swiss 3T3T fibroblast (Fbs)) in culture, the liposome fused and deliv
ered the chemical functionality to the cell surfaces. The oxime bonds were selectively 
cleaved by applying mild redox potential (–100 mV, 10 s, PBS, pH = 7.4) with the 
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working electrode, resulting in the release of ligands from the cell surface. This dynamic 
cycle was found to be non‐toxic and, most importantly, could be performed in situ and 
under physiological conditions.

These reports clearly demonstrate that the inherent reversible exchangability of the 
oxime link can be a useful tool in the design of complex platforms for drug delivery, 
cell‐surface modification, protein modification, and tissue engineering purposes.

8.5.4 Polymers Containing Disulfide Links

A redox stimulus causes change in the oxidation state of an element or a functional 
group by either cathodic/anodic[25,215] or chemical oxidation/reduction processes. 
Disulfides have been explored extensively as a redox‐sentisitive functional group for 
different biomedical applications.[32,216] Some other redox‐responsive moeities are 
 ferrocene,[217] tetramethylpiperidine‐1‐oxyl (TEMPO),[218] dithienylethenes,[219] and 
metal‐ligand complexes.[32,35] Disulfides are commonly found in natural systems and 
are known for their reversibility and exchange behavior. Disulfide bonds play an impor
tant role in biological systems, for example in the develoment of the secondary struc
ture of proteins.[220] The disulfide links between the cysteine residues in proteins 
frequently undergo disulfide exchange to attain the lowest energy folded structure.[221] 
In most cases, the thiol‐disulfide exchange process proceeds through the base‐cata
lyzed pathway by generating a thiolate anion (Scheme 8.8).[151] The disulfide exchange, 
on the other hand, could occur via a radical pathway through generating a sulfenyl radi
cal by photoirradiation.[222,223] Considerable work has been devoted to the preparation 
of reversible polymeric material using both routes.[1,224]

Matyjaszewski et al. synthesized self‐healing polymeric materials by employing a 
redox‐responsive thiol–disulfide exchange reaction.[225,226] In one of their reports, the 
authors made a multiarm star polymer precursor containing thiol groups, architectur
ally selected because of the favorable healing, which induces low intrinsic viscosity of 
the branched star polymers compared to their linear counterparts.[225]

The star polymers were synthesized by ATRP via a core‐first approach, and 
 subsequently the star polymers were chain‐extended with a divinyl compound, bis(2‐
methacryloyloxyethyl disulfide) (DSDMA) to induce macroscopic crosslinking, which 
resulted in gel formation.[18] The disulfide links in the crosslinked gel were cleaved by 
reduction with tri‐butyl phosphine, and the thiol‐functionalized polymer was depos
ited on a silicon wafer to form a thin film. The thiol groups in the thin film were oxidized 
with either FeCl3 or I2 to obtain a disulfide crosslinked film, which was insoluble in 
chloroform and THF. The disulfide formation was confirmed by Raman spectroscopy. 
For control experiments, a thin film containing permanent crosslink was prepared 
by  reacting the free thiol groups with 1,2,7,8‐diepoxyoctane under basic conditions. 
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Scheme 8.8 (a) Reversible 
cleavage of disulfide bonds by 
reduction and recombination 
of thiols by oxidation and 
(b) thiol‐disulfide exchange.
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The self‐healing study was performed by damaging the thin film with an atomic force 
microscope (AFM) tip or a penetrating cut by a microscratching method. The healing 
process was monitored by AFM and optical microscopy. The damaged film self‐healed 
at room temperature with no external stimulus. The AFM study showed that damage at 
the center position was not fully healed after 70 min, but damage at the edge was com
pletely healed after 70 min, suggesting that the healing was initiated from the bottom of 
the cut and the edge of the cut due to the accessibility of cut surfaces to each other. To 
bring about the contact of the damaged areas, the AFM tip was used to stroke the dam
aged surface in the direction perpendicular to the damaged area. Immediate smoothen
ing of the damaged area was observed, and the Young’s modulus (by HarmoniX tapping 
mode) of the healed area was found to be comparable to the modulus of the undamaged 
area. The healing capacity of the thin film was found to be dependent on the initial film 
thickness and the width of the damage. A thicker penetrating cut resulted in rapid heal
ing, as observed by  optical microscopy. No self‐healing was observed in the control film 
sample due to the absence of any exchangeable links to cause healing. This study showed 
that reversible branched polymeric materials hold tremendous promise for self‐healing 
applications due to their low viscosity and accessibility to higher functional groups.

In another example Thayumanavan et al. synthesized block copolymers composed of 
an acid‐labile hydrophobic block, temperature‐sensitive hydrophilic block, and a redox‐
responsive disulfide interface.[227] The block copolymers self‐assembled into micelles 
and Nile Red was encapsulated in the micelle core in aqueous media. Release of Nile 
Red was facilitated by either lowering the pH of the medium or creating a reducing 
environment to cleave the disulfide linkages between two blocks. Based on the current 
results, the authors envisioned that combination of multiple stimuli‐responsive units in 
polymeric drug‐delivery systems could significantly accelerate the rate of drug release 
compared to a single‐stimuli responsive polymeric system. Such a strategy could also be 
useful to design polymers for applications in the field of controlled release, catalysis, 
and separation. The reversibility of the disulfide link is currently a topic of intensive 
investigation to prepare drug‐delivery vehicles due to the fact that disulfides can be 
reduced by glutathione, which is present in an intracellular environment at 3 mM 
 concentration (which is 300 times greater than its concentration in blood). Polymeric 
nanoparticles have been used to encapsulate the drug and release it under a reducing 
environment in the presence of glutathione.[228,229]

Recently Otto et al. utilized the phototriggered homolytic cleavage of disulfide bonds 
to prepare a dynamic library of disulfide‐containing macrocycles.[230] The authors 
 prepared stacks of macrocycles from a peptide‐containing dithiol building block with a 
β‐sheet structure (Figure  8.5). Photoirradiation at 365 nm (using a 8 W UV lamp) 
resulted in oligomers, polymers, and gels (after prolonged irradiation for 3 days). 
The presence of excess dithiothreitol resulted in quantitative recovery of the starting 
material. The polymerization of self‐assembled macrocycles combines kinetic (self‐
templating, aggregation‐driven stabilization) and thermodynamic control to access 
polymers with well‐defined folded structures.

8.5.5 Glucose‐responsive Polymers

Glucose‐responsive polymers have received a significant amount of interest because of 
their potential application in the sensing and delivery of insulin. Recent developments 
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in designing polymers that specifically respond to sugar have opened up new 
 possibilities to treat diabetes mellitus, which is defined as a group of metabolic disor
ders characterized by high blood sugar levels.[37,231] Treatment of diabetes generally 
involves regular monitoring of blood‐sugar level and administration of insulin via 
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injection. This approach of self‐administration of insulin lacks continuous control over 
the released dosage of insulin and reportedly only 20% of the insulin reaches the liver, 
which is the primary site of action.[232] A considerable amount of research has been 
dedicated to developing smart polymeric drug carriers that can release the payload in 
response to the increase in blood‐glucose level.[30] The strategies for glucose‐responsive 
delivery systems have relied on oxidation of glucose by glucose oxidase (GOx), binding 
of glucose with concanavalin A (Con A), and boronic acid‐containing polymers which 
are capable of reversible bond formation with diols in carbohydrates.

The GOx catalyzed oxidation of glucose results in H2O2 and gluconic acid as byprod
ucts. In the majority of the reports, pH‐responsive polymers (e.g., polyacids or poly
bases) were loaded or conjugated with GOx and insulin, and then gluconic acid (the 
byproduct of the enzymatic oxidation of glucose) induced a pH response, resulting in 
swelling or deswelling of the polymeric systems and consecutive insulin release.[233–240]

Another kind of glucose‐responsive delivery system utilizes the competitive binding 
of glucose and lectin, which is a carbohydrate‐binding protein. A commonly employed 
lectin for insulin delivery is concanavalin A, which interacts with a diverse set of recep
tors, including mannose carbohydrate, blood group markers, and insulin‐recep
tors.[30,37,241] Concovalin A‐bound polymers and nano‐ or microgels were synthesized 
for recognition of glucose and insulin delivery.[239,242,243] The presence of glucose causes 
the complex of concovalin A and the carbohydrate‐bearing polymer to dissociate and 
subsequently form glucose–concovalin A complex. This decomplexation–recomplexa
tion process leds the release of insulin, encapsulated in the polymer or gel matrix.[37]

An alternative and more versatile approach is the use of boronic acid moieties, which 
can bind competitively with diols present in carbohydrates and other compounds and 
enable the release of insulin in a self‐regulated manner. The ability of boronic acid com
pounds to reversibly bind to diols in sugars makes them an excellent candidate for glu
cose sensing applications and use as ligands during chromatography.[244] The solubility 
of boronic acids in aqueous media can be tuned by changing the pH of the media or the 
diol concentration. Boronic acids exist in equilibrium between the neutral trigonal form 
(1) and an anionic tetrahedral form (2) (Scheme 8.9).[245–249] The cyclic boronate esters 
formed by the reaction of neutral boronic acids (1) and diols are generally considered to 
be hydrolytically unstable in the presence of 1,2‐ or 1,3‐diols, whereas the charged 
boronic acid (2) reversibly binds with 1,2‐ or 1,3‐diols to form stable boronate ester (3), 
shifting the equilibria to the anionic forms 2 and 3.[246,249] Additionally the neutral 
boronic acid‐containing polymers are generally hydrophobic whereas the anionic boro
nate ester‐containing polymers show hydrophilicity.[247] With increasing diol or sugar 
concentration, the anionic forms, 2 and 3, dominate in solution. The equilibrium 
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between the hydrophobic neutral form (1) and the hydrophilic anionic forms (2 and 3) 
can be controlled by controlling the pH of the media and the concentration of sugar/
diols, and this interesting transformation between 1 and 2 or 3 often leads to a diol‐
responsive behavior in boronic acid‐containing polymers.

Most of the polymeric boronic acids reported in the literature are based on phenyl 
boronic acids with a pKa between 6 and 9.[36,250–254] The solubility of boronic acids 
changes in aqueous media because of the apparent reduction in their pKa in the pres
ence of glucose. Some excellent reviews have covered the initial development and use of 
boronic acid‐containing polymers from various perspectives.[36,254–259] Some recent 
examples are discussed in this section.

The majority of the boronic acid‐based systems for carbohydrate sensing or insulin 
delivery have been based on hydrogels, which change their swelling behavior in the 
presence of glucose. One straightforward route to synthesize boronic acid‐containing 
hydrogel is to employ boronic acid monomers such as 3‐(acrylamido)‐phenylboronic 
acid (3‐AAPBA) and copolymerize with another water soluble monomer such as 
N‐isoprpylacrylamide (NIPAM) or N,N‐dimethylacrylamide (DMA) in the presence of 
a crosslinker, for example N,N′‐methylenebis(acrylamide). Kataoka et al.[248,260] 
 prepared glucose‐responsive hydrogels by copolymerizing 3‐AAPBA and NIPAM, and 
investigated the swelling kinetics of the hydrogel in the presence of glucose and the 
kinetics of the temperature‐dependent hydrogel‐shrinkage process. To utilize the 
 glucose‐responsive behavior of boronic acids for sensing application, Asher et al. incor
porated a crystalline colloidal array, which diffracts visible light, into a polyacrylamide 
hydrogel.[261] The crystalline colloidal array embedded hydrogel was able to respond to 
glucose in low ionic strength solution by swelling and red‐shifting its diffraction with 
increasing glucose concentration.

Another approach to synthesizing a boronate ester‐containing hydrogel is to cross
link diol‐containing polymers with borax or phenyl boronic acid‐containing poly
mers.[262–264] However, the borax–diol complexation is known to happen at alkaline pH 
(≈9), which is not suitable for various biomedical applications. Furthermore, the 
crosslinking with boronic acid polymers has been found to be more efficient than 
the gelation reaction with borax due to the presence of multiple crosslinking sites on the 
boronic acid‐containing polymer.[265,266] A considerable amount of research has been 
dedicated to reducing the pKa of the boronic acids to physiological pH.[253,267] Engbersen 
et al. synthesized α,ω‐phenylboronic acid‐terminated poly(propylene oxide)‐
poly(ethylene oxide)‐poly(propylene oxide) (PPO–PEO–PPO) to crosslink poly(vinyl 
alcohol) (Scheme 8.10).[264] The PPO–PEO–PPO spacer provided hydrophilicity and 
the secondary amine group in the ortho position of one of the crosslinkers reduced the 
pKa of the boronic acid crosslinker by B–N coordination. The hydrogel showed fre
quency‐dependent viscoelastic behavior and due to the dynamic nature of the boronate 
ester crosslinks, the hydrogel network could restructure itself at lower frequency during 
an oscillatory frequency sweep experiment.

A similar synthetic strategy has been used to prepare self‐healing hydrogels. 
Messersmith et al. prepared pH‐responsive self‐healing hydrogel through complexation 
of branched catechol‐functionalized poly(ethylene glycol) with 1,3‐benzenediboronic 
acid.[268] The hydrogel exhibits higher stability at alkaline pH and lower stability under 
an acidic environment. Recently Sumerlin et al. employed poly(2‐acrylamido)phenylb
oronic acid (2APBA) and poly(vinyl alcohol) or a catechol‐functionalized polymer to 
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prepare hydrogel that can self‐heal at acidic and neutral pH.[269] The intramolecular 
coordination between the carbonyl oxygen and boron allowed the gelation to happen at 
acidic and neutral pH. The authors also found that the oxidation of the dopamine 
 moiety in catechol‐functionalized polymer reduced the self‐healing properties and 
minimized creep. The same group has recently prepared boronic ester‐containing 
crosslinked bulk polymeric networks via a photoinitiated thiol‐ene reaction that were 
capable of self‐healing under humid conditions for several cycles.[270] Boronic acid‐ 
containing nanogel, microgels, and layer‐by‐layer assembled hydrogel films have also 
been prepared using boronic acid–diol complexation.[256,267]

Boronic acid‐containing block copolymers and their self‐assembled nanostructures 
have also received significant interest due to the possibility of employing self‐assembled 
block copolymers as nanocarriers of insulin. Jäkle et al. utilized ATRP of styrene and 
pinacol‐protected styrenic boronic acid or trimethyl‐(4‐vinyl‐phenyl)‐silane to prepare 
block copolymers.[271,272] Sumerlin et al. reported the first example of using RAFT 
polymerization of pinacol‐protected phenyl boronic acid to synthesize water‐soluble 
boronic acid‐based polymers.[273] The amphiphilic block copolymers self‐assembled in 
water and the pinacol boronate ester was deprotected by transesterification with 
another boronic acid. An alkaline environment was needed to cause glucose‐responsive 
disassembly of the micelles. The authors also synthesized a glucose‐responsive polymer 
by direct RAFT polymerization of unprotected and less hydrophobic boronic acid.[274] 
The polymers self‐assembled in aqueous solution, and a micelle to unimer transition 
was induced in the presence of glucose. Sumerlin et al. later designed a boronic acid 
monomer with an acrylamide unit and electron‐withdrawing substituents, which 
 lowered the pKa of the boronic acid moiety to 8.2.[275] The block copolymers showed 
pH‐dependent self‐assembly behavior. The block copolymers formed micelles at a pH 
less than the pKa of individual block copolymers, and the size of the aggregates increased 
as the pH was raised from 7.4 to 8.2. On further increase in the pH of the solution to 8.5 
(when pH > pKa (=8.2)), the aggregates disassembled to form unimers. Addition of glu
cose to the aggregates at pH 7.4 led to reduction of their size in solution as the pendent 
boronic acid groups competitively bound to glucose and the aggregates transformed 
into water‐soluble glucose‐functionalized polymers. Self‐assemblies of block copoly
mers containing boronic acid moieties have been utilized to encapsulate insulin for 
insulin delivery. Yang et al. prepared poly(ethylene glycol)–block–((2‐phenylboronic 
esters‐1,3‐dioxane‐5‐ethyl) methylacrylate) by ATRP and the block copolymers were 
able to self‐assembled in water.[276] Insulin was loaded in the micelle core and the release 
of insulin was triggered by the addition of glucose, which competitively bound with the 
pendent boronic acid groups in the polymer at alkaline pH. Sumerlin et al. also reported 
the synthesis of dynamic covalent star polymers by crosslinking boronic acid‐contain
ing block copolymers with multifunctional 1,2/1,3‐diols.[22] The reversible nature of the 
boronic ester linkages allowed the disassembly of the star polymers in the presence of 
monofunctional diols. The findings of this research have inspired the polymer com
munity to utilize the controlled exchange behavior of boronic esters to prepare more 
complex dynamic covalent architectures.[253,254,258,277]

Recently benzoxaborol compounds have received considerable interest for creating 
carbohydrate‐responsive polymers due to their ability to bind to diols at physiological 
pH and to pyranose saccharides as well as sialic acid, both of which are abundant in 
glycocalyx in cancer cells.[277] Kim et al. synthesized benzoxaborol‐containing block 
copolymers which self‐assembled in water, and fluorescent‐labelled insulin was 
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 encapsulated in the micelles at pH 7.4.[278] The insulin was released in the presence of a 
monosaccharide which bound to the benzoxaborol under physiological pH. To incorpo
rate the glucose‐responsive behavior with reversible characteristic, Narain et al. utilized 
RAFT polymerization to synthesize copolymers of NIPAM and 5‐methacrylamido‐1,2‐
benzoxaborole, which were temperature, pH, and glucose responsive.[279] Two 
 glycopolymers, poly(3‐gluconamidopropyl methacrylamide) (PGAPMA) and poly(2‐
lactobionamidoethyl methacrylamide) (PLAEMA), were used to crosslink the benzox
aborol‐containing polymers to form hydrogel. The gel‐to‐sol transition was induced by 
the addition of glucose at pH 7.4.

The unique characteristics of boronic acid polymers have encouraged the scientific 
community to construct a variety of responsive nanomaterials, including vesicles, 
nanoporous silica, polymersomes, and hollow nanospheres.[267] Even though more 
research in this area is emerging every day, the full potential of boronic acid‐based 
 polymers in biomedical research is yet to be realized.

8.6  Conclusion

The topics covered here are important both from a fundamental scientific standpoint 
and from a real‐life applications perspective. The inspiration for creating stimuli‐respon
sive polymers that can respond to environmental and biological stimuli has been pro
vided by nature. Polymers with reversible characteristics are an ever‐growing area of 
research as they are capable of responding to a stimulus by rearranging the structural 
components at a molecular level. Further progress in this area could greatly benefit 
research in the areas of therapeutics, sensors, coating for biomedical devices, artificial 
muscles, and actuators. The combination of reversibility and stimuli‐responsiveness in a 
molecule was sought in many areas of polymer chemistry and the scope of such materi
als is yet to be fully understood. Greater challenges lie in developing complex dynamic 
covalent polymers without any undesirable changes in a material’s property that are able 
to response to stimuli that are only present in trace amounts. The recyclability and long‐
term stability of such polymeric systems are other areas which need to be addressed in a 
judicial manner. Truly recyclable dynamic covalent polymers will not only add smart 
responsive behavior to a material but also provide a cost‐effective alternative to an exist
ing product. The combination of durability and dynamic behavior in polymers would 
also provide access to robust healable material. The access to different functionalization 
techniques, click chemistries, and controlled polymerization methods is critical in 
designing polymers that can respond to multiple stimuli in an orthogonal manner and 
may provide an accelerated response. Multi‐stimuli responsive polymers adorned with 
reversibility can bring about enormous progress in life science research and also in infor
mation technology in the parallel writing of information or rewritable memory devices.
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9.1  Introduction

Dynamic covalent bonds can selectively undergo reversible breaking and re‐formation 
under equilibrium conditions without irreversible side reactions, generally on exposure 
to certain environmental factors, as detailed in other chapters. Incorporation of dynamic 
covalent bonds into polymer architectures produces structurally dynamic polymers 
that exhibit unique macroscopic functionalities in response to external stimuli.[1] The 
materials’ stimuli‐responsive properties originate from the reversible chemistry of the 
dynamic bonds at the molecular level. One of the most fascinating abilities of dynamic 
polymers is to repair damage inflicted on them and restore their structural integrity 
without manual intervention, which is referred to as a “self‐healing” property. Although 
polymeric materials have been widely used with tremendous success in engineering 
fields due to their advantages, such as light weight, processability, and flexibility, and are 
indispensable for our daily lives, they are susceptible to external factors, which infre-
quently result in undesirable reduction in their physical properties, irreparable damage, 
and ultimately failure. Self‐healing can remove these limitations through the restoration 
of damage and recovery of the materials’ mechanical strength, leading to improved life-
times, durability, and reliability of the materials as well as waste reduction (Figure 9.1a,b). 
Therefore, it is undeniable that self‐healing polymeric materials would offer numerous 
possibilities, in particular for applications such as artificial organ and space develop-
ment purposes, where there is little scope for intervention and assisted repair, and 
where long‐term reliability is imperative. While nature possesses this healing ability, 
previous manmade materials generally did not. Instead, all current engineering materi-
als have been developed on the basis of a passive “damage prevention” paradigm, with 
which every effort is made to prevent the breakage of irreversible covalent bonds and 
focus on enhancing the mechanical, thermal, or electronic properties of the materials 
for desired applications. This is in contrast to an active “damage management” concept, 
where the damage to the materials cannot be avoided but can be detected and repaired 
before the material fails, as in the human body. Self‐healing is one such unique active 
concept inspired by nature.

Self‐healing Polymers through Dynamic 
Covalent Chemistry
Keiichi Imato and Hideyuki Otsuka
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Self‐healing can be regarded as the ability of a material to repair damage autono-
mously or automatically without external intervention. However, healing triggered by 
an external stimulus such as heating, light irradiation, or with the aid of a chemical 
agent has also been often regarded as self‐healing. Thus, we herein define self‐healing 
as healing with or without an external trigger. To date, self‐healing in polymeric materi-
als has been achieved by various approaches (Figure 9.1c). One approach is extrinsic 
self‐healing systems such as monomer (healing agent) delivery to a damaged area and 
subsequent polymerization (microcapsule and microvascular systems).[2–4] The other is 
intrinsic systems using unique entropic elasticity of slide‐ring networks,[5] topological 
interaction of dangling chains in polymer networks,[6] pseudo‐metabolic reactions,[7,8] 
and irreversible chemical reactions.[9–12] However, each system has a drawback, for 
example a limited number of healing times, inability to repair damage at the molecular 
level, and extremely low material mechanical strength. Therefore, another approach 
incorporating dynamic bonds or interactions into polymer networks has attracted 
much attention due to the advantages of an unlimited number of healing times and 
damage repair at the molecular level, in principle, fully restoring the materials’ original 
properties. The healing mechanism involves reversible chemistry of the dynamic bonds 
or interactions, that is, cleavage when damaged and re‐formation after damage 
(Figure  9.2). The reversibility also induces exchange reactions between the dynamic 
bonds or interactions and rearrangements of the polymer networks, which regenerate 
chain entanglements and produce healing. This is also an intrinsic approach based on 

Damage

Cut

Self-healing polymers

(c)

(b)

(a)

Extrinsic
Microcapsule

Microvascular

Irreversible

Reversible
Supramolecular chemistry

Dynamic covalent chemistry

Intrinsic

Contact

Heal Heal

Heal

Figure 9.1 Schematic representation of self‐healing materials: (a) healing of damaged surface and 
(b) healing of cut materials by bringing the pieces together. (c) Classification of approaches to 
self‐healing polymeric materials.



9.1 Introduction 361

either supramolecular chemistry[13] or dynamic covalent chemistry.[14–16] There are 
some differences between them, and which should be used depends on the intended 
purpose. In general, supramolecular chemistry is controlled by molecular polarity. 
Thus, supramolecular interactions are sensitive to external chemical factors as 
 represented by water, but they are in continuous equilibrium under ambient conditions. 
Various types of reactions for self‐healing through supramolecular chemistry have 
been  reported, including hydrogen bonding,[17] π–π stacking interactions,[18] ionic 
bonds,[19–21] coordination bonds,[22] and host–guest interactions.[23,24] On the other 
hand, dynamic covalent chemistry is based on reversible covalent chemical reactions. 
Dynamic covalent bonds are generally stable under ambient conditions and behave like 
robust traditional covalent bonds, but reversibility can be accessed by an external 
 stimulus. Numerous reactions of dynamic covalent bonds have been exploited for self‐
healing in polymers. The reported systems can be categorized into five types with 
respect to the reaction mechanisms, as shown in Figure 9.3. Reversible condensation 
reactions include reversible cleavage and re‐formation of acylhydrazone bonds,[25] 
imine bonds,[26,27] boronate ester linkages,[28] and hemiaminal linkages.[29] Diels–Alder/
retro‐Diels–Alder reactions, which are the most famous among self‐healing systems 
through reversible covalent bonds[30] as well as urea bonds, can fall into reversible addi-
tion reactions.[31] Transesterification,[32] olefin metathesis,[33] and siloxane chemistry[34] 
are considered to be chain exchangeable reactions in the presence of the respective, 

Damage

Healing

Polymer network

(a)

(b)

Dynamic bonds or interactions

Figure 9.2 Schematic representation of self‐healing by dynamic bonding systems: (a) dissociation 
and re‐formation of dynamic bonds or interactions and (b) healing of a polymer network with 
dynamic linkages.
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Figure 9.3 Dynamic covalent systems available for self‐healing polymeric materials.
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proper catalysts. Disulfide bonds[35,36] and related linkages[37] are well known to undergo 
radical transfer and crossover reactions in response to light irradiation. Finally, homo-
lytic bond cleavage and re‐formation represented by alkoxyamine linkages[38] and 
 diarylbibenzofuranone linkages[39] have also been used to impart self‐healing abilities to 
polymeric materials.

These dynamic covalent systems can exert their dynamic nature only under suitable 
conditions, where self‐healing is required, therefore every system is promising for 
 practical use. To utilize the self‐healing reactions appropriately, we must understand 
the features of each system. The following sections review each healing system in detail, 
and this chapter provides important insight into the rapidly expanding area of self‐ 
healing polymeric materials through dynamic covalent chemistry.

9.2  Reversible Condensation Reactions

The reversibility of condensation reactions is typically controlled by varying pH. As a 
result, the reactions are often used in aqueous solutions and hydrogels. Numerous self‐
healing hydrogels and organogels utilizing reversible condensation reactions have been 
reported. Since the hydrogels are soft materials with physical properties similar to soft 
tissues and reversible condensation reactions are highly sensitive to water (moisture), 
they do not have great potential for engineering purposes, although they can be used in 
biomedical applications.

9.2.1 Acylhydrazone Bonds

One of the well‐known reversible condensation reactions exploitable for self‐healing is 
the condensation of acylhydrazine and aldehyde. This reaction forms water and an acyl-
hydrazone bond, which is stable under neutral and basic conditions. The reaction can 
be drastically accelerated by a catalytic amount of acid. Cleavage of the acylhydrazone 
bond occurs at the same time, and the reversible reaction reaches an equilibrium under 
acid catalysis as well.[40] Hydrazone bonds without an electron‐withdrawing group are 
considered to be inert under acidic conditions even with water. When acylhydrazone 
bonds were incorporated in a polymer network, the polymer gel showed reversible sol–
gel transitions and possessed self‐healing properties based on the reversible breaking 
and regenerating of acylhydrazone bonds by adjusting the acidity of the swelling solvent 
(Figure 9.4).[25] Two pieces of cracked acylhydrazone gels containing a mild acid catalyst 
(acetic acid) can be autonomously merged into a whole piece by simply situating them 
next to each other and maintaining the contact for several hours at ambient tempera-
ture, without any external intervention. The joint between the two pieces is strong 
enough to sustain a vigorous squeeze by tweezers, and the mechanical properties of the 
healed samples recovered to nearly the same as those of the original sample after a day, 
even at room temperature.[41] This self‐healing could be observed repeatedly, and the 
gels were remoldable and recyclable. The fast gelation of the reaction and capacity of 
gelling a wide range of organic liquids have been utilized for constructing a self‐ 
supporting viscoelastic scaffold to restore large‐scale damage.[4]

Because acylhydrazone bonds are reversible under acidic conditions, combination 
with a complementary linkage, which is reversible under basic conditions, is a 
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Figure 9.4 Dynamic covalent gel based on reversible acylhydrazone bonds: (a) polymer network 
crosslinked by acylhydrazone linkages, (b) reversible sol–gel transitions, and (c) self‐healing of 
acylhydrazone gels. Reproduced with permission.[25] Copyright 2010, ACS Publications.
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functional and interesting strategy. Hydrogels with acylhydrazone bonds and disulfide 
bonds showed self‐healing under both acidic and basic conditions.[42]

9.2.2 Imine Bonds

Reversible imine chemistry is also available for self‐healing in polymers.[43] Imine bonds, 
which are formed from amines and aldehydes (or ketones) with generation of water, 
exhibit three distinct reversible processes similar to hydrazones (Scheme  9.1): bond 
formation/hydrolysis, where an equilibrium is set up between the imine/water and the 
amine/aldehyde, exchange reaction (transimination), where the imine reacts directly 
with an amine, and metathesis, where the imine undergoes exchange reaction with 
another imine. The reversibility can be accessed even at neutral conditions and more 
easily under acidic conditions. Therefore, imine bonds are considered to be more 
dynamic than (acyl) hydrazone bonds as a result of the mesomeric effect of hydrazone 
bonds, which decreases the electrophilicity of the C = N bond.[43,44] Some self‐healable 
polymer networks based on imine chemistry have been prepared and studied as bio-
compatible hydrogels.[26,45–47] Malleable polyimines that behave like a classic thermoset 
at ambient conditions can be reprocessed and repaired by application of either heat or 
water in the absence of any catalyst has also been reported.[27] Such polyimine thermo-
sets have successfully been used in fully recyclable woven carbon fiber composites as 
well as ultrathin solid‐state Li‐ion electrolyte membranes.[48,49] A similar crosslinked 
polymer with aromatic imine bonds has also been reported to exhibit self‐healing 
behavior in air at room temperature in the absence of a catalyst.[50]

9.2.3 Boronate Ester Linkages

Some self‐healable gels have been prepared that utilize reversible boronate esters, which 
are formed from complexation of certain diols and boronic acid.[28,51–54] The complexa-
tion mechanism is quite complex, and the optimal pH for the complexation is affected 
by many factors, such as solvent, buffer, sterics, and hydrogen bonding.[55,56] 
Complexation of 1,3‐benzenediboronic acid with a branched catechol derivatized 
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poly(ethylene glycol) under basic aqueous conditions (pH 9.0) formed tetrahedral boro-
nate esters, giving rise to a three‐dimensional polymeric network and gel  formation.[28] 
The storage modulus of the hydrogel was greater than the loss modulus across a wide 
frequency range and changed little with frequency, indicative of a  covalently crosslinked 
gel. The ester linkages dissociated on decrease of the pH to 3.0, forming a liquid. This 
gel-to-sol transition was confirmed by a color change from red to yellow, which was 
attributed to dissociation of the boronate–catechol complex. As a result of its dynamic 
nature, the hydrogel possessed self‐healing ability. The gel was cut into two pieces and 
then simply placed into contact at the fractured surfaces. Thirty seconds after fusion, no 
obvious border was observed between the connected gels and the joint between the two 
parts was strong enough to be manually stretched without fracturing. This self‐healing 
was effective and repeatable, regardless of where the gel was cut or fused. Such self‐
healing hydrogels using reversible boronate ester linkages have the potential to be 
applied to biomedical materials[57] due to the low tissue inflammatory response, like 
imine bonds.

The kinetics of boronate ester transesterification is known to be tunable over many 
orders of magnitude, simply by changing a neighboring group.[58] The neighboring 
group effect on the kinetics enables crosslinked polymers with boronate ester linkages 
to heal completely in the bulk state at 50 °C without any solvents and catalysts.[59]

9.2.4 Hemiaminal Linkages

Hemiaminal linkages formed by the condensation of amines and formaldehyde at ambi-
ent temperatures are reversible in the presence of water.[29] Organogels crosslinked by 
hemiaminal linkages exhibited self‐healing abilities. The linkages could be transformed 
into hexahydrotriazines by further heating to 200 °C, resulting in much stiffer but irre-
versible polymer networks. Despite these unique properties, there is only one example 
demonstrating self‐healing based on reversible hemiaminal linkages.[29] An organogel 
with hemiaminal linkages formed from diamine‐terminated poly(ethylene glycol) 
(4.6 kDa) and paraformaldehyde showed self‐healing within seconds of placing two gel 
pieces in contact with each other.

9.3  Reversible Addition Reactions

Unlike condensation reactions, addition reactions do not involve elimination of mole-
cules, therefore the reversible systems are more straightforward and easily controllable 
by chemical and physical factors. In these systems, the dissociated components are 
stable under the usage condition, but they remain highly and selectively reactive with 
each other. To date, a very few reversible addition reactions are known to be exploitable 
for self‐healing.

9.3.1 Diels–Alder Reaction

The combination of Diels–Alder (DA) reaction, [4 + 2] cycloaddition of a conjugated 
diene and a dienophile, and retro‐Diels–Alder (retro‐DA) reaction, thermally induced 
[4 + 2] cycloreversion of the product, is the most studied system of self‐healing through 
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reversible covalent chemistry.[60] The DA reaction is among the most important 
 reactions in organic chemistry because of the ability to form C–C bonds in high yields 
and good stereochemistry. Various reaction partners and reaction conditions of revers-
ible DA reactions are available for the preparation of thermally healable polymers 
(Table 9.1), therefore one can utilize the reversible nature of such dynamic materials by 
careful selection of a diene and a dienophile. Cyclic dienes, like furan and cyclopentadi-
ene, are exceptionally good reagents for DA reactions, since the conjugated dienes are 
always locked in the desired cis conformation. Because the involved orbitals in a DA 
reaction are normally the HOMO of a diene and the LUMO of a dienophile, it is prefer-
able if the energy levels of these two orbitals are similar. An electron‐donating group at 
the 1‐position of a diene increases the HOMO energy level, and therefore furan can 
undergo a more rapid DA reaction at lower temperatures than cyclopentadiene. On the 

Table 9.1 Well‐known Diels–Alder reaction partners and corresponding reaction conditions.

Diene Dienophile Adduct Conditions
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Furan
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O
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R1
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O
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DA: between rt and 120 °C
Retro‐DA: >120 °C
Several hours to days

R1

Anthracene

N R2

O

O

NR1 R2

O

O

DA: > 100 °C
Retro‐DA: >200 °C
Several hours to days

R1

Cyclopentadiene

R2 R1

R2

DA: between 80 and 120 °C
Retro‐DA: >120 °C or >180 °C
Several hours to days

R2

R1
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R3

R4NC

CN

Dicyanoethylene

R1 R2

R4
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CN

CN
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Retro‐DA: > rt
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R1 S

S
N

R2

Dithioether

R1

R2

S N

S

Hetero‐DA: between rt and 80 °C
Retro‐hetero‐DA: >80 °C
Minutes (catalyst trifluoroacetic 
acid)

rt, room temperature.
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other hand, conjugation of a dienophile decreases the LUMO energy level. Thus, 
maleimide is a good dienophile and cyclopentadiene can be both a diene and a dieno-
phile for DA reactions, although simple alkenes have relatively high‐energy LUMOs and 
do not react well with dienes.

A report on thermally remendable polymers through a reversible DA reaction 
between furan and maleimide was a trigger to initiate a global interest in self‐healing 
polymers.[30,61] A tetrafunctional furan and trifunctional maleimide formed a highly 
crosslinked polymeric material, which had similar mechanical properties to those of 
commercially available epoxy resins but also had an additional property of healing by 
heating (Scheme 9.2). After a structural fracture of the material, a thermal treatment 
above 120 °C allowed disconnection of 30% of the crosslinking, which reconnected 
upon cooling and mended the crack with a significant recovery of the material’s 
mechanical properties (approximately 50%). This healing can be repeated multiple 
times, although the healing efficiency was slightly reduced for each cycle. This concept 
has also been used in better known engineering materials such as epoxy resins,[62–64] 
polyketones,[65] polyesters,[66] polyamides,[67] and poly(methylmethacrylate)s,[68] which 
have advantageous characteristics, including solvent and chemical resistance, thermal 
and electrical properties, and good adherence.

To shift the reaction and healing temperature to a higher range and use the polymers 
under severe conditions, anthracene–maleimide crosslinks were incorporated into the 
polymer networks.[69] The DA reaction made it possible to generate crosslinked 
 materials at higher temperatures (>100 °C) and heal sustained damage at even higher 
temperatures (>200 °C).

A simplified DA system using a single component, a cyclic monomer containing 
 dicyclopentadiene, has been developed for self‐healing polymers.[70] Because cyclopen-
tadiene can act as a diene and a dienophile, the system showed a unique feature that 
none of the other DA reactions exhibited. Upon heating (120 °C), the cyclic monomer 
underwent a retro‐DA reaction and opened, producing a linear monomer with two 
reactive cyclopentadienes at the chain ends (Scheme 9.3). The cyclopentadienes then 
dimerized intermolecularly to form a linear polymer and subsequently underwent 
 trimerization to form crosslinks, constructing a network with a high elastic modulus. 
This material was able to thermally re‐heal the damage, achieving 40–60% recovery of 
the material’s fracture strength by thermal healing.
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Scheme 9.2 Diels–Alder reaction between the tetrafunctional furan and trifunctional maleimide to 
produce a healable highly crosslinked material.
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Many reversible DA reactions used in self‐healing polymers need heating not only to 
enhance the mobility of the reactive groups at the crack plane, but also to accelerate 
both the DA and retro‐DA reactions. The high mending temperature has restricted the 
application area. In addition, there are very few reversible DA reactions available 
for  self‐healing features, which allow fast crosslinking or polymerization. Generally, 
reaction times of several days are required for DA reactions in the bulk of a polymer, 
therefore more rapid reversible DA reactions at lower temperatures have been sought 
for self‐healing. It was reported that functionalized fulvenes and dicyanoethylenes can 
react rapidly and reversibly at temperatures below room temperature.[71,72] This system 
produced room‐temperature healable materials, and only 10 s after pressing two pieces 
of film together they could no longer be separated by pulling them apart.[73] It is impor-
tant to note that the film constantly creates new chain ends and forms new connections 
at room temperature, but it is not adhering to anything other than itself.

DA reactions form not only carbon–carbon bonds but also carbon–heteroatom 
bonds, and these reactions are widely used synthetically as a type of click chemistry.[74,75] 
Cyclic dienes and dithioesters with electron‐withdrawing groups react very rapidly 
below room temperature, even in bulk, especially when the reaction is catalyzed by a 
Lewis acid or trifluoroacetic acid. A difuran‐functionalized oligomer and trifunctional 
thioester could be crosslinked in the bulk state at room temperature within minutes and 
de‐crosslinked at temperatures above 80 °C within minutes.[76] This system has great 
potential to be applied to self‐healing polymers, although the small window of tempera-
tures, relatively high costs, and instability at higher temperatures limiting the number 
of healing cycles are disadvantages for this application.

Because endo/exo stereoisomers of DA adducts might influence the thermal reversi-
bility and hence thermal remendability of polymer networks (Scheme 9.4), a number of 
model compounds containing DA adducts formed from furan and maleimide deriva-
tives were characterized.[77] It was established that the endo and exo DA stereoisomers 
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Scheme 9.3 Diels–Alder and retro‐Diels–Alder reactions of a cyclic monomer containing 
dicyclopentadiene to form a re‐healable polymer network. The process involves reversible ring 
opening, dimerization (polymerization), and trimerization (crosslinking).
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show significantly different thermal responses: the retro‐DA reaction of the endo 
adducts typically takes place at temperatures 20–40 °C lower than that of the corre-
sponding exo adducts in all cases, with the exception of some aromatic maleimides.

9.3.2 Urea Bonds

An amine and an isocyanate react to form a urea bond, which is stable and generally 
irreversible due to conjugation between the lone electron pair on the nitrogen atom and 
the π electrons on the carbonyl p orbital. The inverse reaction requires harsh condi-
tions, for example highly acidic or basic solutions at high temperature or in the presence 
of a special catalyst such as an enzyme. However, it has been reported that introducing 
bulky substituents to a urea nitrogen atom weakens the urea bond, allowing the inverse 
reaction to occur under mild conditions.[78,79] The addition of a bulky group is believed 
to disturb the orbital co‐planarity of the urea bond, which diminishes the conjugation 
effect and thus weakens the carbonyl–amine interaction. Indeed, polymers crosslinked 
by urea linkages bearing a bulky substituent on the nitrogen atom exhibit relatively fast 
self‐healing at ambient temperatures and body temperature (Figure 9.5).[31,80] An almost 
complete recovery of the mechanical properties (87% of the initial strain) was achieved 
by healing at 37 °C for 12 h. The free isocyanate groups present at low quantities in the 
crosslinked polymers are susceptible to hydrolysis in air and irreversibly transform to 
amine groups after decarboxylation. These can react with free isocyanate groups to 
form irreversible non‐dynamic urea bonds without a bulky group. Therefore, the self‐
healing ability is expected to be lost gradually with time and healing cycles.

Amide bonds also have the potential to act as a reversible addition reaction like urea 
bonds, but the dissociated intermediate from amidolysis (ketene) would be too reactive 
to show reversible formation, preventing this type of chemistry from being applied to a 
system for self‐healing.

9.4  Catalyzed Exchange Reactions

Some robust covalent bonds can exchange partners simply by using appropriate cata-
lysts, rather than by chemical modification. Utilization of such systems (i.e., catalyzed 
chain exchange reactions) can impart self‐healing ability as well as processability and 
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recyclability to numerous existing crosslinked polymeric materials that have outstand-
ing mechanical, thermal, and environmental resistance, therefore this chemistry is ver-
satile, requiring readily available ingredients and no special equipment. The catalyzed 
reversible chain exchange reactions do not depolymerize the network, unlike DA reac-
tions, and they do not cause an abrupt decrease in viscosity in a narrow temperature 
range. Rather, they rearrange the network topology while keeping the total number of 
links and the average functionality of crosslinks constant. The viscosity gradually 
decreases with increasing temperature. The kinetics can be controlled by the type and 
amount of catalyst used.[81]

9.4.1 Transesterification

Transesterification, a process whereby one ester is transformed into another through 
exchange of the alkoxy moieties, is one of the classical and well‐established organic 
reactions. Essentially, this reaction occurs by simply mixing the two components, an 
ester and an alcohol. However, this reaction proceeds very slowly, and a proper catalyst 
is required to accelerate the rate of the reaction.[82]
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Figure 9.5 Illustration and snapshots of the self‐healing process of polymers crosslinked by urea 
linkages bearing a bulky group. Reproduced with permission.[31] Copyright 2014, NPG.
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It has been reported that embedding zinc acetate (catalyst) into a classical and widely 
available epoxy resin produces a silica‐like malleable polymeric material (Figure 9.6).[83] 
The material behaves like a hard epoxy resin at room temperature and does not dissolve 
in any good solvents, even after immersion at high temperatures for a long period 
of  time. However, in contrast to classical epoxy resins, transesterification exchange 
reactions and the resulting topological rearrangements enable stress relaxation and 
malleability at high temperatures. Indeed, broken or ground resin could be reprocessed 
and reshaped by compression molding at 240 °C for 3 min, and the recycled object has 
essentially the same mechanical properties and insolubility as the original.

Transesterification has also been applied to self‐healing materials.[32] A soft epoxy 
network with good elastomeric properties at room temperature demonstrated self‐
healing behavior dependent on healing time, temperature, and concentration of the 
transesterification catalyst. The mechanical properties of a sample catalyzed by 5 mol% 
zinc acetate were fully recovered after welding for several hours at 150 °C. When the 
healed sample was elongated, the rupture was cohesive and occurred in the bulk 
 material far from the welded interface.

9.4.2 Olefin Metathesis

Olefin metathesis is a transition‐metal‐catalyzed organic reaction that involves the 
redistribution of fragments of alkenes (olefins) by the scission and regeneration of 
strong carbon–carbon double bonds. Although numerous catalysts for this reaction 
have been developed, the Grubbs’ Ru metathesis catalysts made the reaction a powerful 
tool for synthetic organic and polymer chemists because of the tolerance for many 
 functional groups, water, and oxygen.[84]

Similar to the products obtained by transesterification, the networks obtained by 
introducing a Grubbs’ catalyst into olefin containing crosslinked polymers become mal-
leable, processable, adaptable, and self‐healable while retaining dimensional stability 
and solvent resistance (Figure 9.7).[33,85] The Ru‐catalyzed rapid exchange and resulting 
rearrangement of the network topology occur at room temperature using extremely low 
catalyst loading (less than 0.01% relative to the molarity of olefin in the networks). 
Because olefin‐containing polymers, including crosslinked polybutadiene, polyisoprene, 
and polynorbornenes, are large‐volume materials with important commercial 
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Figure 9.6 Schematic view of epoxy (hydroxy‐ester) networks with transesterification exchange 
processes that preserve the total number of links and average functionality of crosslinks and do not 
cause depolymerization. Reproduced with permission.[32] Copyright 2012, ACS Publications. (See insert 
for colour representation of the figure.)



9 Self‐healing Polymers through Dynamic Covalent Chemistry374

applications, olefin metathesis can be used as a simple and practical method for devel-
oping self‐healing polymeric materials.

9.4.3 Siloxane Chemistry

The anionic equilibration of crosslinked poly(dimethylsiloxane) prepared through 
tetramethylammonium silanate‐initiated ring‐opening copolymerization of octa-
methylcyclotetrasiloxane and bis(heptamethylcyclotetrasiloxanyl)‐ethane has been 
known for more than 60 years (Figure 9.8).[86,87] The tetramethylammonium dimethyl-
silanolate termini in the network are “living” propagating species, which are not neu-
tralized by ambient atmosphere exposure (stable toward water, oxygen, and carbon 
dioxide), and promote thermally activated equilibration among different network iso-
mers and cyclic oligomers. Therefore, siloxane chemistry can be utilized in develop-
ment of self‐healing materials[34,88] Indeed, the sample of poly(dimethylsiloxane) 
network with active ends, which was cut into two pieces, can be re‐healed via siloxane 
equilibration to restore the original mechanical strength when heated at 90 °C for 
24 h.[34] The healed sample broke at a different location when bent, rather than at the 
initial cut, indicating complete mechanical healing. Although the living chain ends are 
deactivated at 150 °C, producing volatile trimethylamine, the addition of basic catalysts 
like tetramethylammonium silanate can, essentially, convert any crosslinked dimethyl-
silicone elastomers to living ones. Hence, this system has great potential for use in a 
variety of self‐healable networks.

9.5  Radical Transfer and Crossover Reactions

Radical transfer and crossover reactions are typically initiated by photoirradiation and 
only become dynamic on exposure to a specific wavelength. Pioneering research on 
unique polymers utilizing such a system includes the development of crosslinked 
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Figure 9.7 Concept of using olefin metathesis to make cross‐linked polymers malleable and 
self‐healable. Reproduced with permission.[85] Copyright 2012, ACS Publications.
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polymers with photoinduced plasticity.[89] A covalently crosslinked polymer with allyl 
sulfide linkages can undergo photomediated reversible cleavage of the backbone and 
chain rearrangement, allowing rapid stress relief at ambient conditions, without dimin-
ishing mechanical properties. The reversible backbone cleavage originates from addi-
tion‐fragmentation chain transfer through a sulfur radical mechanism, which is initiated 
by homolytic photolysis of residual photoinitiator in the polymer matrix (Scheme 9.5). 
This addition‐fragmentation process can alter the network topology with the network 
connectivity (the number of allyl sulfide groups) unchanged. Radical transfer and 

O
O

O

O
O

O

O

O O

O
m

n

+ +

O
O

Si
Si

Si
Si

Si
Si

Si
Si

Si

Si

Si

Si

Si

O

O
O –O O–

O O
2–3

O

Si
Si Si Si Si

Si +NMe4

+ NMe4

+NMe4

Si

Healed Area New Crack Healed Area

(a)

(b)

O–

Figure 9.8 (a) Equilibrium between cyclic monomers and a crosslinked polymer in anionic 
polymerization. (b) Photographs of the self‐healing process of a crosslinked polymer with living chain 
ends. Reproduced with permission.[34] Copyright 2012, ACS Publications.



9 Self‐healing Polymers through Dynamic Covalent Chemistry376

crossover reactions have been used to fabricate self‐healing polymeric materials in 
which light can be applied locally to a damaged site. Hence, objects can, in principle, be 
healed even under load using such reactions.

9.5.1 Disulfide and Diselenide Bonds

Similar to allyl sulfide linkages, disulfide and diselenide bonds can undergo radical 
transfer and crossover reactions on exposure to UV light[90] and visible light, respec-
tively.[91] They have been used to develop self‐healing polymeric materials.[35,92,93] Thiyl 
and selenol radicals formed from photoinduced homolytic cleavage of disulfide and 
diselenide bonds or other radical species such as carbon‐ and phosphorus‐centered 
radicals[35] are able to initiate multiple fragmentation and exchange reactions 
(Scheme 9.6a). In particular, crosslinked polymers with disulfide bonds are known to 
exhibit photodegradation, photoadaptation, and photohealing under ambient condi-
tions, which originate from the fragmentation reactions of disulfide bonds.

In addition to the radical mechanism, disulfide bonds exhibit dynamic behavior also 
through a thiol–disulfide exchange mechanism in the presence of thiols and a proper 
catalyst.[94,95] This mechanism is not related to radical transfer and crossover reactions, 
but has been utilized for self‐healing catalyzed by amine with[96–98] or without heat-
ing,[99] catalyzed by phosphine,[100] and under basic conditions.[42] In these systems, 
thiolates are formed by the deprotonation of thiols and subsequently attack disulfide 
bonds as nucleophiles, initiating thiol–disulfide exchange reactions (Scheme  9.6b), 
therefore the healing systems are highly pH dependent and need base catalysts or basic 
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conditions to form thiolates. However, the conditions that promote thiol–disulfide 
exchange also promote thiol–thiol oxidative coupling, reducing the thiol concentration 
and changing the material’s mechanical properties.

9.5.2 Thiuram Disulfide Bonds

The S–S bonds incorporated in thiuram disulfide units are known to homolytically 
 dissociate at relatively low temperatures (>70 °C) or in visible light, which is available 
from natural sources and is less harmful than UV light, and act as “iniferter” units.[101] 
It has been demonstrated that the radical transfer and crossover reactions of thiuram 
disulfide linkages in crosslinked polymers enable network reorganization, resulting in 
self‐healing in air at room temperature on exposure to visible light.[36] When the poly-
mer was damaged, healing in air under visible light gradually recovered the mechanical 
properties with the exposure time and almost completely after 12 h. Because the dithi-
ocarbamyl radicals generated in the polymer by exposure to visible light remain for a 
relatively long time, the healing proceeds even in the dark after the exposure. However, 
while the radicals are insensitive to oxygen, they can participate in some side reactions 
when exposed to air for a long time. Healing of the surfaces cut and left for 4 or 24 h was 
less efficient than fragments placed in close contact immediately after cut. This seems 
to result from migration of the dithiocarbamyl radicals to the interior of the polymer by 
continuous reorganization of the surfaces or through loss of CS2, reducing the concen-
tration of the radicals at the surface. Incorporation of a similar dithiocarbamate  iniferter 
unit into a polymer network also enabled UV‐light‐triggered healing[101]

9.5.3 Trithiocarbonate Linkages

Trithiocarbonate units are able to act as photoinitiators in reversible addition‐fragmen-
tation chain transfer polymerizations similar to the allyl sulfide moiety described 
above,[102,103] and therefore undergo photostimulated reshuffling reactions. Indeed, 
crosslinked polymers with trithiocarbonate linkages could heal damage by UV light 
irradiation (Figure  9.9).[37] This healing was achieved under a nitrogen atmosphere 
at  room temperature with the help of mild pressure to facilitate tight contact of 
the  damaged surfaces and/or solvent to increase the chain mobility. In the gel state, the 
mechanical properties were fully restored by healing for 12 h, but in the bulk state a 
small crack remained on the surface, even after healing for 48 h, due to limited chain 
mobility. It was also reported that network reorganization through trithiocarbonate 
reshuffling reactions can be initiated by other radical species or a Cu(I) catalyst.[104] 
Although these self‐healing processes were successfully repeated multiple times, the 
carbon radical intermediates formed from photoinduced cleavage of trithiocarbonate 
linkages are reactive with oxygen, which limits the applications of the linkages.

9.6  Homolytic Bond Cleavage and Re‐formation

Some covalent bonds can undergo homolytic bond cleavage in response to an appropri-
ate stimulus and selectively reform in the absence of the stimulus. The radicals gener-
ated by the cleavage should be stable or otherwise cause side‐reactions little through 
selective coupling under usage conditions. Such bonds are considered to produce 
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(a)

(b)

Figure 9.9 Photographs of crosslinked polymers with trithiocarbonate linkages (a) in repetitive 
self‐healing under UV light irradiation in acetonitrile (in the gel state) and (b) in self‐healing under UV 
light irradiation in the bulk state. Reproduced with permission.[37] Copyright 2011, Wiley Publications.
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exchange reactions, where the dissociated radicals react with complementary radicals, 
but hardly attack another bond and do not initiate radical transfer and fragmentation 
reactions. Therefore, the mechanism is different from the transfer and fragmentation 
reactions described above for catalyzed exchange reactions and disulfide bonds. 
Crosslinked polymers with this system can exhibit network rearrangements, which 
originate from the exchange reactions and result in self‐healing.

9.6.1 Alkoxyamine Linkages

Alkoxyamine derivatives containing 2,2,6,6‐tetramethylpiperidine‐1‐oxy (TEMPO) are 
known to dissociate homolytically to carbon‐ and nitroxide‐centered radicals by means 
of heating and are used as initiators for nitroxide‐mediated living radical polymeriza-
tion, where the growing polymer chain ends are reversibly capped by the nitroxide radi-
cals.[105,106] In the absence of monomer, alkoxyamine units dissociate and associate 
reversibly and exchange their bonds on heating (>60 °C).[107,108] In this system, coupling 
(termination) reactions between carbon radicals occur during the early stage, but rarely 
occur after a small increase in the overall concentration of nitroxide radicals relative to 
carbon radicals because of the persistent nature of the nitroxide radicals (nitroxide radi-
cals do not react with each other), which is termed as the persistent radical effect.[109,110] 
Thus, alkoxyamine units can work as dynamic linkages in polymers through the radical 
mechanism.

It has been demonstrated that the incorporation of alkoxyamine linkages into 
crosslinked polymers enables healing of damage in a wide range of polymeric materials, 
from soft elastomers to hard epoxy resins, by heating to >125 °C[38,111] or >80 °C[112,113] 
(the difference in healing temperature depends on the chemical structures of the alkoxy-
amines and the polymer chain mobility) (Figure  9.10) or by UV light irradiation.[114] 
Because carbon‐centered radicals generated from alkoxyamine linkages generally react 
with oxygen and form peroxyl radicals, which lead to irreversible side reactions, healing 
should be carried out in an inert gas atmosphere, otherwise it cannot be repeatedly 
observed.

It is known that the healing temperature is significantly affected by the chemical and 
steric effects of substituents on alkoxyamines.[115–117] Modification of nitrile on alkoxy-
amines stabilizes dissociated carbon radicals and reduces the homolysis temperature 
because of the strong capability of nitrile to adsorb electrons (Figure 9.11). In addition, 
the oxygen resistance of the carbon radicals can also be improved by this modification, 
therefore thermoplastic polyurethanes and crosslinked epoxy elastomers with nitrile‐
modified alkoxyamine linkages exhibit repeated self‐healing in air at room temperature 
or even below.

The reversible reaction of alkoxyamines is evaluable by electron paramagnetic reso-
nance (EPR) spectroscopy, which can detect unpaired electrons, including radicals. 
Although it is difficult to evaluate other reversible reactions incorporated into polymer 
networks, the radical mechanism and EPR examination enable easy access to in situ 
evaluation of the equilibrium states of alkoxyamines.

9.6.2 Diarylbibenzofuranone Linkages

While alkoxyamine is composed of an unstable carbon radical and a stable nitroxide 
radical, diarylbibenzofuranone is formed from the reaction between two stable carbon 
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Figure 9.11 Schematic diagram of the healing reaction and photographs of the healing behavior of 
polymeric materials with nitrile‐modified alkoxyamine linkages. Reproduced with permission.[115] 
Copyright 2013, Royal Society of Chemistry. Reproduced with permission.[116] Copyright 2014, Elsevier.
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Figure 9.10 (a) Self‐healing behavior of a soft polyurethane elastomer with alkoxyamine linkages. 
Reproduced with permission.[112] Copyright 2014, Elsevier. (b) Self‐healing behavior of a hard epoxy 
resin with alkoxyamine linkages. Reproduced with permission.[113] Copyright 2014, Royal Society of 
Chemistry.
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radicals. Diarylbibenzofuranone is known to be in an equilibrium state between the 
combined dimer and dissociated radicals, even at room temperature.[118] The carbon‐
centered radicals are tolerant of oxygen and also unreactive with other chemicals, 
except for unstable radicals.[119–123] Because of these unique properties, diarylbibenzo-
furanone acts as a better antioxidant compared to 3,5‐di‐tert‐butyl‐4‐hydroxyanisole, a 
well‐known and much‐used antioxidant.[124,125]

Introduction of diarylbibenzofuranone into polymer networks enables reorganiza-
tion of the networks and self‐healing of damage in air at ambient temperature without 
any stimulation.[39,126–129] Gels crosslinked by diarylbibenzofuranone linkages fully 
restored the mechanical properties by healing for 24 h after being cut into two pieces 
and pressed together tightly (Figure 9.12).[39] The scars had almost disappeared and the 
healed samples were broken at random positions, including the cut position, when 
elongated.

The equilibrium of diarylbibenzofuranone was also evaluated by in situ EPR meas-
urements.[130–134] Since all radicals formed from the cleavage of diarylbibenzofuranone 
are stable, even quantitative estimation of the amount of radicals generated in polymer 
matrices was possible, which clarified the relationship between the self‐healing  behavior 
and the equilibrium.

9.7  Conclusions

As shown in this chapter, numerous types of reversible systems based on dynamic cova-
lent chemistry have been exploited for self‐healing properties in polymeric materials. 
Meanwhile, some reactions that do not involve thermodynamic equilibrium but involve 
reversible covalent bond cleavage and re‐formation under different stimuli are also 
known to be capable of developing self‐healing polymeric materials. For example, pho-
tochemical [2 + 2] cycloaddition of cinnamoyl groups to form cyclobutane structures 
and reversion of the cyclobutane in response to damage enabled healing with the aid of 
a light source (Scheme  9.7).[135,136] Similarly, photoreversible reactions (dimerization 
and dissociation) of anthracenes and coumarins have been used for self‐healing.[137–139] 
A system involving thermal [2 + 2] cycloaddition of trifluorovinylethers and reversion 
of  the resulting perfluorocyclobutane is also a candidate for self‐healing.[140] While 
 thermal decomposition of perfluorocyclobutane is an irreversible reaction, pure 

Original Cut Healed Stretched

Figure 9.12 The self‐healing behavior of gels crosslinked by diarylbibenzofuranone linkages.
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mechanical decomposition results in a cycloreversion to thermally remendable trif-
luorovinylether units through a diradical mechanism. These systems are not as well 
studied as dynamic covalent and supramolecular systems, but introduction of these 
systems into polymers is a promising approach to impart self‐healing ability.

The development of self‐healing materials through dynamic bonds or interactions to 
more practical ones faces a big challenge: simultaneous pursuit of high self‐healing abil-
ity and good mechanical properties to generate “tough polymers”. High self‐healing 
ability involves strenuous molecular motion of dynamic units, while good mechanical 
properties need to restrain the mobility of polymer chains. To overcome this difficulty, 
various approaches have been examined, including hard–soft phase separation, where 
dynamic units are incorporated in the soft phase,[141–144] introduction of crystalline 
components,[89,145] composites with nanomaterials,[146–150] and utilization of sacrificial 
bonds.[151] Efficient self‐healing was achieved in these systems, and other research has 
focused on their practical use.[152–155] However, more precise macromolecular design 
that results in much better mechanical properties and healing efficiency will be 
necessary.
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Self‐healing polymers have become reality in material science, and a number of such 
polymers are currently available on the market. However, there are still unresolved 
technical issues related to cost, energy supply, and stability that must be solved to enable 
an accelerated industrial breakthrough. In addition, the chemistry of healing has 
matured, and thus a new transformative concept is required to move to the next stage. 
Multidisciplinary studies ranging from molecular chemistry to material physics and 
occasionally biology are required to accomplish these goals.
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10.1  Introduction

Dynamic covalent chemistry (DCvC), involving a class of covalent bond‐forming reac-
tions whose products can be rearranged or reverted back to the constituent reactants 
under particular reaction conditions, has many emerging applications ranging from 
organic electronics to molecular separations to drug delivery systems. This chapter 
builds on the techniques discussed in the preceding chapters by giving an overview of 
the use of DCvC in applications developed over the past several years across length 
scales from the macroscopic to the nanoscopic. In the first part of this chapter, we 
examine large‐scale applications involving self‐healing and stimuli‐responsive materi-
als, followed by applications employing nanoscale assemblies in biomedical‐related 
fields, and the other fields where desirable attributes emerge from the well‐defined, 
robust nanoscale structures generated by DCvC, including organic electronics, gas 
 storage, catalysis, and separations. Finally, potential new areas of DCvC in nanotechnol-
ogy are explored.

10.2  Rearrangeable Polymer Networks

Rearranging the covalent bond connectivity in crosslinked polymeric networks can 
afford several unique attributes that are unattainable from permanently crosslinked 
materials, including stress‐relaxation,[1–3] shape and topography modification,[2,4] and 
reversible, autonomic crack‐healing.[5–9] Tremendous research attention has been 
devoted towards achieving this third attribute (i.e., healing) in covalently crosslinked 
polymers in recent years owing to the potential for successful implementations to yield 
tremendous improvements in the longevity and reliability of structural materials. 
To  date, crack‐healing approaches in crosslinked polymers have typically utilized 
 liquid‐filled inclusions, such as capsules or channels, whose contents flow upon rupture 
and polymerize in situ to bridge the flaw interfaces,[10–12] or bond rearrangement[13–15] 
or transient depolymerization reactions.[16–18] These latter approaches often rely on the 
incorporation of dynamic covalent bonds in the backbone of these polymeric matrices 
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whereby network strand exchange or reorganization proceeds on activation of reversi-
ble chemical reactions. Thus, such polymeric matrices are able to respond to physical 
stimuli and/or chemical effectors and behave as adaptive materials.[8] Several classes of 
dynamic covalent bonds, including imines,[19] disulfides,[5] boronate esters,[6,7,20] and 
Diels–Alder (DA) cycloadditions,[16–18] have been incorporated in the network strands 
of crosslinked polymers to afford “dynamicity”. Indeed, owing to their capacity for 
reversion or rearrangement, dynamic materials provide an intriguing avenue for the 
development of adaptive polymers which allow for reversible exchange, reorganization, 
or self‐healing in response to physical or chemical stimuli.[8] In this section, we examine 
dynamic, crosslinked polymers incorporating dynamic covalent functional groups in 
their network strands that display responsive/adaptive and/or self‐healing attributes 
and discuss their current limitations and how such deficiencies might be addressed.

10.2.1 Stress Relaxation and Shape Modification

Several approaches have been explored to effect stress relaxation and equilibrium, post‐
polymerization shape modifications in crosslinked polymers. Early work by Scott et al. 
incorporated functional groups that are able to undergo addition‐fragmentation chain 
transfer (AFCT) in the backbone of crosslinked polymeric elastomers such that, on 
introduction of radical species, the network connectivity was rearranged, affording a 
mechanism for stress relaxation (Figure  10.1a).[1,21] Interestingly, this network rear-
rangement and concomitant stress relaxation only proceeded in the presence of radicals 
which could be introduced by photocleavage of an incorporated photoinitiator, ena-
bling photopatterning of the stress relaxation and, in turn, the equilibrium shape of the 
material (Figure 10.1b–d). Moreover, as the introduced radicals recombined rapidly in 
the absence of irradiation, the process could be switched on and off.

Fairbanks et al. incorporated a water‐soluble photoinitiator (lithium acylphosphinate) 
into a covalently crosslinked hydrogel generated by the oxidation of thiol‐functionalized, 
four‐armed poly(ethylene glycol) (PEG) to fabricate a photo‐responsive hydrogel where, 
on irradiation, radicals generated by cleavage of the photoinitiator could break and rear-
range the disulfide bonds in the network strands of the gel (Figure 10.2).[4] Overcoming 
the common challenges of light attenuation and low quantum yield that often hamper 
photoadaptable polymers, they were able to generate relief patterns in these materials by 
applying a normal force to the gel and irradiating it with 10 mW/cm2 of 365 nm UV light 
through a photomask. On subsequent removal of the normal force, the unexposed 
regions recovered their original dimensions whereas the regions exposed to light 
remained in their deformed state, that is, the generated features were recessed relative to 
the rest of the gel. They also demonstrated the self‐healing abilities of the hydrogel by 
manipulating the photoinitiator concentration to control the number of radicals formed 
in the sample. Moreover, if the concentration of sulfur radicals was on the same order of 
magnitude as the carbon and phosphorus radicals formed from the photointiator, the gel 
would break up into PEG groups. If there were considerably more sulfur radicals in the 
sample, disulfide exchange would occur, allowing for self‐healing.

10.2.2 Reversible Self‐healing

One class of dynamic covalent bond that has found recent application in self‐healable 
polymers to rearrange the connectivity is hindered urea bonds (HUBs). Here, urea 
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groups bearing a bulky substituent on the nitrogen atom are able to reversibly dissociate 
into isocyanate and amine (Figure 10.3a).[9,22] Having examined several HUBs with dif-
ferent substituents to evaluate their binding and reaction rate constants, Ying et al.[9] 
determined that the intermediately sized 1‐(tert‐butyl)‐1‐ethylurea (TBEU) moiety 
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Figure 10.1 Stress relaxation in crosslinked polymers by addition‐fragmentation chain transfer.  
(a) The allyl sulfide group incorporated in the polymer backbone facilitates bond rearrangement via 
radical‐mediated AFCT. (b) Schematic diagram of the mechanophotopatterning of a uniaxially 
deformed sample, where the AFCT‐based material is stretched and irradiated through a photomask. 
(c) After irradiation, the material exhibits a pattern that is consistent with the pattern of the mask 
(scale bar = 1 mm). (d) Stylus profilometry reveals an excellent correspondence between the mask and 
the topographical features on the surface of the sample.[21] Reprinted with permission. Copyright 
2011 John Wiley and Sons. (See insert for colour representation of the figure.)

(b) (c)(a)

Figure 10.2 Rearranging the covalent connectivity of a disulfide‐based hydrogel. (a) Schematic 
showing the formation of a pattern into the photoadaptable hydrogel. (b) The patterned surface, scale 
bar = 1.5 mm. (c) The resulting patterned hydrogel, scale bar = 1.5 mm.[4] Reprinted with permission.



10 Emerging Applications of Dynamic Covalent Chemistry from Macro‐ to Nanoscopic Length Scales392

exhibited a good compromise between high binding constant and rapid forward and 
reverse reaction rates. Subsequently, crosslinked poly(urethane‐urea)s incorporating 
HUBs with different N‐substituents were prepared which exhibited elastic behavior 
with good mechanical strength and thermal stability, although they were susceptible to 
creep. The self‐healing properties of these materials were further investigated and 
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Figure 10.3 Self‐healing of HUB‐based materials. (a) A sterically hindered urea bond (i.e., HUB, a urea 
bond that has a bulky substituent affixed to one of its nitrogens) is able to dissociate to an isocyanate 
and a secondary amine group that are stable at low temperature but are able to co‐react to reform the 
HUB. (b) The self‐healing process of a polymer network incorporating 1‐(tert‐butyl)‐1‐ethylurea (TBEU) 
functional groups in its backbone. (c) Selected snapshots during the course of the self‐healing 
experiment of TBEU‐based poly(urethane‐urea).[9] Reprinted with permission. Copyright 2014 Nature 
Publishing Group.
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TBEU‐based materials showed particular promise owing to their advantageous balance 
of dynamicity and urea bond strength. These TBEU‐bearing materials were able to self‐
heal at room temperature and recover 50% of breaking strain after 12 h of contact 
between the cleaved surfaces. Although more bulky N‐substituents in HUBs afforded 
increased bond exchange rates, the weak bond strengths that accompanied these 
 functional groups were undesirable for self‐healing applications. HUBs provide a novel 
platform to synthesize catalyst‐free dynamic and self‐healing materials with tunable 
properties under mild conditions.

Another common dynamic covalent reaction used to generate self‐healing materials 
is the condensation reaction between boronic acids and diols that affords boronic 
esters. Cash et al. incorporated dynamic boronic esters into crosslinked polymer 
 networks and developed self‐healing materials prepared via the radical‐mediated thiol–
ene addition reaction (Figure  10.4).[6] By simply adding a few drops of water to the 
freshly cut surfaces, the equilibrium of surface‐exposed boronic ester groups shifted 
toward the dissociated state, thus generating free boronic acid and diol groups, and 
allowing the formation of new bridges via boronic esters along the damaged interface, 
enabling healing of the resultant materials to proceed at room temperature. The revers-
ibility and dynamic exchange of boronic esters in the presence of water allowed these 
materials to covalently repair damage over multiple cycles at room temperature, but, 
much like the HUB‐based materials, the reversibility of the crosslinks led to creep.

The boronate ester bond has a high bond dissociation energy (B–O bond, 124 kcal/
mol) and its transesterification rate can be tuned over many orders of magnitude using 
simple neighboring group effects, ranging from effectively inert to extremely fast, which 
could be further incorporated into bulk polymer network and utilized to tune its prop-
erties. Cromwell et al. demonstrated the utilization of the transesterification rates of 
boronic esters to tune the malleability and self‐healing efficiencies of bulk materials.[20] 
They employed two telechelic diboronic ester small molecules with variable transesteri-
fication kinetics to dynamically crosslink 1,2‐diol‐containing polymer backbones 
(Figure 10.5). The material crosslinked with fast‐exchanging diboronic ester demon-
strated improved malleability and enhanced healing compared to the slow‐exchanging 
variant under the same conditions. This approach could provide materials with a  variety 
of applications, ranging from robust self‐healing elastomers to processable thermosets.

Canadell et al. developed self‐healing materials by incorporating disulfide linkages 
into a covalently crosslinked rubber via a thiol–epoxy copolymerization.[5] Dynamic 
exchange of disulfide bonds facilitates the renewal of crosslinks across the damaged 
surfaces. As a result, the obtained rubber was able to achieve autonomous healing at 
the  damaged surfaces and fully restore its mechanical properties under moderate 
 temperature, which could be repeated for multiple iterations (Figure  10.6). Their 
reported approach was versatile and could be applied to enable self‐healing in rubber-
ized materials.

Pyun et al. reported the synthesis of stimuli‐responsive, dynamic covalent copoly-
mers via a process they coined “inverse vulcanization”, where labile sulfur–sulfur (S–S) 
bonds were incorporated into polymer networks by the direct copolymerization of 
elemental sulfur (S8) and 1,3‐diisopropenylbenzene (DIB) (Figure 10.7a).[23,24] The S–S 
bonds in these poly(sulfur‐random‐(1,3‐diisopropenylbenzene)) (poly(S‐r‐DIB)) copol-
ymers could be reversibly cleaved by external thermomechanical stimuli (i.e., both heat 
and shear), as illustrated in Figure 10.7b, and the self‐healing dynamics were controlled 
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Figure 10.6 Optical microscope images of a covalently crosslinked, self‐healing thiol–epoxy polymer 
(a) before and (b) after the healing process.[5] Reprinted with permission. Copyright 2011 American 
Chemical Society.
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by simply varying the co‐monomer feed ratios used in the copolymerization. Sulfur‐
rich copolymer compositions exhibited more facile reversible bond scission upon expo-
sure to either heat or mechanical stimuli, attributable to the lower bond dissociation 
energies of S–S bonds in longer S–S chains, as observed in copolymer systems with 
well‐defined polysulfide materials. The dynamic behavior in poly(S‐r‐DIB) copolymers 
as a function of dynamic S–S bond content was investigated in the solid state using both 
electron paramagnetic resonance (EPR) spectroscopy and in situ rheological measure-
ments, which demonstrated a compositional dependence of the healing behavior in the 
copolymers with the highest sulfur content (80 wt% sulfur) affording the most rapid 
dynamic response and recovery of rheological properties. Furthermore, a high content 
of S–S bonds yielded materials with novel electrochemical and optical properties that 
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could be employed for high‐capacity lithium–sulfur (Li–S) batteries and high refractive 
index polymers for infrared optics. The reported materials thus represented a new class 
of self‐healing materials that exploited the unique properties of S–S bonds.

10.2.3 Overcoming the Limitations of Dynamic Covalent Healable Materials

Notably, all of the above approaches utilize materials with significant chain mobility and 
associated segmental diffusion to achieve mass transport and reaction at the damage 
site. A recent commentary recognized that self‐healing mechanisms based on reversi-
ble, dynamic intermolecular interactions necessitate sufficient chain dynamics attaina-
ble only above Tg, and asked whether hard autonomous self‐healing (supramolecular) 
materials might be a contradiction in terms.[25] Indeed, the example of a relatively hard 
self‐healing thermoplastic elastomer,[25] reported by Guan et al., exhibited a modulus of 
38 MPa,[26] well below that of vitrified, crosslinked polymers, which typically exhibit 
moduli of ~1–3 GPa,[27] or even up to ~10–14 GPa for poly(hexahydrotriazine)s.[28] Of 
course, significant mobility is not necessary in all materials to achieve crack healing; 
under ultra‐high vacuum conditions, and in the absence of an oxide layer the hard 
 surfaces of some metals and other materials are able to simply adhere on contact as 
“there is no way for the atoms to ‘know’ that they are in different pieces of [metal]”.[29] 
Although certainly attainable in elastomeric materials, despite each atom already being 
covalently bound to neighboring atoms, achieving analogous sub‐Tg cold welding 
behavior in thermosets, where chain mobility is severely limited, remains an intractable 
problem.

As suggested above, one approach to achieve healing in rigid crosslinked polymeric 
materials is to simply heat the material above its Tg to afford sufficient chain mobility 
and effect transient and reversible depolymerization. Many examples of healable, 
crosslinked materials employing thermally reversible Diels–Alder cycloaddition have 
been developed,[16,30–32] although care to avoid irreversible side reactions from pro-
ceeding at raised temperatures should be taken with these systems.[33] Alternatively, the 
incorporation of thermally cleavable alkoxyamine groups in crosslinked polymers has 
also been examined as a route to achieve temperature‐mediated healing.[34–36] Here, the 
C–O bonds of alkoxyamine derivatives are stable under ambient conditions but homo-
lytically dissociate into styryl and nitroxyl radicals, and rapidly recombine on heating 
(see Scheme 10.1a). This temperature‐mediated dynamic equilibrium facilitates alkoxy-
amine moieties to exchange their units intermolecularly via radical crossover reac-
tions.[34,36,37] Yuan et al.[36] utilized the dynamic reversible feature of C–O bonds in 
alkoxyamines and developed a thermally reversible polymer with crack remendability 
by incorporating alkoxyamine linkages into crosslinked polystyrene as crosslinkers, 
which could cleave and reconnect on heating (Scheme 10.1b). The concurrent breakage 
of alkoxyamine linkers and recombination of resultant radicals prevent the crosslinked 
networks from complete disruption. As a result, the polymer network is able to retain 
its integrity and load‐bearing capacity whenever the cracked parts are repaired.

Su et al. similarly examined the reversible crosslinking of alkoxyamine‐bearing poly-
mers with initially low Tg values.[38] Using a radical copolymerization of 2‐ethylhexyl 
acrylate and two kinds of alkoxyamine‐containing acrylate monomers, linear polymers 
bearing alkoxyamine pendant groups were successfully prepared (Scheme  10.2). 
On heating to 100 °C, radical exchange reactions between alkoxyamine units resulted in 
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significant crosslinking such that the material underwent a transition from a liquid‐like 
flowable polymer to a rubber‐like polymer. Subsequent de‐crosslinking was readily 
achieved by further radical exchange reactions between the crosslinked polymers and 
either an alkoxyamine‐containing small molecule or stable nitroxyl radical, resulting in 
a transition to a liquid‐like polymer. Given that radical reactions are tolerant of many 
functional groups, this reaction could be applied to generate stimuli‐responsive smart 
materials, including solvent‐free PSAs and thermoplastics.

Unfortunately, the above examples describing the healing of rigid crosslinked 
 polymers necessarily require externally applied heat to heal the material on fracture, 
precluding autonomous healing. In contrast, Bielawski et al. proposed a particularly 
clever approach to address this deficiency of temperature‐mendable polymers by run-
ning an electric current through a dynamic covalent conducting polymer (Figure 10.8).[39] 
Here, bond cleavage within the polymeric network owing to damage would yield an 
increase in electrical resistivity, resulting in significant, localized resistive heating. 
Sufficient heating within the material would then lead to an increase in mobility and 
rearrangement of the polymer connectivity, whereupon the recovery of the electrical 
conductivity of the now‐healed polymer would reduce the resistive heating, allowing 
the material to cool. Although this concept has yet to be implemented, dynamic cova-
lent conducting polymers that provide potentially useful starting points for such a self‐
healing system are discussed in further detail below; indeed, approaches to achieve 
wholly autonomous healing in rigid polymeric materials are certain to be intensively 
investigated over the coming years.

Another serious issue impeding the broader adoption of self‐healing, dynamic 
 covalent polymers is the network connectivity rearrangement, necessary to affect the 
healing behavior, which is typically accompanied by a susceptibility to creep.[6,9] 
A  recent attempt to address this deficiency employed a hybrid polymeric network 
composed of Diels–Alder‐ and polyurethane‐based components.[32] Here, the polyu-
rethane acted as a permanent, irreversibly crosslinked scaffold while the Diels–Alder 
network effects self‐healing upon heating. Although this successfully achieved the goal 
of a thermally remendable polymer network that retained its shape on heating, the 
fracture toughness of the healed materials typically approached 80% of that of the 
 virgin materials.
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Figure 10.8 Proposed operation of an electrically conductive dynamic covalent polymeric network 
undergoing damage and subsequent self‐healing owing to resistive heating.[39]
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10.3  Biotechnological Applications

The utilization of DCvC to rearrange the covalent connectivity of crosslinked polymers 
is typically for applications such as stress relaxation or self‐healing where the structure 
of the polymeric materials is essentially amorphous. In contrast, DCvC is often 
employed to generate well‐defined, nanoscopic molecular structures for biotechnologi-
cal applications, a length scale necessary for the structures to interact with cells and 
cellular  components, via dynamic covalent self‐assembly. The term “self‐assembly” 
describes processes in which pre‐existing components spontaneously aggregate to form 
ordered structures or patterns owing to the local interactions amongst the components 
 themselves.[40,41] Many important examples of self‐assembly can be found throughout 
chemistry, materials science, and biology, such as the formation of molecular  crystals,[42] 
phase‐separated polymers,[43] self‐assembled monolayers[44] and lipid bilayers,[45] 
 polypeptide folding,[46] and nucleic acid hybridization.[47] Self‐assembly mechanisms 
necessarily utilize kinetically labile molecular interactions, where a rapid equilibrium 
exists between the initial reactants and the potential products.[41] This characteristic 
affords a mechanism for error correction during the assembly process, allowing for the 
formation of the most thermodynamically stable product by minimization of the Gibbs 
energy. Thus, these self‐assembly reactions effect the arrangement of components into 
the final desired structure via an iterative, “trial‐and‐error” exploration of the potential 
alternative configurations.

The self‐assembly processes observed in biological systems are often based on weak 
intermolecular interactions such as hydrogen bonding, π stacking, or van der Waals 
interactions.[48] One consequence of the relative weakness of these transient interac-
tions is that the assembled structures are often fragile and susceptible to mechanical 
degradation. Covalent bonds typically exhibit bond energies that are over an order of 
magnitude higher than those for hydrogen bonds[49] and could conceivably provide a 
route for the fabrication of far more mechanically robust assemblies. However, the crea-
tion of exquisite nanostructures by self‐assembly and the toughness imparted by cova-
lent bonds are generally perceived as mutually exclusive owing to the prevalent 
irreversibility of covalent bond‐generating reactions. Fortunately, dynamic covalent 
interactions are known to be reversible under particular reaction conditions,[50–52] 
 enabling the error correction mechanism that is essential for the selective fabrication of 
supramolecular structures. As a result of the enormously greater strength and direc-
tionality offered by covalent bonds in comparison to the weaker interactions observed 
in biology, DCvC offers an elegant approach to nanostructure assembly that combines 
complexity and toughness. In this section we examine the utilization of DCvC in bio-
technological applications, from the direct interaction of dynamic covalent reactants 
with biomolecules to the generation of self‐assembled nanostructures and finally to the 
rearrangement of macroscopic hydrogels.

10.3.1 Kinase Inhibitors

Despite its relatively low abundance in proteins, the amino acid cysteine can often be 
found at or near key functional sites, making it a particularly interesting residue for 
examining various cellular mechanisms. Importantly, cysteine is present in the active 
binding pocket of over 200 protein kinases, enzymes that play a regulatory role in 
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multiple cellular pathways. Inhibition of these cysteine‐bearing kinases has proven to 
be a promising therapeutic method for treating different types of cancer owing to the 
role kinases play in the progression of various diseases.[53] This has led to the develop-
ment of kinase inhibitors that form irreversible covalent bonds between acrylamide‐
based Michael acceptors and the active cysteine.[54] Unfortunately, these inhibitors 
often lack specificity, encouraging the incorporation of reversible covalent bonds that 
retain potency while limiting the chance of off‐target interactions.[55]

Serafimova et al. developed a method for reversibly targeting kinases with an exposed 
cysteine residue in close proximity to the active site.[55] By modifying irreversible 
Michael acceptors with a nitrile group, they were able to elicit a reversible interaction 
with greater specificity for non‐catalytic cysteines than the current acrylamide‐based 
kinase inhibitors used in clinical trials. Moreover, they reported that N‐isopropyl 
cyanoacrylamide was able to elicit a faster and stronger potency and the same selective 
inhibition of RSK1 and RSK2, two kinases with exposed cysteines involved in the path-
way of regulation in MDA‐MB‐231 breast cancer cells, when compared to an existing 
irreversible inhibitor FMK.

This same group expanded on their previous study by using a fragment‐based ligand 
design to determine the first known inhibitor for MSK1‐CTD, a key activator in the 
pathway of various cancers.[56] They likewise utilized a reversible bond between thiol 
groups on cysteine residues and cyanoacrylamides as the basis for their system to pro-
duce an efficient and selective binding of the exposed cysteine in the active site of the 
kinase, effectively inhibiting its activity. In contrast to their earlier work, this kinase had 
no known inhibitor, prompting the group to synthesize a library of cyanoacrylamides 
that led them to the discovery of a successful inhibitor. The potency of the inhibitor was 
not solely dependent on the reversible covalent bond between the nitrile and the thiol, 
but also other specific molecular interactions necessary to inhibit the kinase. Thus, the 
effectiveness of the inhibitor concurrently relies on non‐covalent interactions that 
affect the structure of the different cyanoacrylamides.

10.3.2 Micelles

Micelles have demonstrated utility in drug delivery systems largely owing to their nano‐
scale size range and their ability to encapsulate hydrophobic therapeutic agents.[57] 
Micelles can be formed by the aggregation of traditional surfactants or by the self‐
assembly of larger block copolymers. Amphiphilic surfactants typically comprise a 
hydrophilic head and hydrophobic tail, and self‐assemble into micelles at concentra-
tions of surfactants exceeding the so‐called critical micelle concentration (cmc). 
Polymeric micelles are assembled from amphiphilic block copolymers where one block 
is a hydrophilic group that forms the outer shell of the micelle in an aqueous environ-
ment and the other block forms the hydrophobic core of the micelle. In addition to their 
size and ability to encapsulate water‐insoluble drugs, micelles can be built from a large 
range of block copolymers that utilize different chemistries, allowing for the fabrication 
of polymeric micelles that can be tailored for their intended applications.[58] Dynamic 
covalent chemistry has been introduced to both surfactant and polymeric micelles as a 
method of mediating the assembly.

Minkenberg et al.[59] converted a non‐amphiphilic surfactant comprising a polar head 
group with an aromatic aldehyde into an amphiphile by exposing the surfactant to an 
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aliphatic amine that, on reversible imine bond formation by the condensation reaction 
between an aldehyde and an amine, left an apolar tail that could self‐assemble into pH‐
controllable micelles (see Scheme 10.3). This allowed them to control the micelle for-
mation by switching between the assembled amphiphilic structure to the disassembled 
non‐amphiphilic state by manipulating the pH, shifting the equilibrium towards the 
reactants and thus reversing the formed imine bond. They also showed the potential 
utility of this technology in drug delivery systems by controlling the uptake and release 
of Nile Red, a hydrophobic organic dye.

Building on this work, Minkenberg et al. subsequently combined two water‐soluble 
dynamic covalent surfactants containing either aldehyde or amine functional groups to 
generate vesicles composed of reversible imine bonds.[60] These vesicles clustered to 
form vesicle networks that led to pH‐reversible gels, shown in Scheme  10.4, which 
potentially could be used as self‐healing materials or as vehicles for drug delivery 
 systems. Such self‐assembling hydrogels might also serve as promising mimics for bio-
logical support structures such as the cytoskeleton and extracellular matrix.

Minkenberg et al.[61] continued this work by utilizing the same amine/aldehyde reac-
tion to fabricate gemini surfactants then used those surfactants to make wormlike 
micelles, as shown in Scheme  10.5. Gemini surfactants are characterized by having 
multiple amphiphilic functional groups on each short strand. This is the first evidence 
of a reversible aggregation of gemini surfactants to form wormlike micelles; these 
so‐called gemini surfactants have shown great potential in both biological applications 
such as gene transfection and industrial applications as viscoelastic additives for 
 cosmetics. They formed the surfactants from aliphatic amines of various lengths and a 
bis‐aldehyde‐functionalized quaternary ammonium head group.

In contrast to the surfactant‐based assembly shown above, Jackson and Fulton used 
reversible addition‐fragmentation chain transfer (i.e., RAFT) polymerization to fabri-
cate polymeric building blocks with aldehyde‐ and alkoxyamine‐functionalized end 
groups.[35] RAFT polymerization, a controlled radical polymerization technique useful 
for synthesizing low‐dispersity linear polymers,[62] uses a chain transfer agent (CTA) 
that in this case was functionalized to incorporate the dynamic covalent functional 
groups. The authors then used the monomers styrene, isoprene, and methyl meth-
acrylate, and the functionalized CTAs to form polymers that they connected through a 
reversible bond between the aldehyde and alkoxyamine to produce a block copolymer. 
They further leveraged the reversibility of this reaction to control the assembly and 
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disassembly of micelles. The block copolymer that was used had blocks of polyisoprene 
and polystyrene that assembled micelles in organic solvents based on the solubility of 
the individual blocks in a given solvent. Using DMF as the solvent, they were able to 
form micelles that had a shell of polystyrene and core of polyisoprene. Furthermore, 
the micelles would disassemble by reversing the equilibrium to the aldehyde and alkoxy-
amine that were used to assemble the block copolymers.

Li et al. used reversible disulfide chemistry to fabricate responsive crosslinked micelles 
that were loaded with paclitaxel (PTX), an antineoplastic agent, for controlled release at 
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tumor sites, as shown in Figure 10.9.[63] They introduced cysteine into a linear‐dendritic 
system of polyethylene glycol (PEG) and cholic acid that was subsequently oxidized to 
form disulfide bonds in the core of the micelle. This crosslinked micelle had increased 
stability and a lower cmc than analogous non‐crosslinked micelles, but the crosslinked 
micelles had a slower release of PTX. The authors demonstrated control over the release 
of the PTX by altering the amount of cellular glutathione. In animal studies, they found 
that the crosslinked micelles more efficiently collected and released at an ovarian  cancer 
tumor site in mice.

10.3.3 Targeting and Transport

Dynamic combinatorial libraries (DCLs), generated from simple precursor molecules 
bearing dynamic covalent moieties that can react to form various larger structures 
through reversible bonding, are useful devices for discovering a wide range of function-
alities and have proven to be appropriate for determining synthetic receptors and 
 biological ligands.[64] Hamieh et al. used a DCL to determine a receptor for nicotine, a 
somewhat hydrophilic moiety, in water at a neutral pH.[65] The building blocks of the 
receptor were capable of undergoing reversible thiol–disulfide exchange and contained 
functional groups capable of binding with nicotine. They used these building blocks to 
assemble multiple structures to find a suitable receptor. Nicotine has shown potential as 
a therapeutic agent for different diseases; the receptor could act as a carrier where the 
disulfide bond could be reduced in the body.

Bhat et al.[66] demonstrated how DCLs have been successfully applied to biological 
systems using disulfide–thiol exchange reactions, but there have been limited studies 
showing the utility of other types of DCvC. They created a DCL with amine and alde-
hyde building blocks to show the utility of the reaction in binding proteins. In contrast 
to the in situ reduction methods typically used in amine/aldehyde systems, this group 
used aniline as a nucleophilic catalyst in the formation of stable acylhydrazones, 
 allowing the reaction to be carried out at a biologically relevant pH.

Several membrane proteins contain glycan structures that bind to different amino 
acids; these saccharides are expressed differently in cancerous cells, making them ideal 
screening targets for early detection. Bicker et al.[67] incorporated boronic acid moieties 
into a synthetic lectin library owing to the ability of the boronic acids to reversibly react 
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with the diols found on the saccharides. They used this library to determine boronic 
acid‐functionalized synthetic lectins that specifically bind with glycoproteins.

Wu et al.[68] developed a transport system for moving amino acids across the lipid 
bilayer by combining DCvC in the form of an aldehyde reacting with the amine group 
of a glycine residue to form a hemiaminal or imine linkage with hydrogen bonding of a 
carboxylate group of the amino acid to squaramide.

10.3.4 Dynamic Covalent Gels: Self‐healing and Drug Delivery/Transport

Most water‐soluble, functionalized nanoparticles are formed by an inverse microemul-
sion method that is based on lipophilic solvents yielding gels that are not suitable to 
encapsulate hydrophobic molecules. Ryu et al.[69] developed a non‐emulsion method 
for fabrication of these nanoparticles that were incorporated into nanogels; this method 
allowed for the encapsulation of hydrophobic groups, as shown in Figure 10.10. They 
added a stimuli‐responsive disulfide bond to form inter/intrastrand crosslinking in the 
gel formation, making this material potentially useful in drug delivery applications 
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where the body could reduce the disulfide bond, leading to the disassembly of the 
 nanogel and release of the encapsulated hydrophobic moiety.

Deng et al.[7] reported the synthesis and characterization of boronate ester crosslinked 
hydrogels capable of self‐healing under a wide pH range from acidic to neutral 
(Figure  10.11). This was achieved by introducing an intramolecular coordinating 
boronic acid monomer, 2‐acrylamidophenylboronic acid (2APBA), where the internal 
coordination between carbonyl oxygen and boron helped to stabilize crosslinks formed 
at acidic and neutral pH. Two different types of hydrogels were prepared by a 2APBA 
copolymer crosslinked with either poly(vinyl alcohol) (PVOH) or a catechol‐function-
alized copolymer. The self‐healing ability of the obtained hydrogels was examined 
through physical and rheological studies. Rheometry indicated little dependence of pH 
on the strength of hydrogels and PVOH‐crosslinked materials displayed greater 
strength as a result of higher crosslinking density. Furthermore, reduced self‐healing 
properties, decreased stress relaxation, and minimalized creep were observed in 
 catechol crosslinked hydrogel because of the sensitivity of the dopamine moieties to 
oxidation, potentially leading to gradual changes in hydrogel properties. The broader 
pH range at which healing can occur facilitates the potential applications of boronate 
ester hydrogels as biological materials. With the additional stability at lower pH, the 
boronate ester hydrogels are likely advantageous in acidic environments such as 
the gastrointestinal tract.

Acylhydrazone formation exhibits reversibility under mild conditions with acid 
catalysis, regenerating the starting reagents. This reversibility can be employed in the 
presence of additional aldehydes or hydrazides to generate new acylhydrazones owing 
to aldehyde or hydrazide exchange promoted by acid catalysis and/or heat.[70] 
Consequently, Deng et al. demonstrated the synthesis of a reversible polymer gel net-
work with acylhydrazone bonds as crosslinks by condensation of acylhydrazines at two 
ends of a poly(ethylene oxide) (PEO) (A2) with aldehyde groups in tris[(4‐formylphe-
noxy)methyl]ethane (B3) (Figure 10.12).[71] This polymer gel displays reversible sol–gel 
phase transition subjected to pH change in the system. On lowering the pH, the  polymer 
gel transformed to starting polymer (monomer) solution, whereas it turned back to the 
gelled state on addition of base, a sol–gel transition that could be reversibly performed 
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for several cycles. Additionally, this polymer gel displayed self‐healing properties 
 attributable to the dynamic and reversible breakage and regeneration of acylhydra-
zone bonds.

Deng et al.[72] further developed dynamic hydrogels with an environmental adaptive 
self‐healing ability and dual responsive sol–gel transitions by combining acylhydrazone 
and disulfide linkage together in the same polymer network (Figure 10.13a). This hydro-
gel could spontaneously repair damage under both acidic (pH 3 and 6) and basic (pH 9) 
conditions via either acylhydrazone or disulfide exchange (Figure 10.13b). Nonetheless, 
the hydrogel was not able to self‐heal at pH 7 because both bonds were kinetically 
locked, whereas the self‐healing ability could be improved by accelerating acylhydra-
zone exchange with a catalytic amount of aniline. The self‐healing processes of this 
hydrogel were proven to be effective and robust without external stimuli under room 
temperature. The hydrogel also illustrated unique reversible sol–gel transitions in 
response to both pH (HCl/triethylamine) and redox (dithiothreitol/H2O2) triggers. This 
work represents an example of incorporating additional orthogonal dynamic bonds to 
achieve complex and multi‐responsive systems. These multi‐responsive hydrogels 
could be applied as smart soft materials that could be used in organ repair and stimuli‐
responsive drug delivery.

Haldar et al. demonstrated the construction of self‐healing gels from diblock copoly-
mers of hydroxyethylmethacrylate functionalized with primary amine‐bearing leucine 
pendant groups and polyisobutylene (PIB) ((P(H2N‐Leu‐HEMA)‐b‐PIB)) in the pres-
ence of a PIB‐based, dialdehyde‐functionalized crosslinker (HOC‐PIB‐CHO) through 
imine bond formation without the help of any external stimuli (Figure 10.14).[19] These 
hydrogels were prepared by varying the gelator concentration, [H2N]/[CHO] ratios, 
and molecular weight of the block segments in 1,4‐dioxane at ambient temperature. 

=

=

=

Apparent pH >4

Apparent pH <4

O
O

O

O

H2N

O

NH

OHC

OHC

O

HN

CHO

H
N N C

H

O

NH2

Figure 10.12 Construction of covalent crosslinked polymer gel based on reversible covalent 
acylhydrazone bonds.[71]



OHC

(a)

O O
n

n

n
O

G1

+

G2

G3

O O

O

CHO

CHO
H2N NH2

O

O O

O
N

SH

O

for construction of HG1G3

H2NS S
H
N N

H

H2N
NH2

O

O
S S

H
N N

H

NH2
H
N

O

S SN

acylhydrazone bond disulfide bond

self-healing under
basic condition

self-healing under
acidic or neutral conditions

H
pH responsive

sol-gel transitionO

(b)

H
O

H
N

H
N

N
H

O
N

HS

redox responsive

sol-gel transition

N
H

O
NN

H

in water

hydrogel
HG1G2

pH = 6

put together
for 48 h

pH = 9pH = 7

put together
for 48 h

put together
for 48 h

under drawing

under drawing under drawing

under drawingcut hydrogel cut hydrogel
without aniline

cut hydrogel
with aniline

cut hydrogel

Figure 10.13 (a) Strategy for constructing a dynamic hydrogel with an environmental adaptive self‐healing ability and dual 
responsive sol–gel transitions based on acylhydrazone and disulfide chemistry. (b) Environmental adaptive self‐healing of a dynamic 
hydrogel.[72] Reprinted with permission. Copyright 2012 American Chemical Society. (See insert for colour representation of the figure.)



pH > 5

pH < 5

CH N

n O

O
O

O

O

O O

O

O

O
n n

H H

Sol Gel

O
NH2

S

S

S
C12H25m

O

NC

Figure 10.14 Dynamic covalently crosslinked polymeric gel synthesis from PIB‐b‐P(NH2‐Leu‐HEMA) and HOC‐PIB‐CHO in 1,4‐dioxane 
at room temperature and responsiveness toward pH.[19] Reprinted with permission. Copyright 2015 American Chemical Society.



10.4 Other Applications 411

The mechanical properties of the gels were characterized by rheological measurements. 
The polymeric gel network exhibited reversible sol–gel transition for several cycles by 
adjusting the pH of the medium on exposure to hydrochloric acid (HCl) and triethy-
amine (Et3N) triggers. FT‐IR spectroscopy indicated the formation of imine bonds in 
the gel network. The poor swelling ability of the gels implied highly interconnected 
networks formed during gelation, which was further confirmed by field emission‐ 
scanning electron microscopy (FE‐SEM). Such pH‐responsive, dynamic covalently 
crosslinked gels with reasonable mechanical stability provide avenues to develop smart 
soft materials for organ repair and pH‐triggered delivery of biologically relevant 
materials.

10.3.5 Nucleic Acid Probes

Synthetic nucleic acid probes serve as essential tools in understanding the biological 
role of nucleic acids by using base pair chemistry to target particular nucleic acid 
sequences. Vieregg et al. developed a successful probe referred to as a shielded covalent 
probe that possesses selectivity for the desired target in the presence of competing 
sequences, a strong affinity towards the desired target, and robustness when employed 
in harsh conditions.[73] They incorporated 3‐cyanovinylcarbazole, a light‐activated 
reversible crosslinker, through solid phase synthesis into the backbone of the probe 
sequence such that it was shielded in a duplex allowing for complementary hybridiza-
tion of the base pairs. The 3‐cyanovinylcarbazole was activated with UV‐A light to bind 
with a pyrimidine base on the target strand, a covalent linking that was reversible on 
exposure to UV‐B light.

10.4  Other Applications

As noted above, DCvC can be employed both on macroscopic systems to rearrange the 
covalent connectivity of amorphous materials, enabling stress relaxation or self‐healing 
processes, and on nanoscopic systems to generate robust, self‐assembled molecular 
nanostructures. Of course, self‐assembly is not necessarily limited to the fabrication of 
nanoparticulate constructs; rather, tremendously interesting and useful properties can 
emerge from the assembly of macroscopic structures with long‐range order on the 
nanoscale. Here, we examine the utilization of DCvC in a variety of applications that 
benefit from such emergent properties, from organic electronic materials where molec-
ular alignment is necessary for efficient charge transfer, to molecular storage, capture, 
and separation where well‐defined porosity enables materials to discriminate between 
even very similar molecular species, to surface science and other applications where the 
reconfiguration of the covalent bond connectivity in ordered materials offers unique 
and useful attributes.

10.4.1 Organic Electronics

The field of organic electronic materials has rapidly adopted DCvC owing to the facile 
self‐assembly processing and the error correction mechanisms it inherently provides. 
These materials range from one‐dimensional graphene derived sheets to three‐ 
dimensional covalent organic framework (COF) structures, and employ many of the 
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usual dynamic coupling strategies, including amine/aldehyde and boronic acid/catechol 
condensations, as well as some novel variants and hybrids of the two. Conjugated COF‐
based materials have been found to exhibit relatively high electron mobilities owing to 
their ordered/low defect structures, approaching 10 cm2 V–1 s–1, ideal for molecular 
nanowires. Moreover, the light‐harvesting potential of these materials shouldn’t be 
overlooked, although low efficiencies, compared to more mature linear conjugated 
polymers, of >0.9% have been achieved. DCvC‐based materials that exhibit high ionic 
and electronic conductivities have also been fabricated. Here we give a brief background 
of some of the recent developments in this application area.

Wan et al. reported the first example of a luminescent and semiconducting COF, con-
sisting of a belt shape made from pyrene and triphenylene derivatives linked in a hex-
agonal mesoporous skeleton.[74] Their topological design was developed by condensing 
trifunctional monomers (hexahydroxytriphenylene) on the corners with difunctional 
monomers (pyrene‐2,7‐diboronic acid) on the edges of the hexagons. The belts were of 
uniform dimension throughout, with a width of ~300 nm and thickness ~100 nm. The 
resultant material exhibited a broad absorption over the UV and visible regions, with a 
single blue emission band at 474 nm resulting from the pyrene subunit by intramolecu-
lar charge transfer. Furthermore, strong fluorescence anisotropic effects were observed, 
suggesting that the material mediated energy transfer between components and also 
facilitated energy migration over the crystalline belt. On/off switching in conductivity 
was observed depending on the voltage bias (i.e., conductive with an electric current of 
4.3 nA under a 2 V bias). This relatively high current was likely related to the highly 
ordered structure, and even doping with iodine increased the electric current, suggest-
ing p‐type semiconducting character.

Calik et al. developed two‐dimensional COF‐based materials for integrated hetero-
junction organic photovoltaics, allowing for a single photoactive layer.[75] Their strategy 
combined boronic acid/catechol‐based coupling to incorporate the electron‐donating 
ability of 2,3,6,7,10,11‐hexahydroxyltriphenylene and the electron‐accepting potential 
of 5,15‐bis(4‐boronophenyl)porphyrin into a single system. The two components were 
combined in a 2:3 ratio to form hexagonal pores within the two‐dimensional network 
with a narrow pore size distribution, which could further stack through π–π interac-
tions to form hexagonal columns. This material offered external quantum efficiencies of 
~30% and a HOMO (–5.42 eV) to LUMO (–3.46 eV) gap of 1.96 eV, but charge recom-
bination remained a major barrier for implementation.

Similarly, Spitler and Dichtel developed a Lewis acid‐catalyzed, phthalocyanine‐based 
COF derived from the boronic acid/catechol dynamic coupling strategy.[76] Their 
 strategy employed the use of a phthalocyanine tetra‐acetonide coupled to a 1,4‐bis‐ 
phenylboronic acid using BF3.OEt as a Lewis acid catalyst. A square prism of alternating 
phthalocyanine macrocycles that then stack in an eclipsed fashion to form 2.3 nm pores 
parallel to the stacked chromophores was obtained. The thermal and mechanical 
 stability, self‐correcting nature by DCvC, broad‐spectrum absorption over the range of 
250–1200 nm with strong J‐aggregates, and anticipated high photocurrent make this a 
promising material for organic photovoltaic devices.

Ding and co‐workers developed a COF‐type panchromatic material based on the 
co‐condensation of a Ni‐based metallophthalocyanine with an electron‐deficient ben-
zothiadiazole.[77] The resulting material (coined 2D‐NiPc‐BTDA COF) adopted a square 
shape with ordered π‐stacking controlling the two‐dimensional orientation of multiple 
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sheets. The addition of benzothiadizole to corners of metallophthalocyanine caused the 
normally hole‐transporting skeleton to become an electron‐transporting network. The 
stacked material showed broad‐spectrum absorption and photoconductivity up to 1000 
nm, and high sensitivity in the infrared and electron mobilities as high as 0.6 cm2 V–1 s–1.

Yaghi et al. also designed COFs, based on two different methodologies, with high 
charge carrier mobilities for electronics applications.[78] The first (COF‐366) employed 
an amine/aldehyde Schiff base formation between tetra(aminophenyl)porphyrin and 
terephthaldehyde to afford square lattice materials with 20 Å hollow channels. The sec-
ond (COF‐66) employed the boronic acid/catechol condensation to couple tetra(boronic 
acid‐phenyl)porphyrin with tetrahydroxyanthracene to form a square lattice of porphy-
rins containing anthracene spacers with 23 Å hollow channels. These materials also 
stacked in the AA stacking sequence or fully eclipsed, with the distances between layers 
being 5.64 and 3.81 Å, respectively, allowing for effective π–π interactions. The number 
of photo‐induced charge carriers was determined by integrating the time‐of‐flight tran-
sient at different bias voltages, whereby it was determined that both COFs were hole 
carriers (p‐type semiconductors) with mobilities of 8.1 and 3.0 cm2 V–1 s–1. The life-
times of the charge carriers was ~80 µs, suggesting impressive charge separation ability 
which is dependent on the charge carrier mobility lifetime. For comparison, the carrier 
mobility of amorphous silicon is ~1 cm2 V–1 s–1, demonstrative of the impressive 
 mobilities attainable by materials fabricated by DCvC.

Chandra et al. described the development of covalent organic nanosheets via 
mechanical delamination for a wide variety of energy applications, including 
 conducting sheets and light harvesting.[79] This method employed solvothermal 
amine/aldehyde condensation reactions to form two‐dimensional networks from 
1,3,5‐ trihydroxy‐tribenzaldehyde and various diamines. Although specific conduc-
tion and light harvesting studies were not investigated, the mechanical delamination 
procedure through grinding was effective at producing monolayer sheets by breaking 
up π–π interactions, ideal for large‐scale processing. Furthermore, the Tyndall effect 
was observed for these materials in solution, showing the small particle sizes obtained 
were analogous to colloidal dispersions.

A stable, highly ordered, and π‐delocalized COF (CS‐COF) material capable of solar 
energy harvesting, with power conversion efficiencies of up to 0.9% under unoptimized 
conditions, was developed by Guo and co‐workers.[80] Their methodology took advan-
tage of a Schiff base formation between an amine (C3‐symmetric triphenylene hexam-
ine (TPHA)) and a ketone (C2‐symmetric tert‐butylpyrene tetraone (PT)), rather than 
the more typical aldehyde, allowing for the formation of conjugated heterocycles. With 
a Brunauer–Emmett–Teller (BET) surface area of 776 m2 g–1 and pore volume of 0.34 
cm3 g–1, this material exhibited a hydrogen uptake of 1.94 wt% at 77 K and 10 bar. 
Although hydrogen uptake is a reasonable goal, the energy harvesting potential of this 
CS‐COF is even more intriguing as it exhibited a hole mobility of 4.2 cm2 V–1 s–1, mak-
ing it among the best hole‐transporting organic semiconductors. For solar cell devices, 
C60 fullerenes were incorporated into the COF pores via a sublimation process, 
dispersing them evenly throughout the network, and analyzed under air mass 1.5 
conditions for their solar performance (Figure 10.15). Interest in thiophene‐based COF 
materials has also been growing owing to the known excellent hole‐transport proper-
ties of thiophene‐based polymers. Such  thiophene‐based COFs were fabricated 
by  Bertrand et  al. based on the condensation of thiophenediboronic acids and 
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crystallization of fullerenes in the open one‐dimensional channels. A side view of CS‐COF⊃C60 is also shown. (d) I–V curve of a 50‐nm 
thick CS‐COF⊃C60/poly(methyl methacrylate (PMMA) film sandwiched between Al and Au electrodes at bias voltages ranging from 
–1.5 to 1.5 V in air at 25 °C. (e) Photocurrent switching at a bias voltage of 1.5 V in air at 25 °C, with repetitive light on–off actions on 
the 50‐nm‐thick CS‐COF⊃C60/PMMA film. (f ) J–V curve of the photovoltaic cell under irradiation with air mass 1.5 conditions (VOC 1⁄4 
0.98 V, JSC 1⁄4 1.7 mA cm−2, FF 1⁄4 0.54).[80] Reprinted with permission. Copyright 2013 Nature Publishing Group.
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2,3,6,7,10,11‐hexahydroxytriphenylene.[81] These materials were found to be prone to 
defects with structural variation under  different synthetic conditions, but the generated 
structures exhibited unique charge transfer complexes, suggesting their potential for 
integration into organic electronic devices with appropriate redox partners.

Tanoue et al. developed a method of making conjugated covalent self‐assembled 
nanoarchitectures in aqueous solutions.[82] They used a combination of amine and 
 aldehyde units (shown in Figure 10.16) to make Schiff base macromolecular nanoarchi-
tectures. These π‐conjugated assemblies are candidate systems for molecular nanowires 
in nanoelectronics, as reported by Frisbie et al., who examined growing conjugated 
Schiff base polymers from gold supports and analyzed their current flow (up to 10–5 A) 
and resistivities (up to 1011 ohm).[83] The authors found that the use of iodine‐modified 
Au(111) surfaces was necessary to couple the monomers in aqueous solution, compara-
ble to putting the monomers in an organic solvent. Dynamic, real‐time imaging of 
 covalent bond breakage and formation was achieved with high‐resolution imaging, 
showing the clear reversibility of the process as it occurred at a solid–liquid interface 
rather than in solution. Ikegami et al. explored a similar approach using self‐assembled 
azobenzene derivatives attached through reversible covalent siloxane chemistry to 
 conductive surfaces for the development of reversible, optically manipulatable, super-
conductive materials.[84] Interest in these types of materials is for optical memory and 
switching applications, since they behave in an analogous way to field effect transistors 
(FET). The materials developed here gave control of the surface resistance by alternat-
ing between cis and trans conformations of the azobenzene derivatives, 0.50 and 0.21 
ohm respectively. The reason for the change in resistance is attributed to the change in 
dipole on switching between cis and trans derivatives, with the trans derivative showing 
a lower overall HOMO energy level containing a lower overall interface dipole. The 
change in dipole due to photoisomerization changes the electron density in illuminated 
areas of the material. The simplicity of these methods demonstrates easy “bottom up” 
solid supported self‐assembly of supramolecular nanoarchitectures with design on 
demand.

De Hatten et al. [85] described the approach of subcomponent self‐assembly to 
 synthesize a liner polymer capable of modulated responses to multiple stimuli. They 
utilized the condensation between linear diamine and dialdehyde subcomponents 
around a copper(I) template (Figure 10.17a) in the presence of bulky trioctylphosphine 
ancillary ligands and afforded a linear, conjugated polymeric material in DMSO 
 solution. Interestingly, this polymer solution underwent sol‐to‐gel transition when the 
temperature was raised to 140 °C (Figure 10.17b), contradictory to the behavior of most 
gel‐forming polymers, which do this on cooling. The sol‐to‐gel transition was 
 attributable to the formation of CuIN4 crosslinks as the equilibrium for the reaction 
2[CuIN2P2] ⇌ [CuIN4] + [CuPn]+ + (4 – n)P favors the right‐hand side at raised tempera-
ture. The direct linkage of CuI ions to conjugated polymer backbones enables enhanced 
electrical conductivity owing to orbital overlap. Therefore, this material also exhibited 
thermochromism and photoluminescence, with the color and intensity of both absorp-
tion and emission showing temperature dependence. Furthermore, this polymer 
 demonstrated both dynamic covalent and metallo‐supramolecular nature and was able 
to respond differently to combinations of stimuli as the application of one stimulus 
(thermal) modulates the material’s response to another (light). This material could be 
potentially used for more complex and useful optoelectronic applications in the domains 
of electroluminescent materials and photovoltaics.
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Xu and co‐workers developed a two‐dimensional COF material based on the reaction 
of 1,3,5‐tricarbaldehyde benzene in conjunction with various diamines on a pyrolytic 
graphite surface template.[86] The graphite template allowed for ordering of the aro-
matic starting materials on the surface to form uniform, planar sheets. With templating 
and dynamic Schiff base chemistry, materials were made that show few defects by STM 
and had tunable pore sizes from ~1.7 to 3.5 nm depending on the length of the aromatic 
diamine backbone. The authors made an interesting observation that in some cases 
only two out of three aldehyde groups appeared to react owing to the spatial constraints 
in material growth. They also found that the growth mechanism was not clearly step-
wise and instead growth happened simultaneously at separate sites, leaving the poten-
tial for defect formation on trapping. These materials appeared analogous to their 
graphite structure and offer potential applications in organic electronics and as 
nanoreactors.

In a clever approach, Bielawski et al. derived a series of reversible, covalent, conju-
gated polymers based on N‐heterocyclic carbenes (NHCs) and bis(isothiocyanates) 
(see Scheme 10.6).[87] NHC‐type derivatives are appealing because they allow for con-
servation of conjugated linkages and react with many reagents in a reversible fashion. 
Polymers of up to 18 kDa (PDI = 2.9) were obtained in the isothiocyanate system, while 
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addition of a thiocyanate monomer caused the polymer to rearrange, decreasing the 
molecular weight by more than 4 kDa, demonstrating the dynamic nature of the mate-
rial. Whereas the initial polymer was not electrically conductive (10–10 S/cm), the elec-
trical conductivity increased to 1.7 mS/cm on doping with iodine vapor. This series 
represents a novel method of making conjugated polymers by retaining the conjugation 
of initial monomer units, an ideal characteristic for organic‐based electronics.

Ionic conductivity is also of interest in the field of organic electronics for applications 
in polymer membranes in ion batteries. Wei et al. developed a recyclable, high ionic 
conductivity gel using dynamic disulfide bond crosslinking.[88] A triblock copolymer 
was prepared in a stepwise fashion: first, RAFT polymerization was used to copolymer-
ize styrene and 4‐vinylbenzyl chloride into a triblock copolymer, then the chloride 
groups were replaced by azides and finally the azide groups were functionalized with 
O‐ethyl‐S‐prop‐2‐ynyl to form sites for disulfide bridge crosslinking. The disulfide 
bridges could be broken up by using a mild reducing agent, and reform the ionic gel 
after solvent removal and oxidation of the thiol groups. Ionic conductivity measure-
ments were measured by AC impedance over the frequency range 1–105 Hz and 10 mV, 
and conductivities of ~7 ms/cm were achieved after an averaging of two reduction and 
oxidation cycles. Zhang et al. also developed ion‐conducting COFs through ionic 
spiroborate formation. The polymer enabled the transportation of lithium ions with 
room temperature lithium ion conductivity of 3.05 × 10–5 S · cm–1 and an average Li+ 
transference number value of 0.80 ± 0.02.[89]

10.4.2 Gas Storage/Capture

Network polymeric materials such as COFs have been gaining attention in the area of 
gas storage and capture owing to their high surface areas, low defects, tunable pore 
sizes, and affinities for many common and industrially relevant gases, including hydro-
gen, methane, and carbon dioxide. These materials can then find uses in energy storage 
and capturing CO2 for storage or conversion to useful products from fossil fuel combus-
tion. The introduction of DCvC methods into the development of COF materials has 
allowed for further reduction of defects, assembly/disassembly by altering material 
environment, and the ability for captured gases such as CO2 to be directly attached/
detached from the COF surfaces through covalent interactions.[90,91]

Yaghi et al. have developed a series of COF networks that show promise as hydrogen 
storage materials.[92] These materials are based on boronic acid/catechol dynamic cova-
lent chemistries by combining tetra‐boronic acid phenyl methane/silane (TBPM/
TBPS), di‐boronic acid benzene (BDBA), and 2,3,6,7,10,11‐hexahydroxytriphenylene 
(HHTP). Hydrogen uptakes of up to 10 wt% were achieved with both TBPM/HHTP and 
TBPS/HHTP systems, and the best volumetric uptake was 40.4 g/L for TBPM borox-
anes. In another example, Furukawa and Yaghi developed a series of COF materials, as 
shown in Figure 10.18.[93] These materials were based on two distinct dynamic bonding 
motifs to synthesize materials in two and three dimensions. They found that group 3 
COF materials with three‐dimensional structure have the best overall behavior for gas 
storage. For example, COF‐102 offered gas uptake at 35 bar of 72 mg/g of hydrogen 
at 77 K, 187 mg/g at 298 K for methane, and 1180 mg/g at 298 K for carbon dioxide, 
placing these COF materials into a gas storage capacity class similar to that of metal 
organic frameworks (MOFs) and among the best adsorbents for hydrogen, methane, 
and carbon dioxide.
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Building on the work of the Yaghi group, Goddard et al. designed a group of methane 
storage materials based on the COF‐102 and COF‐103 backbones with varying side 
chain functional group alterations to adjust pore sizes and gas molecule “solubility” 
parameters.[94] They used theoretical Monte Carlo and molecular dynamics simulations 
to study the methane uptake of various proposed materials, finding that COF‐102‐Ant, 
COF‐102‐Eth‐trans, and COF‐103 Eth‐trans all exceed the US Department of Energy 
methane storage mandate of 180 v/v at room temperature and 35 bar.

A series of two‐dimensional mesoporous COF materials based on imine Schiff base 
formation for high‐pressure gas storage have been developed.[95–97] For example, El‐
Kaderi used the co‐condensation of 1,3,6,8‐tetrakis(p‐formylphenyl)pyrene and p‐phe-
nylenediamine to form a two‐dimensional network with hydrogen uptake at 35 bar at up 
to 24 mmol/g, 29 mmol/g for CO2 and 10 mmol/g for methane. Again building on the 
work of Yaghi and El‐Kaderi et al., Zeng et al. developed a COF system using two different 
types of dynamic covalent chemistries through an orthogonal reaction approach (boronic 
acid/catechol and Schiff base imine) to synthesize high‐porosity materials with high H2 
adsorption capacity.[98] Using 4‐formylphenylboronic acid (FPBA), 1,3,5‐tris(4‐ami-
nophenyl)‐benzene (TAPB), and 2,3,6,7,10,11‐hexadydroxytriphenylene (HHTP), they 
were able to control the condensation procedure to favor particular reaction sequences to 
obtain different shapes and sizes of two‐dimensional COF materials. One material, NTU‐
COF‐2, achieved a surface area of 1619 m2/g with a pore volume of 0.86 cm3/g. Gas stor-
age uptake measurements on this material revealed 1.55 wt% or 174 cm3/g at 1 bar and 77 
K for hydrogen and 10.2 wt% (51.8 cm3/g) of CO2 at 273 K and 1 bar.

In a variation of bonding, a series of borazine‐linked, COF‐based materials were 
 synthesized for gas storage using the thermal decomposition of 1,3,5‐(p‐aminophe-
nyl)‐benzene‐borane to generate materials with surface areas of 1178 m2/g, thermal 
 stabilities at temperatures exceeding 400 °C, and hydrogen uptake of up to 2.4 wt% at 
77 K and 15 bar.[99]

10.4.3 Catalysis

Catalysis is an ever‐growing area of chemistry, from developing new reactions to mak-
ing known reactions more efficient. One of the key methods for making catalysts more 
efficient is by reducing the entropy component in the reaction by binding the catalyst 
and substrate within close proximity to each other, thus reducing the overall reaction 
energy requirement.[100] One of the methods is to introduce reversible covalent interac-
tions between substrate and catalysts, inducing intramolecularity and thus increasing 
reaction rates. Some of the common systems involved in reversible covalent bonds are 
those of N‐heterocyclic carbenes, iminium and enamine, carbonyl, boron, various 
 organometallic and enzyme catalysts. Our focus here will be on developments of 
organic‐based reversible catalytic systems.

One particularly interesting class of reversible catalysis is that incorporating boron, 
since boronic acids easily undergo rapid exchange under protic conditions. Hall et al. 
have reported that 2‐iodophenyl boronic acid is a highly effective catalyst for the 
 amidation of carboxylic acids under ambient conditions.[101] More importantly, boron 
catalysis has the ability to catalyze the formation of C–C bonds. Hall and co‐workers 
also developed a strategy to catalyze a variety of Diels–Alder type cycloaddition reac-
tions containing acrylic acid derivatives.[102,103] For example, they found that acrylic 
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acid reacts selectively with diene substrates over the corresponding esters. The covalent 
bonds made between the boron catalyst (2‐iodophenyl boronic acid) and the carboxylic 
acid led to the formation of a Brønsted activated intermediate, which caused an increase 
in the reaction rate of the Diels–Alder reaction.[101] Tandem Diels–Alder and amidation 
reactions have also been observed. Taylor and Whiting have shown that 2‐iodophenyl 
or diphenyl boronic acid are effective at catalyzing direct aldol additions.[104,105]

Silica nanoparticles are easily functionalized with high potential for molecular sepa-
ration and/or immobilization of various biological molecules, such as enzyme‐based 
catalysts.[106] As an example, Karimi et al. used 50 nm amine functionalized silica nano-
particles modified with a di‐aldehyde to reversibly immobilize inulinase, a key enzyme 
in the catalytic hydrolysis of insulin and the production of high‐fructose corn syrup, 
through Schiff base formation. By attaching the enzyme to the nanoparticle substrate, 
the enzyme showed higher thermal stability than the free enzyme and retained up to 
80% of the activity of the free enzyme after attachment. The optimum temperature of 
operation of the bound enzyme increased by 15 °C over the unbound enzyme, with the 
fully crosslinked system giving the best overall cycle performance. This increase in 
operating temperature and crosslinking ability makes this catalyst system better suited 
for industrial use.

Cho et al. described the synthesis of periodic mesoporous organosilicas (PMO) 
bridged by Schiff base formation (Figure 10.19).[107] These materials were synthesized 
using PEO‐poly(lactic acid‐co‐glycolic acid)‐PEO as a template under acid hydrolysis 
conditions to form PMOs from 3‐aminopropyltriethoxysilane (APTES) as the amine 
source and triethoxysilyl butyraldehyde (TEBA) as the aldehyde source. Surface areas of 
up to 790 m2/g and accessible pores of ~8 nm were achieved. Bifunctional PMOs con-
taining converted acid (–COOH) and base (–NH2/NH3

+) groups within the mesopore 
walls were prepared by post‐synthetic oxidation with potential applications in coopera-
tive catalysis (e.g., for asymmetric synthesis).

10.4.4 Molecular Separations

One of the persistent challenges for the chemical industry is the ability to effectively 
separate materials on large scales or those that possess very similar properties with only 
a difference in chirality. Many methods have been developed for these types of 
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separation, namely intramolecular interactions, but few have effectively used dynamic 
covalent chemistries to aid in high‐quality and high‐purity separation. Siegel et al. have 
been pioneers in this field, developing a series of separation techniques using reversible 
boronic ester formation, thiol–disulfide exchange, and reversible hydrazone formation 
for targeting groups such as diols (i.e., sugars, catechols), thiols (cysteinyl), and carbon-
yls.[108] Some DCvC‐based techniques and separation materials are discussed below.

One of the growing areas in molecular separations is in chiral separation materials. 
Xu et al. developed a method of synthesizing a chiral nanocube by edge‐directed 
DCvC.[109] Their method relied on Schiff base formation between 1,4‐diamino benzene, 
used as a bridge, and C3‐trialkoxy‐triformylcyclobenzylene, forming chiral corner caps, 
in a 3:2 ratio to afford chiral nanocubes. The chirality of these materials gives them 
potential for uses as chiral separation materials based on both intramolecular interac-
tions as well as a molecular encapsulant.

Efficient carbon dioxide capture/separation is an ongoing societal challenge. 
To address this challenge, Leclaire et al. proposed a dynamically crosslinked material 
based on amine/aldehyde Schiff base formation which relied on the disruption of the 
imide bond and interaction of the free amine with CO2 to form ammonium carbamate 
derivatives at room temperature, and the ability to release CO2 from the material on 
heating.[110] They found that up to 20% by mass CO2 was incorporated into the material 
as a guest compound. Furthermore, besides CO2 capture, the authors suggested that 
CO2 could be used as an efficient building block in DCvC methods, and as an auxiliary 
for the purification of polyamine and polyaldehydes from homologous mixtures. Using 
a similar methodology, Corriu et al. employed the reversible binding potential of CO2 
as an assembly agent for amine functionalized organosilicas.[111] Although the applica-
tion described in the paper for the CO2 capture was for a coupling agent, the strategy 
described could be implemented as a reversible process for capturing CO2 by forming 
carbamate salts and the subsequent release of trapped CO2 upon heating.

Dendritic polymers are attractive materials for molecular separations due to their 
spherical shape and high number of terminal functional groups. Polikarpov et al. devel-
oped a maltose‐modified hyperbranched poly(ethylene imine) (PEI‐Mal) as a dynamic 
covalent coating and pseudo‐stationary phase for capillary electrophoresis separation 
methods.[112] Four proteins (albumin, lysozyme, myoglobin, and insulin) were investi-
gated against the effects of pH, polymer concentration, and density of the maltose shell 
on separation, with pH affecting the protonation of the polymer and thus the overall 
separation ability, and density changing the electrophoretic mobility. High repeatability 
and improved separation were achieved in separating proteins with PEI‐Mal as a 
dynamic coating. For concentrating proteins, PEI‐Mal was covalently coated and used 
in conjunction with large‐volume sample stacking (LVSS) and field‐enhanced sample 
injection (FESI) to concentrate proteins with up to a 1320‐fold enhancement. The low 
detection limit (100–500 ng/ml) allowed for the analysis of albumin levels in blood and 
urine directly.

10.4.5 Surface Science

Surface immobilization of proteins is a key component to better understand many bio-
medical and biotechnological problems. A major challenge in this field is maintaining 
site‐specific spatial control over the immobilization. Yang et al. were able to control the 
immobilization of proteins on a surface by functionalizing a ferrocene with a cysteine 
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group and then coupling that species to a thioester‐functionalized yellow fluorescent 
protein.[113] The protein was added site‐specifically to a β‐cyclodextrin self‐assembled 
monolayer (βCD SAM) on a gold slide. Initially, they utilized monovalent variants com-
prising the functionalized protein that had a weak binding to the βCD SAM, but the 
introduction of disulfide chemistry to create a divalent variant increased the binding 
affinity. This study resulted in the immobilization of proteins with a uniform thickness 
of one protein.

Thongsomboon et al. developed a method for nanoprinting patterns into films that 
utilized a thermally reversible Diels–Alder reaction between a maleimide and furan as 
a crosslinker.[114] They incorporated furan‐protected maleimide and furanyl groups into 
cyclic carbonates that underwent an alcohol‐initiated ring‐opening polymerization to 
form random copolymers. They spin‐coated the polymer onto silicon wafers to produce 
a film capable of thermal crosslinking. The crosslinking proceeded by first removing the 
furan protection, leaving the exposed maleimide by heating the film for 1 h at high 
temperature (130 °C) and then lowering the temperature (90 °C) to allow the Diels–
Alder adduct to form. They used the reversibility of the crosslinking reaction to form 
patterns on the film from a master template by raising the temperature to break the 
crosslinking and lowering the temperature to reform the adduct in the desired shape 
(see Figure 10.20a); atomic force microscopy was used to image the imprinted patterns 
on the films (Figure 10.20b–e). These biodegradable films could find utility in applica-
tions in biomedical surface coatings where the carbonate group could be functionalized 
for specific cellular interactions.

To overcome the limitations of non‐reversible covalent bonding strategies to afford 
self‐assembled monolayers (SAMs), Tauk et al. demonstrated the possibility of tailoring 
the functionalization of surfaces with a DCvC‐based selection processes by controlling 
the molecular composition of SAMs in space and time from a set of dynamic constitu-
ents that can be anchored selectively through pH modulation.[115] This was demon-
strated with a model system where either a quartz plate or silicon wafer, silanized with 
a triethoxysilane aldehyde to afford an aldehyde‐coated surface, was immersed in a 
solution of compounds bearing different types of primary amine functionalities (i.e., 
aromatic or aliphatic) (see Figure 10.21). Subsequently, the plate (or wafer) was slowly 
withdrawn from the immersate solution while the solution pH was varied by controlled 
addition of acid or base. Owing to the variation in pKa of the primary amines, this 
approach successfully yielded dynamic covalent SAMs, termed “DynaSAMs” by the 
authors, with gradient chemical compositions. Approaches such as this one will cer-
tainly lead to the design of active surfaces and interfaces able to reconfigure their 
chemical constituents in response to environmental parameters.

Photolithography is an important area of interest due to the ever‐decreasing size 
and increasing efficiencies of electronic devices, and improvements in this area have 
allowed for the development of sub‐10 nm features on advanced microchips. The use 
of DCvC methods allows for efficient assembly and disassembly on a given stimuli. 
Kudo et al. developed a soluble, calixarene‐based ladder polymer via the one‐pot 
 condensation of resorcinol and 1,4‐butanedial under thermodynamic control.[116] 
The refractive index and photoinduced deprotection was explored for the resulting 
tert‐butyloxycarbonyl (BOC) protected polymer (all free hydroxyls protected). 
Protection of the initial polymer allowed for a photo‐deprotectable material to be 
developed for photolithographic purposes in the presence of a photoacid generator in 
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thin films, releasing isobutylene and CO2. The BOC‐protected material also had a 
lower refractive index owing to the cavities contained within the polymer.

10.4.6 Color‐changing Materials

Shape recovery in conjunction with mechanophore activation would provide access to 
a variety of applications, including the ability to introduce mechanochemical function 
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Figure 10.20 (a) The fabrication of a patterned film from a template using a Diels–Alder cycloaddition 
reaction. (b)–(e) AFM images of the different shapes and scales made from different templates (scale 
bar 1 µm).[114] Reprinted with permission. Copyright 2013 American Chemical Society.
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representation of the figure.)
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to soft, active devices. Imato et al. reported the utilization of diarylbibenzofuranone 
(DABBF)‐based dynamic covalent mechanophores embedded into an elastomeric pol-
yurethane network to afford covalent bond activation under macroscopically reversible 
deformations (Figure  10.22).[117] The DABBF moiety is a dimeric dynamic covalent 
functional group that is able to act as a colorimetric mechanophore by undergoing 
force‐induced homolytic cleavage on exposure to mechanical stimuli, resulting in the 
generation of colored radical species, allowing for direct spatial and temporal visualiza-
tion of stress accumulation. Thus, by employing the colorimetric DABBF mechano-
phore, Imato et al. demonstrated that bond activation proceeded on application of a 
mechanical stress while removal of the stress allowed recombination of the generated 
radicals. The polyurethane‐DABBF films displayed a distinct blue color when tension 
was applied, whereas they returned to their original yellow coloration when the stress 
was removed, a change that could be quantified spectroscopically. Macroscopically 
reversible activation promotes the future pursuit of reversible molecular responses and 
function beyond the color change provided by DABBF.

Nanofabric COF materials comprise another intriguing application area for DCvC. 
Huang et al. used a mixture of 2,6‐dihydroxynaphthalene‐1,5‐dicarbaldehyde and 2,4,6‐
tris(4‐aminophenyl)‐pyridine to develop a self‐tautomerizing COF through solvother-
mal synthesis.[118] They observed that the material underwent a morphological 
transformation from microspheres to nanofibers by implementing a unique dissolu-
tion–recrystallization mechanism, possibly attributable to the reversible nature of the 
dynamic imine bonds. The nanofibers were capable of growing on an aramid fiber 
 surface to make nanofiber composites and offered reversible colorimetric humidity‐
responsive behavior (see Figure 10.23). These types of materials offer applications as 
sensors and catalyst surfaces.

10.4.7 Food Chemistry

DCvC has been applied to a specific application in the food industry; hydroxymethyl-
furfural (HMF) is a common product of the Maillard reaction that originates from 

Removal of stress

Mechanical stress

Figure 10.22 A mechanically‐activated film is blue under stress owing to mechanically induced 
homolytic cleavage of diarylbibenzofuranone moieties incorporated in the network backbone to yield 
blue‐colored radicals. Subsequent unloading allows radical recombination, resulting in loss of the 
blue coloration.[117] Reprinted with permission. Copyright 2015 American Chemical Society. (See insert 
for colour representation of the figure.)
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sucrose and fructose, but there is a lack of understanding for what happens to HMF 
after formation. HMF, occurring in a variety of foods such that the average person 
consumes 150 mg/day, has been found to be weakly toxic and has the ability to break 
DNA strands, encouraging the authors to do an extensive study on the binding abilities 
of HMF with different amino acids to further assess its reactivity. Nikolov et al.[119] 
compared the degradation products of Schiff base adducts formed from HMF and the 
amino acids.

In an interesting utilization of DCvC‐mediated molecular separations, Siegel et al. 
used hydrazine chemistry to extract toxins from edible oils.[120] Here, the target of 
 interest was the Fusarium mycotoxin zearalenone (ZON), a compound often found in 
cereals, nuts, spices, and corn that has been shown in animal studies to be teratogenic, 
hyperestrogenic, and carcinogenic at daily intakes higher than 0.0005 mg/kg of body 
weight. Although ZON is readily removed from many food products by organic solvent 
extraction owing to its hydrophobicity, its removal from oils has proven far more chal-
lenging. Thus, the authors used hydrazine groups anchored to a polystyrene resin as the 
stationary support phase in an HPLC separation method (Scheme 10.7). The carbonyl 
group on ZON reacted with the hydrazine to form a hydrazone species, allowing for 
separation of the remaining materials. ZON was then able to be released from the 
 stationary phase by hydrolysis to regenerate the hydrazine.

10.4.8 Fluoride‐catalyzed Silsesquioxane Bond Rearrangement

The fluoride‐catalyzed rearrangement of silsesquioxanes has not historically been 
described as a dynamic covalent reaction, but it certainly exhibits all of the hallmarks of 
DCvC. Furgal et al. recently demonstrated the control of silsesquioxane cage size by 
dynamic exchange of siloxane bonds in different solvents.[121] Solvent choice, reactant 

R.H 20% R.H 60% R.H 80% R.H 100%

Figure 10.23 Reversible, humidity‐responsive color change in COF/aramid hybrid fabrics.[118] 
Reprinted with permission. Copyright 2013 American Chemical Society. (See insert for colour 
representation of the figure.)
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concentration and amount of catalyst were shown to have the largest influence on con-
trolling the cage size obtained, typically of 8, 10, and 12 silicons. This work described 
the synthesis of [PhSiO1.5] derivatives, where the cage equilibrium was shifted to favor 
the 10‐silicon cage (Scheme 10.8). Furthermore, mixed functional silsesquioxanes have 
also been developed by this fluoride‐catalyzed equilibration method, making mixed 
vinyl/phenyl and vinyl/methyl cage systems and equilibrated polymeric materials.[122,123] 
These dynamic methods may be useful in developing new fluoride‐equilibrated hybrid 
materials and surface functionalization.

10.5  Conclusion

Since its inception, DCvC has found use in a diverse variety of applications across many 
length scales, from polymer science to biomedicine to molecular separations, but DCvC 
as a field has yet to mature. For example, although stress relaxation and self‐healing in 
crosslinked polymers have been extensively demonstrated in elastomers, the frontiers 
of research in these materials will involve rigid systems that are not susceptible to creep, 
attributes that will likely necessitate novel DCvC approaches. Additionally, nanopar-
ticulate assemblies with improved targeting for selective drug delivery are certain to 
continue to find use in biomedical applications. Applications requiring robust materials 
with molecular alignment or well‐defined, nanoscale porosity will similarly benefit 
from continued work in the DCvC arena. Finally, the range of reactions that fall under 
the DCvC umbrella continues to expand, with each new example bringing with it unique 
properties otherwise unattainable using conventional, irreversible covalent bond‐form-
ing reactions. Given these and other emergent applications, DCvC is certain to have a 
bright research future over the coming decades.
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Figure 2.10 A DCL of competing peptide self‐replicators based on coiled‐coil formation. (a) Peptide sequence of the bulding blocks 
and the replicators. (b) The topology of replication. Electrophilic (35–37) and nucleophilic (38 and 38a) building blocks react to form 
peptides 39–41 and 39a–41a. These can form homo‐or heteromeric coiled‐coil trimers, which themselves serve as template for the 
monomer formation from the building blocks. The kinetic profiles of replicator concentrations of systems starting from 150 μM 
building block concentration are shown in the presence of (c) excess RSH (d) 1 M NaClO4 and (e) 45 μM 42 (which templates the 
formation of 41).
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Figure 2.12 (a) The reaction of FeCl2 and diamine 48 with dialdehyde 49 or 50 gives rise to the Solomon link 51 (left) or the pentafoil 
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Figure 2.23 A comparison of a static DNA encoded chemical library (top) with a dynamic one 
(bottom). The dynamic library has shorter DNA complementary domains, allowing for amplification of 
the best binding dimers by the target protein.
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Figure 4.1 (a) The color change when a single crystal of C4 was exposed to iodine vapor. 
(b) Gravimetric uptake of iodine as a function of time. (c) Packing diagram for I@C4. (d) One possible 
conformation of I5

– species in neighboring cage molecules.

Figure 4.3 The gas‐release behavior of porous liquids.
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Figure 9.6 Schematic view of epoxy (hydroxy‐ester) networks with transesterification exchange 
processes that preserve the total number of links and average functionality of crosslinks and do not 
cause depolymerization. Reproduced with permission.[32] Copyright 2012, ACS Publications.
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Figure 10.1 Stress relaxation in crosslinked polymers by addition‐fragmentation chain transfer.  
(a) The allyl sulfide group incorporated in the polymer backbone facilitates bond rearrangement via 
radical‐mediated AFCT. (b) Schematic diagram of the mechanophotopatterning of a uniaxially 
deformed sample, where the AFCT‐based material is stretched and irradiated through a photomask. 
(c) After irradiation, the material exhibits a pattern that is consistent with the pattern of the mask 
(scale bar = 1 mm). (d) Stylus profilometry reveals an excellent correspondence between the mask and 
the topographical features on the surface of the sample.[21] Reprinted with permission. Copyright 
2011 John Wiley and Sons.

Scheme 10.3 The controlled formation of micellar aggregates from the aromatic aldehyde polar head 
group reversibly reacting with various amines to form an amphiphilic surfactant that can self‐
assemble into micelles.[59] Reprinted with permission. Copyright 2009 American Chemical Society.
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Scheme 10.4 The formation of imine bonds from difunctionalized aldehydes and aliphatic amines to form macrocycles and 
oligomers leading to the vesicles, clusters, and ultimately networks capable of forming pH‐reversible hydrogels.[60] Reprinted with 
permission. Copyright 2012 Royal Society of Chemistry.
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Scheme 10.5 The formation of wormlike micelles from gemini surfactants comprising a bis‐aldehyde 
head group and amine tail groups.[61] Reprinted with permission. Copyright 2012 American Chemical 
Society.
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Figure 10.10 (a) The formation of a nanogel from functionalized nanoparticles and (b) structures of 
the nanogel, including the disulfide chemistry.[69] (i) Cleavage of specific amount of a pyridyl disulfide 
(PDS) group by dithiothreitol (DTT). (ii) Nanogel formation by inter/intrachain cross-linking. 
(iii) Surface modification of nanogels with thiolmodified Tat peptide or fluorescein isothiocyanate 
(FITC). Reprinted with permission. Copyright 2010 American Chemical Society.
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Figure 10.13 (a) Strategy for constructing a dynamic hydrogel with an environmental adaptive self‐healing ability and dual 
responsive sol–gel transitions based on acylhydrazone and disulfide chemistry. (b) Environmental adaptive self‐healing of a dynamic 
hydrogel.[72] Reprinted with permission. Copyright 2012 American Chemical Society.
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Figure 10.17 (a) The preparation of a conjugated metal–organic polymer from subcomponents (left) 
and its cartoon representation (right). (b) Schematic representation of the gelation mechanism (left); 
photographs of inverted NMR tubes showing the polymer in solution (top right) and following the 
sol–gel transition (bottom right).[85] Reprinted with permission. Copyright 2011 American Chemical 
Society.
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Figure 10.21 The fabrication of dynamic, self‐assembled monolayers (DynaSAMs) and the formation of chemical gradients. (a) An 
aldehyde‐functionalized surface is withdrawn from a solution of amines with various pKa values as the pH is varied. Each amine is 
affixed with a functional group associated with a unique physical property (colored dots) for a given pKa, which thus leads to a 
gradient of functional imines. (b) Chemical structures used for a model DynaSAM system: triethoxysilane aldehyde (5), Cy3 
benzylamine (6), and Cy5 alkylamine (7).[115] Reprinted with permission. Copyright 2009 Nature Publishing Group.
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Figure 10.23 Reversible, humidity‐responsive color change in COF/aramid hybrid fabrics.[118] 
Reprinted with permission. Copyright 2013 American Chemical Society.
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Figure 10.22 A mechanically‐activated film is blue under stress owing to mechanically induced 
homolytic cleavage of diarylbibenzofuranone moieties incorporated in the network backbone to yield 
blue‐colored radicals. Subsequent unloading allows radical recombination, resulting in loss of the 
blue coloration.[117] Reprinted with permission. Copyright 2015 American Chemical Society. 
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