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Preface

This issue of the journal reports regular papers. The first contribution is by Falko
Dressler and discusses self-organizing mechanisms in computer networks. The
second contribution is by Preetam Ghosh, Samik Ghosh, Kalyan Basu and Sa-
jal K. Das and deals with a stochastic event based simulation technique to esti-
mate protein-ligand docking time. The third contribution is by Morteza Analoui
and Shahram Jamali, and it deals with the interpretation of the Internet as a
biological environment to study congestion phenomena. The fourth contribution
is by Corrado Priami and it discusses how computational thinking in biology
can be implemented through the use of process calculi. The last contribution
is by Peter Saffrey, Ofer Margoninski, James Hetherington, Marta Varela-Rey,
Sachie Yamaji, Anthony Finkelstein, David Bogle and Anne Warner and it deals
with management information systems in biology. Finally we publish a corrected
version of a paper by Ruet and Remy published in the previous volume of the
journal.

July 2007 Corrado Priami
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Bio-inspired Network-Centric Operation and

Control for Sensor/Actuator Networks

Falko Dressler

Autonomic Networking Group, Dept. of Computer Science 7,
University of Erlangen-Nuremberg, Germany
dressler@informatik.uni-erlangen.de,

http://www7.informatik.uni-erlangen.de/∼dressler/

Abstract. Self-organization mechanisms have been investigated and de-
veloped to efficiently operate networked embedded systems. Special focus
was given to wireless sensor networks (WSN) and sensor/actuator net-
works (SANET). Looking at the most pressing issues in such networks,
the limited resources and the huge amount of interoperating nodes, the
proposed solutions primarily intend to solve the scalability problems by
reducing the overhead in data communication. Well-known examples are
data-centric routing approaches and probabilistic techniques. In this pa-
per, we intend to go one step further. We are about to also move the
operation and control for WSN and SANET into the network. Inspired
by the operation of complex biological systems such as the cellular infor-
mation exchange, we propose a network-centric approach. Our method
is based on three concepts: data-centric operation, specific reaction on
received data, and simple local behavior control using a policy-based
state machine. In summary, these mechanisms lead to an emergent sys-
tem behavior that allows to control the operation of even large-scale
sensor/actuator networks.

1 Introduction

In the communications area, there is a strong research focus on networked embed-
ded systems because of their broad diversity in application domains. Especially,
wireless sensor networks (WSN) have become popular for many applications.
Similarly, there is a growing demand for sensor/actuator networks (SANET).

Sensor networks are composed of numerous small, independently operating
sensor nodes [1]. Such sensors nodes are self-contained units consisting of a bat-
tery, radio communication, sensors, and some minimal amount of on board com-
puting power. While the application scenarios are manifold [2], the operation
of such WSNs is still challenging [3], basically due to the limited resources in
terms of CPU power, storage, and, first of all, energy [4]. Within a WSN, nodes
are thought to be deployed, to adapt to the environment, and to transmit data
among themselves and/or to a given base station. The research topics include
efficient communication in terms of resource consumption, reliability, and scal-
ability [2, 5]. Because sensor nodes are usually battery operated, many efforts

C. Priami (Ed.): Trans. on Comput. Syst. Biol. VIII, LNBI 4780, pp. 1–13, 2007.
c© Springer-Verlag Berlin Heidelberg 2007

http://www7.informatik.uni-erlangen.de/~dressler/


2 F. Dressler

have been made to develop energy-efficient algorithms and protocols for com-
munication in WSNs [6].

Usually, WSNs are thought to be dynamic in terms of the current availabil-
ity, i.e. they care about the potential removal and addition of sensor nodes. Dy-
namics in terms of mobility is concerned in sensor/actuator networks. Basically,
SANETs consist of sensor networks that are enhanced by additional actuation
facilities [3]. In most application scenarios, mobile robot systems are used as actu-
ation facilities [7]. Nevertheless, we concentrate on general purpose actuation con-
trolled by measures from corresponding sensor nodes. Therefore, the same network
infrastructure is used for actuation control as well as for sensor data collection.

There are many application scenarios for WSNs and SANETs. The most pop-
ular examples include the service as first responders in emergency situations [8]
and the supervision and control of challenging environments such as the moni-
toring of animals [9].

Operation and control of such networks is one of the most challenging is-
sues. Typically, a central control loop is employed consisting of the following
actions: measurement, transmission to a base station, (external) analysis, trans-
mission to the actuation devices, actuation. Besides the increased network load,
severe delays might be introduced. Driven by the limited resources, mechanisms
for network self-organization have been proposed for higher scalability. Most
of these approaches focus on efficient communication in WSNs, e.g. directed
diffusion as a data-centric communication paradigm [10], and on stateless task
allocation in SANETs [11]. Similar issues have been addressed in the artificial
intelligence domain. Agent-based systems have been developed that enable an
efficient distributed control in uncertain environments [12]. Nevertheless, there
are still many unsolved issues such as predictability of an action, reliability of
the communication, and boundaries for response times.

In this paper, we present and discuss an approach for network-centric op-
eration and control in WSNs and SANETs that prevents the necessity of the
described control loop or reduces the loop to a few neighboring nodes within
the network, respectively. Inspired by the information handling in cell biology,
we have built a rule-based system that allows to achieve all decisions within the
network itself. There is no external control required. Nevertheless, we propose to
allow such external intelligence for the handling of unexpected situations. The
adaptive rule system has the inherent property of being self-learning by induc-
ing new rules that match previously unknown situations. Therefore, our method
provides at least limited control in a system showing an emergent behavior.

The network-centric control system allows to operate even in scenarios with
the following challenging properties:

– Mobility of nodes – commonly it is believed that sensor networks being
stationary, nowadays, mobility is a mayor concern

– Size of the network – much larger than in a infrastructure networks
– Density of deployment – very high, application domain dependent
– Energy constraints – much more stringent than in fixed or cellular networks,

in certain cases the recharging of the energy source is impossible
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The main contributions of the paper can be summarized as follows. An ap-
proach is presented that features localized data analysis and diffuse communica-
tion of measurement and computation results based on the content of the infor-
mation instead of topology information and central management. We adapted
signaling pathways known from cell biology to achieve an emergent behavior of
the addressed complex system consisting of sensors and actuators. Using simple
rules that are pre-programmed into network nodes, the network becomes able
to solve aggregation or decision problems without having a global view to the
behavior of the entire system.

The rest of the paper is organized as follows. Section 2 depicts the shifting
paradigms to network-centric operation and control in massively distributed sen-
sor/actuator networks. In section 3, the rule-based state machine for localized
actuation control is explained. This description is followed by a discussion in
section 4 and a conclusion in section 5.

2 Shifting Paradigms: Network-Centric Operation and
Control

The objective of this paper is to discuss the potentials of network-centric con-
trol and operation in sensor/actuator networks. We developed a scheme based
on three principles: data-centric operation, specific reaction on received data,
and simple local behavior control using a policy-based state machine. We start
with a high-level motivation for the presented approach, followed by a detailed
description of the involved algorithms, and a discussion that is meant to be a
starting point for further contemplation.

2.1 Need for Network-Centric Control

The coordination and control of sensor/actuator networks is still an emerging
research area. Sensor networks have been enhanced by mobile robots. The re-
sulting system is continuously examining the environment using sensors (mea-
surement). The measurement data is transmitted to a (more or less) central
system for further processing, e.g. optimizations using global state information.
Then, the actuators are controlled by explicit commands that are finally exe-
cuted (actuation). Basically, this scheme is usually used because the involved
components (sensors, actuators) do not have resources that allow to cover the
global state. The scheme is depicted in figure 1 (left). The measurement and the
control loop are shown by corresponding arrows. Obviously, long transmission
distances have to be bridged leading to unnecessarily high transmission delays
as well as to a questionable communication overhead in the network, i.e. possible
network congestion and energy wastage.

The favored behavior is shown in figure 1 (right). Self-organization methodolo-
gies are used to provide a network-centric actuation control, i.e. a processing of
measurement data within the network and a direct interaction with associated,
i.e. co-located actuators. How can we build a system that behaves in this fashion
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Fig. 1. Operation and control of a SANET: centralized (left), network-centric (right)

and that shows the desired emergent behavior? We tried to adapt mechanisms
as known from cell biology as described in the next section. The result is a data-
centric message forwarding, aggregation, and processing. The key requirements
can be summarized as follows:

– Self-organized operation without central control
– Allowance for centralized ”helpers” and self-learning properties
– Reduced network utilization
– Accelerated response, i.e. in-time actuation

2.2 An Excursion to Nature - Cellular Signaling Pathways

The turn to nature for solutions to technological questions has brought us many
unforeseen great concepts. This encouraging course seems to hold on for many
aspects in technology. Many efforts were made in the area of computer technology
employing mechanisms known from biological systems [13]. For this work, we
concentrate on information transmission and reaction capabilities employed by
signaling pathways for inter-cellular communication [14].

The focus of this section is to briefly introduce the information exchange
in cellular environments and to extract the issues in computer networks that
can be addressed by the utilization of these mechanisms [15, 16]. Similar to the
structure, the intercommunication within both systems is comparable [17, 18].
Information exchange between cells, called signaling pathways, follows the same
principles that are required by network nodes. A message is sent to a destination
and transferred, possibly using multiple hops, to this target.

From a local point of view, the information transfer works as follows. The cell
expresses a specific surface molecule, the receptor. In consequence this receptor
is activated, e.g. by a change in its sterical or chemical conformation (phosphory-
lation of defined amino acids). The activated receptor molecule is able to further
activate intracellular molecules resulting in a ”domino effect”. The principle is
not as simple as described here. Many of these signaling pathways are interfering
and interacting. Different signaling molecules are affecting the same pathway. In-
hibitory pathways are interfering with the straightforward signal transduction.
To sum up, the final effect is dependent on the strongest signal. The effect of
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such a signal transduction pathway is mostly gene transcription, other possibili-
ties are the reorganization of intracellular structure such as the cell cytoskeleton
or the internalization and externalization in and out of the cell. Gene transcrip-
tion means that the cell respond to incoming the signal by production of other
factors which are then secreted (transported out of the cell), where it can induce
signaling processes in the cell’s direct environment. This process is depicted in
a simplified manner in figure 2. A cell is shown with a single receptor that is
able to receive a very specific signal, i.e. a protein, and to activate a signaling
cascade which finally forms the cellular response.

This specific response is the key to information processing. It depends on the
type of the signal and the state of the cells (which receptors have been built and
which of them are already occupied by particular proteins). Finally, a specific
cellular response is induced: either the local state is manipulated and/or a new
messaging protein is created. The remote information exchange works analogue.
Proteins, peptides, and steroids are used as information particles (hormones) be-
tween cells. A signal is released into the blood stream, the medium that carries
it to distant cells and induces an answer in these cells which then passes on the
information or can activate helper cells (e.g. the Renin-Angiotensin-Aldosteron
system [19] and the immune system). The interesting property of this trans-
mission is that the information itself addresses the destination. During differen-
tiation a cell is programmed to express a subset of receptor in order to fulfill
a specific function in the tissue. In consequence, hormones in the bloodstream
affect only those cells expressing the correct receptor. This is the main reason
for the specificity of cellular signal transduction. Of course, cells also express a
variety of receptors which regulate the cellular metabolism, survival, and death.

The lessons to learn from biology are the efficient and, above all, the very
specific response to a problem, the shortening of information pathways, and the
possibility of directing each problem to the adequate helper component. There-
fore, the adaptation of mechanisms from cell and molecular biology promises to
enable a more efficient information exchange. Besides all the encouraging prop-
erties, bio-inspired techniques must be used carefully by modeling biological and
technical systems and choosing only adequate solutions.

So, how to use the described methods to WSN and SANET operation and
control? The biological model needs to be checked and - partially - adapted
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to match the tasks in sensor/actuator networks. In the following section, we
describe and discuss a solution for network-centric operation and control based
on the described biological mechanisms.

3 Rule-Based State Machine for Localized Actuation
Control

As already mentioned, three basic mechanisms are used to achieve the demanded
goals:

– Data-centric operation – Each message carries all necessary information to
allow the specific handling of the associated data.

– Specific reaction on received data – A rule-based programming scheme is
used to describe specific actions to be taken after the reception of particular
information fragments.

– Simple local behavior control – We do not intend to control the overall system
but focus on the operation of the individual node instead (see discussion on
emergent system behavior in section 4). We designed simple state machines
that control each node whether sensor or actuator.

The complete scheme as adapted from cellular behavior is shown in figure 3.
Even though the principles are described later, the general architecture and the
behavior can be shortly explained. Depicted is a network node that has four
directly connected neighbors (A, B, C, D). The local behavior is controlled by
a state machine (π, σ) and a set of rules (RuleDB). In this example, a data
message of type x is received and transformed locally into a message of type
y. Finally, this message is distributed to all neighbors. (Remark: we consider
wireless communication. Therefore, each message that a node sends is basically
a broadcast to all neighboring nodes.)

3.1 Data-Centric Operation

Classically, communication in ad hoc networks is based on topology information,
i.e. routing paths that have been set-up prior to any data exchange. Addition-
ally, each node carries a unique address that is used to distinguish the desired
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destination. We follow the approach used in typical data-centric communication
schemes, e.g. directed diffusion [10], and replace topology information and ad-
dressing by data-centric operation. Each message is encoded as follows:

M:={type, region, confidence, content}

Using this description, we can encode measurement data as well as actuator
information (type and content). Additionally, the region is included to distin-
guish messages from the local neighborhood from those that traveled over a long
distance. Finally, the confidence value is used to evaluate the message in terms
of importance or priority. Measures with a high confidence will have a stronger
impact on calculations that those with a lower confidence. The confidence can
be changed using aggregation schemes, i.e. two measures of the same value in
the same region will lead to a higher confidence.

The following examples demonstrate the capabilities of the message encoding
for data-centric operation:

– {temperatureC, [10,20], 0.6, 20} :: A temperature of 20C was measured at
the coordinates [10,20]. The confidence is 0.6, therefore, a low-quality sensor
was employed.

– {pictureJPG, [10,30], 0.9, ”binary JPEG”} :: A picture was taken in format
JPEG at the coordinates [10,30].

3.2 Specific Reaction on Received Data

An extensible and flexible rule system is used to evaluate received messages and
to provide the ”programming” that specifies the cellular response. Even though
the message handling in biological cells is more sophisticated, the basic principles
including the processing instructions (the DNA) are modeled. Each rule consists
of two parts: a number of input values and some output: INPUT → OUTPUT.
Therefore, typical rules could look like that:

– A → B :: message A is converted to message B
– C → {} :: message C is discarded
– A∧B → C :: if both messages A and B were received, a message C is created

Using all the other information available in each message, more complex rules
can be derived:

– A(content> 10) → A(confidence:= 0.9) :: if the measured value was larger
than 10, a copy of A is created with confidence set to 0.9

– A(content= x) ∧ A(content= y) → A(content:= x + y) :: two messages of
type A are aggregated to a single one by adding their values

Again, an example is provided to reflect the capabilities of the data-centric
operation:

– temperatureC(content> 85) →alarmFire(confidence:= 0.8)
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3.3 Simple Local Behavior Control

The local behavior is controlled by simple state machines acting as sensors or ac-
tuators. Additionally, an interpreter is checking the installed rules to previously
received messages. It uses a queuing subsystem that acts as a generic receptor
for all messages and keeps them for a given time. This time control is necessary
to prevent queue overflows due to received messages of unknown type. The basic
state machines for sensing and transmitting data and receiving and acting on
data for sensors and actuators, respectively, are shown in figure 4.

The rule interpreter and its queuing system are depicted in figure 5. Basically,
this is the standard behavior of each communication system. Received messages
are stored in a local database. After a given timeout, each message is dropped
in order to keep the size of the database below a given threshold. Periodically,
the rule interpreter compares all received messages against the programmed rule
set. A matching rule terminates the search and the rule is applied.

3.4 Case Studies

Two case studies are provided in this section to elaborate the principles and
the flexibility of the proposed network-centric operation and control method for
sensor/actuator networks: first, data aggregation and emergency calls, and sec-
ondly, in-network actuation control. Both examples were also chosen in order to
show the benefits of our approach compared to traditional WSN mechanisms.

Data aggregation and emergency calls. We consider a typical scenario for
wireless sensor networks. Sensor nodes are distributed over a given area. All nodes
are equipped with sensors measuring a particular physical phenomenon, e.g. the
temperature. In order to obtain information about the territory, the measure-
ment results are transported to a given sink that analyzes the received temper-
ature information. Additionally, measures exceeding a given threshold represent
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emergency situations that must be handled separately. In both examples, we as-
sume a priority-based message forwarding scheme on the network layer.

1. Data types

Mtemp := {temperature, position, content, priority}
Malarm := {alarm, position, content, priority}

Examples:
– {temperature, [10.5, 4.89], 26, 0.1}
– {alarm, [0.8, 10.0], 75, 0.8}

2. Rule set

Aggregation:
Atemp(content)eqBtemp(content) → Ctemp(priority := priorityA + (1 −
priorityA) ∗ priorityB)
Emergency:
Atemp(content > 70) → Balarm(priority := max(priority, 0.8)

The aggregation rule combines multiple messages containing the same mea-
surement results into a single message. Such aggregated messages must be
handles with more care in the network since a packet loss of an aggregate of
n messages can be compared to n separate lost packets without aggregation.
In our example, the priority of the aggregated message is increased in order
to enable the network layer to handle this packet specifically. The emergency
rule creates new alarm packets if measurements above 70 degrees were ob-
served. Additionally, the priority is explicitly set to a high value representing
the importance of such a message.

3. Evaluation

The benefits of the aggregation and emergency example can be shown easily.
Consider the following scenario. All sensor nodes are directly connected to a
central base station. In this case, each message must travel exactly one hop
before processing. There is no possibility for aggregation to take place. In
every other case, multi hop communication is involved and multiple messages
can be aggregated. Compared to a pure central processing, the approach
always leads to a noticeable reduction of the network load.

In-network actuation control. A second example includes additional actua-
tors. Based on the temperature measurement as discussed before, temperature
control should be performed, e.g. by using AC or heatings. Such actuators are
controlled by special control messages. In the following description, only the
differences and additions to the previous example are shown.
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1. Data types

Mcontrol := {control, position, delta, priority}

Examples:
– {control, [10.0, 10.0], +5, 0.1}
– {control, [1.0, 10.0], -10, 0.8}

2. Rule set

Control1: Atemp(content! = 20) → Bcontrol(delta := 20 − contentA)
Control2: Acontrol →execute actuation command

Two types of control rules exist. The first one (Control1) can be seen as the
in-network processing part. Received messages are verified whether actua-
tion control should take place. In our example, a mean temperature of 20
degrees should be maintained. The second rule (Control2) depicts the actua-
tion initiation. After receiving a control message at an actuator, it performs
the necessary actuation as encoded in the message (after checking if it can
provide the needed service).

3. Evaluation

Similarly to the previous example, a fully connected network (all sensors and
actuators have a direct connection to the base station) will always perform
optimal in terms of network overhead. Nevertheless, such a topology is unre-
alistic considering larger areas to be observed and maintained. In this case,
each sensor message must traverse a multi hop path toward the base station.
Then, after a meaningful evaluation, the actuation control must travel back
to the actuators.

In this case study, another possible topology can be imagined that also
leads to a non-optimal operation of the proposed solution: if all sensors build
a separate network partition as well as all actuators, then the base station
will become the gateway between both networks. In this case all messages
must traverse the base, i.e. there is no overhead in terms of duplicate net-
work utilization for sensor and actuation control messages. Admittedly, this
scenario is unrealistic as well.

In conclusion, our solution for network-centric operation and control will
perform at least as good as a central base station approach and outperform
it in most realistic network scenarios, i.e. in networks consisting of a mixture
of sensors and actuators.

4 Discussion

Based on the previously stated key requirements, the benefits of the proposed
solution are reviewed in the following. Additionally, potential disadvantages or
problems are stated and discussed:
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– Self-organized operation without central control – The presented approach
is based on locally available information only. Using the flexible rule system,
arbitrary data-centric operations can be defined enabling the systems to
specifically act on each received message.

– Allowance for centralized ”helpers” and self-learning properties – Rules can
be specified to forward all unknown messages to a central ”helper”. This
system can examine the message, create according rules, and submit these
rules to replace/enhance the rules installed in the SANET nodes. Therefore,
our method provides at least limited control in a system showing an emergent
behavior.

– Reduced network utilization – The network utilization no longer depends on
the amount of measurement data to be transmitted to a base station. Instead,
the rule system is responsible if and how messages have to be forwarded to
more distant regions of the network.

– Accelerated response / actuation – The response time is much smaller than
in the centralized approach due to the shortened data paths from measure-
ment to processing, which takes place directly within the network, and the
actuation. Depending on the installed rules and their spatial distribution,
even boundaries for the response time can be derived.

Potential problems can appear through the inherent characteristics of such
self-organizing processes [20], i.e. issues such as predictability of an action, reli-
ability of the communication, and boundaries for response times must be con-
sidered. In general, there is no global state information available. Therefore,
optimal solutions for the entire network cannot be calculated based on all the-
oretically available measures. Nevertheless, depending on the rule set, solutions
can be derived that approximate the globally optimal solution quite well. An-
other issue is the necessary pre-programming of the rule sets into all the nodes.
If new algorithms should be deployed, which is easy and straightforward using
a central control, all or at least many of the distributed nodes must be changed.
Fortunately, there are already network-based reprogramming techniques [21] and
robot-assisted solutions [22] available to provide this functionality.

5 Conclusion

In this paper, we presented and discussed a methodology for network-centric op-
eration and control of sensor/actuator networks. Inspired by biological informa-
tion processing, we developed three easy to handle building blocks: data-centric
communication, a state machine, and a rule-based decision process. Using these
algorithms, the handling and processing of sensor data within the network itself
becomes possible. In particular, we demonstrated that a collaborative sensing
and processing approach for sensor/actuator networks based on local intelligence
is possible. The interaction and collaboration between these nodes finally leads
to an optimized system behavior in an emergent way.

Further work is needed in two directions: first, a detailed performance analysis
for different application scenarios is necessary in order to rate the practical
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usability of the approach depending on the scenario. Secondly, it might be helpful
if the rule sets are not ”programmed” into each node but exchanged and updated
on-demand by the nodes themselves in terms of a learning process.
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Dr. B. Krüger, Dept. of Physiology, University of Erlangen-Nuremberg,
Germany.

References

1. Estrin, D., Culler, D., Pister, K., Sukhatme, G.S.: Connecting the Physical World
with Pervasive Networks. IEEE Pervasive Computing 1, 59–69 (2002)

2. Akyildiz, I.F., Su, W., Sankarasubramaniam, Y., Cayirci, E.: A Survey on Sensor
Networks. IEEE Communications Magazine 40, 102–116 (2002)

3. Akyildiz, I.F., Kasimoglu, I.H.: Wireless Sensor and Actor Networks: Research
Challenges. Elsevier Ad Hoc Network Journal 2, 351–367 (2004)

4. Margi, C.: A Survey on Networking, Sensor Processing and System Aspects of
Sensor Networks. Report, University of California, Santa Cruz (2003)

5. Culler, D., Estrin, D., Srivastava, M.B.: Overview of Sensor Networks. Com-
puter 37, 41–49 (2004)

6. Chong, C.-Y., Kumar, S.P.: Sensor Networks: Evolution, Opportunities, and Chal-
lenges. Proceedings of the IEEE 91, 1247–1256 (2003)

7. Parker, L.E.: Current Research in Multi-Robot System. Journal of Artificial Life
and Robotics 7 (2004)

8. Kumar, V., Rus, D., Singh, S.: Robot and Sensor Networks for First Responders.
IEEE Pervasive Computing 3, 24–33 (2004)

9. Mainwaring, A., Polastre, J., Szewczyk, R., Culler, D., Anderson, J.: Wireless Sen-
sor Networks for Habitat Monitoring. In: First ACM Workshop on Wireless Sensor
Networks and Applications, Atlanta, GA, USA, ACM Press, New York (2002)

10. Intanagonwiwat, C., Govindan, R., Estrin, D.: Directed diffusion: A scalable and
robust communication paradigm for sensor networks. In: 6th Annual ACM/IEEE
International Conference on Mobile Computing and Networking (MobiCOM’00),
Boston, MA, USA, pp. 56–67. IEEE Computer Society Press, Los Alamitos (2000)

11. Batalin, M.A., Sukhatme, G.S.: Using a Sensor Network for Distributed Multi-
Robot Task Allocation. In: IEEE International Conference on Robotics and Au-
tomation, New Orleans, LA, USA, May 2003, pp. 158–164. IEEE Computer Society
Press, Los Alamitos (2003)

12. Muscettola, N., Nayak, P.P., Pell, B., Williams, B.C.: Remote Agent: To Boldly
Go Where No AI System Has Gone Before. Artificial Intelligence 100, 5–48 (1998)

13. Eigen, M., Schuster, P.: The Hypercycle: A Principle of Natural Self Organization.
Springer, Berlin (1979)

14. Dressler, F.: Efficient and Scalable Communication in Autonomous Networking us-
ing Bio-inspired Mechanisms - An Overview. Informatica - An International Jour-
nal of Computing and Informatics 29, 183–188 (2005)

15. Alberts, B., Bray, D., Lewis, J., Raff, M., Roberts, K., Watson, J.D.: Molecular
Biology of the Cell, 3rd edn. Garland Publishing, Inc. (1994)



Bio-inspired Network-Centric Operation and Control 13

16. Pawson, T.: Protein modules and signalling networks. Nature 373, 573–580 (1995)
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Abstract. This paper presents a computationally fast analytical model
to estimate the time taken for protein-ligand docking in biological path-
ways. The environment inside the cell has been reported to be unstable
with a considerable degree of randomness creating a stochastic resonance.
To facilitate the understanding of the dynamic behavior of biological sys-
tems, we propose an “in silico” stochastic event based simulation. The
implementation of this simulation requires the computation of the ex-
ecution times of different biological events such as the protein-ligand
docking process (time required for ligand-protein binding) as a random
variable. The next event time of the system is computed by adding the
event execution time to the clock value of the event start time. Our
mathematical model takes special consideration of the actual biological
process of ligand-protein docking with emphasis on the structural config-
urations of the ligands, proteins and the binding mechanism that enable
us to control the model parameters considerably. We use a modifica-
tion of the collision theory based approach to capture the randomness
of this problem in discrete time and estimate the first two moments of
this process. The numerical results for the first moment show promising
correspondence with experimental results and demonstrate the efficacy
of our model.

1 Introduction

The Genome project [1], tremendous advancement in micro-array analysis tech-
niques [2], and large scale assay technologies like cDNA array [3] are generating
large volumes of scientific data for biological systems, from microbes to homosapi-
ens. We are now in an era where our capability of generating relevant data is less
of an obstacle than our understanding of biological systems or networks. The sys-
tem simulation of biological processes is now considered an important technique
to understand its dynamics. The concept of “in silico” [4,5,6] or discrete event
based modeling has been successfully applied to study many complex systems.
Our goal is to build a similar discrete event based framework for complex biolog-
ical systems [9,12]. Our main motivation is to overcome the complexities of cur-
rent mesoscale and stochastic simulation methods and create a flexible simulation

C. Priami (Ed.): Trans. on Comput. Syst. Biol. VIII, LNBI 4780, pp. 14–41, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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framework. The mesoscale model deals with rate equation based kinetic models
and uses continuous time deterministic techniques. Such model is closely related
to a rate constant derived from measurements, which captures the experimental
boundary conditions and physical reaction dynamics. This model solves complex
differential equations corresponding to chemical reactions using numerical inte-
gration. Numerical integrations are normally computed at 10−6 time steps i.e.,
the instruction set for each equation is computed every microsecond. The current
super scalar computers with dual processors can compute around 2−3 machine in-
structions per clock cycle. Thus the maximum number of instructions that can be
supported per microsecond is about 2000 − 3000 with a 1 GHZ clock. This might
not be sufficient to solve a system of even 1000 equations (25 machine instruc-
tions per equation results in a > 10 times speed reduction). Since a biological sys-
tem involves a very large number of differential equations (> 1000), the mesoscale
model is not suitable for a large system. Also the stochastic resonance [13] specially
for protein creation and other signaling pathways are not properly captured in
the mesoscale model unless it is modified to the stochastic mode. The Stochastic
simulation models are based on rate equations, namely Gillespie technique [14]
and its variations such as Kitano’s Cell Designer [15], DARPA’s BioSpice [16],
StochSim [17], Cell Illustrator [18] etc. and it has more computational overhead
due to the random number computations at each time step. Due to the large num-
ber of protein complexes in a cell, these models lead to combinatorial explosion
in the number of reactions, thus making them unmanageable for complex signal-
ing pathway problems. These limitations of current techniques and the potential
opportunity to integrate multi-layer events under one simulation framework mo-
tivates our work.

Fig 1 presents an overview of our multi-scale discrete event based framework.
We define a biological network/system as a collection of cells which are in turn a
collection of biological processes. Each process comprises a number of functions,
where a function will be modeled as an event. A unique pathway will be defined
as a biological process consisting of a number of biological functions. The funda-
mental entity in our proposed mathematical model is an “event” which represents
a biological function with relevant boundary conditions. These event models are
then used to develop a stochastic discrete-event simulation. The interactions be-
tween cells are captured in the Biological network view. Then for every cell all
the biological processes are identified and their relationship is defined in the cell
view of the biological system. Each pathway is described by the event diagram
of the biological process. There is a considerable amount of pathway informa-
tion currently captured in different bioinformatics databases [17],[37],[38]. Thus
the completion of these event diagrams seem feasible now. All these events are
statistically modeled using the functionality of that particular biological event.
The mathematical abstraction of these events can be selected based on the com-
plexity of the event dynamics and its mechanism. This flexibility of using differ-
ent mathematical abstractions for different types of events make this technique
more attractive than π-calculus [41,42,43,44] or other types of stochastic system
modeling. This paper focuses on the modeling of one such event: ‘ligand-protein’
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Fig. 1. Multi-scale discrete event model framework

docking. We present a parametric mathematical model to compute the execu-
tion time (or holding time) for ligand-protein binding (i.e., time required for the
binding to occur) which is also computationally fast. We have already developed
a few models for modeling other biological events like (1) cytoplasmic reactions
[10][11], (2) Protein DNA binding [40] and (3) arrival of Mg2+ molecule signal
from external cell environment to trigger a pathway [39].

1.1 Related Works

Most of the work on protein-ligand docking use Brownian dynamic simulations
to model the mechanism. From the point of view of kinetics, protein docking
should entail distinct kinetic regimes where different driving forces govern the
binding process at different times [26,27,28]. This is because of the free energy
funnel created by the binding site of the protein. The funnel distinguishes three
kinetic regimes. First, nonspecific diffusion (regime I) brings the molecules to
close proximity. This is the motion created by the random collision of the mole-
cules. Second, in the recognition stage (regime II), the chemical affinity steers
the molecules into relatively well oriented encounter complexes (≈ 5 × 10−10

m), overcoming the mostly entropic barrier to binding. Brownian dynamics sim-
ulation of this regime [19] were also found to be consistent with a significant
narrowing of the binding pathway to the final bound conformation. Finally,
regime III corresponds to the docking stage where short-range forces mold the
high affinity interface of the complex structure.
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Long-range electrostatic effects can heavily bias the approach of the mole-
cules to favor reactive conditions. This effect was shown to be important for
many association processes, including those of proteins with DNA [8], proteins
with highly charged small molecules [29], and proteins with oppositely charged
protein substrates [30,31,32,33,34]. These systems have been thoroughly stud-
ied, and are frequently regarded as typical examples of binding phenomena.
Electrostatics is clearly not the only force that can affect the association rate. In
addition to electrostatics, the most important process contributing to the bind-
ing free energy is desolvation, i.e., the removal of solvent both from nonpolar
(hydrophobic) and polar atoms [35]. It is generally accepted that partial desol-
vation is always a significant contribution to the free energy in protein-protein
association, and it becomes dominant for complexes in which the long-range elec-
trostatic interactions are weak [36]. Brownian dynamics simulations to study the
effects of desolvation on the rates of diffusion-limited protein-protein association
have been reported in [19].

In this paper, our goal is to introduce a collision theory model to explain
the temporal kinetics of ligand-protein docking. This is a simplified model which
does not incorporate the effects of electrostatic forces and desolvation directly as
parameters of the model but consider their effects through the random molecu-
lar motion of the proteins in the binding environment. This simplification of the
model makes it a random collision problem within the cell and gives us a fairly
accurate but computationally fast model for the docking time estimate to be
used by our stochastic simulator. Note that the Gillespie simulator considers the
docking process as another rate-based equation (a measured quantity that encap-
sulates all the kinetic properties of the process during the experiment), whereas
our proposed model can incorporate the salient features of the docking process
along with the structural and functional properties of the protein-ligand pair.
This parametric presentation of the binding process makes the model generic in
nature and can be easily used for other cases of protein-ligand binding where
the assumptions are valid. The results generated by this model are very close
to experimental estimates. The main conclusion of our work is that the total
time required for docking is mostly contributed by the repeated collisions of the
ligand with the protein. Also because the ligand on arriving inside the cell com-
partment spends most of the time (for binding) away from the protein (to which
it binds), the effects of electrostatic force and desolvation are negligible in the
binding time estimation. However, they play a significant role in the determina-
tion of the free energy change of the docked complex [19] which in turn is used
in determining the probability of docking as stated later in the paper.

2 Analytical Model: Ligand-Protein Docking

Let us consider the docking between a protein A and a ligand B. Let the total
number of surface binding points in A be nA and that in B be nB. The number of
surface docking points to produce the AB complex is denoted by ns, such that:

ns << nA; ns << nB (1)
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Fig. 2. The protein docking mechanism

We assume that the ns docking points are all contiguous. We also assume
that if any three of the docking points is hit by the ligand during a collision,
the attractive force of the amino acid side-chain will force the ligand to change
orientation so that it can bind to the site. This assumption has a few limitations
which we will discuss in Section 5. Now, let the total probability of hitting the
site during a collision for successful docking be pf . The probability of hitting the

binding site at only one of the docking points is p1
f = (ns

1 )
(nA

1 )(nB
1 ) . Similarly, the

probability of hitting the binding site at i docking points is given by:

pi
f =

(
ns

i

)
(
nA

i

)(
nB

i

) , (1 ≤ i ≤ ns) (2)

Thus pf can be expressed as follows:

pf =
ns∑

i=3

pi
f =

ns∑

i=1

(
ns

i

)
(
nA

i

)(
nB

i

) (3)

Also, let pb denote the probability that the ligand collides with the protein A with
sufficient kinetic energy for successful docking. Hence, the total probability that
the ligand hits the binding site while colliding with the protein, pt, is given by:

pt = pb × pf (4)

In general, the process of protein-ligand association can be described by a three-
step reaction mechanism as follows:

A + B =⇐⇒k+

k− A...B ⇐⇒k+
1

k−
1

A − B ⇐⇒k+
AB

k−
AB

AB, (5)

where A...B denotes the nonspecific encounter pairs, A−B denotes the precursor
state(s) leading to the docked conformation AB [20]. If long-range interactions
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can be neglected, the first reaction step is the random collision of the protein
and ligand (A and B), resulting in a nonspecific encounter complex A...B within
the desolvation layer. To a good approximation, the limiting rate k+ of this first
regime is given by the Smoluchowski limit [21], kcoll. Indeed, the overall repulsion
of the force fields has little effect on k+. The authors in [19] report that the
typical lifetime of a nonspecific encounter complex A...B diffusing within the
desolvation layer is about 4 ± 1 ns. This value is consistent with the nonspecific
affinity between proteins that is estimated to be 102M−1 or less [22].

The third reaction step in Eq. 5 i.e., the late transition between the favorable
intermediate(s) A − B and the bound state AB, substantially differs from the
first two steps. The onset of the late transition coincides with the need to remove
steric clashes and charge overlaps in the binding mechanism. Although the first
two steps are governed by diffusion, the third is a process of induced fit that
requires structural rearrangements involving mostly side chains. [19] reports that
this late transition is not diffusive. For ligands that bind in a diffusion-controlled
(or diffusion limited) reaction, the rate-limiting step must be the diffusive search
for the partially desolvated intermediate(s) or precursor state(s) rather than the
third step, and thus k+

AB � k−
1 .

In this paper, we focus on the kinetics of the total binding process. In particu-
lar, the collision theory model incorporates the first two steps together, whereas
the Ligand axis rotation model estimates the third step.

2.1 Rotation of the Ligand Axis with Respect to Protein A

Fig 3 shows the rotation of the ligand axis to bring about the final docking
configuration. The final orientation can be reached by the rotation of the ligand

θ

Fig. 3. The rotation of the ligand axis
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axis by an angle θ, where (0 ≤ θ ≤ 2π). However, as we will see in Section 4,
this angle is often quite small ranging between (0 ≤ θ ≤ π

2 ). Also, we must have:

d11′ ≤ γ, d33′ ≤ γ, d55′ ≤ γ (6)

where, γ is the threshold distance between any two binding points of A and
B respectively for docking to occur. Note that γ can be estimated from the
structural properties of the protein/ligand interaction [45].

2.2 Assumptions

1. Only the ligand rotates, to reach the final docked conformation whereas the
protein remains fixed. In particular, we consider the relative rotation of the
ligand axis with respect to the protein axis.

2. The docking point extends out of the ligand/protein backbones at an angle
to the corresponding axis. In the analytical model, we have included both the
cases when this angle is equal to π

2 and otherwise. The subsequent numerical
results have been generated assuming an angle equal to π

2 as this is not yet
reflected in the biological databases.

3. The docking site on the ligand/protein backbones are approximated as
straight lines for ease in calculations. Note that the first step is to find
the average angle (in radians) that the binding site of the ligand axis has to
rotate to reach the final docked conformation. We assume that the binding
site of the ligand behaves like a rubber handle extending out of the spherical
ligand structure. This allows us to compute the average time taken for the
rotation of the ligand axis easily.

4. At least 3 docking points in the ligand has to come within the range of the
threshold distance of the corresponding 3 docking points in protein A for a
successful binding to occur.

5. We consider a 2-d coordinate system to estimate our results. A 3-d coor-
dinate system can be used following the same concept but the equations
become quite complicated to solve as discussed later. If 3 docking points are
considered, it is always feasible to have the three points on the same plane
where the other points are contributing to reduce the rotational threshold
energy required for binding for these three 2-d points. Thus a 2-d assumption
is appropriate for the model.

6. The docking points extend out of the protein/ligand backbones in a straight
line.

The requirement of at least 3 docking points to come within the threshold
distance of γ allows us to calculate the average angle of rotation, θavg, that
the ligand axis has to rotate for successful docking with Protein A as discussed
below.

2.3 Finding θavg

It should be noted that in the subsequent discussion all references to the
ligand/protein backbones actually applies to only the docking site of the cor-
responding backbones (which are assumed as straight lines). Fig 4 shows the
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Fig. 4. Ligand and Protein coming within threshold distance of 3 docking points

scenario when the ligand and the protein come within a distance of γ for at least
3 docking points.

Conventions

1. There are a total of ns docking points.
2. The docking points on the protein are labelled as (gix, giy) to denote the x

and y coordinates respectively of the ith docking point.
3. The points on the amino acid backbone of the protein corresponding to the

ith docking points are denoted by (g′ix, g′iy).
4. The docking points on the ligand are labelled as (hix, hiy) to denote the x

and y coordinates respectively of the ith docking point.
5. The points on the amino acid backbone of the ligand corresponding to the

ith docking points are denoted by (h′
ix, h′

iy).
6. The origin of our 2-d coordinate system is at (g1x, g1y), i.e, (g1x, g1y) = (0, 0).
7. The distance between the ith docking point and the corresponding point on

the protein backbone is given by dgi.
8. The distance between the ith docking point and the corresponding point on

the ligand backbone is given by dhi.
9. The angle between the straight line connecting the ith docking point and

the protein backbone and the straight line denoting the protein backbone is
denoted by φi.

10. The angle between the straight line connecting the ith docking point and
the ligand backbone and the straight line denoting the ligand backbone is
denoted by ψi.
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Fig. 5. Determining the angles between the axis and the docking point

11. The docking site on the protein backbone (assumed to be a straight line) is
parallel to the x-axis of the 2-d coordinate system. Thus the equation of this
straight line is y = −(dg1) sin φ1.

12. The distance between the points on the protein backbone corresponding to
the ith and jth docking points is denoted by Dgij .

13. The distance between the points on the ligand backbone corresponding to
the ith and jth docking points is denoted by Dhij .

The angles φi, (∀i) are measured from the protein axis to the straight line ex-
tending out of the axis carrying the docking point in an anti-clockwise direction
as shown in Fig 5. Similarly, the angles ψi, (∀i) are also computed.

Calculating the coordinates of the docking points of the protein back-
bone. Its fairly easy to compute the coordinates of all the ns docking points
and their corresponding contact points on the protein backbone. We will sim-
plistically sketch the process in this section.

The first docking point on the protein backbone, (g1x, g1y) is considered to be
the origin of our coordinate system. Also, because the equation of the straight
line denoting the protein axis is known, we can write:

(g1x, g1y) = (0, 0); (7)

g′1y = −(dg1) sin φ1; (g′1x)2 + (g′1y)2 = (dg1)2 (8)

From, Eq 8 we can readily calculate (g′1x, g′1y). Next, we can compute (g′ix, g′iy),
(1 ≤ i ≤ ns) by solving the following set of equations:

g′iy = −(dg1) sin φ1 (9)

(g′ix − g′1x)2 + (g′iy − g′1y)2 = (Dg1i)2; 2 ≤ i ≤ ns (10)

Next, we can estimate the coordinates of the docking points of the protein
(gix, giy), (2 ≤ i ≤ ns) by solving the following equation pair:

(g′ix − gix)2 + (g′iy − giy)2 = (dgi)2; giy = g′iy + (dgi) sin φi (11)
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Calculating the coordinates of any three docking points on the ligand.
The angle θ as shown in Fig 4 denotes the angle made by the docking sites of
the ligand backbone with the protein backbone (and equivalently the x-axis). As
mentioned before, we assume that any three docking points on the ligand come
within the threshold distance of the corresponding docking points of the protein.
Without loss of generality, let us assume that these 3 docking points are denoted
by (hix, hiy), (hjx, hjy) and (hkx, hky) corresponding to the docking points on
the protein denoted by (gix, giy), (gjx, gjy) and (gkx, gky), where 1 ≤ i, j, k ≤ ns

and i �= j �= k. Thus we can write:

(hix − gix)2 + (hiy − giy)2 ≤ γ2 (12)
(hjx − gjx)2 + (hjy − gjy)2 ≤ γ2 (13)
(hkx − gkx)2 + (hky − gky)2 ≤ γ2 (14)

Next, we can find the distance between the docking points (hix, hiy) and their
corresponding points of attachment to the ligand axis (h′

ix, h′
iy) denoted by dhi

(from the PDB database [7]) and hence:

(hix − h′
ix)2 + (hiy − h′

iy)2 = (dhi)2 (15)

(hjx − h′
jx)2 + (hjy − h′

jy)2 = (dhj)2 (16)

(hkx − h′
kx)2 + (hky − h′

ky)2 = (dhk)2 (17)

The distances between the corresponding points on the ligand axis can also be
estimated (from the PDB database) and we have:

(h′
ix − h′

jx)2 + (h′
iy − h′

jy)2 = (Dhij)2 (18)

(h′
ix − h′

kx)2 + (h′
iy − h′

ky)2 = (Dhik)2 (19)

Also, our assumption that the docking points extend out of the ligand backbone
in a straight line allows us to formulate the slope of these lines as

hiy−h′
iy

hix−h′
ix

,
hjy−h′

jy

hjx−h′
jx

and hky−h′
ky

hkx−h′
kx

. And because the corresponding angles of these lines with
the ligand axis can be estimated, we have:

⎧
⎪⎪⎨

⎪⎪⎩

tan ψi =

hiy−h′
iy

hix−h′
ix

−m

1+m
hiy−h′

iy

hix−h′
ix

, for ψi �= π
2

m
hiy−h′

iy

hix−h′
ix

= −1, for ψi = π
2

⎫
⎪⎪⎬

⎪⎪⎭
(20)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

tan ψj =

hjy−h′
jy

hjx−h′
jx

−m

1+m
hjy−h′

jy

hjx−h′
jx

, for ψj �= π
2

m
hjy−h′

jy

hjx−h′
jx

= −1, for ψj = π
2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(21)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

tan ψk =

hky−h′
ky

hkx−h′
kx

−m

1+m
hky−h′

ky

hkx−h′
kx

, for ψk �= π
2

m
hky−h′

ky

hkx−h′
kx

= −1, for ψk = π
2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(22)
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where, m is the slope of the straight line denoting the ligand axis. Note that, in
Section 4, we assume an angle of π

2 to generate the results as the corresponding
angles are not reported in the biological databases. Finally, because the points
(h′

ix, h′
iy), (h′

jx, h′
jy) and (h′

kx, h′
ky) lie on the same straight line (i.e, the ligand

backbone), we can write:

h′
ky − h′

iy = (h′
kx − h′

ix)
h′

jy − h′
iy

h′
jx − h′

ix

(23)

h′
ky − h′

jy = (h′
kx − h′

jx)
h′

jy − h′
iy

h′
jx − h′

ix

(24)

Thus, in Equations 12-24, we have 13 equations to solve for the following 13
unknown variables: hix, hiy, hjx, hjy, hkx, hky , h′

ix, h′
iy, h′

jx, h′
jy , h′

kx, h′
ky and m.

Note that, we need at least 3 docking points to form sufficient number of equa-
tions for solving all the unknown variables. To calculate θ from m, we observe
that the slope of the ligand axis is given by tan (θ), such that we have:

θ = arctan (m) (25)

Note that the slope can be both positive or negative resulting in clockwise or
anticlockwise rotations of the ligand axis. However, because we are interested
in computing the time for rotation of the ligand axis, the direction of rotation
is not important for us. Also, because the equations are nonlinear and involve
inequalities, we can only make an approximate estimate of the coordinates of
the docking points on the ligand.

Calculating θavg from θ. The next step is to estimate the average angle
of rotation, θavg. We will find the angle θ (as outlined above) considering any
3 docking points out of the possible ns points. This requires a total of

(
ns

3

)

iterations.
We next find the average angle of rotation considering 3 docking points, θ3

avg,
from the

(
ns

3

)
different θ3

i ’s (1 ≤ i ≤
(
ns

3

)
) calculated (where, θ3

i denotes the
angle computed using the above equations for the ith combination of 3 docking
points). Assuming uniform probability for all these cases, we have:

θ3
avg =

(ns
3 )∑

i=1

θ3
i(

ns

3

) (26)

Note that if greater number of docking points come within the threshold distance,
θj

avg (4 ≤ j ≤ ns) will continue to decrease. We next consider the case when more
than 3 docking points come within the threshold distance. If 4 points come within
the distance, we will have an extra 4 variables to solve (hmx, hmy, h

′
mx, h′

my).
Note that our assumptions for this coordinate system is only valid if all of these
four points are on the same plane. We will have another 4 equations by adding
the equations corresponding to this new point to the Eqs 12-14, Eqs 15-17,
Eqs 18-19 and Eqs 20-22 respectively as follows:
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(hmx − gmx)2 + (hmy − gmy)2 = γ2 (27)
(hmx − h′

mx)2 + (hmy − h′
my)2 = (dhm)2 (28)

(h′
ix − h′

mx)2 + (h′
iy − h′

my)2 = (Dhim)2 (29)

⎧
⎪⎪⎨

⎪⎪⎩

tan ψm =
hmy−h′

my

hmx−h′
mx

−m

1+m
hmy−h′

my

hmx−h′
mx

, for ψm �= π
2

m
hmy−h′

my

hmx−h′
mx

= −1, for ψm = π
2

⎫
⎪⎪⎬

⎪⎪⎭
(30)

Next we can calculate the average angle of rotation considering 4 docking points,
θ4

avg, in the same way as discussed above assuming uniform probability for all
the

(
ns

4

)
different cases as follows:

θ4
avg =

(ns
4 )∑

i=1

θ4
i(

ns

4

) (31)

This procedure is repeated to calculate θj
avg, (4 < j ≤ ns) in the same away by

adding 4 new equations for each extra docking point considered.
Finally, the average angle of rotation, θavg can be approximated as;

θavg =
1
pf

ns∑

i=3

pi
f × θi

avg (32)

2.4 Computing θavg Using a 3-D Coordinate System

As mentioned before, a 3-d coordinate system can be used in a similar way to
compute θavg. However, as this increases the number of unknown variables ap-
preciably, we need to assume that at least 15 docking points of the protein/ligand
come within the threshold distance (to solve all the equations). This greatly in-
creases the number of equations that has to be solved as well. Moreover, for
small docking sites, the assumption of 15 docking points coming close might
not be a practical way of solving the problem. Another disadvantage of the 3-d
calculations is that as we need more docking points to come close, the value of
θavg becomes less than what we estimate with the 2-d system, resulting in a
further decrease in the estimation of the time for the rotation of the ligand axis.
Fig 6 plots the rotational energy required (measured in terms of total change
in free energy reported in [19]) for different number of docking points coming
within threshold distance (varied from 3 to 15). The results were generated for
the protein-ligand pair of human leukocyte elastase and OMTKY3 where the
optimal configuration corresponds to 15 docking points coming close (as we will
have maximum chance of docking in that case) and the subsequent energy re-
quirements were assumed for lesser number of docking points coming close. We
observe that as more docking points come close, the rotational energy required
is lesser i.e., the ligand axis has to rotate less to reach the docked conformation
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Fig. 6. Dependence of rotational energy on the number of docking points within thresh-
old distance (the curve derived from the data points of [19])

indicating that the time required for rotation also decreases. Note that the re-
quirements of 3 docking points coming close for the 2-d system and 15 points for
the 3-d system is not specific to any protein-ligand pair and are a requirement
of our model to be able to compute θavg.

As we show later, the total protein-ligand docking time is primarily governed
by the collision theory component (i.e., the time required for rotation of the
ligand axis is negligible in comparison to the time taken by the ligand to collide
with the docking site on the protein), and hence the lesser accuracy of the 2-d
based computations is not a deterrent in estimating the total docking time. Also,
this reduces the number of equations that need to be solved making the model
computationally fast which is a basic requirement for our discrete event-based
simulator.

2.5 Calculating pb

We assume that the ligand molecules enter the cell one at a time to initiate the
binding. From the principles of collision theory for hard spheres, we model the
protein and ligand molecules as rigid spheres with radii rP and rL respectively
(Fig 7). We define our coordinate system such that the protein is stationary with
respect to the ligand molecule, so that the latter moves towards the protein with
a relative velocity U . The ligand molecule moves through space to sweep out
a collision cross section A = πr2

PL (as illustrated in Fig 8), where rPL is the
collision radius given by:

rPL = rP + rL
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Fig. 7. Schematic diagram of protein and ligand molecules

Fig. 8. Volume swept out by the ligand molecule in time Δt

The number of collisions during a time period Δt is determined when a ligand
molecule will be inside the space that is created by the motion of the collision
cross section over this time period due to the motion of the ligand molecule. As
mentioned before, pb denotes the probability of collision of the ligand with the
protein with enough kinetic energy for the binding to occur successfully. In time
Δt, the ligand molecule sweeps out a volume ΔV given by:

ΔV = πr2
PLUΔt

Now, the probability of the ligand molecule being present in the collision volume
ΔV is pL = 1 (it is given that one ligand molecule arrived creating a collision
volume of ΔV ).

Probability of the protein being present in an arbitrary uniformly distributed
ΔV in the total volume, V (V denotes the total volume of the cell), is pP =
ΔV.n2/V , where, n2 denotes the number of protein molecules present inside the
cell.

Thus, probability of the ligand molecule to collide with the protein during
time Δt:

pc = pL × pP = ΔV.n2/V =
n2πr2

PLUΔt

V
(33)
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We next assume that the colliding ligand molecule must have free energy EAct or
greater to overcome the energy barrier and bind to the specific protein molecule.
The kinetic energy of approach of the ligand towards the protein with a velocity
U is E = mP LU2

2 , where mPL = mP .mL

mP +mL
= the reduced mass, mL = mass (in

gm) of the ligand molecule and mP = mass (in gm) of the protein. We assume
that as the kinetic energy, E, increases above EAct, the number of collisions that
result in binding also increases [46]. Thus the probability for a binding to occur
because of sufficient kinetic energy of the ligand molecule is given by:

pr =
{

E−EAct

E , for E > EAct

0, otherwise

}
(34)

and the overall probability, po, for collision with sufficient energy is given by:

po = p(binding, Collision) = pr × pc =
{

pc
(E−EAct)

E , for E > EAct

0, otherwise.

}

The above equations assumed a fixed relative velocity U for the reaction. We
will use the Maxwell-Boltzmann distribution of molecular velocities for a species
of mass m given by:

f(U, T )dU = 4π(
m

2πkBT
)3/2e

−mU2
2kBT U2dU

where kB = Boltzmann’s constant = 1.381 × 10−23 kg m2/s2/K/molecule and
T denoting the absolute temperature. Replacing m with the reduced mass mPL

of the ligand and protein molecules, we get,

f(U, T )dU = 4π(
mPL

2πkBT
)3/2e

−mPLU2

2kBT U2dU (35)

The term on the left hand side of the above equation denotes the fraction of
this specific ligand molecule with relative velocities between U and (U + dU).
Summing up the collisions for the ligand molecule for all velocities we get the
probability of collision with sufficient energy, pb as follows:

pb =
∫ ∞

0
pof(U, T )dU

Now, recalling E = mP LU2

2 , i.e., dE = mPLUdU and substituting into Eqn. 35,
we get:

f(U, T )dU = 4π(
mPL

2πkBT
)3/2 2E

Um2
PL

e
−E

kBT dE

Thus we get:

pb =
∫ ∞

EAct

(E − EAct)4n2πr2
PLΔt

V kBT

√
1

2πkbTmPL
e
− E

kbT dE

=
n2r

2
PLΔt

V

√
8πkBT

mPL
e

−EAct
kbT (36)
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3 Computing the Time Taken for Protein-Ligand
Docking

Now, we are in a position to analytically compute the time taken for ligand-
protein docking. This can be divided into two parts: 1) computing the time
taken for the ligand to collide with the binding site of the protein molecule with
enough activation energy to create a temporary binding and 2) computing the
time taken for the rotation of the ligand axis to stabilize the binding to the
protein molecule. Note that the first part computes the time for the random
collisions until the creation of the precursor state A−B (as shown in Eq. 5) and
involves the first two steps in Eq. 5. The second part computes the time taken
for the formation of the final docked complex, AB, from A − B.

3.1 Time Taken for the Ligand to Collide with the Binding Site
of the Protein Molecule with Enough Activation Energy for
Successful Docking

Let Δt = τ = an infinitely small time step. The ligand molecules try to bind to
the protein through collisions. If the first collision fails to produce a successful
binding , they collide again after τ time units and so on.

We can interpret pt as the probability of a successful binding in time τ . Thus,
the average time for the ligand to collide with the binding site of the protein
molecule with enough activation energy for successful docking denoted by T c

1 is
given by:

T c
1 = ptτ + pt(1 − pt)2τ + pt(1 − pt)23τ + ... =

τ

pt

and the corresponding second moment, T c
2 , is given by:

T c
2 = pt(τ2) + pt(1 − pt)(2τ)2 + pt(1 − pt)2(3τ)2 + ... =

(2 − pt)τ2

p2
t

The average and second moment computations follow from the concept that the
successful collision can be the first collision or the second collision or the third
collision and so on. We find that the time for ligand-protein collisions (which is a
random variable denoted by x) follows an exponential distribution for the specific
ligand and protein used to generate the results (because the mean and standard
deviation are fairly equal as reported in the next section). It should be noted that
as we assume τ to be quite small, we can approximate the total time measurements
of binding using a continuous (exponential in this case) distribution instead of
a discrete geometric distribution. Thus as reported later, we find T c

1 ≈ T c
2 , and

hence the pdf of the exponential distribution is given by:

f1(x) =

{
( 1

T c
1
)e

−( x
Tc
1

)
, for x ≥ 0

0, otherwise

}

(37)
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3.2 Finding the Average Time for Rotation of Ligand Axis

Now to rotate the docking site on the ligand about the axis to reach the fi-
nal docking configuration, we need to have some rotational energy which is
contributed by the total change in free energy in forming the docked complex
(denoted by Ef ). Thus we have:

1
2
Idw

2
d = Ef (38)

where, Id and wd are respectively the average rotational inertia and angular
velocity of the docking site of the ligand. Now the estimates of Ef have been
reported extensively in the literature, and our goal is to calculate Id and wd.

Calculating the average moment of inertia of the ligand, Id: The mo-
ment of inertia calculation can become tricky as we have to consider the axis
of rotation as well as its distance from the ligand axis. Fig 9 illustrates the
possible orientations of the protein and ligand axis where the dotted line with
an arrow signifies the axis of rotation. Note that the protein and ligand axes
might not intersect as well in some configurations (Figs 9(b),(c),(d)). In such
cases, it becomes imperative to calculate the distance of the ligand axis from
the point about which it rotates making the moment of inertia calculation quite
cumbersome.
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Fig. 9. Possible orientations of the protein and ligand axes

We assume that the ligand and protein axes do actually intersect in all cases
(i.e. Figs 9(b),(c),(d) can never occur). This is a practical consideration because
the ligand physically collides with the protein. We also assume that the ligand
axis rotates about this point of intersection. Note that this simplifies the average
moment of inertia calculation as the intersection point will always be on the
ligand axis (and we do not have to compute the distance of the ligand axis from
the axis of rotation).
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From section 2.3 we can easily find the equations of the two lines denoting
the protein and ligand axes (as the coordinates of at least 3 points on each
line is known). Hence the point of intersection can be computed in a straight-
forward manner. Let the point of intersection be denoted by (δx, δy). Also, we
can estimate the coordinates of the beginning (denoted by (bx, by)) and end
(denoted by (ex, ey)) points on the ligand axis corresponding to the first and
last docking points 1 and ns.

Fig. 10. Approximate model of the Ligand molecule

As explained before, the docking sites of the ligand and protein axes are as-
sumed as straight lines, such that the ligand can be approximated as a sphere
(of radius rL) with a rubber handle (which is the straight line denoting the
docking site on the ligand backbone). Fig 10 explains the model. This rubber
handle on the ligand can be approximated as a cylinder with radius rd and length√

(bx − ex)2 + (by − ey)2. Note that in Section 2.5 we had modelled the ligand
as a hard sphere. However, the calculation of θavg and Id requires the docking
site of the ligand axis to be a straight line (for ease in computation). Note that,
in general, the docking site is quite small compared to the length of the entire
ligand, and thus the rubber handle assumption is quite feasible. The collision
theory estimate can still treat the entire ligand as a sphere without taking into
account the rubber handle part. However, because the docking site is approxi-
mated as a rubber handle, only this part rotates to bind to the corresponding
site on the protein and hence Id is the rotational inertia of the docking site only.
We also assume that the docking site on the ligand has uniform density, ρd, and
cross-sectional area, Ad = πr2

d. Thus we can approximate Id as follows:

Id =
∫ √

(δx−bx)2+(δy−by)2

−
√

(δx−ex)2+(δy−ey)2
ρdAdx

2 dx
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=
ρdAd

3
([(δx − ex)2 + (δy − ey)2]

3
2 + [(δx − bx)2 + (δy − by)2]

3
2 ) (39)

Calculating T r
1 : The average time for rotation of the docking site of the ligand

axis (denoted by T r
1 ) is given by:

T r
1 =

θavg

wd
(40)

However, this does not allow us to compute the second moment of the time for
rotation. We assume that the time for rotation follows an exponential distribu-
tion and hence the second moment of the time for rotation is given by:

T r
2 = 2(T r

1 )2 (41)

Thus this exponential distribution has both mean and standard deviation as T r
1

and pdf of the form:

f2(x) =

{
( 1

T r
1
)e

−( x
Tr
1

)
, for x ≥ 0

0, otherwise

}

(42)

3.3 The General Distribution for the Total Time for Protein-Ligand
Docking

The total time for protein-ligand docking can be computed from the convolution
of the two pdf’s given in Eqns 37 and 42 as follows:

f(x) = f1(x)
⊙

f2(x) =
∫ x

0
f1(z)f2(x − z) dz

where, f(x) denotes the pdf of the general distribution for the total time and
⊙

is the convolution operator. Hence we get:

f(x) =

{
e

− x
T c
1 −e

− x
T r
1

T c
1−T r

1
, for x ≥ 0

0, otherwise

}

(43)

Also we have:

T1 =
∫ ∞

0
xf(x) dx = T c

1 + T r
1 ; T2 =

∫ ∞

0
x2f(x) dx = 2[(T c

1 )2 + T c
1T r

1 + (T r
1 )2]

where, T1 and T2 are the first and second moments of the total time taken for
protein-ligand docking.

4 Results and Analysis

4.1 Problems in Validation of Our Model

Before presenting the results, we first discuss the difficulty of experimentally
validating our model. Note that we compute the average time for protein-ligand
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binding in this paper. Existing experimental results are based on estimation of
the binding rate of the ligands to a specific protein. We consider the binding
of the turkey ovomucoid third domain (OMTKY) ligand to the human leuko-
cyte elastase protein to generate the results. The experimental rate constant of
106M−1s−1 as reported in [19] is derived from these rate measurements. Hence,
the number of ligands in the cell will affect this estimate of time taken by one
single ligand to bind to the protein because the rate of reaction incorporates
the ligand concentration as well. However, our model computes the time taken
by any particular ligand to bind to the protein which should be independent
of the number of ligands in the cell. It is currently very difficult to carry out
experiments to track a particular ligand and physically compute the time. Also,
the stochastic nature of the binding process suggests that the distribution of
the time taken will have a very high variance. In other words, in some cases
the ligand requires time in microseconds whereas in other cases it might take
as long as 1 second. The results (for the ligand-protein pair identified above)
we present in the next section assume that the time taken for any particular
OMTKY-human leukocyte elastase binding has a rate constant of 106M−1s−1

(as reported in [19]) even though it cannot be a true estimate of this event. Also,
note that our model can be easily extended to incorporate the effects of multiple
ligands present in the cell on the binding rate as discussed in Section 5.2.

4.2 Numerical Results

In this section, we present the numerical results for the theoretical model de-
rived in the paper. Figs 11-15 present the results for OMTKY-Human leukocyte
elastase binding in an average human cell with 20 μm diameter. Also, the results
were generated for ns = 8 docking points on the protein/ligand. The different
parameters assumed for the numerical results are concisely presented in Table 1.
We used actual values from the from the PDB database [7] and some assumptions
as reported in [19].

Calculation of Id and wd. To calculate Id we need to know the point of
intersection of the straight lines denoting the docking sites of the protein and
ligand. Because, we need to estimate the average rotational inertia, we consider
two cases: (1) the intersecting point is at the center of the docking site on the
ligand and (2) the intersecting point is at the end of the docking site on the
ligand. Note that the coordinates of the exact set of docking points and their
corresponding points on the protein/ligand backbones have been estimated using
the LPC software [24]. Also the density of the ligand molecule is assumed to be
1.44 g/cm3 as the molecular weight of OMTKY is ≈ 6 KDalton (see [23] for
details).

The corresponding values for wd (assuming Ef = −7 Kcal/mol, from [19])
are 63.5 × 109 and 31.75 × 109 radians/sec respectively. Note that, [25] reports
that the average angular velocity of a protein molecule is in the range ≈ 109

radians/sec, which is very close to our estimate.
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Table 1. Parameter Estimation for an average Human Cell

Parameters Eukaryotic Cell

V 4.187 × 10−15m3 (average volume of a human cell)

rP 23.24 × 10−10 m (for Human leukocyte elastase)

rL 14.15 × 10−10 m (for Turkey ovomucoid third domain)

ns 8

rd 1 nm

Ef (total change in free energy) -7 Kcal/mol [19]

mP 23328.2 Dalton (for Human leukocyte elastase)

Number of ligand (OMTKY) molecules 105

mL 6047.9 Dalton (for Turkey ovomucoid third domain)

ρd 1.44 g/cm3 (for Turkey ovomucoid third domain [23])
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Estimation of θavg. Fig 11 plots θi
avg, (3 ≤ i ≤ 8), against the number of

docking points coming within threshold distance of γ = 2 × 10−10 m. Note that
instead of averaging out the

(
ns

i

)
possible cases of choosing i docking points,

we assumed that only i contiguous points can come within a distance of γ.
This is because, for the other combinations, the angle was too small making the
corresponding θi

avg too low. Thus, Eq 26 was modified as follows to generate the
results:

θi
avg =

ns−i+1∑

j=1

θi
j

ns − i + 1
(44)

As expected, we find that the angle reduces as more docking points come within
threshold distance. Also, we calculate θavg = 0.643483 radians for the specific
ligand-protein pair under consideration.
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Estimation of T r
1 . The next step is to estimate the mean of the time for rota-

tion of the docking site of the ligand axis to produce the final docked complex.
We obviously get T r

1 ≈ 1 × 10−11 and 2 × 10−11 secs for the two wd estimates
reported previously. Thus in general we can say that the time for rotation is too
small in comparison to the time for collision, T c

1 as reported subsequently. Thus
the total time for ligand-protein docking is dominated by T c

1 which corroborates
the results reported in [19].

Dependence of T1 on Δt. Fig 12 plots T1 against different values for Δt. The
average time for ligand-protein docking remains constant with increasing Δt.
The same characteristics are seen for different number of docking points consid-
ered, ns = 8, 15, 25 respectively. Though we have ns = 8 for the ligand-protein
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pair under consideration, we have reported the plots for different values of ns to
show the dependence of the average binding time on ns. The activation energy,
Eact is kept at 0 for the above plots. For, ns = 8, we find T1 = 0.000395 secs
as against 0.00025 secs as estimated from the experimental rate constant value
of 106M−1s−1. This is a very important finding from our model. It states that
for the process of ligand-protein docking no activation energy is required, i.e.
the ligand molecules do not have to overcome an energy barrier for successful
docking. Indeed, biological experiments have indicated that the docking process
occurs due to changes in monomer bonds into dimers and the resultant change
in free energy is used for the rotational motion of the ligand to achieve the final
docked conformation. Thus this finding corroborates the validity of our model.
The results were generated assuming an average of 105 molecules of OMTKY
inside the cell.

Also it can be noted that the average time for binding (= 0.000395 secs) is
very high compared to our estimate of T r

1 . Thus it can be inferred that the time
taken for the rotational motion of the ligand is negligible in comparison to T c

1 .
It is to be noted that pb as calculated above also corresponds to the number

of collisions in time Δt of the ligand molecule with the protein. And for our as-
sumption of at most one collision taking place in Δt to hold, we have to make sure
that 0 ≤ pb ≤ 1 (this is also true because pb is a probability). Thus the regions to
the right of the vertical lines corresponding to each ns plot denotes the forbidden
region where pb > 1 even though 0 ≤ p ≤ 1. This gives us an estimate of the
allowable Δt values for different ns’s such that T1 indeed remains constant. Out
estimates show that with Δt ≤ 10−8, T1 remains constant for most values of ns.

Dependence of T1 on ns. Fig 13 plots T1 against the different possible ns

values and we find that the average time for docking decreases as the total
number of docking points ns is increased. This is again logical as the ligand
molecules now have more options for binding resulting in a higher value of pf

and subsequently pt.

The stochastic nature of the docking time. Fig 14 plots the cumulative
distribution function (CDF) for the total time of binding with Eact = 0. The
time for collision followed an exponential distribution (as the calculated mean
was very close to the standard deviation). Also, because the T r

1 component is
very small in comparison to T c

1 , the overall time for binding can be approximated
to follow an exponential distribution given by Eq 37. Note that incorporating
T r

1 � T c
1 in Eq 43 we get Eq 37 implying that the total time for docking is

dominated by the exponential distribution outlined in Eq 37.
Fig 15 illustrates the dependence of the average time for docking (T1) on

the number of protein (Human Leukocyte elastase) molecules in the cell for a
fixed number of ligand (OMTKY) molecules (≈ 105). The corresponding time
of reactions estimated from the experimental rate constant of 106M−1s−1 have
also been reported. The docking time estimates from our theoretical model very
closely matches the experimental estimates in the acceptable range of the number
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of protein molecules (varied from 103 − 109 molecules as can be found in any
standard human cell).

4.3 Important Observations

1. Our model achieves the experimental rate constant estimate with zero ac-
tivation energy requirement for the protein-ligand pair under consideration
in human cells. The stochastic nature of protein-ligand binding time can be
approximated by a general distribution with pdf of the form given in Eq 43
and first and second moments given by T1 and T2 respectively. However, for
this protein-ligand pair, the total docking time can be approximated as an
exponential distribution with pdf given by Eq 37 as T r

1 � T c
1 .

2. The average time for DNA-protein binding is independent of Δt and de-
creases as the length of the docking site increases (i.e., as ns increases).

3. An acceptable estimate of Δt is 10−8 secs. Fig 12 shows the dependence
of the average time on Δt. We find that a wider range of Δt is available
(keeping pb ≤ 1) as ns decreases.

4. The mean of the total docking time (T1) decreases as the length of the
docking site (ns) increases.

5. The average angle of rotation (θ) for the ligand to reach the final docked
conformation is very small. This coupled with the fact that the average
angular velocity of the docking site on the ligand axis being very high makes
the mean time taken for rotation negligible in comparison to the collision
theory component of the docking time.

5 Discussion

5.1 Limitations of Our Model

Maxwell-Boltzman distribution of molecular velocities. The Maxwell-
Boltzmann distribution gives a good estimate of molecular velocities and is
widely used in practice. Molecular dynamic (MD) simulation measurements dur-
ing protein reactions show that the velocity distribution of proteins in the cy-
toplasm closely match the Maxwell-Boltzmann distribution. However, its appli-
cation in our collision theory model might not give perfect results. Ideally the
velocity distribution should incorporate the properties of the cytoplasm, the pro-
tein/ligand structure and also the electrostatic forces that come into play. We
plan to extend our model to incorporate more realistic velocity distributions in
the future.

3-D protein/ligand structure. Another point to note is that the pf estima-
tion can be improved by considering the 3-D structures of the protein and the
ligand. Ideally, the motifs of the protein/ligand molecules are located towards
the outer surface such that our straight line assumption of the docking sites
are quite realistic. However, the denominator in the expression for pi

f considers
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all possible atoms on the protein/ligand molecules. However, due to their 3-d
structure, not all of these molecules are exposed towards the outer protein sur-
face that the ligand can collide to. As a result our estimates of pi

f is actually
a little lower than what should be a good estimate for the same, resulting in a
corresponding decrease in pf and hence pt and a resultant increase in T c

1 and
hence T1. This might as well explain the slightly greater time reported from our
model in comparison to the experimental estimates (recall that the experimental
estimate was 0.00025 secs as against the 0.000395 secs reported by our model).

Straight line assumption of the docking sites on the protein/ligand
backbones. As mentioned before, we have approximated the docking site on
the protein/ligand axes as straight lines to simplify the computations of the
average angle of rotation θavg and subsequently the average time required for
rotation, T r

1 . However, because T r
1 � T c

1 , the T r
1 component of T1 is negligible

and the results reported from our theoretical model are quite close to experi-
mental estimates. We are working on this aspect to identify a better estimate of
T r

1 that models the actual docking process more closely.

5.2 Biological Implications

Several ligands coming into the cell for docking. If we consider several lig-
ands searching for their docking sites on the protein simultaneously, our results
still remain valid. Note that as the number of ligands increase in the cell, the
binding rate will increase. Assuming the docking time to be completely charac-
terized by the collision theory part, an analytical estimate of the binding rate in
such cases can be achieved by using the batch model of [11]. However, the time
taken for any particular ligand to bind to the corresponding protein molecule
still remains the same. Thus increasing the number of ligands should not change
the results that we report for any particular ligand. In fact, this discrepancy
arises because of the definition of the binding rate the inverse of which gives the
time required for a successful docking to occur between the protein-ligand pair.
Looking into the problem from one specific ligand’s perspective (as we do in this
paper), the average time required for docking will be the same assuming there
are enough number of protein molecules in the cell. This is a salient feature of
our stochastic simulation paradigm where we track the course of events initiated
by any particular molecule in the cell to study the dynamics of the entire cell.
However, this may cause molecular crowding (of ligands) in the cell which can
have an impact on the search time. Further studies are required to cover this
aspect of ligand-protein docking.

Funnels and local organization of sites. Local arrangement of the binding
sites of proteins tend to create a funnel in the binding energy landscape leading
to more rapid binding of cognate sites. Our model assumes no such funnels of
energy field. If the ligands spend most of their search time far from the cognate
site our model will remain valid and no significant decrease in binding time is
expected.
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6 Conclusion

We have presented a computationally simplified model to estimate the ligand-
protein binding time based on collision theory. The motivation for this simplified
model is to construct a simulation that can model a complex biological system
which is currently beyond the scope of kinetic rate based simulations. The model
is robust enough as the major contributing factors (molecular motion) are cap-
tured in a reasonably accurate way for general cell environments. For an extreme
cell environment condition, where the influence of the electrostatic force will be
significantly different, the model will not provide such accuracy. We are explor-
ing the possibility to modify the velocity distribution to capture the effect of this
extreme cell environment. However, the model is computationally fast and allows
our stochastic simulator to model complex biological systems at the molecular
level (i.e., that involves many such docking events). The proposed mechanism is
not only limited to protein-ligand interactions but provide a general framework
for protein-DNA binding. The complexity of the 3-d protein/ligand structures
have been simplified in this paper to achieve acceptable estimates of the holding
time of the ligand-protein binding event. We found that no activation energy
is required for the docking process and the rotational energy for ligand-protein
complex to attain the final docked conformation is contributed by the total
change in free energy of the complex. The proposed mechanism has important
biological implications in explaining how a ligand can find its docking site on the
protein, in vivo, in the presence of other proteins and by a simultaneous search
of several ligands. Besides providing a quantitative framework for analysis of the
kinetics of ligand-protein binding, our model also links molecular properties of
the ligand/protein and the structure of the docking sites on the ligand/protein
backbones to the timing of the docking event. This provides us with a general
parametric model for this biological function for our discrete-event based simu-
lation framework. Once the model is validated for a few test cases, it can serve
as a parametric model that can be used for all ligand-protein binding scenar-
ios where the binding details are available. This may eliminate the necessity of
conducting specific experiments for determining the rate constants to model a
complex biological process.
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Abstract. In this paper we present a new aspect of human kind life that is the 
Internet. We call this new ecosystem IBE (Internet Biologic Environment). As a 
first step in modeling of IBE we view it from point of congestion control and 
develop an algorithm that utilizes some aspects of biologically inspired 
mathematical models as a nontraditional approach to design of congestion 
control in communication networks. We show that the interaction of those 
Internet entities that involved in congestion control mechanisms is similar to 
predator-prey and competition interactions. We combine the mathematical 
models of predator-prey and competition interactions to obtain a hybrid model 
and apply it in congestion control issue. Simulation results show that using 
appropriately defined parameters, this model leads to a stable, fair and high-
performance congestion control algorithm.  

Keywords: Communication Networks, Congestion Control, Bio-Inspired 
Computing, Competition and Predator-Prey. 

1   Introduction 

The human kind is confronting a new biological life, which is the Internet. The 
Internet as a new environment has a variety of species. Internet species include the 
human, applications, software, computers, protocols, algorithms and so on. The 
interactions of these species determine the dynamics of this ecology. We believe that 
the consideration of the Internet as a biologic environment can originate two areas of 
benefits: 

Bio-Inspired Network Control 

Technology is taking us to a world where myriads of heavily networked devices 
interact with the physical world in multiple ways, and at multiple scales, from the 
global Internet scale down to micro- and nano-devices. A fundamental research 
challenge is the design of robust decentralized computing systems capable of 
operating under changing environments and noisy input, and yet exhibits the desired 
behavior and response time. These systems should be able to adapt and learn how to 
react to unforeseen scenarios as well as to display properties comparable to social 
entities. Biological systems are able to handle many of these challenges with an 
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elegance and efficiency still far beyond current human artifacts. Based on this 
observation, bio-inspired approaches have been proposed in the past years as a 
strategy to handle the complexity of such systems.  

Network-Based Biology Analysis, Design and Control  

Network analysis and modeling address a wide spectrum of techniques for studying 
artificial and natural networks. It refers domains consisting of individuals that are 
linked together into complex networks, communication networks, social networks and 
biological networks. They constitute a very active area of research in a variety of 
scientific disciplines, including communication, Biology, Artificial Intelligence and 
Mathematics. More recently, the study of communication networks has gained 
increased attention in modeling diverse areas of Internet, such as performance, 
security, congestion control, and so on. We believe that the techniques developed for 
the analysis of Internet can provide a substantial background for studying the 
structure, dynamics and evolution of complex biological networks. Hence, the 
biologists can borrow this background to study aspects such as population dynamics, 
fault tolerance, adaptability, complexity, information flow, community structures, and 
propagation patterns.  

In order to study and analysis Internet Biologic Environment (IBE), we need to 
model it. The following models can be proposed for IBE: Performance Model, 
Management Model, Security Model, Congestion Control Model and so on. In this 
paper we are going to model this new biological life of the human kind. As the first 
step the congestion control modeling is considered. The central aim of this paper is to 
obtain bio-inspired methods to engineer congestion control. 

Previous Internet research has been heavily based on measurements and 
simulations, which have intrinsic limitations. For example, network measurements 
cannot tell us the effects of new protocols before their deployment. Simulations only 
work for small networks with simple topology due to the constraints of the memory 
size and processor speed. We cannot assume that a protocol that works in a small 
network will still perform well in the Internet [4]. A theoretical framework and 
especially mathematical models can greatly help us understand the advantages and 
shortcomings of current Internet technologies and guide us to design new protocols 
for identified problems and future networks. The steady-state throughput of TCP 
Reno has been studied based on the stationary distribution of congestion windows, 
e.g. [5, 6, 7, 8]. These studies show that the TCP throughput is inversely proportional 
to end-to-end delay and to the square root of packet loss probability. Padhye [9] 
refined the model to capture the fast retransmit mechanism and the time-out effect, 
and achieved a more accurate formula. This equilibrium property of TCP Reno is 
used to define the notion of TCP–friendliness and motivates the equation based 
congestion control [10]. Misra [11, 12] proposed an ordinary differential equation 
model of the dynamics of TCP Reno, which is derived by studying congestion 
window size with a stochastic differential equation. This deterministic model treats 
the rate as fluid quantities (by assuming that the packet is infinitely small) and ignores 
the randomness in packet level, in contrast to the classical queuing theory approach, 
which relies on stochastic models. This model has been quickly combined with 
feedback control theory to study the dynamics of TCP systems, e.g. [13, 14], and to 
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design stable AQM (Active Queue Management) algorithms, e.g. [15, 16, 17, 18, 19]. 
Similar flow models for other TCP schemes are also developed, e.g. [20, 21] for TCP 
Vegas, and [22, 23] for FAST TCP. The analysis and design of protocols for large-
scale network have been made possible with the optimization framework and the 
duality model. Kelly [24, 25] formulated the bandwidth allocation problem as a utility 
maximization over source rates with capacity constraints. A distributed algorithm is 
also provided by Kelly [25] to globally solve the penalty function form of this 
optimization problem. This algorithm is called the primal algorithm where the sources 
adapt their rates dynamically, and the link prices are calculated by a static function of 
arrival rates. Low and Lapsley [26] proposed a gradient projection algorithm to solve 
its dual problem. It is shown that this algorithm globally converges to the exact 
solution of the original optimization problem since there is no duality gap. This 
approach is called the dual algorithm, where links adapt their prices dynamically, and 
the users’ source rates are determined by a static function. 

In the current paper, we use some well-established biological mathematical 
models, and apply them to congestion control scheme of communication networks to 
gain a bio-inspired equation-based congestion control algorithm.  

In section 2, we present a conceptual framework for Biologically Inspired network 
Control (BICC) and a literature about the models of interacting populations and 
explain analogy between the biological interaction and the communication networks. 
Section 3 presents a case study and introduces a methodology for applying the 
predator-prey to the Internet congestion control scheme. It gives an example and 
discusses the stability, the fairness and the performance of the introduced solution for 
its congestion control algorithm. In Section 4 we present another case study for 
applying the combinational model of competition and predator-prey models to the 
Internet congestion control scheme. The implementation consideration for the 
proposed algorithms will be given in section 5. In section 6 we talk about “how the 
system biology benefits from this work”. We conclude in section 7 with future works. 

2   A Conceptual Framework: Internet as an Ecosystem Analogy 

The first step in bio-inspired computation should be to develop more sophisticated 
biological models as sources of computational inspiration, and to use a conceptual 
framework to develop and analyze the computational metaphors and algorithms. We 
believe that bio-inspired algorithms are best developed and analyzed in the context of 
a multidisciplinary conceptual framework that provides for sophisticated biological 
models and well-founded analytical principles. In the reverse direction, the 
techniques, algorithms, protocols and analytical models, etc. that are developed for 
analysis of Internet, provide a significant background for research in bionetwork area. 

Fig. 1 illustrates a possible structure for such a conceptual framework. Here probes 
(observations and experiments) are used to provide a (partial and noisy) view of the 
complex biological system. From this limited view, we build and validate simplifying 
abstract representations and models of the biology. From these biological models, we 
build and validate analytical computational frameworks. Validation may use 
mathematical analysis, benchmark problems, and engineering demonstrators. These 
frameworks provide principles for designing and analyzing bio-inspired algorithms 
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Fig. 1. An outline conceptual framework for a bio-inspired computational domain 

applicable to non-biological problems, possibly tailored to a range of problem 
domains and contain as much or as little biological realism as appropriate. The 
concept flow also supports the design of algorithms specifically tailored to modeling 
the original biological domain, permits influencing and validating the structure of the 
biological models, and can help suggest ideas of further experiments to probe the 
biological system. This is necessarily an interdisciplinary process, requiring 
collaboration between (at least) biologists, mathematicians, and computer scientists to 
build a complete framework. 

2.1   Internet Ecology 

Consider a network with a set of k source nodes and a set of k destination nodes. We 
denote S={S1, S2, ..., Sk} as the set of source nodes with identical round-trip 
propagation delay (RTT), and D={D1, D2, ..., Dk} as the set of destination  nodes. Our 
network model consists of a bottleneck link from LAN to WAN as shown in Fig. 2 
and uses a window-based algorithm for congestion control. The bottleneck link has 
capacity of B packet per RRT. The congestion window (W) is a sender-side limit on 
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Fig. 2. General Network Model 
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Fig. 3. Internet Ecosystem Typology 

the amount of data the sender can transmit into the network before receiving an 
acknowledgment (ACK). We assume that all connections are long-lived and have 
unlimited bulk data for communication. 

In analogy, this network can be viewed as an ecosystem that connects a wide 
variety of habitats such as routers, hosts, links and operating systems (OS), and etc. 
We consider that there is some species in these habitats such as “Human”, 
“Computers”, “Congestion Window”(W), “Packet Drop”(P) and “Queue Length”(q), 
“link utilization” (u) and so on. Fig. 3 shows the typology of Internet ecosystem from 
congestion control perspective. Since these species interact, the population size of 
each species is affected. In general, there is a whole web of interacting species, which 
makes for structurally complex communities. Fig. 3 shows that the Congestion 
Window (W) is a species that lives in the hosts. Let the population of W in source Si 
be Wi (congestion window size of connection i) and assume that each organism of this 
population sends one packet in each RTT. It is clear that if the population of this 
species is increased, then the number of sent packet will be inflated; hence, the 
population size of W should be controlled to avoid congestion. In order to control the 
population size of W species, we use some population control tactics of nature. In the 
following sections, we propose a methodology to use “Perdition” and “Competition” 
tactics for this purpose. 

2.2   Types of Population Interactions  

As mentioned, we need to build and validate simplifying abstract representations and 
models of the biology. Since the population control tactics of nature are candidate to 
be used for bio-inspired congestion control algorithms, hence, let us take an overview 
of types of population interactions, to put the rest of this section in context [27]. These 
interactions can be considered between populations: 

Mutualism: Mutualism is any relationship between two species of organisms that 
benefits both species. Most people think of when they use the word “symbiosis” this 
relationship. 
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Herbivores: Herbivores eats pieces of plants, this harms the plant in some way, and 
population growth is slowed. 

Parasites: Parasites do not kill the host outright, necessarily. They might cause it to 
be weak and die for other reasons, or might make lower the birth rate.  

Predation: This interaction refers to classical predators that kill individuals and eat 
them; such as carnivores, insectivores and etc. We can summarize this interaction as 
below: 
(1) In the absence of predators, prey would grow exponentially. (2) The effect of 
predation is to reduce the prey’s growth rate. (3) In the absence of prey, predators will 
decline exponentially. (4) The prey’s contribution to the predator’s growth rate is 
proportional to the available prey as well as to the size of the predator population. 
There are no handling time or satiation constraints on predators.  

One of the first models to incorporate interactions between predators and prey was 
proposed in 1925 by the American biophysicist Alfred Lotka and the Italian 
mathematician Vito Volterra. The Lotka-Volterra model [28] describes interactions 
between two species in an ecosystem, a predator and a prey. Since we are considering 
two species, the model will involve two equations, one, which describes how the prey 
population changes, and the second, which describes how the predator population 
changes. For concreteness, let us assume that the preys in our model are rabbits, and 
that the predators are foxes. If we let r(t) and f(t) represent the number of rabbits and 
foxes, respectively, that are alive at time t, then the Lotka-Volterra model is:  
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Where the parameters are defined by: 
a is the natural growth rate of rabbits in the absence of predation, b is the death rate 
per encounter of rabbits due to predation, c is the efficiency of turning predated 
rabbits into foxes, d is the natural death rate of foxes in the absence of food (rabbits). 
For example there is a classical set of data on a pair of interacting populations that 
come close: the Canadian lynx and snowshoe hare pelt-trading records of the 
Hudson Bay Company over almost a century. Fig. 4 (from Odum, Fundamentals of 
Ecology, Saunders, 1953) shows a plot of that data. 

Fig. 4. Fluctuation in the number of pelts 
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Competition: Here two or more species compete for the same limited food source or 
in some way inhibit each other’s growth. For example, competition may be for 
territory, which is directly related to food resources. Here we discuss a very simple 
competition model, which demonstrates a general principle, which is observed to hold 
in Nature, namely, that when two species compete for the same limited resources. 
Consider the basic 2-species Lotka–Volterra competition model with each species n1 

and n2 having logistic growth in the absence of the other. Inclusion of logistic growth 
in the Lotka–Volterra systems makes them much more realistic, but to highlight the 
principle we consider the simpler model which nevertheless reflects many of the 
properties of more complicated models, particularly as regards stability. We thus 
consider. 
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Where h1, l1, r2, l2, f12 and f21 are all positive constants and the his are the linear birth 
rates and the lis are the carrying capacities. The f12 and f21 measure the competitive 
effect of n2 on n1 and n1 on n2 respectively: they are generally not equal.  

2.3   Evaluation Parameters 

We pose the objective of finding a protocol that can be implemented in a 
decentralized way by sources and routers, and controls the system to a stable 
equilibrium point which satisfies some basic requirements: high utilization of network 
resources, small queues, and a degree of control over resource allocation. All of these 
are required to be scalable, i.e. hold for an arbitrary network, with possibly high 
capacity and delay. We first specify the design objectives for the equilibrium point to 
be achieved by our system: 

1. Network utilization: Link equilibrium rates should of course not exceed the 
capacity (B), but also should attempt to track it. 2. Equilibrium queues should be 
empty (or small) to avoid queuing delays and achieve constant RTT. 3. Resource 
allocation fairness: Congested link bandwidth should be allocated fairly among the 
sources. 

Equilibrium considerations are meaningful if the system can operate at or near this 
point; for this reason we pose as a basic requirement the stability of the equilibrium 
point. Ideally, we would seek global stability from any initial condition, but at the 
very least, we should require local stability from a neighborhood. This objective is 
sometimes debated, since instability in the form of oscillations could perhaps be 
tolerated in the network context, and might be a small price to pay for an aggressive 
control. In other terms some ones believe that instability in the form of oscillations is 
better than stability that is realized through an aggressive control.  
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In summary, network flow control concerns adjustment of individual transmission 
rates of a number of sources over a set of links, subject to link capacity constraints. 
The main purpose of flow control is to fully utilize all the links in the network, while 
at the same time achieving some sort of fairness among the sources. It is also 
desirable that congestion control system operates in a stable regime. 

3  Predator-Prey Approach: Congestion Control Using  
    Predator-Prey Model 

In order to clarify the similarity between TCP/AQM1 congestion control mechanism 
and predator-prey interaction, we look at the TCP/AQM running on a network: (1) In 
the absence of packet drop (P), congestion window (W) would grow. (2) On the 
occurrence of a packet drop, congestion window size would decline. (3) Incoming 
packet rate contribution to packet drop growth is proportional to available traffic 
intensity, as well as, the packet drop rate itself. (4) In the absence of a packet stream, 
for sustenance, packet drop rate will decline. We see that this behavior is close to the 
predator-prey interaction. This similarity motivates us to use predator-prey approach 
to control population size of Wis. We define two class of predator species that can 
prey Wis Suppose that there are K species, P1, P2, …, Pk in the congested router. Pi can 
prey all the W individuals but there can be a weighting preference for Pi to prey Wi 
several times more significant to all other Wk (k≠i) individuals. A similar relation can 
also be imagined between “queue occupancy” in congested router (q) and “congestion 
window size” (W) of the sources sharing this queue. Hence the interactions of (P, W) 
and (q, W) has been considered as predator- prey interaction.  

To specify a congestion control system, it remains to define (i) how the sources 
adjust their rates based on their aggregate prices (the TCP algorithm), and (ii) how the 
links adjust their prices and queue size based on their aggregate rates (the AQM 
algorithm). We can in general postulate a dynamic model of the form 
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Since we adopted predator-prey interaction for population control of W, hence we use 
generalized Lotka–Volterra predator–prey system to drive F, G an H. This deliberation 
leads to the following Bio-inspired distributed congestion control algorithms.  
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Whereas the parameters are defined by:  
ai is the growth rate of Wi in the absence of P and q. bji is the decrement rate per 
encounter of Wi due to Pj. r is the decrement rate per encounter of Wi due to q. di is 
the decrement rate of Pi in the absence of W, that we set it to 0.8B/k. cij is the 
efficiency of turning predated Wj into Pi. m is set to Min(B, q+∑ Wi ). ej is the 
efficiency of turning predated Wj into q that we set it to 1.  

In the network context Pis are rate mismatch i.e. difference between input rate and 
target capacity di and q refers to buffer occupancy. The sources use equations (5) to 
computes its own congestion window size (TCP) and routers use equations (6)-(7) to 
adjust their Pis and q based on aggregated rates.  

3.1   Illustrative Example  

In this section, we illustrate the proposed model through of an example. We use a 
four-connection network, as given in Fig. 2. The network has a single bottleneck link 
of capacity 50 pkts/RTT, shared by 4 sources. All other links have bandwidth of 100 
pkt/RTT. All flows are long-lived, and sources always are active It is expected that 
the proposed method is applicable to solve networks that are more complicated. 

According to the proposed model in (5)-(7), we can write the congestion control 
regime of the test network in the form of equations (8)-(16). According to 
mathematical biology, in order to establish a stably operated and fairly shared 
network the effect of self-inhibitive action must be larger than inhibitive action by 
others [33]. Hence, in equations (8)-(16) any bii and cii are several times (in this 
example 18 times) larger than other bij and cij respectively.  

)16()WWW Wqmin(50,-WWW W dq

(15)10)-0.9W0.05W0.05W(0.05Wp  dP

(14)0.02q)- 0.9P-0.05P-0.05P-0.05P-(1 w dW

(13)10)-0.05W0.9W0.05W(0.05Wp  dP

(12)    0.02q)- 0.05P-0.9P-0.05P-0.05P-(1 W dW

(11)10)-0.1W0.1W0.9W(0.1WP  dP

(10)0.02q)- 0.05P-0.05P-0.9P-0.05P-(1 W dW

(9)10)-0.05W0.05W0.05W(0.9Wp  dP

(8)0.02q)-0.05P-0.05P-0.05P-0.9P-(1 w dW

43214321

432144

432144

432133

432133

432122

432122

432111

432111

+++++++=
+++=

=
+++=

=
+++=

=

+++=
=

 

In order to simulate the test network and assess its behavior, we solve the equations 
(8)-(16) numerically using Matlab 7.1. We use the following initial state in which 
each source has different window size: 

W1(0)= 1, W2(0)=2, W3(0)=4, W4(0)=6, P1(0)= P2(0)= P3(0)= P4(0)=0.1, q(0)=1 

Fig. 5 illustrates the behavior of the sources sharing the bottleneck link. It shows the 
time curves of the congestion windows size. Fig. 6 illustrates the behavior of the 
congested link and shows the evolution of marked packets counts. The throughputs of 
bottleneck link, has been given in Fig. 7.a. This throughput refers to the aggregated loads 
of all the sources in the bottleneck link. In Fig. 7.b we can find the queue size of the 
congested router. Evaluation of proposed model is done from the following perspectives.  
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Fairness- There are several ways of defining and reaching fairness in a network, each 
one leading to a different allocation of link capacities [34, 35]. We are talking here 
about fairness in the sharing of the bandwidth of the bottleneck link regardless of the 
volume of resources consumed by a connection on the other links of the network. This 
kind of fairness is called, in the literature, the max-min fairness. Other types of 
fairness however exist, where the objective is to share not only the resources at the 
bottleneck, but also the resources in other parts of the network.  

According to the simulation results in Fig.s 5 and 6, the average throughput and 
packets mark counts for each source can be summarized as in the table 1: 

Table 1. Average throughput and packet mark rate of predator-prey mode 

 Source 1 Source 2 Source 3 Source 4 
Average throughput (pkt/RTT) 10.4146 10.4365 10.4641 10.4196 
Average marked packets count (pkt/RTT) 1.0626 1.0496 1.0668 1.0515 

a. Evolution of W1 b. Evolution of W2

c. Evolution of W3 d. Evolution of W4  

Fig. 5. Behavior of the sources 

This table shows that in spite of inequality of initial states, all sources enjoy same 
amount of bandwidth of the bottleneck link and the proposed model satisfies the 
fairness metric. 

Performance-In addition to the prevention of congestion collapse and concerns about 
fairness, a third reason for a flow to use end-to-end congestion control can be to 
optimize its own performance regarding throughput, utilization, and loss. Throughput 
can be measured as a router-based metric of aggregate link throughput, as a flow-based 
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a. Evolution of P1 b. Evolution of P2

c. Evolution of P3
d Evolution of P4

 

Fig. 6. Marked packets counts trace 

metric of per-connection transfer times, and as user-based metrics of utility functions. It 
is a clear goal of most congestion control mechanisms to maximize throughput, subject 
to application demand and to the constraints of the other metrics. 
 

a. Evolution of aggregated traffic of the sources on the link 

b. Evolution of queue length in congested router (q)
 

Fig. 7. Aggregated traffic and queue trace 
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In most occasions, it might be sufficient to consider the aggregated throughput 
only. In this example, simulation results show that the aggregated traffic is 41.7348 
pkt/RTT. This throughput refers over 80% utilization on the bottleneck link. 
According to the report of AT&T research group, utilization levels in Internet links are 
routinely around 70% during the peak hours [36]. So, the achieved utilization in this 
model is good enough. Fig. 7.b, on the other hand, shows that if we set the queue 
capacity of the congested router around 20 packets then we roughly wouldn’t have 
any packet loss. The small size of queue length, also, leads to low jitter and low delay 
for those connections that share this queue capacity. 

Stability-In fact, instability can cause three problems. First, it increases jitters in 
source rate and delay and can be detrimental to some applications. Second, it subjects 
short-duration connections, which are typically delay and loss sensitive, to 
unnecessary delay and loss. Finally, it can lead to under-utilization of network links if 
queues jump between empty and full [4]. 

From the differential equation viewpoint, one usually looks at a steady state point 
and wants to know what happens if one starts close to it. A fixed point x0 of f(x) is 
called stable if for any given neighborhood U(x0) there exists another neighborhood V 
(x0) ⊆ U(x0) such that any solution starting in V (x0) remains in U(x0) for all t > 0. A 
stability analysis about the steady state is equivalent to the phase plane analysis. 
Typically, analysis of linear stability can be carried out using community matrix (in 
ecological context) and its eigenvalues examination [31], but in order to simplify we 
 

a. Closed (W1,P1) phase plane b. Closed (W2,P2) phase plane  

c. Closed (W3,P3) phase plane d. Closed (W4,P4) phase plane  
 

Fig. 8. Closed phase plane trajectory for (Wi, Pi) 
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use the numerical solution of equations (8)-(16) and use phase-plane approach for 
stability discussion. Fig. 8 shows the closed (Wi, Pi) phase plane trajectories. 

Let us examine a little more carefully the results given in Fig. 8. First, note that the 
direction of time arrows in Fig. 8 is clockwise. This is reflected in Fig. 5 and Fig. 6. 
Thus all of the trajectories converge roughly around the point (10.4,1.0), and so have 
a plausible stability near this point. This stability is similar to spiral stability in the 
context of ordinary differential equations [32]. 

Fig. 7.a, on the other hand, shows an interesting behavior of the aggregated 
traffic. This figure. shows that the aggregated traffic has decreasing oscillation level 
and converges to 43 pkt/RTT. Convergence of aggregated traffic is more obvious 
than any individual source rate in Fig. 5. This means that because of a global 
coordination between the sources, the overall behavior of the network has more 
stability than any of the sources. Fig. 7.b shows that the queue length of congested 
router approaches to less than 5 packets. Hence, not only the evolution of queue 
length has a stable regime but also short queue length leads to decrement of delay 
and jitter in the source rates. 

4   Hybrid Approach: Congestion Control Using Combination of  
     Competition and Predator-Prey Models  

In order to define a complex system precisely, we should consider all of the involved 
processes and relation among them. By this motivation, we consider the competition 
effects between the network users and develop a new equation that addresses another 
perspective of congestion control problem. Essentially the network users are 
competitive in the sense that they want to dominate network resources in order to 
maximize the individual’s QoS (Quality of Service) during its communication. In 
analogy it can be said that “all of the Wi species that share the bottleneck link 
incorporate in inter- specie and intra-specie competition in order to maximize their 
own share of link bandwidth”. Using equations (3)-(4), this competition can be 
described by the equation (17).  
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Where the his are the linear birth rates and the lis are the carrying capacities. The fijs 
measure the competitive effect of Wj on Wi.   

In order to develop a hybrid mathematical model that include both predation and 
competition effects we combine the equations (5), (6), (7) and (17). This integration 
can be described by equation (18)-(20). 
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Where the his, the lis, the fijs, the bijs, the cijs, the dis and m are defined such as in 
equations (5)-(7) and (17).  

These equations say that Wi population has multiplicative increase with coefficient 
of hi, but this growth will be inhibited by two factors: predation by P and competition 
with Wj. 

4.1   Illustrative Example  

According to the equations (18)-(20), we can write the congestion control regime of 
the test network of the Fig. 2, in the form of equations (21)-(29).  
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In this case, again Pis are the marked packet counts in the flow i, q is length of 
queue in the congested router, and Wi is congestion window size for source i. As 
mentioned in the previous section, in order to establish a stably operated and fairly 
shared network the effect of self-inhibitive action must be larger than inhibitive action 
by others. Hence, in Equations (25-33) any bii and cii are several times (in this 
example 18 times) larger than other bij and cij respectively.  

In order to simulate the test network and assess its behavior, we solve the equations 
(21)-(29) numerically, again using Matlab 7.1. We use the following initial state in 
which each source has different window size. 

P1(0)= P2(0)= P3(0)= P4(0)=0.1, q(0)=1, W1(0)= 1,  W2(0)=2, W3(0)=4, W4(0)=6 

Fig. 9 illustrates the behavior of the sources sharing the bottleneck link. It shows 
the time curves of the congestion window size for any source. After a transient 
phase, all of the Wis converge to a constant value. Fig. 10 shows the evolution of 
marked packet counts in the congested router. The throughputs of bottleneck link, 
has been given in Fig. 11.a. This throughput refers to aggregate loads of all of the 
sources in the bottleneck link (W1+W2+W3+W4). In Fig. 11.b we can find the  
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a. Evolution of W1 b. Evolution of W2

a. Evolution of W3 a. Evolution of W4  

Fig. 9. The sources behavior 

E l i f W3

a. Evolution of P1

d. Evolution of P4c. Evolution P3

b. Evolution of P2

 

Fig. 10. Marked packets counts trace 
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queue size of congested router. This queue size achieved through the 
)www wqmin(50,-www w dq 43214321 +++++++= . 

In order to reference to the results of Figs. 9-12, we note that: 

1. As we can see in Fig.s 9, 10 and 12, the source rates and the link prices (marking 
probability) track more stable behavior in compare to the predator-prey approach. In 
their steady state, there is no oscillation, and the speed of convergence to this steady 
state is more accelerated than predator-prey approach. 

b. Evolution of queue occupancy (q) in congested router

a. Evolution of aggregated loads of the sources

 

Fig. 11. Aggregate traffic and queue trace 

Tabel 2. Average throughput and packets mark rate of Hybrid model 

 
 Source 1 Source 2 Source 3 Source 4 

Average throughput (pkt/RTT) 10.88 10.88 10.87 10.88 
Average marked packets count (pkt/RTT) 1.015 1.019 1.023 1.026 

2. Fairness is achieved: at each equilibrium stage, the bandwidth is shared equally 
among sources despite their heterogeneous initial state. Table 2 shows this fact. 
3. The queue size is zero in equilibrium and around 3 packets (less than 0.1 RTT of 
queuing delay) in transient. This can be found in Fig. 11.a. 
4. According to the Fig. 11.b, after the startup transient of the first sources, bottleneck 
link utilization remains always around the 90%. 
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c. Closed (W3,P3) phase plane d. Closed (W4,P4) phase plane

a. Closed (W1,P1) phase plane d. Closed (W2,P2) phase plane

 

Fig. 12. Closed phase plane trajectory for (Wi, Pi) 

5   Implementation Issues 

There are a number of issues, which need to be dealt with in considering the 
implementation of the BICC. According to the differential equations (18)-(20), BICC 
suggests treating the congested link and sources as a processor in a distributed 
computing system. In BICC during each RTT any source needs to know the queue 
size, q, marked packets counts (P1, P2,…) and link utilization, u 
((W1+W2+W3+…)/B). Using this information, any source computes its own 
congestion window size. For instance, in the last example, source 1 receives P1, P2, 
P3, P4, q and u from congested router, and then uses equation (21) to update its 
congestion window size for the next RTT. On the other hand, the congested router 
must compute the new queue size and mark rates. Links must have access to their 
weighted aggregate flow (ΣciWi); this quantity is not directly known, but can be 
estimated from arriving packets. It receives Wi from all sources and then updates mark 
rates Pi and q.  

We remember that AQM component of BICC computes qrpbpric ij jiji += ∑  

as total measured congestion for flow i. To communicate pricei to source i the 
technique of random exponential marking [38] can be used. For dissemination of 
pricei, an ECN [37] bit would be marked at the congested link with 
probability 11 >φφ−= − whrepm iprice

i
. Assuming independence, the overall probability 

that a packet from source i gets marked is iprice−φ−1 , and therefore pricei can be 

estimated from marking statistics at each source. This price is used by source i for 
adjusting its sending rate. We make two remarks on implementation. First, BICC uses 
only local information. So this system works in a decentralized fashion. Second, such 
as REM [38], BICC can use the sum of the link prices along a multiple congested 
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links as a measure of congestion in the path and to embed it into the end-to-end 
marking probability that can be observed at the sources. 
The following algorithm summarizes the implementation process. 

BICC Algorithm: Hybrid Approach 
Congested router’s algorithm: 
At time RTT,2RTT,3RTT,… congested router: 

1- Receives Ws packet from all sources s∈S that goes through bottle link l. 
2- Computes a new queue length and  a new mark rate for all sources that use 

link l. 

3-  Computes marking probability pmi through 
            qrpbprice i

k

j
jiji += ∑

=1

  

            11 >φφ−= − whrepm iprice
i

 

3- Uses ECN to communicate the new mark rates (pmi).for all the sources that 
use link l. 

 
Source i’s algorithm: 
At time RTT,2RTT,3RTT,… source i: 

1- Receives from the congested router marked packets and computes pmi. 
2- Estimates from marking statistics the pricei: 
      )-1(log ipm

ipricei Φ−=  

3- Choose a new window size for the next period: 

        [ ]Price-i
i hWi

dt

dW
=  

We leave the algorithm of predator-prey approach because of its similarity to hybrid approach. 

6   How Does System Biology Benefit from This Contribution? 

Systems biology is an emergent field that aims at system-level understanding of 
biological systems. Cybernetics, for example, aims at describing animals from the 
control and communication theory. System biology can be summarized as: (1) 
understanding of structure of the system, such as gene regulatory and biochemical 
networks, as well as physical structures, (2) understanding of dynamics of the system, 
both quantitative and qualitative analysis as well as construction of theory/model with 
powerful prediction capability, (3) understanding of control methods of the system, 
and (4) understanding of design methods of the system, are key milestones to judge 
how much we understand the system. 

From top view our mapping directs biologists to use the theories and the results of 
researches in the area of communication network that is one of the most active 
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research areas. Especially since biological systems have networked structures it is quite 
easy to show very close similarity between biology and communication networks. By 
mapping the network theories biologist can develop new theories for study, analysis 
and control of biological systems. For example due to our contribution in this paper 
the population control tactics of the nature are very analogous to congestion control 
tactics in communication networks. Hence, it is possible to apply the current 
congestion control algorithms in some biologic applications such as pest population 
control. It is also possible to use the models and algorithms of congestion control for 
modeling and studying the population dynamics from other perspectives.  

7   Conclusion Remarks 

We have argued that Internet is a new biologic environment for human kind. One of 
the benefits of this view is bio-inspired algorithms that gain from exploiting more 
sophisticated biological models, and from being based on sound analytical principles. 
We believe that biology could benefit from the resulting sophisticated models, too. 
We have outlined what we believe to be a suitable conceptual framework including 
these various components. We have suggested how BICC models might fit into this 
framework. We have used a model based on predator-prey interaction to design a 
congestion control mechanism in communication network and have seen that with 
some consideration on parameters, this model leads to a relatively stable, fair and high 
performance congestion control algorithm. Then we combined predator-prey model 
with competition model. This hybrid model causes more stability, fairness and 
performance in compare with predator-prey approach. 

Although the experimental results indelicate the credibility of proposed models, 
but a number of avenues for future extensions remains. First, in this paper we didn’t 
study the impact of different RTT, it is one of the central parts of the future works. 
Second, with mathematical characterization of network objective such as fairness, 
stability and etc. we can use mathematical rules for setting of parameters of purposed 
model to achieve well-designed communication network.  
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Abstract. The paper presents a new approach based on process calculi
to systems modeling suitable for biological systems. The main character-
istic of process calculi is a linguistic description level to define incremen-
tally and compositionally executable models. The formalism is suitable
to be exploited on the same system at different levels of abstractions
connected through well defined formal rules. The abstraction principle
that represents biological entities as interacting computational units is
the basis of the computational thinking that can help biology to unravel
the functions of the cell machinery. We discuss then the perspectives that
process calculi can open to life sciences and the impact that this can in
turn produce on computer science.

1 Introduction

Systems level understanding of phenomena has recently become an issue in biol-
ogy. The complexity of molecular interactions (gene regulatory networks, signal-
ing pathways, metabolic networks, etc.) makes impossible to handle the emergent
behavior of systems simply by putting together the behavior of their compo-
nents. Interaction is a key point in the study of emergence and complexity in
any field and hence in biology as well where the molecular machinery inside a
cell determines the behavior of complex organisms.

Besides interaction, the other key issue to develop computer-based tools for
systems biology is incremental construction of models. We need to add something
to a model once new knowledge is available without altering what we already
did. This is an essential feature for modeling formalisms being applicable to real
size problems (not only in the biological applicative domain). Many approaches
have been investigated in the literature to model and simulate biological systems
(e.g., ODE or stochastic differential equations, Petri nets, boolean networks,
agent-based systems), but most of them suffer limitations with respect to the
above issues.

In recent times, programming languages based approaches have been pro-
posed to generate executable models at a linguistic level. We think that they
are a suitable tool to address interaction, incremental building of models and
complexity of emergent behavior. As usual in computer science, the definition
of a high level linguistic formalism that then must be mapped onto lower level
representations to be executed may loose efficiency but gain a lot in expressive
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power and usability. Being the systems in hand huge, we need such formalisms
to minimize the error prone activity of specifying behavior.

The main idea is that computer networks, and Internet in particular, are the
artificial systems most similar to biological systems. Languages developed in the
last twenty years to study and predict quantitatively the dynamic evolution of
these networks could be of help in modeling and analysing biological systems.
Recent results show that process calculi (very simple modeling languages includ-
ing the basic feature to model interaction of components) have been successfully
adopted to develop simulators [22,24,19] that can faithfully represent biological
behavior.

The correspondence between the way in which computer scientists attacked
the complexity of artificial systems and the way in which such complexity is
emerging in biology when interpreting living systems as information processing
unit [13] is very strict. Therefore computational thinking [26] is a tool that can
extremely help enhance our understanding of living systems dynamics. Com-
putational thinking expresses the attitude of looking at the same problem at
different levels of abstraction and to model it through executable formalisms
that can provide insights on temporal evolution of the problem in hand. There-
fore the basic feature of computational thinking is abstraction of reality in such
a way that the neglected details in the model make it executable by a machine.
Of course, different executable abstractions of the same problem exist and the
choice is driven by the properties to be investigated. Indeed, science history
shows us that a single model for the whole reality does not exist: our modeling
activity must be driven by the properties of the phenomenon under investigation
that we want to look at.

Process calculi have been originally introduced [15,12] as specification lan-
guages for distributed software systems. The specification can be refined towards
an actual implementation within the same formalism. Any refinement step is
validated by formal proofs of correctness. This approach is a good example of
a framework that imposes the application of the computational thinking and
therefore we work on it to obtain a similar framework for biological systems.

We here briefly and intuitively introduce process calculi (in particular we
concentrate on the β-language) to show on an example how they can be used
to model biological systems. We then investigate the potential of the approach
in a perspective vision. We first discuss how life scientists can improve their
performance by relying on software and conceptual tools that allow them to
mimick the standard activities they perform in wet labs. There are however two
main advantages to work in silico: speed and cost. Actually experiments last few
minutes instead of hours or days and the cost is extremely reduced. Once the
scientist think of having something concrete in silico can move towards the wet
lab and test in practice the hypotheses. Essentially there is an iterative loop
between in silico production of hypothesis and wet testing of them.

The longer term perspective of the approach is related to enhancement of com-
puter science. The knowledge we gain from developing linguistic mechanisms to
describe and execute the dynamics of complex biological systems could lead to
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the definition of a new generation of programming languages and new program-
ming paradigms that can enhance the software production tools now available.

2 Abstracting Biological Systems

A biological system can be studied at the molecular, cellular, tissue, organ and
population levels. The dynamic steps that drive the state change of the above
systems can be always reduced to interactions of some kind (e.g., protein-protein,
cell-cell, member-member, etc.). Actually, one of the most used concepts in sys-
tems level understanding of biology is the one of network (see Fig. 1): a structure
made up of nodes (the components of the considered system) linked by arcs (the
interactions between components). The interaction can enhance or inhibit some
activities, thus we usually observe activation arcs (ending with an arrow) and
repressor arcs (ending with a line orthogonal to the arc).

A reasonable formalisms able to model the dynamics of biological systems
must then be able to represent components and their interactions. Since networks
are essentially graphs whose arcs represent some kind of chemical/physical reac-
tion between components, a mathematical tool to represent the system could be

Fig. 1. A cell cycle pathway from the Biocarta database
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a stoichiometric matrix [17]. Rows and columns are components, the entries store
some quantitative measure characterizing the interaction of the corresponding
components. Although the matrix contains all the relevant information, its size
is extremely large for practical useful systems.

Computer science, executable, formalisms that resemble the stoichiometric
matrix are the ones based on multi-set rewriting (e.g., P systems [18,5] or variant
of Petri Nets, e.g., [10]). The main limitation of the stoichiometric matrix as
well as of these computer science formalisms is that they need to represent in
the description of the model all the possible configuration in which the network
can pass and all the possible interactions explicitly. No emergent behavior can
arise from the execution or the analysis of the model if it has not been explicitly
modeled.

Since biological networks exhibit combinatorial features, i.e., the number of
possible configurations of the network grows exponentially with respect to the
number of components, the explicit representation of all the configurations is
a difficult, time-consuming and error-prone task. Summing up the approaches
mentioned above are mainly used and suitable to systematize the knowledge on
dynamics of systems and to make it unambiguous. The main applications are
then storing and comparison of models.

Another important feature of models is however the predicting power that
can help designing new experiments to discover new knowledge. To stress the
heuristic value of a model, we think that it is better to have an intentional de-
scription of the system whose dynamics as well as the set on intermediate step
and configuration is determined by the execution of the model. In other words
we are looking for a formalism that allows us to represent the components of the
network and a set of general rules that provide information on how components
may interact. Then, ”in silico” experiments (i.e., execution of the model) provide
us with possible scenarios of interaction (i.e., with possible network configura-
tions that the system can pass through). As an example, we list the proteins in a
system and their slectivity/affinity or binding/unbinding parameters and we let
the execution of the model to predict which are the actual interactions and/or
complexation/decomplexation of the proteins.

Since the most similar artificial systems to biological networks are networks
of interacting computer or of interacting software programs, we re-use in the life
science domain description languages like CCS [15], CSP [12] and then π-calculus
[16] that have been invented to model and study properties of distributed and
mobile software systems. Actually, the first process calculus applied to biological
problem has been the stochastic π-calculus [20] (also supported by automatic
available tools for simulation [22,19]) that opened a field of research that is more
and more populated of calculi adopted for biological modeling. To mention a few
of them we recall BioAmbients [23], CCS-R [6], PEPA [1].

The abstraction principle underlying this approach [24] is that any biological
component is represented by a program. The interaction between biological enti-
ties is then represented as an exchange of information between programs. Since
in a distributed software system in which many programs run simultaneously the
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information exchanged between them makes the future behavior of the system
change, the interactionbecomes the basic step of state change exactly as it happens
in biological networks. We slightly refine this principle by equipping communica-
tion links with types that define the sensitivity of the biological component they
belong to (see Fig. 2).

Fig. 2. Abstraction principles to model biological systems - figure prepared by A.
Romanel and L. Dematté

The linguistic level of the calculi allows us to have representations that grow
linearly with the number of components of the net, while only the execution
of the model faces the exponential number of configurations that the network
can reach. The selection of the next state from the current configuration is
driven by the quantities that express the affinity of interaction through the
implementation of a stochastic run-time engine based on the Gillespie’s algorithm
[9]. Therefore, the execution of a model provide us with the variation over time
of the concentration of the components that form the system, i.e., the execution
of a model corresponds to the stochastic simulation of the system.

The other property that makes process calculi good candidates to overcome
the actual limitations of modeling approaches is the so-called compositionality or
capability to build models incrementally. Most of the current approaches allow
to increase the size of a model by adding new knowledge to it and performing
a partial rewriting of the current available model (think of ODE when adding
new variables, or rewriting systems when adding new interacting elements – one
needs to take care of the new comers variables or components in the existing
equations or rewriting rules). This is clearly an obstacle to the scalability of
the approach towards genome-size and organism applications. Since the combi-
natoric features of networks are handled in process calculi at execution time,
the description of new elements can be implemented just by adding to the pool
of already existing programs the new one describing the new biological entity and
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by adding to the affinity rules the values describing the interacting capabilities
of the new entity. Then the run-time engine will take care of the new program
according to its interaction capabilities. This is common practice in software de-
velopment where interfaces of programs are defined to let them interact without
the need of re-coding their internal structure. As an example see Fig. 3 where
the interface of the β-workbench introduced in the next section is reported. The
rectangles represent the bio-processes, i.e. the biological elements, and the arcs
their interaction capabilities. Adding new elements to the system is just a mat-
ter of introducing a new box with the corresponding interaction arcs. The code
generator will then take care of the new possible behavior of the overall system.

Fig. 3. The modeling interface (β-designer) of the β-workbench

Most of the process calculi mentioned above have been applied to biological
problems although they have been defined for computer science modeling. The
result was a feasibility study of the potentials of these calculi to model and
simulate biological systems. At the same time some limitations emerged at the
modeling level. Hence, many researchers defined new variants and extensions
of the existing calculi to directly address biological features. Among them we
mention the Brane calculi [2] designed to model membrane interactions, the κ-
calculus [7] designed to model complexation and decomplexation, SPICO [14]
designed to add object-oriented features to stochastic π-calculus, β-binders [21]
designed to exploit the notion of interface of biological entities and introduce
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a sensitivity/affinity based interaction. In fact all the calculi defined before β-
binders have been implicitly assuming that two structures can interact only if
they are exactly complementary (a perfect key-lock mechanism of interaction).
Besides stochastic π-calculus, β binders is the only process calculus equipped
with a stochastic simulation engine [25]. Since β binders is the last process
calculus defined and enjoys properties that the previous proposals do not have,
in the next section we introduce the basics of process calculi relying on β binders.

3 The β Workbench

We present in this section a frame to model and simulate biological systems
relying on process calculi. The β workbench (hereafter βWB) is based on beta
binders and it is made up of three components: the β language with its stochastic
abstract machine, the β designer (see Fig. 3) to help modeling activities and the β
plotter (see Fig. 4) to inspect the results of the simulations. Since the purpose of
the paper is to illustrate the perspectives of applying process calculi in modeling
biological systems, we concentrate here only on the β language and we refer the
reader to [25] for more details on the βWB.

Fig. 4. The output interface (β-plotter) of the β-workbench
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Every biological entity is represented as a box (e.g. a protein, a cell, a mem-
ber of a population) with a set of interfaces through which the entity interacts
with other entities (e.g. a set of receptors). Any box contains a small program
describing the activities that the box can perform in response to stimuli on its
interfaces (e.g., conformational changes, activation or deactivation of other in-
terfaces). A whole biological system is composed of a set of boxes (proteins,
cells, populations) each of them equipped with a unique name (species) and an
arity determining the available numbers or concentration of biological entities
abstracted by the box in the system. Note that a box can pass through different
states according to the configurations of its interfaces and its internal program
without the need of changing its unique name (species) in the model. For in-
stance, Fig. 6(a) represents graphically a box where b1 is the unique name of the
box and 17 is the number of the copies of the box available in the system (the
concentration of the corresponding component); P inside the box is its internal
program (how the box works in response to stimuli on interfaces); and rectan-
gles, triangles and circles on the border of the box are the interfaces. The color
of an interface denotes its type, while xi denotes its name and si is the stochastic
parameter describing a continuous time exponential distributions. The type of
an interface is used to determine the affinity of interaction between boxes. In
fact the run time engine is based on a function α between types that provides a
quantity expressing the propensity of interaction. Finally the parameter si is a
stochastic information needed to drive the simulation of the system. Interfaces
can be active (rectangles), or hidden (circles) or complexed (triangles). An in-
terface can become hidden for instance when forming a complex that following
a conformational change makes a binding side hidden by its three dimensional
structure. An interface can become complexed when two boxes glue together by
that interface.

The actions that a box can perform are either internal to a box (monomole-
cular operations), or they affect two boxes (bimolecular operations) or they are
driven by global conditions on the system (events). Monomolecular operations
manipulates interfaces through hiding and unhiding, creating new interfaces or
changing the types (i.e., interaction capabilities) of existing interfaces. Further-
more they may allow interaction between different part of the same box or may
decide to kill the box. These operations are graphically represented in Fig. 6(b).
Bimolecular operations involve two boxes and allow them to interact. Inter-
action is implemented via exchange of information between the two boxes or
via complexation or decomplexation of interfaces. The speed and probability of
interaction is driven by the affinity function over the types of the interfaces se-
lected for the current interaction. These operations are graphically depicted in
Fig. 6(c).

Events are global rules of the execution environment triggered by conditions
such as comparison with threshold on concentrations of boxes or existence of
a given species in the current state. We can also check whether a given step
or simulation time is reached. The actions associated with conditions can be
deletion or creation of boxes, joining of two boxes into one or the splitting of
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a a box into two. The notion of event inherited from event-based programming
allow us to control the context in which the phenomenon under investigation
is happening. Furthermore, events easily allows us to perturbate the system
modeled and to analyse the new behavior. Perturbation of models is an essential
feature if we want to develop an in-silico lab. In fact most of the experiments are
the observation of the reactions of a system to some pre-defined perturbations.

The selection of the actions to be performed is driven by the Gillespie’s al-
gorithm in connection with the flow of control of boxes coded in their internal
programs.

Fig. 5. Hierarchical structures. Compartments are uniquely identified by sequences of
natural numbers. The largest one is identified by 0 and it contains three comparments
identified by 02, 01 and 03. Furthermore, the compartment 02 contains the compart-
ment 024.

Due to the large number of membranes existing in biological systems, an
important feature to model real case studies is the ability of expressing com-
partments. The need of adding spatial information to models is also in computer
science when modeling distributed software systems. For instance, it is impor-
tant to partition a system into administrative domains to associate privileges
with them and to check security polices. Two approaches have been adopted in
process calculi: explicit representation of domains into hierarchical structures as
in the ambient-family calculi [3] or implicit representation of domain through
the notion of location of a program [4]. We focus here on the implicit approach
because it allows us to maintain a flat structure of boxes still describing com-
partments [11]. Flat structures are more efficient to implement simulators. We
only need to associate every box with a location. Then all the boxes in the same
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Fig. 6. Boxes, monomolecular and bimolecular operations. (a) Representation of a bi-
ological entity named B1 of 17 copies are available. The internal program P drives the
behavior of the entity and the interfaces specify the interaction capabilities. Rectangle
interfaces are active sites, triangle interfaces are complexed interfaces and oval repre-
sents hidden sites. The color of the sites denotes their type or interaction affinity. (b)
The set of available monomolecular actions. The first one is just an internal updating
that affect the P program. The other actions are needed to manipulate interfaces. Note
that the kill action affects the number of available copies of the entity. (c) Bimolecular
actions model exchange of information (the first action) or creation and destruction of
complexes (the last two actions).
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location are interpreted as being in the same compartment. Hierarchy of com-
partments is then obtained by imposing a containment relation over locations.
A practical solutions is to use a tree-structure imposed by indexes similar to the
ones of Dewey. For instance, consider the system represented in Fig. 5. The box
bi is represented by 024, bi or the box bj by 03, bj, where locations are paths in
the hierarchy. Furthermore, the the fact that b1 and b2 are in the same compart-
ment is rendered by using the same location 01 for both b1 and b2. Summing up,
process calculi are suitable to represent compartments as well.

4 Potentials

The perspectives that emerge from the biological modeling based on process
calculi are both in the life science domain and in the computer science domain.
As far as life science is concerned, the predictive power of the approach could be
exploited to inform wet biologists and help them planning focused experiments.
An application is the description of a systems and then the study of its behavior
under predefined perturbations. A perturbation in our approach is simply the
adding of a new program to the set of the ones defining the system and inspecting
the results of the new execution of the model. Clearly this capability is of interest
both in better understanding the aetiology of diseases and in the definition of
new drugs that exactly act on the causes of diseases. Note that the perturbation
of a system can be caused by environmental factors in the case of diseases or
by drugs when we want to inspect whether a molecule can stop or even prevent
a disease. Furthermore, we can also think of perturbation caused by molecules
contained in foods to test their toxicity or their actions on some diseases (for
instance nutrigenomics could benefit from this approach).

Biology is mainly driven by quantities that emerge from real experiments.
Hence we need to connect wet experiments and models in such a way that the
available knowledge is used to inform simulators and hence constrain their levels
of freedom. The iteration of these action should lead to an exact model of the
phenomenon considered. To address this issue the bayesian inference of rate
parameters from measures of concentrations at different times seems to be a
promising approach.

Since process calculi are linguistic constructs to describe the dynamics of sys-
tems, they could heavily influence the definition of exchange model formalisms
like SBML [8]. In fact, one of the main limitation of xml-based approaches is the
inherent ambiguity of the descriptions that makes it hard to develop automatic
translators into formal tools for analysing and simulating systems. Process calculi
based notation could integrate SBML-like description languages to limit ambi-
guity and hence improve the already valuable usefulness of SBML. Of course,
adding a degree of dynamics to static xml-based descriptions could be of interest
also for computer science applications.

The real challenge we face in modeling biological systems is the definition of
artificial systems that resemble the real biological behavior at a level of details
that allows us to use them in place of animal models of diseases. This goal is still
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far from being available, but we need to work in that direction by addressing
real biology and by letting us driven by biology if we want our community to
grow and to be beneficial for life scientists.

The impact of the proposed approach on computer science can be further
explained in terms of medium and long term goal. The medium term goal is the
development of a set of quantitative tools for the modeling and analysis of com-
plex artificial systems like sensor networks or hybrid large networks. Performance
prediction, load balancing and pricing are all issues that deserve quantitative
frameworks that share the incremental properties we showed for the βWB.

Another huge applicative domain that could benefit of the outcome of bio-
logical modeling is the one of web-services. In fact, orchestration and contract
negotiation is an interaction which is inherently not key-lock. Hence understand-
ing how biological interaction is driven and modeled could provide breakthrough
insights on the definition and implementation of new and better web-services.

Long term goals concern the definition of new computational models and new
programming languages that allow us to build software systems that are more
robust, fault tolerant, secure than the current ones. All the mentioned properties
are typical of biological systems, but are lacking in the actual artifacts. If we can
enhance our understanding of biological functioning, we could get inspiration for
a new generation of software developing environments.

5 Conclusions

The new field of computational and systems biology can have a large impact on
the future of science and society. The engine driving the new coming discipline
is its inherent interdisciplinarity at the convergence of computer science and life
sciences. To continue fueling the progress of the field we must ensure a peer-
to-peer collaboration between the scientists of the two disciplines. In fact if one
discipline is considered a service for the other the cross-fertilization will stop
soon. We must create common expectations and really joint projects in which
both computer science and biology can enhance their state-of-the-art.

We must ensure a critical mass of people working in the field and a com-
mon language to exchange ideas. This is a major problem in current collabora-
tions due to the lack of curricula that form people to work in this intersection
area. We must invest time and resources in creating interdisciplinary curricula
(together with new ways of recruiting people considering interdisciplinarity an
added value) to form the new researchers of tomorrow.

Summing up, although a lot has still to be done, we started a new way of
making science that can lead in the next years to unravel the machinery of
cell behavior that in turn can lead to the creation of artificial systems enjoying
the properties of living systems. Computational thinking is different way of ap-
proaching a problem by producing descriptions that are inherently executable
(differently, e.g., from a set of equation). Furthermore the same specification
can be examined at different level of abstractions simply by building a virtual
hierarchy of interpretations. This a common practice in computer science where
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artificial systems are usually defined and described in layers depending on the
growing abstraction from the physical architecture.
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Abstract. Mathematical and computational modelling are research ar-
eas with increasing importance in the study of behaviour in complex
biological systems. With the increasing breadth and depth of models un-
der consideration, a disciplined approach to managing the diverse data
associated with these models is needed. Of particular importance is the
issue of provenance, where a model result is linked to information about
the generating model, the parameters used in that model and the papers
and experiments that were used to derive those parameters. This paper
presents an architecture to manage this information along with accom-
panying tool support and examples of the management system in use at
various points in the development of a large model.

1 Introduction

Recent years have seen the proliferation of computational and mathematical
modelling for studying the behaviour of complex biological systems. Biological
models have grown from the small scale and specific, such as [12] (squid axon)
to whole organ models as described in [17] (Noble/Hunter heart model). The
emerging discipline of Systems Biology deals with the latter category, where
models of small aspects of physiology are used in synergy to bring a system level
understanding.

As the scale of modelling projects grows, it becomes increasingly difficult to
keep track of information pertaining to the models being used. Such information
includes not only primary data, such as the encoding of a model or the resulting
time course of a variable, but also meta-data that provides extra detail about the
construction, origin and use of the primary data. It should be possible to trace
the analysis of a model from end-to-end: from a modelling result to a model and
the modelling decisions on which it was based and from there to experimental
and literature sources for those decisions. This information trail needs to be
continually reviewed and updated by experimentalists and modellers alike to
support and justify results and to maximise reuse of previous research.

To achieve these goals a complete information management architecture for
Systems Biology is needed. This architecture should capture data from all the dis-
tributed work areas of a multi-disciplinary project and allow data to be searched
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and amended as necessary. Stored information should integrate directly into
modelling tools. Output from models should also be made available along with
the supporting information used to produce those results.

In this paper we present such an architecture. The overall aims of the archi-
tecture are:

End-to-end management. Integrate data from every stage in the modelling
process.

Separation of data and meta-data. By clearly separating model meta-data
from model definitions, experimental data and other supporting information
we can permit the management of model meta-data while allowing existing
model and result storage formats to be used unchanged. This results in a
framework which is ‘light-weight’ in the sense that it can be adopted with a
minimum of changes to existing patterns of work.

Separation of modelling issues. Data about models, parameters and papers
should be stored separately to enable easier re-use.

Modelling tool compatibility. Do not lock users to a particular modelling or
analysis tool, but provide facilities to integrate stored data with a variety of
tools.

Automation. Integrate our tools directly with modelling tools to automate
model alteration, execution and storage tasks.

Distributed access. Provide access to all the facilities of the architecture, in-
cluding model execution, through a standardised web-interface. This eases
the capture of information from biologists and modellers alike.

In [6] we provided a biological meta-model, a high level view of biological
modelling and how it can be organised. The present paper describes a service
based architecture to manage the various information used in biological mod-
elling, presenting a multi-component model of Glucose Homeostasis in human
hepatocytes as a case study.

Although this paper is concerned with biological modelling, we do not address
in detail any specific biological or modelling results. The outcomes presented
pertain to more efficient and effective modelling in general, rather than any model
or models in particular. We address the methodology of building large scale
biological models by applying modern computer science techniques to Systems
Biology, rather than deliberately advancing computer science itself.

2 Related Work

2.1 Data Management

Databases are available to manage several areas related to Systems Biology. Bib-
liographic databases such as Endnote are in common use. Similarly, laboratory
information management systems (LIMS) such as ConturELN, Water eLab Note-
book and DOE2000 are widely used for capturing and managing experimental
information.
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These tools are a useful part of modern research methods. However, they
contain many features that clutter an end-to-end modelling driven approach.
LIMS systems, for example, emphasise the process and consumable maintenance
aspects of experimental work which are of little interest to modellers.

Our framework emphasises light-weight, simple tools that are integrated to
capture and link information specific to modelling. The modular nature of our
work means that future development of the architecture could connect directly
to the databases used by LIMS and bibliographic systems, to make existing data
repositories available in a modelling context.

2.2 Software Engineering Tools

Modelling for biology has features in common with traditional software engi-
neering. Models are often software artefacts that evolve through a number of
different versions. Models can be based on the work of teams of distributed re-
searchers, like software, and communication and a shared understanding between
these collaborators is vital to success. Software, like models, usually connects to
configuration information (parameters) that need to be carefully tracked and
managed.

There are a variety of tools for helping manage information pertaining to
software projects. These vary from simple version control systems like CVS [5]
and Bitkeeper [10] up to more sophisticated CASE tools [7].

Despite their superficial similarities, there are some fundamental differences
between software engineering and biological modelling. The root of these differ-
ences is that modelling is an exploratory (divergent) discipline, where the only
fixed goal is that of increased understanding, whereas software engineering is
designed to converge on a single working solution to a known problem. This
results in a number of differences between the two disciplines.

Version control. In software a new version almost always represents an im-
proved version either with more features or with errors removed. In mod-
elling, a new version may represent a test of a modelling hypothesis, which
does not necessarily represent an improvement on an old model. Several
parts of the model may be subject to this hypothesis testing.

For example, a pathway model may be based on two signalling cascades A
and B, each of which includes a number of reactions. The choice of reactions
to model can have several versions in both cascades, giving rise to versions
A1, A2 and A3 for one cascade and B1, B2 and B3 for the other. It may
be useful to test combinations of these, such as A1 with B3 and A3 with
B2, particularly if these combinations of reactions enable different types of
cross talk between the cascades. This combinatorial testing is very rarely
needed in software and is therefore difficult to achieve with software version
systems.

Configuration management. Software configuration is designed to be kept
consistent and to avoid contradictions. Biological information used in model
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configurations, such as model parameter data, is not only constantly chang-
ing but there can be many conflicting theories about the same part of the
system at one time.

Multi-disciplinary teams. Software development tools are designed for users
who are highly computer literate. Modelling projects have diverse multi-
disciplinary contributors, many of whom can benefit from access to modelling
software even when they are not proficient in these types of tools. Modelling
tools should address the accessibility and usability concerns raised by these
diverse teams.

2.3 Collaboration Tools

There are other distributed collaboration environments designed to manage and
share information. Examples include wiki-based systems such as Wikipedia [21]
and more structured working environments like BSCW [4].

These systems can be very powerful when applied in the right environment.
However, they are generic solutions and are not specifically designed to tackle the
problems of biological modelling. Generic solutions can capture all the necessary
data but their open-ended nature make tool support and integration with other
software much more difficult. Our system constrains the type of data stored in
order to maximise automation, allowing relevant information to interface with
a variety of tools and presentations. Examples of this can be seen in section
5.4, where we interface parameter information and model results with common
modelling and visualisation tools.

2.4 Model Repositories

Repositories of modelling information are becoming increasingly common. The
biomodels.net project [18] is a repository of models based on the Systems Biology
Markup Language (SBML) [13], a standard language for representing models of
biochemical reaction networks.

To increase the accessibility of such models, an annotation standard has been
proposed, the Minimal Information Requested In the Annotation of biochemical
Models (MIRIAM) [19]. The standard is at an early stage, but aims to aug-
ment the SBML descriptions of models with meta-data providing provenance
information, including links to existing databases.

Our work addresses the concerns raised by the MIRIAM standard. We provide
tools to apply extensive meta-data descriptions of all parts of a model, including
author and provenance information. Model meta-data can be linked to existing
repositories of biological information. We take this one stage further by address-
ing model results. We differ from MIRIAM in that we separate model meta-data
from the model itself, to facilitate the reuse of data in separate models.

We do not specify what modelling technology is used to implement the models
themselves, and our architecture would allow SBML models to be linked to model
meta-data and executed using one of the existing SBML model integration tools.
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3 Architecture Description

Figure 1 shows an overview of our service architecture, presented as a UML2
component diagram. The key features of the architecture are as follows:
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Fig. 1. Service based architecture overview

– Each specific area of modelling is managed by a service, which includes a
database and a variety of tools to present and manage this information as well
as connect it to other services. Services are implemented as Web Services,
exposing their functionality via XML-RPC [20]. The tools described in this
paper are built on top of these services. Using a standardised access method
like XML-RPC makes it easier for third party tools to gain access to the
facilities provided by each service.

– Our architecture manages only the meta-data about each element of biolog-
ical modelling, providing links to the data itself. Thus, entries in the paper
service can contain references into Pub-Med [1] and other bibliographic data-
bases, parameter entries can contain references to relevant ontologies such as
the gene ontology [3] and other data sources while model entries point to the
model files that implement each model. Our services provide the necessary
information to make modelling decisions and links as the means to obtain
more detailed information, as necessary.

– Data about one model can be spread across several services, including paper,
experiment and parameter information, rather than embedding this informa-
tion into the description of the model itself. This means the parameters and
the supporting information are independent of the model and can be refer-
enced and reused by subsequent models.
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– Data in the architecture is stored as XML in the native XML database
eXist [16]. Where possible we have used existing XML languages such as
BIBTEXML [9] and the Composite Model Description Language (CMDL)
[15]. Using XML allows us to make use of the wealth of tool support for XML
data, making it easier to present this information through a web browser,
query stored data and integrate this information with modelling tools.

A possible use-case for the architecture is as follows:

1. Experimental work takes place and results are uploaded to the experiment
service.

2. Literature pertinent to the model and experiments under consideration is
studied and relevant papers uploaded to the paper service.

3. Using information from the paper and experiment services, model design
begins. The design requires a number of parameters which are uploaded to
the parameter service. Other parameter values may be missing, and further
experimentation and literature search may be necessary.

4. A complete version of the model is uploaded into the model service.
5. This model is executed a number of times, generating a number of results.

During this process, further possible values for each parameter are added to
the parameter service, along with justifying information. These new values co-
exist with the initial ideas for these parameters, as described in section 5.2.

6. These results are analysed, motivating further experimentation and the de-
velopment of further models.

4 Tool Support

The service architecture is supported by a number of software tools for uploading,
browsing and applying stored data. Web-based tools provide distributed access
to the various services. The Model Run Manager brings together all the services
and demonstrates the full end-to-end potential of the architecture. There are
also more isolated tools to attend individual services.

4.1 Web Tools

To increase accessibility, several of the services have been exposed on our project
web page. The paper, experiment and parameter services can all be searched on-
line and paper information can also be uploaded. In addition, the web page access
to the parameter service allows new values to be added to existing parameters,
new paper or experiment origins added to values and notes on parameters to be
edited.

Figure 2 shows a parameter under display via the web tool. Links provide
access to justifying papers for each value. The various buttons allow other users
to edit notes, add values to this parameter or add a justifying origin for an
existing value.
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Fig. 2. Parameter display web tool screenshot

4.2 Model Run Manager

The Model Run Manager (MRM) is a graphical tool, designed to wrap the
various services and integrate this data through model execution. MRM offers
the following features:

– Read model descriptions and display information about parameters and in-
puts to those models, along with any visualisations of the model.

– Display and update information about parameters and parameter references
in the parameter service and linked services.

– Perform model executions based on chosen parameter values and inputs, in-
voking the underlying model execution engine (such as Mathematica) with-
out further intervention from the user.

– Generate web-based model reports based on each model execution, described
in the next section.

Each of these tasks takes place in communication with the relevant services,
so that all MRM users are accessing and updating the same data.

We have implemented MRM both as a standalone application and as a web
page. The standalone application is designed for use by modellers to prepare a
model for use on the web application.
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Fig. 3. Model Run Manager screenshot

Figure 3 shows a screenshot of the web version of MRM in use on a glucose
homeostasis model, which is described in greater detail in section 6. At the top
of the screenshot are the selection boxes for the available models and the jobfiles
for each model. Below this, the name of the model is displayed, and links to any
illustrations for the model. Since this is a composite model, the next table lists
parameters that are shared between several of the component models, including
the scaling factor to this parameter in each model. This scaling factor is used to
map between models that represent the same concept differently for example,
one model may define one time unit to represent one second where another
may represent one hour. Finally, the beginning of the listing of the parameters
themselves, listed by the model in which they appear. Each parameter includes
units and an entry box for the user to choose a value. Note that each model name
is a link, which takes the user to the entry in the database for that parameter.

Model Reports. A model report is a key outcome of the architecture. The
report displays model results, variable values with respect to time, model im-
plementation information and the parameter values chosen for this run. Each
parameter is linked to its entry in the database, so a user can immediately jump
to a display that will allow them to browse for an alternative parameter value or
comment on an existing value based on their findings. The report also includes
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links to the justifying entries, experiment or paper, for each parameter value
chosen, so a user can quickly gain access to the primary data on which a value
is based.

A model report is generated by parsing XML data from the various services,
stored during a model run. This makes it easy to extend the software to filter
this generation for different presentations. For example, we have implemented a
filter that converts the data into a Matlab data file, so that the model run can
be analysed using Matlab’s sophisticated visualisation capabilities. These files
can be made available for download with the model report so that analysis can
be carried out by other members of the project team without running the model
again.

Like the other services, reports are generated and exposed as public web pages,
so they can be instantly communicated to project colleagues or printed out for
reference.

4.3 Other Supporting Software

The experiment service must capture a diverse range of experiments and provide
effective documentation for both modellers and experimentalists alike. For rapid
prototyping purposes, we chose to implement this feature with an existing tool,
rather than implement a web-based replacement.

To capture experimental information, we use Pedro [8], a data modelling tool
from the University of Manchester. Pedro was originally built for use in the
proteomics community, but has been designed to facilitate capture of generic
information using XML schema. Pedro generates graphical entry forms from a
minimum of configuration information. We have extended Pedro with plugins
to contact the database and then deployed a copy of this software into the
laboratory to allow experiments to be entered and uploaded.

Although the configuration for experimental data-capture is specific to our
project, this configuration is quick and simple to adapt to different types of
experimental data. It would also be easy to add further configuration to allow
parameter and paper information to be captured, or to add additional services.
The Pedro data entry could also co-exist with another entry method, such as
a web-form. This flexibility is an important part of each service, to allow the
architecture to be applied to a wide variety of modelling projects.

5 Implementation Details

5.1 Model Service

Models stored in the model service are encoded using the Composite Model
Description Language (CMDL) [15]. For convenience, we provide an overview of
the main features of CMDL.

CMDL was designed to describe models that are composite: constructed
from a number of sub-models. However, CMDL is also useful to describe non-
composite models since it provides details necessary to link a model with the
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various services provided by our architecture. CMDL descriptions are restricted
to the meta-data associated with a model, leaving the detailed implementation of
a model to a specific file format such as a Mathematica file. The details provided
in a CMDL file include:

– What mathematical functionality this model provides; what kind of input it
expects and what output it produces. For example, in the glucose homeosta-
sis model, the input is a function describing a feeding regime and the output
is a graph predicting blood glucose levels.

– The submodels used to construct this model and how they are connected
together. Each submodel description is itself encoded as a distinct CMDL
file. A model which cannot be decomposed into further submodels is referred
to as an elementary model. In our architecture, links to submodels can be
used to look up the component submodel descriptions in the model service.

– The parameters used by this model. Parameters specific to particular sub-
models are stored in these individual descriptions. Parameters that are com-
mon between models are represented at the higher level, along with any
scaling between these parameters. Again, these parameter listings can be
used to look up relevant parameter information in the parameter service.

In [15], we describe the orchestrator, a software tool for reading and executing
composite models described in CMDL. Our architecture can manage the informa-
tion used in an orchestrator run, but it can also be used for elementary models
running in a supported environment. We currently support Mathematica and XP-
PAUT models. The interaction with these tools is described in section 5.4.

5.2 Parameter Service

The parameter service stores information about the numerical constants used
for aspects of biology represented in models. The schema to store parameters is
based on the following information:

– A long descriptive name for the parameter. This name is designed to be an
unambiguous description of the parameter that can be used by other users
to locate values for the same aspect of biology later.

– A category for this parameter, such as a rate constant.
– Some descriptive text about the purpose of this parameter
– A number of value sets, each of which includes:

• A value or range of values.
• Origins for this value set, such as from the literature or experiment.
• Comments on this value set.

Since there is often contention about the proper value for a parameter, this
schema allows the storage of multiple ‘value sets’ for each parameter. Each value
set stores a set of values including whatever justifying evidence is available. Just
as supporting information can contradict, so can the values stored in the various
value sets. It is up to users of the parameter service to resolve this ambiguity by
deciding which values are most appropriate for a particular model run.
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The parameter service accumulates data about parameters that evolves as
a project develops. Older discredited value sets cannot (and should not) be
deleted because they represent an advance in understanding for which values
are appropriate. Instead, comments can be added to say why these values are
no longer believed to be correct. Future users can examine these comments and
decide for themselves whether these values should be used or not.

5.3 Interpretation Service

The interpretation service stores the results of model executions. Each interpre-
tation is stored with the following information:

– The model, input and parameter values for this run.
– File references to datafiles generated.
– A time stamp for the generation of this result.

An interpretation file captures all the information necessary to understand a
model run so that analysis can be carried out at a later date without repeating
that run. The interpretation service, via MRM, can also export this information
as a Matlab file, as described in section 4.2 (model reports).

5.4 Model Execution

Each model execution is controlled by a jobfile, which brings together the data
necessary to launch a model run. This includes:

– A link to the model itself, described as a CMDL file.
– A list of the parameters used by the model and values for those parameters.
– An input function for the model.

A jobfile stores a specific set of model settings, for example, parameter values
that represent normal and pathological states of a biological system. Jobfiles are
stored in a jobfile service where they can be accessed and reused by other users.

MRM uses information from each jobfile to prepare and execute the models.
This includes uploading the chosen parameter values into the models. The archi-
tecture supports this parameter upload into Mathematica and XPPAUT models
as well as composite models executed with the orchestrator. Composite models
require subsets of the overall parameters to be uploaded into each sub-model,
where some parameters may be shared between several sub-models.

Although parameters listed in jobfiles are linked to entries in the parameter
service, the values are not dependent on these entries. If a value chosen in a
jobfile has an entry in the parameter service, information from this entry is
added to the model report, but values that have no entry can still be used. The
architecture provides database support where desired, but does not disallow
model runs where justifying information does not exist.

Once models have executed, MRM captures the output in the model report.
By default, MRM presents image files generated by each model run, but it also
contains native support for certain formats, such as those generated by the or-
chestrator, so that these can be rendered in a variety of graphical forms.
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6 Case Study

To test the utility of the information management architecture, it has been used
in a modelling task of some complexity. This section describes the model and
presents a number of cases that occurred during its development and testing. We
describe how these tasks were carried out with the support of the information
management architecture and compare this with the same operations without
such support.

In [11] we discussed an early version of the architecture in use for a much
smaller version of the model presented here. The earlier version included only
the parameter and an early version of the interpretation service, without the
web exposure and report generation. This previous version can be thought of as
testing individual services, whilst this paper addresses the integration of these
services into a complete system.

6.1 Model Description

We are part of a research project at University College London whose aim is to
produce a physiological model of the liver[2]. As part of the project, we have
constructed a model describing glucose homeostasis[14]. Glucose is the readily
available source of energy, which is being supplied by the blood to all cells in the
body. Glucose is stored in the liver in the form of glycogen. Glycogen buildup and
release in the liver is controlled by two hormones, Insulin and Glucagon, secreted
by the Pancreas. Our model is able to predict glucose levels in the blood, as well
as the time course of many other variables, as a function of the dietary regime
and a set of parameters, such as the affinity of liver cells receptors to Insulin.
Failure of glucose homeostasis is a key feature of diabetes. Detailed biological
results from this model will appear in a future publication.

6.2 Composite Modelling

The glucose homeostasis model is a composite model, constructed by the assem-
bly of a number of component models. The model currently has seven sub-
models, representing the glucagon activated G-Protein receptor, cyclic-AMP
response, glycogen, insulin response, calcium response, the Pancreas and the
Blood. The tools to specify and execute composite models, allowing the compo-
nents to be of varying complexity and specified in different modelling environ-
ments, is described in [15].

A composite model provides a challenging test because there is a large amount
of information to be managed. Each individual model is derived in isolation, but
may share linked variables in composition. Models may also share parameters,
some of which may require a scaling factor to be applied between models. Inter-
esting model behaviour may be as a result of a very particular configuration of
the various sub-components. Selecting a particular model configuration can be
time-consuming and model execution itself may require specific knowledge of the
model simulation tool in question; these are all areas in which our architecture
aims to provide support and improve usability.
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6.3 Modelling Use Cases

Deriving Parameters. Deriving parameters for models is a collaborative ef-
fort between modellers and experimentalists. Both groups must decide on what
parameters are needed to represent the physiology in question and how best to
apply these in a model.

In the early stages of development of the glucose homeostasis model, para-
meters were collated and exchanged using a spreadsheet, updated with face-
to-face meetings. The information management architecture replaced this with
a centralised resource where this information could be continually updated. A
common issue was the clear description of the way in which a parameter was
obtained by bringing together several values from the literature with a simple
model. A structured presentation of these descriptions and the accessibility of an
up-to-date information aided understanding of these parameters and how they
are used. An example is the parameter for the rate of activity of the enzyme
glycogen phosphorylase, which must be combined with data for enzyme concen-
trations and Michaelis constants if it is to be related to maximum activity rates
found in enzyme databases.

Executing a Model on a Variety of Parameter Sets. Interesting model
behaviour is often based on a particular set of parameter values and inputs.
These values may represent a particular state of the biological system.

In the glucose homeostasis model, different sets of parameter values were
used to represent different levels of diabetes, in our model represented by in-
sulin resistance. These parameter sets could be quickly recalled so that models
could be tested with different dietary regimes. Another example of this is the
maintenance of three complete parameter sets for a calcium oscillations model,
reflecting in-house and literature parameter searches, and a fit to data.

Model Results. Development of the glucose homeostasis model was sometimes
hindered by a disconnect between modellers and experimentalists. Experimen-
talists did not always feel they understood the modelling process, including how
models were used and what kind of results they could produce.

The MRM and model reports standardised the way in which our models ac-
cepted input and generated output. Where experimentalists could run models
for themselves, and understand the results, they were more likely to feel part of
the modelling process and able to contribute relevant data to it directly. One
example benefit of this is the engagement of experimenters in the search for os-
cilliatory glucose phenomena. Such phenomena were first observed in the model,
and a successful experimental programme is now ongoing. Similarly, modellers
were able to improve model relevance by formulating model reports in a way
that matched experimentalists expectations. This resulted in the construction
of a model focussed on influence on Cyclic-AMP production by S-Adenosyl Me-
thionine (SAM), a key supporting agent in the experimental system, but not
initially of interest to modellers.
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Parametric Model Errors. A model run may produce the wrong results be-
cause a parameter is incorrect or has been chosen from an inappropriate source.

In one example, our model produced output curves that were similar to the
experimental results, but with time-scales on a different order of magnitude
(highlighted by experimentalists observing model results). This problem was
due to the glycogen phosphorylase activity parameter discussed above, a value
for which had been obtained by in-vitro enzyme kinetic techniques conditions.
The architecture made it simple to retrieve the relevant parameter set chosen
and examine the justifying evidence to identify this problem. This could take
place even as the model was being used to test a variety of other conditions,
since the architecture automatically records each parameter set as it is executed,
preventing any previous model configuration information from being lost.

Another benefit of the framework is managing potential conflict between para-
meters in a composite modelling setting. For example, a parameter representing
the effective rate of glucose pumping into the cell due to the equilibrium between
glucose and glucose-6-phosphate is shared between the glycogen and blood sub-
models. Using the MRM means that this parameter only needs to be altered
once, and this change automatically permuted to the two relevant sub-models.
This is more convenient and intuitive than changing each model in turn, as well
as less prone to human error.

7 Summary and Conclusions

We have presented an information management architecture for Systems Biology
along with its accompanying tool support. We have described how our light-
weight modular approach allows integration with existing tools and information
reuse and how making the tools available through the web helps to capture and
distribute information from a variety of disciplines. We have also presented our
experiences from using the architecture in a large example.

Some of the case studies presented would still be possible with existing generic
solutions. However, tools and databases designed specifically for modelling pro-
vided immediate benefits, such as automatic parameter upload and a stanardised
user interface, that engaged users immediately and encouraged the more long
term benefits, such as comprehensive provenance information on a particular
model and data reuse.
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Abstract. We study rules proposed by the biologist R. Thomas relating
the structure of a concurrent system of interacting genes (represented by
a signed directed graph called a regulatory graph) with its dynamical
properties. We prove that the results in [10] are stable under projection,
and this enables us to relax the assumptions under which they are valid.
More precisely, we relate here the presence of a positive (resp. negative)
circuit in a regulatory graph to a more general form of biological differ-
entiation (resp. of homeostasis).

1 Introduction

The activity of a biological cell is to a large extent controlled by genetic reg-
ulation, which is an interacting process involving proteins and DNA (genes).
We are interested here in genetic regulatory networks which abstract from the
detailed genome-protein interaction by focussing on the genome and by consid-
ering interactions between genes. Such a simplification is somehow justified by
the importance of DNA as a program which is present in all the cells of an or-
ganism (whereas the concentrations in proteins and in RNA transcripted from
DNA vary according to the cell and the time). Genetic regulatory networks have
the structure of a signed directed graph, where vertices represent genes and di-
rected edges come equipped with a sign (+1 or −1) and represent activatory or
inhibitory effect.

This paper deals with properties relating the structure of such a concurrent
system of interacting genes with its dynamics. We shall consider here discretised
Boolean dynamics,1 where the activity of a gene in a specific cell is measured
by the concentration of the RNA transcripted from DNA, a quantity called the
� Corrected version of the paper published in the Transactions on Computational

Systems Biology VII, Springer LNCS 4230: 153-162, 2006.
1 Discrete approaches are increasingly used in biology because of the qualitative nature

of most experimental data, together with a wide occurrence of non-linear regulatory
relationships (e.g., combinatorial arrangements of molecular bindings, existence of
cooperative or antagonist regulatory effects).
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expression level of the gene and assumed to be either 1 (gene expressed) or 0
(gene not expressed). Hence the state of a system of n genes is modelled by an
n-tuple x ∈ {0, 1}n. The concurrent nature of these biological objects is clearly
demonstrated for instance by a mapping to standard Petri nets [2,9], of which
genetic regulatory graphs can be considered as a subsystem.

The starting point of this work consists in two simple rules stated by the
biologist R. Thomas and relating the structure of regulatory graphs to their
asymptotic dynamical properties [17]:

1. a necessary condition for multistability (i.e., the existence of several stable
fixed points in the dynamics) is the existence of a positive circuit in the
regulatory graph (the sign of a circuit being the product of the signs of its
edges): this corresponds to cell differentiation processes;

2. a necessary condition for the existence of an attractive cycle in the dynam-
ics is the existence of a negative circuit: this corresponds to homeostasis
(sustained oscillatory behaviours, e.g., cell cycle or circadian rhythms).

These rules have given rise to mathematical statements and proofs mostly in a
differential dynamical formalism [8,14,4,15], and more recently in the discrete
Boolean formalism [1,10]. By proving in this paper that these properties are sta-
ble under projection (in a sense that we make precise in Lemma 1), we generalise
the results in [10] by showing that the existence of positive and negative circuits
actually follows from weaker assumptions (Theorems 3 and 4). In the case of
positive circuits for instance, the condition corresponds to a more general form
of differentiation than in [10].

We do not make explicit in this introduction how regulatory graphs and dy-
namics are defined in terms of each other. This is done in Section 2. Let us
simply observe here that instead of starting from processes which are graphs
and studying their dynamics (which is typically graph rewriting, see [3] in the
case of protein-protein interaction), we start here with a given dynamics and
derive a regulatory graph at each point of the phase space (via a discrete form
of Jacobian matrix). In particular, our approach can be used to infer circuits
in regulatory networks. It is also possible to consider a fixed global “topology”
of interacting genes, e.g., by taking the union of the graphs over points in the
phase space, and to view our local graphs as annotations of the global one
(where an interaction is “active” in a certain region of the phase space). Ob-
serve however that these more global graphs need not immediately correspond
to the usual interaction graphs considered by biologists: for instance, as noticed
in [16], the positive circuits occurring in [5,7] are not regulatory feedback cir-
cuits, and the regulatory graphs defined in [6] are the same as ours only up to
self-regulations.

We believe that the kind of properties at hand in this paper should serve as a
basis to study more refined models, which could in particular take into account
stochastic phenomena and metabolic pathways.
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2 Thomas’ Rules and Stability Under Projection

2.1 Preliminaries

We start by recalling here the definitions which enable to associate regulatory
graphs to a dynamics. The paper is self-contained, though more details can be
found in [10].

Let n be a positive integer. The integers 1, . . . , n denote genes. A state of the
system is an x = (x1, . . . , xn) ∈ {0, 1}n, where xi is the (discretised) expression
level of gene i: xi = 1 when gene i is expressed, 0 otherwise. For β ∈ {0, 1}, we
define β by 0 = 1 and 1 = 0. For x ∈ {0, 1}n and I ⊆ {1, . . . , n}, xI ∈ {0, 1}n

is defined by (xI)i = xi for i �∈ I and (xI)i = xi for i ∈ I. When I = {i} is a
singleton, x{i} is denoted by xi.

Dynamics. We are interested in the dynamics of the system consisting in the n in-
teracting genes. Consider a map f : {0, 1}n → {0, 1}n, f(x) = (f1(x), . . . , fn(x)).
For each x ∈ {0, 1}n and i = 1, . . . , n, fi(x) denotes the value to which xi, the
expression level of gene i, tends when the system is in state x. We assume that
the system evolves according to the (non-deterministic) asynchronous dynamics
{(x, xi) s.t. x ∈ {0, 1}n, xi �= fi(x)}, i.e., the expression level of only one gene is
updated at each step. Other dynamics can be considered, like the (deterministic)
synchronous dynamics {(x, f(x)) s.t. x ∈ {0, 1}n} where all the expression levels
xi are simultaneously updated to fi(x) in one step. But as argued in [10], the asyn-
chronous one is more realistic, and Theorem 2 for instance does not hold for the
synchronous one. Observe that kinetic parameters are not taken into account in the
discrete approach considered in this paper; however the model could be enriched
by temporal delays: this would enable to recover kinetic informations.

A cycle (for f) is a sequence of states (x1, . . . , xr) such that for each i =
1, . . . , r, the pair (xi, xi+1) belongs to the (asynchronous) dynamics. Indices are
taken here modulo r, i.e., r + 1 = 1. A cycle (x1, . . . , xr) is completely described
by one of its points, say x1, and its strategy, which is the map ϕ : {1, . . . , r} →
{1, . . . , n} such that

xi+1 = xi
ϕ(i)

.

A cycle (x1, . . . , xr) with strategy ϕ is said to be a trap cycle when, once in the
cycle, one cannot escape any more, i.e., for all i = 1, . . . , r:

f(xi) = xi
ϕ(i)

.

Regulatory Graphs. A regulatory graph is a signed directed graph with vertex
set {1, . . . , n}, i.e., a directed graph with a sign, +1 or −1, attached to each
edge. To f : {0, 1}n → {0, 1}n and x ∈ {0, 1}n, we associate a regulatory graph
G(f)(x) with an edge from j to i when

fi(xj) �= fi(x),

with positive sign when
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xj = fi(x),

and negative sign otherwise. The intuition for the first condition is straightfor-
ward, and actually the graph underlying G(f)(x) (obtained by forgetting the
signs) has adjacency matrix the discrete Jacobian matrix of f at x defined in
[11,12] and recently used in [13] for proving a discrete version of Jacobian con-
jecture. The intuition for the second condition is that the edge is positive when
the values xj and fi(x) either both increase or both decrease.

If I ⊆ {1, . . . , n}, an I-circuit is a circuit (n1, . . . , nk) such that n1, . . . , nk ∈ I.
If J ⊆ I, a J-circuit is clearly an I-circuit. The sign of a circuit is the product
of the signs of its edges.

If G is a regulatory graph and I ⊆ {1, . . . , n}, the restriction of G to I is the
regulatory graph obtained from G by removing any vertex not in I and any edge
whose source or target is not in I.

Thomas’ Rules. The following results have been proved in [10].

Theorem 1. Let f : {0, 1}n → {0, 1}n. If f has at least two fixed points, then
there is an x ∈ {0, 1}n such that G(f)(x) has a positive circuit. More precisely,
if f has two fixed points a and b, and if I is such that b = aI , then there is an
x ∈ {0, 1}n such that G(f)(x) has a positive I-circuit.

Theorem 2. If f : {0, 1}n → {0, 1}n has a trap cycle (x1, . . . , xr) with strategy ϕ,
then G(f)(x1)∪ · · · ∪G(f)(xr) has a negative I-circuit with I = {ϕ(1), . . . , ϕ(r)}.

Examples of biological situations illustrating these two kinds of dynamical prop-
erties have been studied for instance in [2]: drosophila cell cycle for an example
of homeostasis and negative circuit, flowering of arabidopsis for an example of
differentiation and positive circuit.

2.2 Stability Under Projection

We show that the regulatory graphs defined in Section 2.1 are stable under
projection in the following sense.

Given I ⊆ {1, . . . , n}, let m be the cardinality of I, m � n, and let πI :
{0, 1}n → {0, 1}m be the projection on {0, 1}m. Given such a subset I of genes,
there are several ways to define a dynamics on I: if f : {0, 1}n → {0, 1}n and
s : {0, 1}m → {0, 1}n is a section of πI (i.e., πI ◦ s is the identity), let

fI,s = πI ◦ f ◦ s : {0, 1}m → {0, 1}m.

We shall be especially interested in very specific sections, those for which genes
out of I are given a fixed expression level: a section s is said regular when
πk ◦ s : {0, 1}m → {0, 1} is constant for each k /∈ I.

Let us say furthermore that I is compatible with f when for all x, y ∈ {0, 1}n,
πI(x) = πI(y) implies πI(f(x)) = πI(f(y)). In that case, all the maps fI,s, for
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s a section of πI , are equal, and we may let fI : {0, 1}m → {0, 1}m be their
common value: fI is then also given by

fI(z) = πI(f(x))

for x ∈ {0, 1}n any point over z, i.e., such that πI(x) = z.

Lemma 1. Let f : {0, 1}n → {0, 1}n, I ⊆ {1, . . . , n} and z ∈ {0, 1}m. If s is a
regular section of πI , then G(fI,s)(z) coincides with the restriction of G(f)(s(z))
to I. In particular, when I is compatible with f , G(fI)(z) is the restriction of
G(f)(x) to I for x ∈ {0, 1}n any point over z.

Proof — Let i, j ∈ I. The regulatory graph G(fI,s)(z) contains an edge from j
to i if, and only if,

(fI,s)i(zj) �= (fI,s)i(z).

But (fI,s)i(z) = fi(s(z)) because

πi ◦ πI = πi

for i ∈ I. On the other hand, (fI,s)i(zj) = fi

(
s(z)

j
)

because, for j ∈ I, we have

s(zj) = s(z)
j

since s is regular. Hence G(fI,s)(z) has an edge from j to i if, and only if,
G(f)(s(z)) has. The edge in G(fI,s)(z) is positive if, and only if,

zj = (fI,s)i(z),

and the edge in G(f)(s(z)) is positive if, and only if,

s(z)j = fi(s(z)).

These conditions are equivalent for i, j ∈ I. �

This Lemma asserts a sort of commutation property: the regulatory graph as-
sociated to the projected dynamics is the restriction of the initial regulatory
graph. Observe however that the projection does not commute with the dynam-
ics. Indeed, let us define the asynchronous dynamics of fs,I : a pair (z, z′) ∈
{0, 1}m × {0, 1}m with z �= z′ is in the dynamics when there exists x′ ∈ {0, 1}n

such that z′ = πI(x′) and (s(z), x′) belongs to the asynchronous dynamics of f .
The point is that a pair (x, x′) in the dynamics of f may satisfy πI(x) = πI(x′)
(when x′ = xi with i �∈ I) and hence not be mapped to a pair in the dynamics
of fs,I .

x = s(z) x′

z z′

s πI
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Observe that Lemma 1 does not hold when s is not regular. Let indeed f :
{0, 1}2 → {0, 1}2 be given by:

f(0, 0) = (1, 0)
f(1, 0) = (1, 1)
f(1, 1) = (0, 1)
f(0, 1) = (0, 0),

I = {1} and s(0) = (0, 0), s(1) = (1, 1): then G(fI,s)(0) has a negative self-loop
on 1 whereas G(f)(s(0)) consists in a positive edge from 1 to 2 and a negative
edge from 2 to 1.

When I is compatible with f , the equivalence relation ∼ induced by the pro-
jection πI between states (x ∼ y if, and only if, πI(x) = πI(y)) is a bisimulation
for the asynchronous dynamics: indeed, it can be checked that if x ∼ y and
(x, x′) is in the dynamics of f , then there exists y′ such that x′ ∼ y′ and (y, y′)
is in the dynamics of f .

Now, Lemma 1 enables us to relax the conditions of validity of Theorems 1
and 2, as we shall see in the following sections.

3 Disjoint Stable Subspaces and Positive Circuits

The process of biological differentiation does not necessarily correspond to multi-
stationarity. Consider for instance the process which controls the lysis-lysogeny
decision in the bacteriophage lambda. The dynamics has a single fixed point
(lysogeny) and a trap cycle (lysis): these two stable subspaces can be viewed
as a differentiation phenomenon, and we would like this to imply the existence
of a positive circuit (which exists indeed in the regulatory graph associated to
our example, between genes C1 and Cro). In this Section we show that holds in
general for Boolean dynamics.

(0, 1) (1, 1)

(0, 0) (1, 0)

1 2

− +

Fig. 1. On the left, a dynamics for n = 2 with no fixed point is pictured on a framed
square, and a bold arrow from state x to state xi means that xi �= fi(x). The x-axis
carries the expression level of gene 1 and the y-axis the expression level of gene 2. On
the right, a positive loop on gene 2 in the (constant) regulatory graph, in accordance
with Theorem 3.
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(0, 1, 1) (1, 1, 1)

(0, 0, 1) (1, 0, 1)

(0, 1, 0) (1, 1, 0)

(0, 0, 0) (1, 0, 0)

1

2 3

+

+

−

+

Fig. 2. On the left, a dynamics with a single fixed point (0, 0, 1); dotted lines are only
supposed to ease visualising the 3-cube. On the right, the regulatory graph associated
to the state (1, 1, 1) has a positive loop on 1, in accordance with Theorem 3.

Theorem 3. Let f : {0, 1}n → {0, 1}n, I ⊆ {1, . . . , n} and s a regular section
of πI . If fI,s has at least two fixed points, then there is an x ∈ {0, 1}n such
that G(f)(x) has a positive circuit. More precisely, if fI,s has two fixed points a
and b, and if J ⊆ I is such that b = aJ , then there is an x ∈ {0, 1}n such that
G(f)(x) has a positive J-circuit.

Proof — By Theorem 1, there is a z ∈ {0, 1}m such that G(fI,s)(z) has a
positive J-circuit, and Lemma 1 suffices to conclude. �

The following obvious Lemma states that multistationarity of fI corresponds
to the existence of disjoint subspaces which are stable under f , clearly a more
general form of biological differentiation than multistationarity.

Lemma 2. Let f : {0, 1}n → {0, 1}n, I ⊆ {1, . . . , n} and z ∈ {0, 1}m. When I
is compatible with f , z is a fixed point for fI if, and only if, the subspace π−1

I (z)
is stable under f .

For instance, the dynamics given in Figures 1 and 2 do not have multistability,
but projecting the dynamics on the y-coordinate (I = {2} ⊆ {1, 2} is compat-
ible with f) in the first case and on the x-coordinate (I = {1} ⊆ {1, 2, 3} is
compatible with f , too) in the second case, gives rise to multistability and this
explains in both cases the existence of a positive circuit in the regulatory graph
associated to some state.

A possible generalisation of Theorem 3 would be that positive circuits are
necessary for the genuine coexistence of disjoint attractors (in our framework:
disjoint sets of states which are stable under the dynamics), a conjecture which
still remains to be demonstrated.

It is worth observing that this stability under projection is independent from
the framework. For instance, it may be applied to the differential framework in
[15]. Indeed, let Ω ⊆ R

n be a product of open intervals in R and f : Ω → R
n.
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The projection pI : R
n → R

m, where m is the cardinality of I, is given by

(pI(x))i =

{
xi if i ∈ I,

0 otherwise,

and compatibility of I ⊆ {1, . . . , n} with f is defined in the same way as in the
Boolean case: for all x, y ∈ Ω, pI(x) = pI(y) implies pI(f(x)) = pI(f(y)). In that
case, we may let fI : R

m → R
m be defined by fI(z) = pI(f(x)) for x ∈ Ω any

point over z. When f is continuously differentiable, C. Soulé associates to any
x ∈ Ω a regulatory graph G(f)(x) as follows: there is a positive (resp. negative)
edge from j to i when the (i, j) entry J(f)(x)i,j of the Jacobian matrix is positive
(resp. negative).

Now, when I is compatible with f , we have
(
∂(fI)i/∂xj

)
(z) =

(
∂fi/∂xj

)
(x) for

x any point over z, hence the Jacobian matrix J(fI)(z) is a submatrix of J(f)(x)
and we get the following analogous of Lemma 1: if x ∈ Ω is any point over z, then
G(fI)(z) is the restriction of G(f)(x) to I. This implies the following slight gener-
alisation of Theorem 1 in [15]: if I ⊆ {1, . . . , n} is compatible with f and fI has at
least two nondegenerate zeros (points a such that fI(a) = 0 and detJ(fI)(a) �= 0),
then there exists x ∈ Ω such that G(f)(x) has a positive circuit.

4 Dynamic Cycles and Negative Circuits

Theorem 4. Let f : {0, 1}n → {0, 1}n, I ⊆ {1, . . . , n} and s a regular section
of πI . If fI,s has a trap cycle (z1, . . . , zr) with strategy ϕ, then

G(f)(s(z1)) ∪ · · · ∪ G(f)(s(zr))

has a negative J-circuit with J = {ϕ(1), . . . , ϕ(r)}.

Proof — By Theorem 2, G(fI,s)(z1) ∪ · · · ∪ G(fI,s)(zr) has a negative circuit
with vertices ϕ(1), . . . , ϕ(r). Since ϕ(1), . . . , ϕ(r) ∈ I, by Lemma 1, this negative
circuit is also in G(f)(s(z1)) ∪ · · · ∪ G(f)(s(zr)). �

(0, 1, 1) (1, 1, 1)

(0, 0, 1) (1, 0, 1)

(0, 1, 0) (1, 1, 0)

(0, 0, 0) (1, 0, 0)

3

1 2

−
−

+

Fig. 3. On the left, a dynamics with no trap cycle. On the right, the regulatory graph
associated to state (0, 0, 0) has a negative circuit, in accordance with Theorem 4.
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Figure 3 gives an example of dynamics with many dynamical cycles, none of
which is a trap, hence Theorem 2 cannot be applied to infer some negative
circuit. We observe that I = {1, 2} ⊆ {1, 2, 3} is compatible with f : the two
horizontal cycles are in parallel planes. Then by projecting on I, we get a trap
cycle, and this explains the negative circuit involving genes 1 and 2. In the present
case, the negative circuit occurs in the regulatory graph G(0, 0, 0) associated to
a single state.

(0, 1, 1) (1, 1, 1)

(0, 0, 1) (1, 0, 1)

(0, 1, 0) (1, 1, 0)

(0, 0, 0) (1, 0, 0)

1

2 3

+

+

−

+

+ −

Fig. 4. On the left, a dynamics with both differentiation and homeostasis in different
projections. On the right, the regulatory graph associated to state (0, 0, 0).

A non trivial example of a dynamics with differentiation and homeostasis is
given in Figure 4. On the one hand, projecting on {1} is compatible with the
dynamics and gives rise to multistationarity, whence a positive self-loop on 1.
On the other hand, projecting on {3} and taking the following regular section:

s(0) = (0, 0, 0)
s(1) = (0, 0, 1)

leads to a trap cycle between 0 and 1, whence a negative self-loop on 3.
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