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Polychromatic Analysis Using the
Technicon STAC™ Analyzer

Jagan Rao and Ben Hahn

1. Introduction

The simultaneous use of two wavelengths for a single clinical assay goes
back at least to 1954 (bilirubin analysis"). More recently, so-called bichro-
matic analysis has been incorporated into two widely used automated clinical
analyzers: the DuPont ‘aca’ and the Abbot ABA-100. Other sections of the
present chapter describe these systems and their use of bichromatic analysis in
some detail. The general application of polychromatic analysis—where ab-
sorbances at two or more wavelengths are combined in optimal fashion for the
analysis of multicomponent mixtures—is well understood and widely applied
by analytical chemists (e.g., reference 2).

The initial adaption of bichromatic analysis for automated clinical assay
procedures was determined mainly by the goal of improving instrumental
precision, rather than for providing improved accuracy of final results. Later,
it was appreciated that bichromatic analysis offered both possibilities, al-
though this technique continued to be used in such fashion as to emphasize
precision over accuracy. More recently, the possibility of polychromatic
analysis for upgrading the quality of reported data has been discussed in
connection with the Technicon STAC analyzer.®* Since the STAC system is
adequately precise without the use of bichromatic correction, it was possible to
consider the general application of polychromatic analysis for the elimination
of certain interferences, thereby improving accuracy rather than precision.

Jagan Rao and Ben Hahn ® Technicon Instruments Corporation, Tarrytown, New York
10591.
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However, since some forms of polychromatic analysis can actually degrade
precision, it became necessary to evaluate the trade-offs between improved
accuracy and retention of maximum precision.

In Section 2 we will provide a brief description of the STAC analyzer,
and then discuss the various applications of polychromatic analysis for
handling different types of assay interferences. Many options are available in
this regard, and it is useful to discuss these, and to evaluate different options
for specific problems. Finally, we will illustrate each of these approaches with
specific examples on the STAC analyzer: the assay for calcium, total biliru-
bin, uric acid, triglycerides, and AST.

2. The STAC Analyzer

The STAC analyzer is designed to perform quantitative analyses of
individual serum samples for a number of biochemical parameters. In order
to perform random determinations for a variety of biochemical tests, the
STAC system utilizes a patented cell design which functions as reagent
containers, reaction vessel, and optical cuvette. The physical design of the
STAC cell is the same for all chemistries. Each cell has two compartments, the
optical and trigger compartment, each of which can contain lyophilized
reagents. These compartments are interconnected by an inverted U-tube
passage that provides separation of the reconstituted reagents until reaction is
initiated by mixing on the system. The STAC system is comprised of three
modules: the diluter /dispenser, the analytical module, and the electronic
module. For a detailed description, see references 5 and 6.

2.1 Diluter /Dispenser Module

The purpose of the diluter /dispenser is to aspirate a selected volume of
serum (either 10 or 50 pl) and then dispense the sample and 750 pl of water
into the optical compartment. Simultaneously, 750 pl of diluent (either water
or AMP buffer) is dispensed into the trigger compartment.

2.2 Analytical Module

The analytical module consists of a number of interacting electrome-
chanical and electro-optical assemblies that are designed to accept, transport,
and process the STAC cell within a temperature-controlled environment. The
cell after reconstitution is placed on a loading tray which automatically
transfers the cell to a rotating carousel. The carousel is maintained at a
constant temperature by means of a plenum chamber assembly. An evenly
distributed air flow provides a constant 37°C environment for the cell.
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At various stations on the carousel a number of analytical functions are
accomplished. Residence time at each station is 2 min.

Station 1. The cell code is read. Information as to the chemistry, the type
of sample (calibrant or unknown), and the lot number are contained on the
cell code.

Station 2. The cell can be mixed by an air pump if required. The reaction
would be initiated at this point. A pressure transducer is used to verify if
mixing occurred.

Station 3. No mechanical functions occur. Residence of the cell at this
station is to allow for incubation of the reaction initiated by mixing at a
previous station.

Station 4. The cell can be mixed to initiate reaction if it is not yet
accomplished. Also, the reaction is measured optically. Finally, the tempera-
ture of the reaction mixture is monitored in order to apply the appropriate
temperature correction.

Station 5. Cells are ejected from the carousel.

The optical assembly obtains precise absorbance readings of the reaction
mixture within the optical compartment of the STAC cell. The operation of
the optical system is controlled by a microcomputer which receives input from
the cell code. Operator involvement is eliminated and any drift or minor
changes in optical characteristics are automatically compensated.

The light source is a low-voltage tungsten halogen lamp whose intensity
is controlled by a lamp stabilization circuit. A set of condenser lenses collimate
the light from the lamp with an effective aperture of f/2.0. A set of
interference filters mounted on a filter wheel is programmed by a microcom-
puter to provide the appropriate monochromatic light. This is accomplished
by a series of stepper motor indexing commands.

The filtered light is then split, with the largest portion collected by a
projection lens and focused on the STAC cell optical window. The trans-
mitted light is then collected and projected on to a solid-state photodetector. A
small portion of the filtered light is directed from the beam splitter toward a
reference photodetector. The output of the reference photodetector is applied
to the lamp stabilization circuit, where it is compared to a reference signal in
order to maintain a constant source lamp intensity.

2.3. Electronics Module

The electronics module provides real-time control, data processing, and
operator interface functions for the STAGC system. The system programs
consist of an organized sequence of instructions that enable the electronics
module to perform the following functions:

* Control the operation of all the mechanical devices within the analyti-

cal module.
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Acquire data from the cell code reader, optics system, and temperature
correction system. Data are compiled and validated to assess any
system malfunction.

Compute test results from analytical data.

» Print results, calibration data, and system status messages.

» Respond to operator-initiated instructions.

3. General Theory

In conventional colorimetric analysis, the absorbance of the reaction
mixture is measured at a single wavelength (A,), which is usually selected for
maximum sensitivity. The concentration of analyte or chromophore (x,) in
the sample is then proportional to the corrected absorbance (4,). So-called
“bichromatic analysis,” which is an extension of this approach, involves the
measurement of an absorbance 4, at some second wavelength (A,), to give a
corrected absorbance (A4, — 4,). The latter absorbance difference is then
similarly proportional to x..

If the absorptivities of chromophore (¢) and blank (4) at A, and A, are,
respectively, a¢, a’, a, and a5, and if the concentration of the blank is x,, the
following expressions apply®:

AIZafx[-i-a{’xb (1)
A2:a§x[+a'§xb (2)

For the special case of a blank that absorbs equally at A; and A, (ie.,
a® = ab), simple subtraction of 4, from 4, completely eliminates the effect of

the blank, since then

x, = (4,~ 4;)/(a} — a}) (3)

Figure 1 illustrates one situation where equation (3) would be applicable,
although this is a special case of limited general applicability (since a} /a} is
rarely unity, particularly for the several possible interferences that can be
encountered in a given assay). The use of equation (3) (so-called “bichromatic
analysis”) is nevertheless attractive for some assays because it allows simulta-
neous correction for certain shortcomings of present analytical systems: elec-
tro-optical drift or instability, variations in reagent concentration and/or
absorbance, and differences in cuvette absorbance. These advantages can be
combined with partial correction for various interferences which are of minor
importance in the assay.® However, as the possible impact of sample
interferences becomes more important (i.e., larger assay errors become possi-
ble), other forms of polychromatic analysis are required (see, e.g., refer-
ence 3).
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Figure 1. Curves showing a typical unity factor (K =1) in polychromatic analysis.

The above approach can be expanded to allow for more general
applicability, as illustrated in Figure 2. Some interferents (e.g., turbidity) do
not have an absorbance spectrum that provides a! = a} at some wavelength
pair 1 and 2. From equations (1) and (2), the concentration of analyte is given
as

¢ [“2/(“ a3 —“E“f)] [ 1/(af “2_‘13“?)] 4, (4)

x,= R, A, — R,4, &)

where R; and R, are constants for a given assay. Rearranging equation (5)
and introducing a sensitivity factor (), we get

A —R,/R A
xc: 1 g/ 1472 (6)
or
4, — K4,

X=—g (7)
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observed

Wavelength (nm)

Figure 2. Curves showing a typical nonunity factor (K #1) in polychromatic analysis.

where R, /R, = K is a new constant for a given assay and is equal to the ratio
of absorptivities (a} /a?) of the particular interferents at the two wavelengths
of interest. S is the sensitivity factor whose value is obtained on the STAC
system using a calibration standard.

Equation (7) could be expanded and written as shown below:

Atcst__ARB _K Atest_ARB
x‘::(] I)S(Z 2) (8)

where 4" and AR® represent the measured absorbance values at the desig-
nated wavelength using the test (sample) and reagent blank (RB), respec-
tively.

Equation (8) represents the general form of the equations derived for
bichromatic analysis on the STAC system.

Alternatively, the concentration of the interferent (x,) can be de-
termined:

x, = a5 /(agat — afal)] 4, — [af /(ajat — afa})] 4, (9)
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Of course, equation (9) could also be written in the same form as for equation
(8).

Measurement of x, allows flagging of samples with very large specific
interferences (where equation (8) might be less reliable). Many clinical assays
are subject to more than one type of interference, e.g., both hemoglobin and
turbidity. In some chemistries, it might not be possible to correct for all
interferents present in the sample by means of a single bichromatic equation.
In such cases, equation (9) could be used to determine if one or more of the
interferents are present in the sample. If either interferent is present to the
exclusion of the other, some form of equation (8) could be used to calculate
the concentration of x,. When both interferents are simultaneously present in
the sample, a trichromatic expression based on absorbance measurements at
three different wavelengths could be derived to calculate x,. The calcium
chemistry on the STAC system represents an example of this type of poly-
chromatic analysis.

Since each additional absorbance measurement ( 4,, 4, etc.) is subject to
some imprecision, overall assay precision would be expected to decrease for
bichromatic versus monochromatic analysis, and for trichromatic versus bi-
chromatic analysis. For this reason, trichromatic analysis should be restricted
to those occasions where it is required, and the use of more than three
wavelengths in polychromatic analysis seems not to be very useful. Either
bichromatic, trichromatic analysis, or some combination, can be used to
correct an assay for various interfering species. These interferents can be
either nonreactive (static) or reactive (kinetic). The correction of reactive
interferences differs only in requiring polychromatic absorbance measure-
ments at more than one time during the analytical reaction.

4. Selection of Primary and Secondary Wavelengths

The selection of pertinent wavelengths A, and A, deserves comment. The
primary wavelength is chosen for the same reasons as in classical (monochro-
matic) analysis. Thus, the major considerations are maximum sensitivity and
minimum interference by blank. In Figures 1 and 2, A, is chosen for
maximum absorptivity of the chromophore. At the same time, the relative
blank interference (a /a°) is fortuitously minimized. In other cases, a com-
promise between these two factors may be required. For example, A; can be
selected somewhat off the chromophore absorption maximum, in order to
either minimize or eliminate relative interference by the reagent blank.

The choice of the secondary (or additional) wavelength(s) is dictated by
two considerations: (a) the relationship of a’ to a for each interferent(s), and
(b) the amount of “leverage” attainable. The term leverage refers to the
quantity a{a} /aja}, a maximum value of which usually favors precision in



8 Jagan Rao and Ben Hahn

polychromatic analysis. Thus, A, should be selected for maximum blank
absorbance and minimum chromophore absorbance, just as the reverse is true
in the selection of A,. The concept of leverage is further illustrated by
comparing Figures 1 and 2. The more advantageous situation is seen in
Figure 1, where a5 =0 and a} = a5,

5. Classification of Polychromatic Analysis

Polychromatic analysis can generally be classified into four different

groups.
340 nm
.6 -
5
0 4
Q
c
°
F-1
8
2
< 34
2 -
1 -
0 T T Y T T 1
300 325 350 375 400 500

Wavelength (nm)

Figure 3. Scan of turbid (T), hemolyzed (H), and icteric (I) samples in glucose reagent without
NAD and glucose (NADH) in reagent with NAD. The curves clearly show K=~1 at 340,/380 nm
wavelength pair.
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5.1. Correction for Nonreactive (Static or Time Invariant) Interferences
This type of interference is caused by turbid (lipemic), hemolyzed
(hemoglobin), and icteric samples.
The glucose chemistry on STAC represents an example of nonreactive
interferences, with K fortuitously =1. As shown in Figure 3, the three
interferents (turbidity, hemolysis, and icterus) have about the same ab-
sorbance at both primary (340 nm) and secondary (380 nm) wavelengths.
Thus, conventional “bichromatic analysis” as used on the ABA or ACA is
quite adequate for correcting these interferences. More commonly, as in the
case of calcium (Figure 4) and total bilirubin (Figure 5), the situation is
altogether different. Here, K is not equal to unity for these same three
interferents at possible wavelengths A; and A,. As discussed in Section 7.1 a

more complex approach is required for calcium on STAC—although that
procedure is based on the same principles discussed above.

\
\
\
\
\
\
\
\
\
\
\
\
\
4
0.12 \
\ 540 570 630
\ | |
0.14 \ ' '
0.084
@
Q
:
§ 0.06
o
<
0.044 S el o \
. o' V—
/ _.." 4 TR ————
T ) \\ ___________________
0.02 4 .. '\
............. Mg
T~
\'——-_-—-—.—-——-—
0 —— Y r ™ Y r T Y T T 1
500 520 540 560 580 600 620 640 660 680 700
Wavelength (nm)

Figure 4. Scan of turbid (T), hemolyzed (H), and icteric (I) samples in calcium reagent without
CPC and calcium (C) in reagent with CPC.
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Figure 5. Scan of turbid (T) and hemolyzed (H) samples in total bilirubin reagent without fast
red B. Total bilirubin in reagent with fast red B.

5.2. Correction for Reactive (Kinetic) Interferences

The interference of bilirubin in the STAC uric acid rate method (see
Figure 6) provides an example of the application of polychromatic analysis to
correct for reactive interferents in a clinical assay. Here, bilirubin not only
absorbs at the wavelength of interest (525 nm), but also reacts with the H,0O,
generated during the uric acid—uricase reaction, thereby, contributing to a
negative interference in the uric acid assay. As shown in equation (23), a
secondary wavelength (405 nm) measurement could be used to correct the
uric acid values for this type of interference. As shown in Figure 7, a slightly
different type of reactive interference is found in the STAC triglyceride assay
due to sample clearing (due to the destruction of chylomicrons by lipase).
This, too, can be corrected by a secondary wavelength measurement at 405
nm.

5.3. Correction for a Combination of Both Reactive and Nonreactive
Interferences

It is possible to have a combination of both reactive and nonreactive
interferences in the same sample. So far, in our work we have not encountered
such combined interferences in any clinical assay for the STAC analyzer
system. One would expect this type of interference to be more complicated,
possibly involving measurements at three or more wavelengths. The general
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Figure 6. Typical pseudo-first-order rate curves for uric acid and bilirubin at both 405 and 525
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Figure 7. Typical sample clearing rate during triglyceride assay.



12 Jagan Rao and Ben Hahn

approach to handling such a situation can be inferred from the previous two
cases.

5.4. Detection of Substrate Depletion

Polychromatic analysis can also be applied to detect substrate depletion,
when the absorbance of substrate is itself subject to sample blank inter-
ferences. For example, consider the AST assay on STAC. If the rate is
monitored after the trans-aminase reaction has been triggered, depletion of
NADH can be occasionally obscured by a high absorbance of the sample at
340 nm (e.g., by turbidity, etc.). As shown in Figure 8, measurement of the
reaction mixture at a second wavelength (e.g., 380 nm) allows the computa-

g
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e,
e,
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T T T T
300 325 350 375 400
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Figure 8. Scan of turbid (T), hemolyzed (H), and icteric samples in AST reagent without NADH.

Comparison of curves at 340 (A,) and 380 nm (A,) clearly shows nonunity factor (K #1) for
turbid samples.
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tion of absorbance at 340 nm due to NADH, thus, avoiding the problem of
hidden-substrate depletion.

Polychromatic analysis generally allows at least partial correction for
most sample interferences. In favorable cases, more than 90% of the most
serious interferences can, thus, be corrected for. However, when such inter-
ferences are large, correction for even 90% of the interference may leave an
unacceptable residual error (e.g., reference 3). In this case, the approximate
magnitude of the original interference is of interest, and this can be obtained
by a simple examination of the assay reaction absorbance at some third
wavelength (A ;). When the interference exceeds some critical level, the result
should then be flagged as possibly invalid. For example, in the calcium
determination on STAC, the sample is checked for turbidity by an absorbance
measurement at 630 nm (A;) (at this wavelength, the chromophore has
minimal absorbance). As shown in equation (10), if this absorbance after
correcting for reagent blank exceeds a certain preset level, the sample would
be flagged as being turbid and the results would be invalidated; if this
happens, the sample has to be diluted and rerun to get a valid answer:

(45— ARB)>0.15A (10)

6. STAC Assays

The various spectrophotometric absorption scans were obtained using a
Perkin-Elmer, Coleman Model 124 or a Beckman Model 35 double-beam
spectrophotometer, utilizing a path length of 10 mm. All other experimental
data were obtained using the STAC analyzer. Human sera were used for
interference studies.

Reagents for each chemistry were lyophilized in a disposable two-chamber
cell. The cell is reconstituted by adding sample (10 or 50 pl) plus 0.75 ml of
distilled water to the optical compartment. The trigger compartment is
reconstituted with 0.75 ml distilled water or (for calcium) 1.55 M 2-amino-2-
methyl-1-propanol (AMP) buffer (pH 10.2 at 25°C). Reaction is initiated by
mixing the contents of both chambers on the system at the appropriate mixing
stations. All analyses were done at 37°C.

A brief description of methodology employed is given in the following. A
more detailed discussion is presented by Hahn et a/.® and Morgenstern
et al.?

Glucose® !9 js determined by the hexokinase, glucose-6-phosphate dehy-
drogenase (G6PDH) method with ATP in the trigger compartment and the
other enzymes in the optical compartment. The reaction is started with an
early mix and the absorbance is measured at 340 nm after 5 min. Calcium is
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determined by a modified cresolphthalein complexone (CPC) method employ-
ing AMP as the buffer"!"'® at a pH of 10.2. The total bilirubin method is
based on the reaction of the sample with diazotized 5-nitro-2-aminoanisole
(fast red B, ZnCl, salt) in maleic acid medium at a pH of 1.1.

The triglyceride assay is based on a modification of the Bucolo and
David® procedure and uric acid is determined by a modified Trinder
reaction.!” Both these assays are measured as pseudofirst-order rates between
15 and 77 sec after initiation of the reaction.

The AST assay is a modification of the Henry et al. procedure.'® The
reaction is measured as a zero-order rate after a 2.6-min lag phase.

7. Examples of Polychromatic Analysis

7.1. Calcium

The calcium—cpc reaction illustrates the application of polychromatic
analysis to correct for the three static interferents (turbidity, bilirubin, and
hemoglobin), where the K values are not equal to 1. In presenting this
chemistry, an effort would be made to discuss the various polychromatic-
analysis options to correct for these three interferents.

The spectral absorption curves for the chromophore and the above three
interferents are shown in Figure 4. Using the criteria of maximizing chromo-
phore and minimizing blank absorbances, 570 nm represents a conventional
choice for A, the primary wavelength. However, the selection of A,, the
secondary wavelength, poses some difficulty. For all wavelengths beyond 570
nm the K values for the two interferents are quite dissimilar, especially for
turbidity and hemoglobin. This automatically rules out a reliable simulta-
neous correction for all three interferents by means of a single bichromatic
equation (using a A, above 570 nm).

In the calcium assay, turbidity is a more important interference than
either hemoglobin or bilirubin. Also, the frequency of hemolyzed samples is
generally low. If we ignore (for the moment) the possible interference of
hemolyzed samples, the choice of 630 nm as A, then seems reasonable. The
use of the wavelength pair 570 /630 nm makes it possible to correct for both
turbidity and bilirubin, using a single value of K. Also, since the chromophore
has minimal absorbance at 630 nm, the above wavelength pair offers maxi-
mum leverage in regard to interferences by turbidity and /or bilirubin. Using
equation (8), the concentration of calcium in nonhemolyzed samples can be
calculated as

test_ARB —1.17 Atest__ARB
calcium(%):( 570 570) 5 5( 630 630) (11)
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Equation (11) accurately corrects for both turbidity and icterus in
hospital specimens,”® but yields an average residual error of 0.36 mg/dl (1
SD) for hemolyzed samples. Since the frequency of hemolyzed samples is low,
such samples can be flagged as described later on, following which they can
be recalculated trichromatically to correct for hemolysis (as well as turbidity
and /or icterus). In this way, the moderate loss in precision that results from
trichromatic versus bichromatic analysis is confirmed to a small population of
samples—those that are hemolyzed.

The flagging of hemolyzed samples is carried out as follows. As shown in
Figure 4, hemoglobin absorbs strongly at 540 nm. Using the absorbance data
of Figure 4 for the chromophore (calcium) and blank (average of turbidity
and icterus), equation (9) can be used to calculate the “apparent” blank
concentration X,:

X, =30.2( A — Agss) —0.7( 455 — 45%) (12)
The same data of Figure 4 also allows us to write (for nonhemolyzed samples)
Ay = A,,0(calculated) = a5 x, + a5 x, (13)

Substituting equation (11) (i.e., x,) and equation (12) (i.e., x,) into equation
(13), then gives

Asq0(calculated) =0.455( 4155 — ARB ) +0.706( 4155 — ARB)  (14)

For nonhemolyzed samples, equation (14) will provide calculated values of
As,, that are in close agreement with experimental values for a particular
sample. However, if the sample is hemolyzed, the experimental 4;,, value will
be found to significantly exceed the calculated value using equation (14)
(because of the strong absorbance of hemoglobin at 540 nm). So we can write

(A — ABB)>0.455( A% — ARR) +0.706( Aigs — ARE)  (15)

If this imbalance exceeds a certain set level (in this case 0.014), the samples
will be flagged as hemolyzed. Thus, a comparison of calculated and experi-
mental A;,, values allows the flagging of significantly hemolyzed samples
during the calcium assay. Samples not flagged as hemolyzed are then
calculated using equation (11), while flagged samples are calculated using the
trichromatic equation derived from the data of Figure 4 (see reference 3 for
details):

caleium ( 5E | = [( 355 — 485) — (455 — 485 )0.2234

— (A5 — ARB)0.7686) /S, (16)
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To summarize, calcium can be assayed on STAC by taking absorbance
measurements at 540, 570, and 630 nm. Then:

1. Hemolyzed samples can be flagged using equation (15).

2. Nonhemolyzed samples can be determined bichromatically using
equation (11) which corrects for turbidity and /or icterus.

3. The flagged (hemolyzed) samples can be determined trichromatically
using equation (16). This corrects for all three interferents.

As shown in Table 1, the above sequence of handling the data corrects
for all three interferents. However, it was found experimentally that the value
set for the discriminant function [i.e., the imbalance value in equation (15) set
at 0.014 to detect hemolysis] varies for STAC from machine to machine (due
to optical variations), making it difficult to detect the hemolysis of the sample
accurately. Without accurate hemolysis detection, the above sequence of

Table 1. Calcium Blank Correction Using the Various Polychromatic Options

STAC assay values (mg/dl) using

SMAC™
570,/630/540 nm Triglyceride
570,/630 nm trichromatic 570/540  True blank® values
Serial Sample bichromatic equation bichromatic  corrected for turbid

number appearance  equation (when flagged) equation values samples
1 Normal 9.5 — 94 9.5 —
2 Normal 9.0 — 9.0 9.1 —
3 Normal 10.2 — 10.2 10.4 —
4 Normal 8.8 — 8.7 8.6 —
5 Normal 9.8 — 9.8 9.7 —
6 Turbid 8.8 — 85 8.4 888
7 Turbid 10.9 — 10.8 10.8 466
8 Turbid 10.0 — 9.8 10.0 901
9 Turbid 10.0 — 10.0 10.2 224
10 Turbid 11.1 — 10.9 11.0 838
11 Hemolyzed 9.7 9.6 9.6 9.5 —
12 Hemolyzed 11.3 11.1 11.1 109 —
13 Hemolyzed 6.0 5.2 5.2 5.4 —
14 Hemolyzed 9.1 7.2 7.0 7.0 —
15 Hemolyzed 8.7 8.5 85 8.6 —
16 Icteric 9.0 — 9.0 9.0 —
17 Icteric 9.3 — 9.2 9.2 —
18 Icteric 8.5 — 8.7 8.6 —
19 Icteric 95 — 94 9.5 —
20 Icteric 10.8 — 10.6 10.7 —

“Values obtained on the STAC system by running a separate blank for each sample (using calcium reagent
without CPC).



The Technicon STAC Analyzer 17

equations would not be of much use in correcting for the three interferents. It
is possible to overcome this variable discriminant problem by calibrating and
assigning a specific discriminant value for each machine (instead of one fixed
value for all machines). However, an alternate method which would be
independent of system variations was considered more desirable.

Fortunately, on STAC we have been able to find a simple bichromatic
equation (K#1) to correct for all three interferents. As mentioned before,
570 nm offers the best choice for the primary wavelength and a careful
reexamination of the absorbance curves of Figure 4 below 570 nm indicated
the possibility of using 540 nm as the secondary wavelength. Although at 540
nm hemoglobin has strong absorptivity, the three interferents have about the
same K values (using the wavelength pair 570/540 nm), thereby, making it
possible to correct for all the three interferents by means of a single-bichromatic
equation:

. (mg ) _ 1190455 — A% ) — (455 — A5%)
calcium | —* | = 5 (17)

Even though the above equation has lower sensitivity (due to significant
absorbance of the chromophore at 540 nm), it was found experimentally to
give results similar to values calculated using the bi- and trichromatic
equations with hemoglobin detection. The data are shown in Table 1.

The above example of the application of polychromatic analysis to
calcium assay clearly demonstrates the various options available to correct for
the three static interferences. As shown above, the final choice depends on a
number of factors, e.g., maximum possible correction for blanks, ease of
manipulation and independency from system variations, acceptable final
precision, etc.

7.2. Total Bilirubin

The total bilirubin chemistry represents another example of the use of
polychromatic analysis to correct for static interferences where the weighting
factor is not equal to 1 (K5 1). The major interferents for this chemistry are
turbidity and hemoglobin. The spectral absorption curves for these two
interferents and the chromophore are shown in Figure 5. The absorption
maxima for the chromophore is near 585 nm, but to minimize blank
interferents on A, the latter is selected at 600 nm.

The ratio of absorbances for the two interferents at 600 /660 nm (i.e., the
K values) is sufficiently similar to allow the use of 660 nm as a secondary
wavelength (A,) for the bichromatic analysis. However, the chromophore also
absorbs significantly at 660 nm, and as a result, the sensitivity of the method
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would be lower (and precision poorer) using these two wavelengths (600 /660
nm) for bichromatic analysis:
mg | _ (A5~ A88)—1.17( 4~ 423)

total bilirubin ( a ) = s, (18)

An alternative approach is as follows. From data on collected samples, it
was obvious that turbidity is a common and more significant interference than
hemoglobin in the total bilirubin determination. A bichromatic equation was
then developed using 600 nm as the primary wavelength and 700 nm as the
secondary wavelength (hemoglobin has minimal absorbance at this wave-
length) to correct for turbid blanks:

(45— 483) - k(45 4%3)

total bilirubin (2 | = 5 (19)

In equation (19), K is the weighting factor for turbid samples and is
assigned a value of 1.23, 4™ is the absorbance of the sample at the
designated wavelength, and AR is the absorbance of the reagent with water
as sample (or reagent blank) at the designated wavelength. These blank data
are stored in STAC memory and are recalled by the system for each
calculation. S, is the sensitivity factor (i.e., A/mg/dl) and is computed on
STAC by running a calibration standard. This information is also stored in
the computer memory. As can be seen from the data in Table 2, the
bichromatic equation (19) corrects well for turbid samples, as well as for
slightly hemolyzed (up to 50 mg/dl hemoglobin) samples.

In this chemistry we now have two bichromatic equations [(18) and
(19)]. The first equation corrects for both turbid and hemolyzed samples, but
the sensitivity is low. The second equation corrects well for turbidity and
minor hemolysis. So by using a combination of these two equations, it is
possible to correct for the two interferents in all possible situations, with
minimum overall loss in sensitivity and precision.

Table 2. Total Bilirubin Blank Correction

Average error (mg/dl)
Bichromatic
Sample type Unblanked 600/700 600 /660
Normal 0.44 0.05 —
Turbid 2.6 0.08 —
Slightly hemolyzed” 0.74 0.05 —
Grossly hemolyzed® 2.23 1.07 0.13

¢ <150 mg/dl hemoglobin.
¢ >200 mg /dl hemoglobin.
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Table 3. Total Bilirubin Blank Correction

STAC Assay value (mg/dl) using

600/700 nm 600/660 nm  Assay

Serial Sample  bichromatic  bichromatic ~ value True blank®
number appearance  equation equation  validated corrected value
1 Normal 1.2 1.3 1.2 1.2
2 Normal 3.0 3.2 3.0 3.0
3 Normal 0.7 0.8 0.7 0.7
4 Normal 1.8 1.9 1.8 1.8
5 Normal 0.7 0.8 0.7 0.6
6 Turbid 0.8 0.8 0.8 0.8
7 Turbid 5.6 5.8 5.6 5.5
8 Turbid 1.3 1.2 1.2 0.9
9 Turbid 3.8 4.0 38 3.7
10 Turbid 1.2 1.2 1.2 1.1
11 Hemolyzed 0.8 0.8 0.8 0.8
12 Hemolyzed 09 0.8 0.8 0.6
13 Hemolyzed 34 2.1 2.1 20
14 Hemolyzed 3.1 1.7 1.7 1.6
15 Hemolyzed 23 2.1 2.1 2.0

“Values obtained on the STAC system by running a separate blank for each sample
(using reagent without fast red B).

Case I: If the Sample is Not Hemolyzed. The total bilirubin value calculated
using equation (19) should be equal to the value calculated using equation
(18) within experimental error. If this condition is met, the value calculated
using equation (19) (more precise) is validated and printed as the correct
value.

Case 2: If the Sample is Hemolyzed. The value calculated using equation
(19) will be greater than the value obtained using equation (18)—as equation
(19) does not adequately correct for hemoglobin and any absorbance contri-
bution by hemoglobin represents a positive error [in equation (19)]. Under
these conditions, the value obtained using equation (18) would be validated as
the correct value.

As shown in Table 3, this double bichromatic approach works well.
Thereby proving that it is possible to correct for static interferences by the use
of a discriminating double-bichromatic equation.

7.3. Uric Acid

This assay on STAC represents an example of the application of
polychromatic analysis to correct for reactive (kinetic) interferences. In this
type of interference, the interferent reacts with one (or more) of the products
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formed during the assay reaction, thereby contributing to error in the
analytical determination.

The reaction of uric acid with uricase is measured on STAC as a
pseudofirst-order rate using the following coupled reaction(!%19):

uricase

uric acid + O, +H,0 allantoin +H,0, + CO,

H,0, +4-aminoantipyrine + p-hydroxybenzoate peroxidase (20)

coupled-color-product + H,O

In kinetic determinations [such as shown in equation (20)], the subtraction of
the initial from the final absorbance value (giving A4 values) automatically
corrects for static interferences (e.g., turbidity and hemoglobin in this assay).
However, bilirubin represents a kinetic interference, since it reacts with
hydrogen peroxide formed during the uric acid-uricase reaction and absorbs
at the wavelength of interest. The peroxide-reacted bilirubin has a lower
absorbance at 525 nm (the primary wavelength) than the unreacted bilirubin.
As a result, bilirubin not only reduces the amount of chromophore formed (by
reacting with peroxide), but also contributes to a further decrease in ab-
sorbance due to the lower absorption of the peroxide-reacted bilirubin at 525
nm. At low levels of bilirubin in the sample, its interference can be essentially
eliminated by the addition of albumin to the reagent (due to binding of
bilirubin with albumin, thereby preventing its reaction with peroxide). How-
ever, at higher levels of bilirubin (above 5 mg/dl), a significant interference
occurs in the STAC uric acid assay.

Once again, it is possible to correct for this type of interference by the use
of a bichromatic measurement. The uric acid chromophore has maximum
absorbance near 505 nm. However, to minimize bilirubin interference and
maximize the leverage (bilirubin has considerable absorbance at 505 nm and
minimal absorbance at 525 nm), 525 nm was selected as the primary
wavelength (A,). Although bilirubin has maximum absorbance at 450 nm,
the chromophore also absorbs significantly at this wavelength. To obtain
maximum leverage the secondary wavelength (A,) was selected at 405 nm.

Figure 6 shows the characteristic rate curves for uric acid and bilirubin at
both 405 and 525 nm. Using NBS uric acid standards,'® it was found
experimentally that the ratio of AA4,,, /A A.,. for uric acid is about 0.2. The
A A values refer to the difference in absorbance between reaction times of 15
and 77 sec after the initiation of the reaction at the optical read station. Thus,
in the absence of bilirubin in the sample we can write

0.2 A4, — Ad,y, =0 (21)

If bilirubin is present in the sample at interfering levels, it reduces the A A
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values at both 405 and 525 nm. Experimentally, it was found that the relative
decrease in A4 at 405 nm is greater than the relative decrease of A4 at 525
nm. In other words,

0.2 A5 — AA s >0 (22)

It is possible to relate the magnitude of change in equilibrium of equation
(22) to the bilirubin interference level and calculate the corrected uric acid
value by means of the following equation:

_ Ay +(028 45— Ady)K
S

uric acid ( % )

(23)

In the above equation, S denotes the sensitivity factor (i.e., A4 /mg/dl /min)
and is obtained on the STAC system by the use of a calibration standard.

The factor K is a constant and is assigned a value of 1.3. This value was
arrived at by analyzing a large amount of bilirubin containing (varying levels
of bilirubin) human sera samples on STAC and calculating the uric acid
values using equation (23) with varying K values. The results obtained using
the K value of 1.3 showed the best correlation with the reference method.?®

As shown in Table 4, the above derived bichromatic equation corrects
well for both normal and icteric samples. Thus, it is possible to use polychro-
matic analysis to correct for kinetic interference.

Table 4. Uric Acid Bilirubin Correction

STAC Uric acid
Total bilirubin® Uric acid® (mg/dl)
Sample (mg/dl) (mg/dl) Uncorrected” Corrected?

Calibrant 2.0 55 — —
1 0.8 4.8 4.7 4.7

2 34 5.4 52 52

3 17.9 49 3.5 5.3

4 7.1 6.0 53 5.6

5 125 4.7 39 4.7

6 217 4.6 29 5.0

7 42 5.6 53 5.3

8 21 5.4 53 53

9 1.7 4.2 3.9 39

10 23 8.2 8.1 8.1

“Total bilirubin values assayed on STAC.

bUric acid values assayed by BMC procedure at 292 nm.
‘Uncorrected = [ A 45,5 ] /[ A AS3EPr2" /concentration of calibrant].
“Corrected = [ A Asps + (0.28 A5 — A A,5)1.3] /sensitivity;
[AAgzlf:brant + (OAzAAgglsibram _ AAi?)]zibram)l ‘3]

concentration of calibrant

sensitivity =
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7.4. Triglycerides

This chemistry represents another example of the application of poly-
chromatic analysis to correct for a slightly different type of reactive inter-
ference.

The STAC triglycerides assay is based on the first-order conversion of
triglycerides to glycerol (by lipase) followed by a rapid coupling of glycerol to
the NADH to NAD reaction. As illustrated in Figure 7, this assay is subject to
sample clearing interferences if the reaction is followed only at 340 nm. This
decrease in absorbance at 340 nm due to sample clearing is attributed to the
destruction of chylomicrons by the lipase reagent.

However, it is possible to correct the triglyceride values for the sample
clearing effect by a bichromatic measurement at 340 /405 nm.

The primary wavelength A, (340 nm) is selected from the absorption
maximum of NADH and the reaction is followed at this wavelength from 15
to 77 sec after initiation at the optical read station. As noted in Section 3,
turbidity (7") exhibits significant absorbance at both 340 and 405 nm, but
NADH has negligible absorbance at 405 nm. Thus, by the use of 405 nm as
A,, the secondary wavelength offers maximum leverage in this bichromatic
assay. Based on equation (8), it is possible to write

%):M

dl S (24)

triglycerides (

Equation (24) actually applies to an endpoint determination of triglycerides,
rather than a kinetic determination as on STAC. However, equation (24) can
also be applied to the concentration of triglycerides as a function of time.
Therefore, by replacing the 454, and 4,y values of A4,,, and A4, values,
respectively, we can make equation (25) work equally well for the kinetic
assay.

AAd;,— KAA
triglycerides ( % ) = (84 3 ) (25)
1

S, is now defined as a sensitivity factor that can be determined for the STAC
assay by running a calibration standard.

The constant K was determined experimentally by measuring the actual
clearing rates at 340 and 405 nm for several lipemic samples. By eliminating
NADH from the reagents, the clearing reaction could be monitored separately
from the glycerol reation, as shown in Table 5, columns 2 and 3. The
weighted average of (AA4;,,/AA,);) represented by K, came out to be
approximately 1.5. Substitution of this value of K in equation (25) allows the
calculation of corrected triglyceride values in both clear and turbid samples.
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Table 5. Triglyceride Kinetic Blank Correction

Residual error (mg/dl)
Sample A A5, A A" Uncorrected® Corrected®

Calibrant? 0.0606 0.0005 — —
1 0.0033 0.0021 14 1

2 0.0346 0.0235 143 -3

3 0.0076 0.0053 31 —2

4 0.0112 0.0074 46 0

5 0.0029 0.0021 12 -1

6 0.0101 0.0054 42 8

7 0.0078 0.0051 32 1

8 0.0032 0.0021 13 0

9 0.0219 0.0134 90 8

“A Asyy and A A,y are measured by eliminating NADH from the reagents except for the
calibrant.

bUncorrected = A A 34 /(0.0606 /250 mg /dl).

“ Corrected = A A3y — (1.5)A A 495 1/[(0.0606 — 1.5 X 0.0005) /250 mg /dl].

YHuman sample assayed on SMAC (250 mg/d| triglycerides). A A4, and A A 495 are actual
reaction rates.

The last two columns of Table 5 compare the residual error due to clearing
for the uncorrected (i.e., monochromatic) assay versus the bichromatic assay.

The above data clearly show that bichromatic (polychromatic) analysis
could be used effectively to correct not only for static, but also for kinetic
interferences. The only difference is the substitution of AA values for the
absorbance values in kinetic versus endpoint determinations.

7.5. AST

The AST method represents an example where a secondary wavelength
measurement can be applied to validate (not correct) an analytical result.

After an initial lag phase (during which endogenous pyruvate is con-
sumed) the AST method follows zero-order kinetics. On the STAC system, the
rate is monitored for 60 sec after a 2.6 min lag phase. Since the rate is not
monitored from time zero, a significant substrate (NADH) depletion could
occur with high AST samples. This could result in a severe underestimation of
the activity of the high-AST samples.

However, substrate depletion could be detected by the use of a secondary
wavelength measurement which would allow a correction of the primary
wavelength measurement for any non-NADH absorbing components present
in the sample (e.g., turbidity, bilirubin, and hemoglobin).

Figure 8 shows the characteristic curves for the three common interfer-
ents (turbidity, bilirubin, and hemoglobin) in AST reagent without NADH,
As can be seen, both hemoglobin and bilirubin have approximately the same
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absorbance at 340 and 380 nm, but turbidity, which is a more common
interference, has higher absorbance at 340 nm than at 380 nm. Further
experiments on the STAC system established the ratio 43,y /A5, for turbidity
as 1.2. Since NADH has minimum absorbance at 380 nm, the measured
absorbance at this wavelength could be attributed almost entirely to the
interferents. So we now have a means of correcting the measured absorbance
at 340 nm for the above mentioned interferents by simply subtracting the
weighted 435, nm value taken at the same time.

A4, corrected = 43, measured — 1.2 A5, measured (26)

In establishing the weighting factor K as 1.2, we have identified turbidity
as a more significant interferent at 340 nm in this chemistry. The use of this
factor, of course, would automatically correct and, in some cases, probably
overcorrect for the other two interferences. But this situation is more desirable
and assures the detection of substrate depletion even with highly turbid
samples.

The above A,, corrected value gives the absorbance due to NADH at
2.6 min available for the AST reaction during the subsequent measurement
on the STAC system. The actual procedure on STAC is to compare the
Az, (corrected) value with a value calculated for samples of maximum
activity (corresponding to the range of the AST assay on STAC). When 45,,
(corrected) is below this value, the sample will be flagged for dilution and
rerunning. Equation (26) is not required to be very precise, since a further
safety factor exists in the check for linearity of enzyme reaction after 2.6 min.

8. Conclusion

Polychromatic analysis is a particularly powerful technique for ensuring
accurate results in certain clinical chemistry assays. However, to take full
advantage of its potential, we must be free to select more than two wave-
lengths when this is advantageous, and to use correction factors ( K values)
that are different from unity. Finally, we must weigh different possible
approaches within polychromatic analysis for the best overall results in terms
of assay reliability, accuracy, and precision. There is no generally “best”
approach to a given assay; rather, each method offers unique opportunities
for the custom design of polychromatic analysis around that method.
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Introduction to Multiple-Wavelength
Spectrophotometric Measurements in
Analytical and Clinical Chemistry

David. L. Witte

1. Introduction

Spectrophotometry continues to be very important in analytical chem-
istry and is the single most important detection system in the clinical
laboratory. Even recent clinical laboratory advances in high-pressure liquid
chromatography and enzyme-linked immunochemistry depend on spectro-
photometric measurements. Although measurements made at a single wave-
length are most common, multiple-wavelength analyses are growing in
importance and add to the capabilities of the modern laboratory. Multiple-
wavelength spectrophotometry has been used to measure multiple compo-
nents in a complex mixture, to correct for interferences, and to increase
sensitivity. Examples of these applications will be discussed individually with
special reference to their relevance in clinical chemistry. These general
principles will serve as an introduction to the three following contributions
which describe commercial applications of multiple-wavelength spectropho-
tometry in the clinical chemistry laboratory. This chapter is not intended to
be an exhaustive review, but to provide the reader with general insight into
clinical chemistry applications and a bibliography to guide further study.
Two recent reviews("> 2 are suggested for additional background.

David L. Witte e Department of Pathology, University of Iowa, Iowa City, Iowa 52240.
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2. Definitions

Precise communication is only possible if definitions are clearly under-
stood. Terms used in the literature of multiple-wavelength spectrophotometry
are not uniform. Therefore, the following definitions will be used in this
chapter.

1. Monochromatic spectrophotometry refers to the use of a single beam of light with
a relatively narrow dispersion of wavelengths. These analytical techniques
usually employ the Beer-Lambert law and separate reaction vessels for
sample and either a reagent or a sample blank.

2. Dual-beam spectrophotometry will be used when referring to the usual scanning
spectrophotometer in which a beam of monochromatic light is split in
space and passed through two separate reaction vessels, one for the
reference and one for the sample. This analytical technique also uses the
Beer-Lambert law and provides a simultaneous blank. Obviously scanning
introduces multiple wavelengths, but the principles are identical to the
monochromatic measurements.

3. Multichromatic spectrophotometry will refer to the use of more than one
wavelength of monochromatic light. The most frequent applications use a
single beam which alternates among the multiple wavelengths. Bichromatic
and trichromatic refer to specific examples of multichromatic measurements.
These measurements may use the simple Beer-Lambert law, but more
complex calculations will be discussed.

4. Derwative spectrophotometry is accomplished in several ways. One method
involves scanning with two beams of light with a small fixed difference in
their wavelength.!) Therefore, this is a special application of multiple-
wavelength spectrophotometry and different from bichromatics as defined
above since two beams are used.

5. Dual-wavelength spectrophotometry will refer to the use of two beams of light
with different wavelengths for the sample beam and reference beam.

The most important definition for the contributions that follow is muit:-
chromatic spectrophotometry; the above definitions are included to avoid confu-
sion.

3. Applications in Analytical Chemistry

Most undergraduate analytical chemistry texts®® discuss the use of
multiple-wavelength spectrophotometry for the measurement of multiple
chromophores in a mixture. This approach requires at least one wavelength
per component and utilizes the same number of equations of the following
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form:
A)\ = 2 8Az‘bc{

where 4, denotes the observed absorbance at wavelength A, ¢,, denotes the
extinction coefficient of the ith component at wavelength A, b the path length,
and ¢, the concentration of the ith component.

A logical extension of the above equation is the use of log—Gaussian
mathematical functions to fit the band shape of electronic absorption
spectra.®"” This approach has allowed the determination of tautomeric and
hydration equilibrium constants from the spectral analysis of complex mix-
tures of aromatic molecules.®” This mathematical treatment of multiple-
wavelength spectral data has also aided in the demonstration of changes in
vibronic fine structure during protein denaturation.®

Using multiple wavelengths, Fonda and Johnson® have shown that the
contribution to light absorption due to a turbid impurity can be effectively
calculated. This is possible since over a short range of wavelengths (320-530
nm) the contribution of turbidity is linearly related to either log-wavelength
or the inverse of the wavelength. Therefore, if any segment of the specified
spectral region has no absorbance contribution by chromophore and all
absorbance is due to turbidity, the contribution due to turbidity can be
calculated over the entire spectral region.

In 1950, Willard Allen published a calculational method for the subtrac-
tion of the absorption contributed by a linearly absorbing impurity.® This is
widely known as the “Allen base line correction” and assumes that the
absorption due to impurity is linear over a short range of wavelengths.
Therefore, the contribution of the impurity to the absorbance at the analytical
wavelength can be calculated if the absorption is known at two wavelengths
equidistant above and below the analytical wavelength:

A)\+A}\ + A)\—A)\
Aanalytc\ AT A)\ = 2

A more general derivation was published by Jensen and Oliver,!” who also
assumed a linearly absorbing impurity, but the two additional measurements
need not be equidistant from the analytical wavelength. The Allen baseline
correction has been widely applied, but the underlying assumptions must
never be forgotten.

Eugene Allen and W. Rieman III published a method to determine the
concentration of one compound in a complex mixture through the use of two
or three wavelengths.'") Their method is a simplification of the multicompo-
nent method discussed earlier and rests on the assumption that all the
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interferents have the same ratio of absorbances at two wavelengths, i.e.,
K=¢,, /&, for all impurities. Again, careful validation of this assump-
tion is necessary. However, Allen and Rieman have shown the method
is useful for mixtures containing pyridine, B-picoline, 2-aminopyridine,
2-aminopyrimidine, 2-amino-4-methylpryimidine, and 2-amino-4, 6-di-
methylpyrimidine, and they present a clever graphical solution to multiple
equations.

Britton Chance designed a dual-wavelength spectrophotometer for the
study of pigments in turbid solutions of cytosol.'?~'® His apparatus used two
beams of different but relatively close wavelengths, and measured an ab-
sorbance difference (4,), A, = Ay, — Ay,. He reports a sensitivity of 5X107*
absorbance even in very turbid solutions. The use of two closely spaced
wavelengths should correct for cuvette absorption and position differences as
well as sample turbidity since it is assumed these properties change little over
a short range of wavelengths.

Dual-wavelength spectrophotometry has seen commercial appli-
cation!*"1% and Shibata et al."® lists five advantages of this equipment:

1. ability to measure a small change in absorbance in the presence of a
large absorbance background;

2. colorimetry without reference if total absorbance is less than 0.01;

. if both wavelengths are scanned derivative spectra are generated;

4. special relative spectra can be generated by scanning one wavelength
with the second wavelength fixed;

5. two reactions can be followed independently in one reaction vessel.

w

Gerchakov!'” has published analytical methods for mixtures using a
scanning sample beam with a fixed-wavelength reference beam. He feels this
technique provides advantages in the analysis of mixtures. Chance and
Graham'” and others"® have also described analytical methods that scan
wavelengths in highly turbid solutions. The analysis of errors and sensitiv-
ity in dual-wavelength spectrophotometry was reviewed independently by
Cowles,'” Rikmenspoel,”” and Hendler.?! Whereas this instrumentation
has been of great interest to biochemists who study reactions in complex
cytosol suspensions, it has not received much attention in analytical or clinical
chemistry. However, as the clinical laboratory becomes more involved in the
measurement of cytosol binding proteins this instrumentation may find appli-
cations.

4. Applications in Clinical Chemistry

The use of multiple wavelengths in the clinical laboratory is common-
place and several representative specific examples will be discussed. Perhaps
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the most widely remembered example is that of the “Allen baseline correction”
in the measurement of urinary steroids, which has already been discussed.

A second well-studied example is in the spectrophotometric measurement
of bilirubin in amniotic fluid for the assessment of fetal hemolytic disease.
Liley’s®>®) original method used a baseline correction involving a plot of
log-absorbance versus wavelength which allowed the calculation of A4,
values in amniotic fluid samples. This method was shown to be effective in
making clinical decisions. As people used the method of Liley, modifications
began to appear. Burnett®?® has pointed out that erroneous decisions will
result if a linear baseline correction is substituted for the logarithmic correc-
tion proposed by Liley. This is an example of how laboratorians fall into the
trap of making a simplifying analytical change and fail to validate that the
clinical utility of the assay has not changed. Burnett also points out that
considerable error in baseline correction will occur if the zero-absorbance
reference point is not carefully established.

Multiple-wavelength spectrophotometry is widely used for the specific
measurement of catecholamine metabolites in urine. Pisano®’ describes a
method which uses measurements at two wavelengths to correct for the
interference caused by synephrine, a component of nose drops and bronchodi-
lators. Measurements are made at 347 and 330 nm after the catecholamine
metabolites and synephrine are converted to vanillin and 4-hydroxyben-
zaldehyde, respectively, by periodate oxidation. Vanillin absorbs maximally
at 347 nm and the ratio of the extinction of vanillin (V) and 4-hydroxyben-
zaldehyde (4HB) at 347 and 330 nm are both known (Cuyp = €330 s4pp/
€347 4up — 1.90 and Cy, = e434y, /€347y = 0.686). Therefore, the contribution of
synephrine as its conversion product 4-hydroxybenzaldehyde can be sub-
tracted from the absorbance at 347 nm to obtain the contribution due to
vanillin. This analytical system makes the determination of metanephrines
more specific.

Bilirubin is the most frequently measured pigment in serum. Accurate
and precise measurement of the relatively high concentrations present in the
serum of newborns is important for therapeutic decisions in the prevention of
kernicterus. Bilirubin has a high extinction at 460 nm and the only other
major absorption in newborn serum is due to contamination by hemoglobin
from the sampling process. Therefore, it is obvious that a simple instrument
could be designed to measure bilirubin in the presence of hemoglobin by
measuring absorption at two wavelengths. One instrument, reported by
Jackson® and Jackson and Hernandez,?” uses 450 and 540 nm. A second
instrument, manufactured by the American Optical Company, uses 461 and
551 nm since the absorption by hemoglobin is equal at those two wavelengths
and simplifies the correction.”®>® These instruments have achieved wide
acceptance in the clinical laboratory and yield accurate results in the presence
of hemoglobin.*” Since the two wavelengths used in these “bilirubinometers”
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are 90 nm apart one would predict that a turbid sample would cause
overestimation of bilirubin due to greater absorption by turbidity at the lower
wavelength. Early discussions of these instruments suggested that this would
not be a problem,® however, later reports are contradictory.?>3) The
quantitative aspects of this problem are not readily apparent in the literature.
Therefore, I present data obtained in our laboratory with the American
Optical (AO) Instrument, after addition of an intravenous nutritional lipid
source, Intralipid®, to serum samples (see Table 1). Table 1 indicates that
turbidity causes an overestimation, but it is not large.

The measurement of carbon monoxide in blood is most frequently
accomplished with a commercially available instrument using spectrophoto-
metric measurements at several wavelengths.®? Instrumentation Laborato-
ries, Lexington, Massachusetts, has marketed instruments specifically designed
to measure carbon monoxide in blood, where it is present as carboxyhe-
moglobin. The IL182 uses three filters to measure total hemoglobin (Hb),
oxyhemoglobin (HbO,), and carboxyhemoglobin (HbCO).®» All three pig-
ments share an isobestic point at 548 nm, Hb and HbO, absorb equally at
568 nm, and Hb and HbCO, absorb equally at 578 nm. A newer instrument,
the IL282, uses four cathode lamps to measure the three pigments mentioned
above plus methemoglobin. The wavelengths used are 535.0, 585.2, 594.5,
and 626.6 nm.®» Dual-wavelength spectrophotometry as described by
Chance'? has also recently been used to measure HbCO.®»

Another application of measurements at two wavelengths is the simulta-
neous determination of glucose-6-phosphate dehydrogenase activity and he-
moglobin in red cell lysates which allows reporting results in units of enzyme
activity per gram of hemoglobin.®® Measuring both analytes in the same
reaction cuvette eliminates errors due to differences in dilution when the two
measurements are made in separate cuvettes.

The most frequent use of multiple-wavelength spectrophotometry in the
clinical laboratory involves the use of bichromatics, as defined earlier. The
general principle involves measurement of absorbance at two wavelengths
and the use of the two extinction coefficients to calculate concentration. This

Table 1. Effect of Turbidity on Measurement of
Bilirubin with the AO Bilirubinometer

Sample Ag50 o,  Observed bilirubin (mg/dl)

0.300 10.6
0.822 11.0
0.923 11.5
1.360 12.0
2.335 12.3

2.875 12.2
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is a simple use of Beer’s law, although it is frequently misunderstood or
misrepresented.

Consider a reaction that converts reactant (R) to product (P) which
occurs in a reaction mixture with a background color ( BC). The absorbance
of the reaction mixture will be monitored at two wavelengths (4, and 4,):

R-P (1)
A, = eg beg +epbep + BC, (2)
A, = g, bog + epybep + BC, (3)

=4 = 4y (4)

where &g denotes the extinction coefficient of R at each wavelength, ep the
extinction coefficient of P at each wavelength, BC the background color at
each wavelength, ¢y the concentration of R, ¢p the concentration of P, b the
optical path length, and, 4, the absorbance difference. It follows

Ad:b‘R(£R1_5R2)+b€P(3P1'8P2)+(BC'1‘BC2) (5)

This rather complex equation can be shortened by simplifying assumptions. If
¢cg 1s very small, as is desirable in most analytical reactions, then

A= bep(ep, — €py) +(BC, — BC,) (6)

Equation (6) is frequently simplified by assuming that the background color is
equal at both wavelengths; then

4,= bCP( €p1 5?2) (7)

If equation (7) is to be used, care is necessary in the validation of the
underlying assumptions, otherwise significant errors can result. The assump-
tion that ¢y is near zero is frequently true. However, the assumption that
BC, = BC, is frequently untrue. Unless the two wavelengths are carefully
chosen, the second assumption is often negated by even the most commonly
encountered spectral contaminants in the clinical laboratory, i.e., hemolysis,
icterus, and lipemia. Therefore, the wary analyst must be vigilant to avoid
interferences.

5. Epilogue

This chapter introduces the subject of multiple-wavelength spectropho-
tometry as it is applied in the clinical laboratory. Some specific commercial
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applications have been mentioned. Obviously, many other commercial appli-
cations were not mentioned. The selection was made only to illustrate general
concepts and not intended to convey any value judgment regarding instru-
mentation. Discussions of rapid scanning devices were purposely omitted and
are reviewed elsewhere.®”*® The three following chapters discuss specific
commercial applications. Certainly other instruments could have been in-
cluded. The three chosen rely most substantially on multiple-wavelength
measurements and illustrate the advantages and disadvantages of this type of
spectrophotometry, i.e., enhancement of sensitivity, correction for inter-
ferences, and analysis of multiple components.
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Bichromatic Analysis: The Design and
Function of the ABA-100

David L. Witte and Bruce P. Neri

1. Introduction

The Abbott bichromatic analyzers are the commercial applications of the
design concepts of Max Liston, Liston Scientific, Newport Beach, California.
Liston conceived the ABA-100 as an ultramicro, single reagent, single chan-
nel, simultaneous bichromatic kinetic analyzer in the late 1960’s. This chapter
will describe the unique analytical capabilities of Liston’s design and we will,
therefore, emphasize the ABA-100 in our discussions. For completeness the
reader should realize that Abbott Diagnostics has refined the original Liston
design and subsequently introduced three other analyzers which complement
the capabilities of the ABA-100. The first of these analyzers was the ABA-50,
which contained the same optics and logic as the ABA-100, but was semiauto-
mated and is no longer being manufactured. Major modifications introduced
in the ABBOTT-VP included an integral syringe for a second reagent, a
diluter capable of detecting liquid levels, logic to calculate results using
multiple standards, additional error detection capabilities, and choices of
reaction times to allow faster completion of analyses. The newest instrument,
the ABA-200, has added flexibility in dilution ratios, times of reagent addi-
tion, and calculational capabilities. All these analyzers share many design
features and are adaptable to perform a wide variety of spectrophotometric
measurements.

The major objective of this chapter is to discuss Abbott’s unique design
characteristics for ultramicro chemical analysis and simultaneous bichromatic
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spectrophotometry. We will also discuss general instrumental performance,
the approach to automation of a new method with the ABA-100, validation
procedures to ensure quality performance, and selected examples of applica-
tions. For more detailed reviews of performance characteristics for specific
analyses the Reference section lists several sources.!

2. Design Principles

The Abbott ABA-100 has two modules. The smaller functions as a
chemistry processing module and performs the sample and reagent dispense,
reaction incubation, and sequential spectrophotometric measurements in a 32
position cuvette. The larger module is a programmer and readout device
which controls the functions of the processing module (temperature, time,
calibration) as well as calculates and prints results.

The design of the ABA-100 embodies several interlocking concepts.
Ultramicro analysis with sample volumes of 2.5-25 pl and reagent volumes of
250-500 pl reduces reagent costs and minimizes the sample size. Accurate
and precise performance at these low-sample volumes and high-dilution ratios
requires meticulous attention to detail in design and operation. The dimen-
sions and surface properties of the sample probe must be carefully controlled
to minimize surface adsorption to prevent sample carry over from cuvette to
cuvette. Probe bore diameter is designed to ensure adequate fluid velocity for
mixing. The position of the probe in both sample and reaction mixture must
be carefully monitored by the operator to minimize the wetted surface. The
speed of probe movements must be controlled to minimize unwanted ejection
of liquid due to inertia when the probe is stopped. Finally, in working with
small sample and reaction mixture volumes the ratio of surface area to
volume and the presence of air currents must be considered to reduce
evaporation.®”

In the late 1960’s there was increased concern for interference in enzyme
analysis caused by competing reactions. The interference of pyruvate in the
analysis of alanine amino transferase (ALT) provides a specific example. The
reaction scheme is shown below:

alanine + alphaketoglutarate ALT

pyruvate + glutamate

pyruvate+ NADH+H* —LP2 . j5ctate + NAD*

Incorrectly stored samples may contain considerable amounts of pyruvate
which will react in the ALT reaction system and erroneously elevate the
apparent ALT value for that specimen. However, since the endogenous
pyruvate is present in finite amounts it will be consumed early so that late in
the reaction course the only source of pyruvate is the ALT reaction. The ABA
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combines a high dilution of sample (1:51 or 1:101) and long preincubation
times (5 min) to minimize problems due to endogenous substrates such as
pyruvate. It is important to remember that high dilutions do not alter the
effects of interfering enzymes which act on the substrates present in the
reagent.

Since high dilutions are used to eliminate the effects of endogenous
substrates, the reactions to be monitored necessarily occur at a slow rate and,
therefore, generate small changes in absorbance. To make this design concept
operationally acceptable a spectrophotometric system capable of excellent
stability and high resolution even at absorbances above 1.0 was needed.
Liston designed the bichromatic photometric system of the ABA-100 to satisfy
that need. This system provided excellent reproducibility and adequate
sensitivity to small changes in absorbance, independent of the absolute
absorbance. Use of two wavelengths minimizes optical errors caused by
cuvette imperfections and cell to cell differences as well as Rayleigh scatter
due to particulates in the reagents or Brownian motion of large lipids in the
reaction mixture. The optical corrections are valid for materials which absorb
equally at the two wavelengths selected for bichromatic measurement, an
assumption which is more likely to be true if the two wavelengths are close
together. The original ABA-100 was intended only as a kinetic enzyme
analyzer and designed with two wavelength pairs: 340-380 and 450-415 for
NADH and paranitrophenol (PNP), respectively.

The fundamentals of the bichromatic optics are shown in Figure 1. The
heart of the system is the spinning filter wheel placed in the analytical light

A — = [cuveETTE | — = )\

I WHEEI6
POSITION
* T DETECTOR

|
4 +
| ANALYTICAL
| DETECTOR

Figure 1. ABA-100 optical diagram. s%ﬁ:gg —_— — = = - - - = J
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beam. As shown diagrammatically, the filter wheel contains two pairs of
identical tilters with like filters located 180° apart. Thus, as the filter spins,
the cuvette and detector are alternately traversed by the two wavelengths, two
times per revolution. The outer circumference of the filter wheel has two
segments with different diameters. When the filters corresponding to wave-
length 1 are in the analytical beam, light will reach the wheel position optical
detector, when the wheel rotates 90° filter 2 is in the analytical light beam
and the wider circumference blocks the light path to the wheel position
detector. Conceptually then, the analytical beam is made up of a repeating
step function which corresponds to wavelength 1, the nontransmitting portion
of the wheel, and wavelength 2. Simultaneously, the wheel position detector
receives a repeating step function due to the chopping by the larger wheel
circumference. Therefore, the instrument is able to monitor which signal is
related to which wavelength.

As the reader continues it will become apparent that understanding of
the ABA-100 bichromatic optics depends on careful comprehension of several
timing functions. The first of these is the frequency of the step functions
recorded by the optical detectors. In the ABA-100 and ABA-50 the filter
wheel spins at 1800 rpm or one revolution takes roughly 33 msec. Since the
bichromatic measurements are made } of a revolution apart, they only differ
by about 8 msec in time. The newer instruments, the VP and ABA-200, spin
the filter at 3600 rpm.

Before considering the mechanism by which bichromatics increases reso-
lution and precision, let us consider why two filter pairs were used instead of
one. Passing the analytical beam through two filters of the same wavelength,
one before and one after the cuvette, squares the attenuation of unwanted
wavelengths and reduces the effective bandpass by 1 /(2)'/? to approximately
8 nm. Using two filters allows the ABA-100 to achieve adequate isolation of
ultraviolet energy from the preponderance of visible energy in an incandes-
cent source. The use of two filters also reduces instrument costs since the
effects of tiny holes and fluorescence in inexpensive filters are also attenuated.
Finally, the two filter arrangement makes it possible to make precision optical
measurements in an open cuvette since room light is blocked by the second
filter. The open cuvettes can be monitored visually and reagent can be added
during the reaction course.

The precision of the ABA-100 optical system is primarily a result of a
unique circuit for analog-to-digital (A /D) conversion. The electrical engineer-
ing of this circuitry is beyond the scope of this contribution and these authors.
However, a clear concept of the bichromatic A /D conversion system used on
the ABA-100 is essential to understanding the instrument and will be pre-
sented in a conceptually useful form although not electronically accurate in
detail. These concepts require another understanding of time segments used
during the measurement of absorbance difference (A4,) by the ABA-100, and
are best explained through the use of an analogy.
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The ABA-100 monitors 32 reaction cuvettes every 5 min. Therefore, each
cuvette spends about 9350 msec in the analytical light path. During about the
first 9000 msec of this period the instrument is charging two capacitance
circuits, one for each wavelength. However, these two capacitance circuits do
not completely hold their charge, therefore, the charging done at the end of
the time period is more significant than the charging at the beginning of the
9000 msec period. A useful analogy is a bath tub with a leaky drain plug
which is being filled with water. The water which enters early in the filling
period has a greater chance of leaking out.

In the last few milliseconds, after the capacitors (one for each wave-
length) are charged, a reading is taken. This is accomplished by charging a
separate resistance capacitance (RC) circuit with exquisitely reproducible
decay characteristics. The properties of this RC circuit are represented
diagrammatically on the right half of Figure 2 and the left half represents an
absorption spectrum. When the charge accumulated on the capacitance for
wavelength 2 corresponds to the charge on the RC circuit a reading on a
sensitive digital clock is made. A few milliseconds later, when the RC circuit
charge equals the charge on the capacitor for wavelength 1 a second time
reading is taken. Due to the logarithmic relation of percent transmittance
versus absorbance and the RC circuit voltage versus time, these pairs of
voltage and time readings convert the analog transmittance information to
digital absorbance difference information.

The precision of the absorbance difference measurement results from the
precision of the time measurement using a digital clock. Signal averaging is
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Figure 2. ABA-100 A /D conversion.
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accomplished by the “leaky” capacitance circuits. The clock functions at
400,000 cycles per second. The decay time of the RC circuit corresponding to
an absorbance difference of 2.0 is about 25 msec. These 25 msec are divided
into 10,000 cycles by the clock. This generates a scale with a large number of
divisions facilitating precise and sensitive 4, measurements. Table 1 illustrates
the number of scale divisions used by some representative A /D converters.®

In the RC circuit the capacitance is constant, but the resistance can be
varied by adjustment of the calibration setting. This adjustment effectively
varies the rate of decay of the RC circuit. Therefore, this adjustment makes it
possible to utilize a large number of digital clock cycles for low as well as high
A, measurements. This also allows direct conversion of results to concentration
or enzyme activity units.

The more recent Abbott instruments, the VP and ABA-200, measure 4,
similarly. However, the VP and ABA-200 do not average the signal with a
“leaky” capacitance circuit. Instead, the newer instruments average 330
individual data points gathered over a period of 2.75 sec.

The bichromatics reduce the cost of sensitive photometry, but conceptu-
ally complicate the calibration of determinations such as enzyme rates, which
derive results from the extinction coefficient of the product formed at one
wavelength. Since any ABA measurement is necessarily made at two wave-
lengths, A4,, the calculation of concentration must involve the extinction
coefficient of the product at both wavelengths or the extinction difference ¢,
These ¢, values are not readily available in the literature. In addition, since
bichromatics has allowed reduced cost through the use of less expensive filters,
the interinstrument variability of filter transmission and bandpass make each
filter pair unique. Therefore, each filter pair must be standardized, i.e., the
manufacturer derives a “filter factor” which is analogous to ¢,. The most
frequently used analyte is NADH which has a molar extinction coefficient of
6.22X 10° at 340 nm. Since the extinction at 380 nm must be subtracted from
that at 340 nm, the usual filter factor for an ABA-100 340-380 filter pair is
4.5—5.0X10°. Three common analytes in the clinical laboratory require the
use of a filter factor. These are paranitroaniline (PNA), paranitrophenol
(PNP), and NADH. The first two are stable and inexpensive and their filter
factors are determined directly for each 450-415 filter pair. Since NADH is

Table 1. Scale Divisions of A /D Converters

A/D converter Scale divisions
8 bit 256
9 bit 512
12 bit (e.g., ENI GEMSAEC) 4,096
ABA-100 10,000

15 bit (e.g., DuPont aca III) 32,768
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more expensive and less stable its filter factor is determined using the
conversion of NAD—NADH by primary standard glucose in the following
reaction sequence:

glucose + ATP glucose-6-phosphate + ADP
. G6PDH
glucose-6-phosphate + NAD™ +H,O

hexokinase

6 phosphogluconate+ NADH +H™

Obviously, any empirical parameter has an uncertainty. The field specifica-
tions for acceptable error in filter factor are 0.1 for a NADH filter factor of
about 5.0. Therefore, this calibration process has a field specification of +2%.

All spectrophotometric measurements involve the use of appropriate
blanks. In clinical chemistry these are usually reagent blanks and rarely
individual sample blanks. The ABA-100 designates the 01 reaction cuvette as
the reagent blank, and the absorbance change observed in the 01 cell is
subtracted from the change in all other cells. The only limitation in this
system is that the 01 blank must be less than 099 for kinetic methods, i.e., only
reagent blanks of a certain size can be accommodated. The ABA-100 cannot
perform true sample blanks without a separate blank analysis using an
appropriate blank reagent.

The validation of analytical results in the clinical laboratory includes the
use of known quality control specimens, and this process for the ABA-100 is
similar to any other discrete chemical analyzer. In addition to the laboratory
quality control program, modern instrumentation provides concrete signals to
alert the operator to specific process problems. The ABA-100 provides a
visual signal to the operator when the light energy reaching the analytical
photodetector is below acceptable limits indicating the results for that cuvette
are unreliable. Like most newer enzyme rate analyzers the ABA-100 signals
the operator when reactant depletion is likely in a given reaction cuvette. This
system is best described using a specific example, the measurement of alanine
amino transferase (ALT) as previously described. Early in the reaction course
the concentration of NADH is high, therefore, absorbance at 340 nm is high
asis A;= Az, — Asge- As the ALT reaction proceeds NADH is consumed and
A, decreases as shown in Figure 3, curve A. At later times, for samples with
high ALT activity, the NADH is completely consumed and the reaction rate
decreases (Figure 3, curve A at 20 min). Obviously, the depletion of NADH in
a defined reagent system can be detected by the absorbance of the reaction
mixture. The operator programs the ABA-100 with a zero offset as shown by
the dotted horizontal line in Figure 3. When the 4, of the reaction mixture
falls below this zero offset the instrument detects a negative number and
adjusts the printer ribbon so that the result for that cuvette position is printed
in red. Therefore, the operator receives a permanent record of those positions
which are suspect for reactant depletion.
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Figure 3. ABA-100 reactant depletion detection.

The system described for ALT reactant depletion is used for all the
enzyme reaction rates measured by the ABA-100. However, minor alterations
to filter pairs are needed to detect reactant depletion for creatine kinase (CK),
lactate dehydrogenase (LD), alkaline phosphatase (ALP), and gamma
glutamyltranspeptidase (GGTP). The absorbance increases during the reac-
tion course for these four enzymes. The products are NADH, NADH, PNP,
and PNA, respectively. To use the same system described for ALT, reverse
filters are introduced: 380-340 for CK and LD and 450-415 for ALP and
GGTP. For a reaction producing NADH the 4, = As5, — 45,, will increase in
the negative direction, toward the zero offset. Therefore, the signal will look
similar to that described for ALT and the same circuitry can be used. This
requires that neutral density absorbance filters be placed in the filter pairs by
the manufacturer to allow for proper offset of the zero. The same logic applies
for ALP and GGTP whose products absorb maximally at about 405 nm. The
ABA-100 filter pairs are adjusted to give the zero 4, values shown in Table 2.

Table 2. Zero 4, of Filter Pairs

Filter pair Zero A,
340-380 0.0
380-340 +1.8
380-340L +0.5

450-415 +1.8
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There is a potential problem with the reactant depletion (red print) limit
on the ABA-100. The instrument assumes all the reaction mixtures begin at
the same A4, ie., the contribution of the sample to the A4, is negligible
compared to that of the reagent. This assumption is valid for the vast
majority of specimens. However, again using the ALT example, let us
consider a specific set of conditions which invalidate the above assumptions.
Suppose a serum sample is obtained from a patient with acute hepatitis. This
sample may have a very high ALT and quite likely a very high bilirubin. The
ALT reaction is monitored by 4,= A3,; — Asg,. Bilirubin absorbs more at
380 than 340 nm, resulting in an initial 4, lower than most samples (Figure 3,
curve B). As the reaction proceeds, the reactant depletion limit is reached
before the NADH is consumed and before the reaction rate decreases.
Therefore, the presence of bilirubin has caused the ABA-100 to erroneously
signal reactant depletion. This example is presented to point out that the
operator must be well informed of both the chemical and optical operating
principles if the instrument is to be used intelligently. Obviously in the
example presented no harm will result since the warning was given too early.
However, one must be aware that the possibility also exists of the warning
being given too late. Although we have never observed it, theoretically the
sample described above could also have an elevated alkaline phosphatase and
the zero time A, = A,;, — 4,5 observed in that analysis would be higher than
that for most specimens due to the bilirubin. This could shift the curve in the
other direction in Figure 3 and cause a false black print. For added safety the
manufacturer has suggested setting the reactant depletion limit at a point
where 20% of the reactant remains.

The newer Abbott instruments (VP and ABA-200) have incorporated
improved process monitoring capabilities, and those changes conceptually
related to bichromatics will be discussed. In the ABA-100 the 01 reaction
cuvette is the reagent blank which is subtracted from all other positions. In
the newer instruments this is also true, but if the 01 cell reaction rate is outside
the limits determined for each chemical reaction system the instrument will
print a reagent degradation signal. In the ABA-100 the first reading of an
enzyme reaction usually occurs after a 5 min preincubation period. In the
newer instruments the first reading occurs within seconds after the reagent
and sample are mixed. This initial reading is used to determine a reactant
depletion limit for each cuvette position individually. That is, the same
absorbance change from its initial reading is allowed for each cuvette. This
circumvents the problem of false reactant depletion signals as described above
for the ABA-100 with an icteric ALT specimen. The newer instruments are
also capable of recognizing reaction direction, therefore, reverse filters are no
longer necessary.

The above discussion has been qualitative and is intended to present the
generalities of the Abbott bichromatic analyzer design. The reader with a



David L. Witte and Bruce P. Neri

Table 3. ABA-100 Specifications'®

Parameter

Design specification

Path length in multicuvette

Visible cell to cell variation at 4,=0.8
UV cell to cell variation

Drift (15 min warm-up)

Linearity

Noise (340-380 at 4, =1.8)
Timing of reaction
Temperature

Precision of dilution ratio
Accuracy of dilution ratio
Carry over

1.0+0.006 cm
0.0064,
0.0044,

Less than 0.0004 4, /hr
0.0-1.04,%0.002
1.0-1.24,%+0.005
1.2-1.44,%+0.005
1.4-1.64,+0.008
1.6-2.04,=0.010
2.0-2.54,%0.005

Total range less than 0.0044,
*1%
*0.1°C
+2%
*2%
Less than 0.05%

more quantitative interest is referred to Table 3 for pertinent instrument
specifications,” remember, these are lower limits and the actual performance
may be superior.

3. Performance of Individual Instrument Functions

3.1. Photometric Uncertainty and Linearity

One of the major contributions of the ABA-100 is bichromatic measure-
ment which allows high-resolution absorbance measurements with low-cost
components. Mercer and Varat!? state that the ABA-100 was capable of
measuring 4, with sensitivities of =0.00014,.

Data from one of the authors laboratories (DLW) are shown in Figure 4.
These data were collected with various concentrations of NADH in buffered
aspartate aminotransferase reagent. The closed symbols show the mean
absorbance for thirty-one measurements of 4,, the open symbols show the
coefficient of variation derived from those thirty-one values. Figure 4 and
Table 4 demonstrate that the ABA-100 is linear to at least 2.664, and that
the coefficients of variation are in the range of 0.1-0.3%.

3.2. Control of Reaction Temperature

In the determination of enzyme activity the temperature in the reaction
cuvette must be precisely and accurately controlled. Monitoring reaction
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Figure 4. ABA-100 absorbance linearity and reproducibility with a 340-380 filter pair.

temperature electronically is difficult and expensive. A practical alternative is
the use of a temperature sensitive spectrophotometric solution’'? containing
cresol red in buffers with a significant temperature—pH dependency. Using
these spectrophotometric monitors, temperature variability over 11 days was
shown to be 0.15-0.20°C for three ABA-100’s."? These solutions have also
been used to determine the time necessary to achieve the desired temperature
in the reaction cuvette. This should closely follow the time-temperature
course of a reagent system. Room temperature reagents will take 4—6 min to
reach a temperature of 5-7°C above ambient. This is important to note since
refrigerated reagents may not reach 37° fast enough to allow efficient and
accurate measurements.

Table 4. Linearity and Precision of ABA-100 with Buffered NADH Solutions

Relative Mean Standard
concentration n =31 deviation (SD)
100 2.6609 0.0050
90 2.4035 0.0032
80 2.1292 0.0024
70 1.8520 0.0018
60 1.5826 0.0013
50 1.3216 0.0008
40 1.0479 0.0012
30 0.7907 0.0012
20 0.5265 0.0006
10 0.2734 0.0005

5 0.1352 0.0004
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3.3. Sample Evaporation

We have previously alluded to the sample evaporation problems in
ultramicro analysis. Loeb et al.®) have shown that the evaporation rate of a
50 ul sample in an ABA-100 sample cup is 8% per hour. However, this rate is
cut to 0.5% per hour if the sample is covered with a thin film of dimethyl-
polysiloxane (Sera-Seal). Liston points out that Sera-Seal also helps reduce
adsorption of solutions to the probe surfaces, but cautions that water is soluble
in Sera-Seal and will diffuse through it; therefore, a large volume of Sera-Seal
could effectively concentrate samples by taking up water.

3.4. Volume Measurement

The importance of accurate and precise measurements of sample and
reagent volumes cannot be over emphasized. The modern clinical laboratory
uses aqueous primary standard solutions whenever possible. However, these
aqueous solutions are less viscous than the protein containing serum speci-
mens. Vader and Vink"® have shown that some volume measuring devices
are viscosity dependent, and comparing serum samples with high viscosity to
low viscosity aqueous standards can cause a significant problem. To test the
effect of viscosity on the ABA-100 diluter system we have prepared solutions
of PNP in aminomethylpropanol (AMP) buffer with varying amounts of
added glycerol to alter the viscosity. The results in Table 5 indicate the
ABA-100 system is not significantly dependent on viscosity. Therefore, the use
of low viscosity aqueous standards is not contraindicated.

In the modern laboratory small sample requirements are a desirable
property in instrumentation. A more important parameter is the minimum
sample needed in the sample cup for accurate aspiration. The ABA-100 will
accurately and precisely aspirate 5 pul of sample from a total volume of 20 pl
and dispense this sample with 250 ul of reagent. Table 6 shows the perfor-
mance of the ABA-100 for this 1:51 dilution for ten replicate dilutions of PNP
in AMP buffer using various sample volumes.

Table 5. Effect of Viscosity on Dilution Ratio (1:51)

% Glycerol Mean 4, SD
0 0.194 0.0024
25 0.196 0.0012

50 0.191 0.0042
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Table 6. Dilution Ratio Precision

Volume in Deviation from nominal
sample cup (ul) Mean 4, SD dilution ratio (%)
50 0.925 0.0056 +1.3
25 0.931 0.0043 +1.7
20 0.927 0.0029 +1.3

3.5. Performance Characteristics Unique to Bichromatic Measurements

The purpose of the bichromatic measurements in the ABA-100 has been
misrepresented by many. It should be clear now, that bichromatics was
introduced to provide precise spectrophotometric measurements at low cost.
Bichromatics as used on the ABA-100 was never intended to substitute for a
specimen blank, even though this idea has been erroneously published in
several places. The unusual problems with bichromatic measurements are
most prevalent in chemical methods which involve a single spectral measure-
ment of a reaction mixture (i.e., an endpoint or equilibrium method) where
effects at the second wavelength alter the results. Kinetic methods involve
multiple measurements of a reaction mixture over time so that the effects at
the second wavelength subtract out and have no effect.

Careful users of the ABA-100 quickly realized that the second wave-
length was not a serum blank and, in fact, was more likely to cause problems
than alleviate them in endpoint methods. It was not until 5 years after the
introduction of the ABA-100, that discussions of bichromatics and its effects
on chemical analysis appeared in the clinical chemistry literature.'*'> The
effects of the most common interferences: lipemia, hemolysis, and icterus,
were not fully appreciated until even later.

The evaluation of analytical interferences is not an easy task. The simple
addition of an interferent may not exactly replicate the effect of that
interferent in a real biological specimen. The pure interferent no doubt will
behave differently than the natural one which is accompanied by its break-
down products as well as other less well characterized materials. Nevertheless,
the addition of bilirubin, hemoglobin, and lipids to samples provides the
beginnings of an understanding and each will be discussed individually.

The effects of lipemia are probably least understood. Spectrally the
problem is usually considered as a simple turbidity problem and the chemical
and micellar aspects of samples with high lipids are frequently ignored. Fonda
and Johnson'® have shown that turbidity is a correctable spectral inter-
ference and that the absorbance due to turbidity increases linearly with the
inverse of the wavelength. Therefore, with the ABA-100 filter pairs, turbidity
will cause an increase in 4, for 340-380, 500-600, and 550-650, and a
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decrease for 380-340 and 450-415. Of course the effect on the final analyti-
cal result will depend on whether absorbance increases or decreases with
concentration of analyte.

Turbidity is also a frequent problem in lyophilized control sera. Again
the use of bichromatic measurements with the ABA or Du Pont aca will cause
predictable errors in endpoint measurements. Steele et al.!” have reported
that turbidity in control sera can cause an overestimation of serum glucose of
60 mg/l in some control sera. This is not a major problem, but the clinical
chemist must be aware of the interaction of methods and samples such as this.

Hemolysis is easier to study since hemoglobin is easily added to samples.
However, this is not the same as either i vitro or in vivo hemolysis. Even the i
vitro addition of hemolysate may not chemically and spectrally duplicate the
hemolyzed specimen. With this caveat, predictable interferences can be
reproduced by adding hemoglobin. Gochman et al. have shown that the
Du Pont aca bichromatic glucose method yields falsely low results in the
presence of very high hemoglobin; however, the ABA method was
unaffected.'® Gochman et al. explained this apparent discrepancy by careful
examination of the spectra. The ABA uses 340-380 nm and hemoglobin
absorbance is virtually identical at those two wavelengths and, therefore,
cancels. The aca uses 340383 nm and the hemoglobin absorbance at 383 nm
is slightly higher than 340, therefore, a falsely low result is obtained. The
effects of hemolysis are even more complex if one considers other secondary
pigments such as methemalbumin which will cause profound problems on the
ABA-100 450-415 filter pair and relatively little problem on most of the
others.

The careful evaluation of the effect of bilirubin on a chemical analysis is
also difficult. Bilirubin itself has a strong and broad absorption band at 460
nm and is easily oxidized to other pigments with different absorption bands.
Therefore, a complex spectral mixture may be formed. It has been shown(!?
that bilirubin can be oxidized to biliverdin in the presence of cholesterol and
cholesterol oxidase, and the extent of oxidation of bilirubin is dependent on
the contents of the reaction mixture. Thus, a material that interferes spectrally
at 460 nm is converted to one that interferes at 650 and 390 nm and the
extent of conversion is variable. This illustrates the complexities of under-
standing the interferences present in equilibrium analysis and the additional
care needed if bichromatic methods are used.

Kinetic measurements using the ABA-100 are relatively unaffected by
unchanging spectral sample blanks, since subsequent readings are subtracted
from each other. The false signal for reactant depletion has already been
discussed. The electronics of the ABA-100 exhibit a couple of unusual errors
which occur rarely, but are of some importance. First when the absorbance of
a reaction mixture becomes very high (i.e., >5) the ABA-100 electronics
overload and print a result that is meaningless. Even rarer, if this high 4,



The Design and Function of the ABA-100 31

sample is encountered in an optically maladjusted instrument the electronic
signal can cause a false black print or can carry over into the next cuvette
position. These two problems are rare but worth recording for the sake of
completeness.

4. Automation of a Specific Method with the ABA

Automation requires careful attention to the details of the manual
method and the ABA adds a second wavelength that must be considered.
Frequently, little is known about changes at this second wavelength since it
was never important in the monochromatic manual methods.

The spectral properties of the product must be considered and an
appropriate wavelength pair selected. Any relevant interference at either
wavelength must be evaluated. The 4, of the interferent must be compared to
the sensitivity of the standard curve. Obviously if the interferent yielded an
A,=0.010 and the dynamic range of the method only spanned an 4, of
0.0-0.1 the interference may be quite significant. However, if the dynamic
range spanned 0.0-1.5 it may be possible to ignore the interferent.

Any side reactions that will result in a change in absorbance at either
wavelength must also be evaluated relative to the sensitivity of the desired
reaction.

The kinetics of the reaction process must be understood to select accept-
able times for spectrophotometric measurements.

Using the ABA, one of the most important questions is “ What type of
blank is required?” Very few automated devices are able to easily perform
individual sample blanks. Therefore, all attempts are made to eliminate this
need. The ABA will perform simultaneous reagent blanking, but requires a
separate analytical run with a blank reagent to generate sample blanks.

5. Quality Control

The implementation of a method in a clinical laboratory is incomplete
unless effective measures are introduced to ensure quality performance as well
as cost effective preventative maintenance.

Several functions of the ABA-100 operation can be monitored indepen-
dently. The volume dispensing system needs to be cleaned regularly and the
performance validated with spectrophotometric standard solutions. This is
routinely performed by diluting PNP samples with AMP buffer in the reagent
vessel and recording results using the 450415 filter pair. The optics can be
checked for stray light and linearity by analyzing glucose standard solutions
that yield absorbance results above 2.04,. The position and condition of the
probe must be carefully monitored during each run. In ultramicro volume
measurements small changes in probe position or surface characteristics can



52 David L. Witte and Bruce P. Neri

cause errors. The ABA filter pairs should be visually inspected frequently and
the filter factors for NADH, PNP, and PNA checked periodically. The other
filters can also be checked with spectrophotometric standard solutions or with
less expensive dyes.?> The noise of the optical and electronic systems should
also be checked frequently to prevent unexpected random errors.

6. Special Applications

It is not the objective of this chapter to present specific detailed perfor-
mance data. However, several interesting applications which utilize the
unique features of the ABA-100, such as bichromatics and the addition of
reagents during the reaction course, will be discussed briefly,

The use of a special 340-650 filter allows the application of turbidimetric
methods such as lipase®” and immunoglobulins by immunoturbidimetry.??
The capability of adding more than one reagent using an auxiliary dispenser
makes it possible to perform homogeneous enzyme multiplied immunoassays
(EMITR) using the ABA-100. Many EMIT methods have been reported and
two representative examples are given in the Reference section.?»?¥ The
EMIT drugs of abuse assays have been automated on the ABA-100 using a
special white light-UV light filter pair. Finally, we have recently used the
multiple reagent addition capability to facilitate the performance of a func-
tional spectrophotometric assay for heparin.®”

7. Epilogue

We have tried to present a conceptual description of the Abbott bichro-
matic analyzer with an emphasis on the central design features. We have
alluded to specific applications only when they have added to the understand-
ing of the instrument. This chapter is not in the jargon of the clinical
laboratory and will hopefully be useful to analytical chemists interested in
clinical instrumentation, industrial chemists interested in unique approaches
to problems, clinical chemists interested in a more thorough understanding of
a very common, but often misrepresented instrument, and, finally, to medical
laboratory personnel with a desire for deeper understanding of their daily
activities.
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Bichromatic Analysis as Performed in the
Du Pont Automatic Clinical Analyzer
(‘aca’)

Paul E. Johnson, Paul L. Smock, and Gopal S. Rautela

1. Introduction

The ‘aca’ system comprises an automatic clinical analyzer (‘aca’) and a
repertoire of analytical methods for performing a variety of discrete chemical
analyses of body fluid samples. Introduced in 1968, this was the first system to
automate bichromatic clinical analyses. The system employs various differen-
tial absorbance techniques, including the bichromatic technique described in
this chapter.

When it was introduced, the ‘aca’ performed eight different tests, with
the bichromatic principle used for three. Of the 40 different tests presently
performed, 14 employ bichromatic analysis. Specific test capacity of 30 for
the first generation instruments was later increased to 62 for the second and
third generation units. The latter, ‘aca’ III, introduced in 1978, will certainly
broaden the capability of bichromatic (and other) analyses due to its flexible
microprocessor-based design.

2. Analytical Test Pack

Individual tests are processed through the ‘aca’ in patented analytical
test packs (see Figure 1). For a single specific test, the disposable test pack

Paul E. Johnson, Paul L. Smock, and Gopal S. Rautela ® E. I. Du Pont de Nemours and
Company, Inc., Wilmington, Delaware 19898.

35



56 Paul E. Johnson, Paul L. Smock, and Gopal S. Rautela

Figure 1. Analytical test pack.

serves the following functions:

contains the necessary chemical reagents;

accepts the sample and diluent;

encloses the chemical reaction;

becomes the optical cuvette for photometric analysis.

L S

The test pack has two parts: the header and the pack envelope.

2.1. Header

The rigid header, to which the pack envelope is attached, provides the
means for:

1. adding sample and diluent to the pack;

2. housing a chromatographic column, if necessary;

3. identifying the test (pack) type in both human and machine-readable
forms for processing;

4. handling /transporting the pack by the instrument.

For noncolumn headers, sample and diluent injection is performed by
puncturing the stopper with a hypodermic needle (at the instrument filling
station) and pumping the fluid through a passageway into the pack envelope.
Columns are contained in the headers for tests in which sample pretreatment
is necessary. A variety of fractionation procedures can be used to separate and
elute the desired analyte into the pack envelope.
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One column procedure which can be used to prepare a sample for
bichromatic analysis involves interaction between sample and chemical com-
pounds loosely associated with inert column support materials. The support
materials may be glass or inert organic polymer beads with acidic or basic
functional groups. For instance, a column utilizing trichloroacetic acid treat-
ment of a sample precipitates and removes proteins from the serum matrix.
This prevents a secondary reaction product between an interfering serum
component and chromophore precursor, thus, eliminating a spectral inter-
ference not compensable by bichromatic analysis.

2.2. Pack Envelope

The flexible plastic envelope is made of two Du Pont Surlyn® ionomer
resin (registered trademark of E.I. du Pont de Nemours & Company) film
layers specially heat sealed to form seven reagent compartments and the
reaction /measurement cuvette chamber. The combined film properties of
chemical inertness, heat sealability, strength, minimal fluorescence, and high
UV /visible optical transmission optimize system performance. The sealed
pack also precludes sample and diluent evaporation.

The test pack’s seven reagent compartments contain either liquid or
tableted reagents or a combination of both, depending on the particular test.
Some methods require liquid surfactants, such as BRIJ-35 or TWEEN 20, to
minimize interferences caused by bubbles and film surface attractiveness. This
helps to clear the solution and, therefore, to eliminate possible photometric

interference. Tablets may contain one or more reagents, along With a nonre-
active, noninterfering excipient, to provide final blend properties:

3. Instrument

The ‘aca’ instrument automatically performs all of the necessary func-
tions to process samples and analytical test packs. The instrument’s modular
design is illustrated in simplified form in Figure 2. The modules are controlled
by a custom computer to provide the processing sequence.

Prior to photometric measurement, the instrument controls the critical
aspects of processing, including sample handling, pack filling, timing, temper-
ature, reagent addition, and incubation.

3.1. Sample Handling /Pack Filling

To begin processing, an operator loads the input tray with a sample cup,
followed by one or more test packs (one for each test desired). Positive
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Figure 2. Operational diagram of the ‘aca’.

identification of the sample is maintained by an optical transfer system which
transfers the information from a card attached to the sample cup onto the
report slip used for printing the results for that sample.

A shuttle mechanism moves the sample cup to the left for sample
aspiration. Each test pack is decoded, filled via the needle and tubing
connected to the pump, and then shuttled to the right into the main
processing chamber of the instrument. The basic fill-cycle time is 37 sec.
However, with column headers, a longer fill-cycle time is used (up to 296 sec),
depending on the elution speed requirements of the chromatographic column.

The patented fluid metering system performs the required sample dilu-
tion with one of five diluents. The total fluid volume entered in the pack is
held constant at 5 ml, with sample aliquots ranging from 20-500 ul. A
typical dilution ratio precision of 0.2% is obtained at the 40 ul level.

Minimal fluid entrapment in any area of the dispensing system together
with automatic flushing between cycles results in inconsequential carryover of
sample or diluent. For the extremely sensitive bichromatic phosphorous test, a
nonstandard extended flush cycle reduces the carryover of phosphorous
(contained in one of the diluents) from the typical 0.1% to less than 0.001%.
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3.2. Timing, Temperature, Reagent Addition /Mixing, and Incubation

After sample and diluent addition, pack processing continues in the
processing chamber of the instrument. A pin on the transport chain holds the
pack header as the transport system indexes every 37 sec to carry the pack (or
packs) through the remaining processing stations or modules. At the comple-
tion of pack processing, the pack is stripped from the pin and drops into the
waste container.

The preheater stations contact the pack to raise the temperature of the
fluid contents to that of the processing chamber. This temperature is main-
tained at 37+0.2°C throughout the processing and 37+0.1°C during mea-
surement.

At the breaker—mixer 1 module, hydrostatic force opens the temporary
seals of compartments 14, releasing any reagents contained in them. Mixing
is provided for 10 sec by a patting action on the pack. Reaction initiation for
most of the current bichromatic methods is at this processing point.

After leaving breaker-mixer 1, the pack is indexed through the five delay
stations allowing an incubation period of 185 sec.

At breaker-mixer 2, any reagents in pack compartments 57 are released
and mixed by a process similar to that of breaker—mixer 1. At the completion
of this cycle, the pack is advanced into the photometer for analysis. It is
possible to delay the action of breaker-mixer 2 by 10 sec. There are,
therefore, three well-controlled chemical reaction times available: 261.5, 39.5,
and 29.5 sec.

4. Measurement System

The photometer module shown in Figure 2 is the final stage in the pack
processing sequence. The complete system for pack absorbance measure-
ments, shown in Figure 3, comprises the photometer and auxiliary computer
control and signal processing electronics.

Once the test pack enters the photometer, the pack’s Surlyn® envelope is
formed into an optical cuvette. Two cell-forming plates close onto the pack,
and the high internal fluid pressure forms the two plastic film layers into a
precise cell with a 1 cm path length. Optical coupling of the film and the
quartz windows housed in each cell forming plate is achieved by coating the
windows with a transparent mineral oil prior to plate closure.

This process of forming the cuvette from the pack walls virtually
eliminates most sources of significant error inherent in other measurement
systems: “cell repositioning errors” are nonexistent; the single-test packs
preclude sample carryover; and the high-internal fluid pressure serves to clear
the pack solution of any bubbles.
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Figure 3. Measurement system of the ‘aca’.

4.1. Measurement Techniques

To perform an assay, the differential absorbance A4 is determined by
one of three measurement techniques. One type involves monitoring the
change in pack absorbances over a fixed time interval at a single wavelength.
A second type involves making single absorbance measurements, at the same
wavelength, on two successive packs; the measurement of the sample in the
first pack is referenced to a blank in the second pack.

The third technique is bichromatic analysis, using a single pack, where
4), and 4, represent the absorbances at wavelengths A; and A,. 4, and 4,
are their measured values at specific points in time, such that

AA:AA)\],)\ZZAI——AQ (l)

The A4, ,, form of A4 will be used henceforth to designate this bichromatic
technique in the ‘aca.’

4.2. Electro-Optical System Description

The measurement system was specifically designed to perform the vari-
ous A4 determinations mentioned, and most of its features and operational
parameters relate directly to bichromatic analysis. The photometer design is
of the single-beam type, utilizing interference filters for wavelength selection
and electro-optical feedback for light source stabilization. Nine filters in the



The Du Pont Automatic Clinical Analyzer 61

filter wheel provide measurement wavelengths of 293, 340, 383, 405, 452, 510,
540, 577, and 600 nm, a suitable range for clinical chemistry analyses.

For any wavelength, beam intensity incident on the pack is stabilized by
feedback regulation of the quartz-halogen—tungsten light source. A photo-
tube, detecting reflected light from the beam splitter, drives the regulator
circuitry in reference to a setpoint current. Beam intensity increases or
decreases to equalize the two currents. By providing a variable setpoint
current, the incident beam can be adjusted for each filter.

The measuring phototube detects the transmitted light through the pack
cuvette, and the absorbance relationship is obtained by logarithmic processing
of the phototube current and subsequent analog-to-digital (A /D) conversion
of the log voltage. The absorbance signal is measured to a high resolution of
0.1 mA (0.05 mA for ‘aca’ III) over a 2.5 absorbance range.

During the 37-sec cycle, the measurement proceeds in the following
sequence after plate closure on the pack. After 10 sec, the 4, measurement of
4y s made; the 10-sec delay allows for cuvette formation, bubble clearing,
and lamp stabilization on the chosen filter. The A, filter is then selected for
the 4, measurement of A, ; there is another delay to allow for filter wheel
rotation to the desired filter and lamp restabilization. The delay ranges from
6 to 8 sec, depending on how far the filter wheel must rotate to reach the
second filter.

4.3. Zero Absorbance Requirement

Since the 4, and 4, values in equation (1) represent the log ratio of

transmitted (/,, ,) to incident (/,,, /;,) intensities at the A, A, wavelengths,
then

I I
AAMM:—logI—l+log1*2 (2)
o1 02
or, with rearranging
I I
Ady = ~log 7 Flog 7+ (3)
2 02

This requires that the incident intensities be constant to yield a constant
ratio term for practical use in bichromatic spectrophotometry. This is satisfied
by adjusting a defined “zero absorbance” reference level for all filters (except
the 293 nm wavelength), so that the constant term is zero. A dedicated pack,
filled with water diluent only, is processed and the setpoint for each filter is
adjusted to obtain equal zero operating levels. Since the 293 nm filter is not
balanced to the operating level of the others (due to restricted output from the
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lamp in the UV spectral region) its use is precluded for bichromatic tests.
Subsequent stability of these “zero absorbance” levels is necessary to attain
desired resolution, precision, and accuracy of bichromatic measurements.

4.4. Output Result Performance and Calibration

Total system accuracy is assured by controlling both the systematic and
random error sources in three system areas: the pack and its processing
factors, sample handling, and absorbance measurement. Result accuracy is
maintained for a given method and/or pack lot by calibration and corre-
lation techniques to well-assayed control materials. A brief treatment of the
major photometric errors that contribute to analytical result uncertainties is
appropriate to this discussion.

The derivation of each test result is based on a y = mx + b linear equation
in the form of

test result= K(SF) A4, ,,+offset (4)

where K includes constant scaling parameters, SF is the adjustable scale
factor, and the offset directly compensates for “zero analyte” blank shifts.

The photometric accuracy (and precision) of the A4, , and offset terms
is determined by the individual absorbance readings. The offset value is
usually small and subject to minor variability between calibration intervals
(i.e., pack lot changes).

Performance and calibration of the slope and linearity for the log
amplifier and A/D converter constitute the major electronic absolute error
sources in processing the absorbance signal. Measuring phototube nonlinear-
ity of photocurrent versus incident (pack transmitted) light is negligible.
Therefore, by purely electronic calibration of these components, less than
0.005 A error (nonlinearity) is contributed over the 2.5 4 scale.

Over the 2.5 absorbance range, the measurement precision is controlled
by three predominant factors: source drift /noise, absorbance signal noise, and
A /D converter quantization error.

Source drift in this context refers primarily to the differential wave-
length—“zero absorbance” response variations which occur over a time period
of several hours (or many packs). The net error contribution is proportional to
sample transmittance, thus decreasing in importance as 4, and 4, (or
A4, ,) increase in magnitude. Short-term source intensity fluctuations are
negligible for a given filter positioned into the beam, due to the high-gain
optical feedback stabilization. However, to minimize the long-term impreci-
sion, the phototube pair is tightly matched for characteristics of spectral
response, absolute sensitivity, and drift. Large cathode active areas allow
low current-density operation, and matched beam images at both cathode
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surfaces serve to reduce drift effects resulting from the discrete, heterogeneous
nature of the lamp filament. Finally, to maintain the system within acceptable
error limits, the “zero absorbance” levels are readjusted at least every 8 hr.

The A/D converter measurement is linear in absorbance, resulting in a
constant resolution of 0.1 mA using a 15 bit design, or 0.05 m4 for 16 bits in
‘aca’ III. The quantization error ¢ (which is =3 of the least significant
bit—the smallest resolved increment) causes uncertainty in the absorbance
readings. For low absorbance conditions ( <1.0), the root mean square (rms)
noise content in the voltage (log amp output) signal is relatively small
compared to ¢, such that the major uncertainty for a measured voltage
(absorbance) can be as large as 4. In the case of higher absorbance values the
input signal rms noise is comparable to ¢, such that the total uncertainty is
now due to the combined standard deviations in both the signal and q.

All of these factors combine to determine the relative absorbance (A4 /4)
uncertainty function. For bichromatic tests, the system’s typical relationship
shows a 2.0% CV at the 10 mA4 level, decreasing to 0.3% at 100 m4, a
minimum of 0.1% at 0.7 4, and only 0.3% at 2.5 A. Therefore, precise
measurement capability exists for either small or large A4, ,, differences.
Concurrently, excellent precision is retained in measuring small A4, ,,
differences even when both 4, and 4, values are high.

Stray light errors, due to residual detection of undesirable filter back-
ground transmission, lead to an inconsequential discrepancy of only 0.01 4
(maximum) at 2.5 4. This low error is attained by minimizing the transmis-
sion of lamp radiation, outside the filter passband, to which the detector is
sensitive.

The remaining primary error contributor to test result inaccuracy in
equation (4) relates to the wavelength variations from nominal for each of the
interference filters. These differences, up to =2 nm, cause absorbance reading
errors as compared to the true value obtained if nominal wavelength filters
are used. A secondary error effect is related to the finite bandwidth of each
filter, typically half-peak values of 4 nm for visible and 10 nm for UV
wavelengths. These filter bandwidths are significant with respect to the
absorption bandwidths of the measured chromophores.

The combined error effect of these filter characteristics (wavelength
inaccuracy and finite bandwidth), is accounted for by correcting the theoreti-
cal SF value for each method. Essentially, two types of correction analyses are
applied, dependent upon the particular chromophore characteristics and the
defined wavelength reading points for A; and A,. One case involves a
relatively simple correction factor for method calibration when the A, point
coincides (approximately) with the chromophore peak wavelength and the A,
point measures a rather static portion of the chromophore.

The second case applies when the A, (and possibly A,) reading point(s)
occur on the slopes of the chromophore. Analytical expressions are developed
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in terms of the wavelength deviations from nominal for each filter and the
measured absorbance differences on chromophore curves for several con-
centrations. The measured difference in absorbance is corrected to the true
A., A, through appropriate formulas. This is based on the principle that the
slopes of the absorbance versus concentration curves vary linearly at a given
wavelength. For exacting correction, the determination of the filter passband
“centroid” is also required. A rather complex procedure and SF correction
equation results and is, therefore, beyond the scope of this chapter. Three
pertinent facts do remain: filter characteristics affect method calibration (up
to 5%); correction formulas can resolve this problem; and high quality
interference filters provide long-term, stable performance.

In conclusion, high photometric precision and accuracy are achieved in
the ‘aca’ system. Electronic and optical system errors are small, resulting in
minimal absorbance nonlinearity. Relatively minor imprecision is introduced
in performing the two absorbance readings and calculating their difference,
versus other single-point absorbance reading techniques. From an absolute
viewpoint, accuracy is improved versus these single-point approaches for
analyte concentration determination.

5. Measurement Principles

Bichromatic analysis involves the taking of two absorbance measure-
ments of the reaction mixture at two different wavelengths. One wavelength is
usually at or near the A maxima, and the second at or near the A minima of
the chromophore absorbance spectra. This approach is used for methods in
which the reaction reaches equilibrium. In this type of reaction, the ab-
sorbance versus time curve reaches a stage of near-zero change, i.e., reaction
has reached the equilibrium region (see Figure 4).

Equilibrium
Region

Kinetic
Region

Absorbance

Time

Figure 4. Theoretical method time—course reaction curve.
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Figure 5. Absorbance versus time at two wavelengths—the ‘aca’ bichromatic measurement
principle.

Since Beer’s law holds for any point in the absorbance versus wavelength
relationship (in a properly controlled system), then when equilibrium is
achieved, measurement of A4, , vyields a signal proportional to analyte
concentration. This is represented in Figure 5, where absorbance-time rela-
tionships at both wavelengths of interest are shown to attain equilibrium
before their measurement in the photometer.

In certain instances, a true equilibrium (d4 /dt = 0) cannot be achieved.
However, the dA4 /dt in such cases may be of insufficient magnitude to cause
errors of any analytical or clinical significance.

5.1. Implementation

For a given assay, the reaction parameters such as enzyme, coenzyme,
and substrate concentrations are co-optimized" to yield equilibrium zones at
the selected time of optimization, the equilibrium is achieved by product
trapping or quenching of the reaction at the appropriate time.

The most useful wavelength pair, A; and A,, is determined from an
analysis of the magnitude of:

1. nonproportionality between 4, and A4, over the range of analyte
concentration;

2. sample-to-sample variations and their effects on 4,;

3. interference effects which cause independent changes in 4, and 4,.

Acceptable performance with respect to these criteria is essential to
bichromatic analysis. An additional requirement is adequate sensitivity for
analyte quantitation. Other factors occasionally must be considered. For
instance, if turbidity interference dominates then the selected wavelengths are
chosen as close to each other as possible to minimize its effect.
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Figure 6. Absorbance of the NADPH chromophore at two wavelengths, as a function of time
after reaction initiation, for the ‘aca’ glucose method. Specific reaction conditions: [glucose] =4.5
mmol /1, sample volume =40 ul; time to initial measurement=261.5 sec.

5.2. Representative Examples

The following examples demonstrate the application of previously de-
scribed principles for ‘aca’ bichromatic analyses. Time—course reaction curves
for selected methods, together with representative chromophore spectra for
most methods are presented, along with a summary tabulation.

5.3. Reaction Time Courses

The ‘aca’ methods for which analytes are determined by bichromatic
analysis fall into two families differentiated by the incubation time between
reaction initiation and the absorbance readings taken in the photometer: 1.
breaker—-mixer 1 initiated; incubation time—261.5 sec; 2. breaker-mixer 2
initiated; incubation time—39.5 sec. Time—course curves for both families are
shown in Figures 6-8.

0.50 T T T T T T T
FooA Lactic Acid Analysis
0.40 Aq (340nm) - / »
F Measure A,
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Figure 7. Absorbance of the NADH chromophore at two wavelengths, as a function of time after
reaction initiation, for the ‘aca’ lactic acid method. Specific reaction conditions: [lactate]=1.3
mmol /1, sample volume =40 pl: time to initial measurement=261.5 sec.
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Figure 8. Absorbance of the reduced phosphomolybdate chromophore at two wavelengths, as a
function of time after reaction initiation, for the ‘aca’ phosphorus method. Specific reaction
conditions: [phosphorus]=1.1 mmol /1, sample volume =40 pl; time to initial measurement=139.5
sec.

The curves shown for family 1 include those associated with the glucose
and lactic acid methods. The glucose method is representative of those tests
where the enzyme catalyzed formation of chromophore (NADPH) has pro-
gressed well into the equilibrium region by the time measurement is per-
formed. For lactic acid, a secondary product trapping agent (hydrazine to
trap pyruvate) has been used to facilitate attainment of reaction equilibrium
within the specified time frame. A curve for the phosphorus method is
included as an example of family 2. Here a rapid formation of reduced
phosphomolybdate leads to the attainment of the requisite equilibrium condi-
tions within the shorter time frame before photometric measurement. All of
the curves demonstrate that equilibrium has been attained at the time of the
absorbance measurements at both A; and A,. The majority of the ‘aca’
bichromatic methods belongs to the 261.5-sec incubation group.

5.4. Chromophore Spectra

As a general rule, bichromatic analysis is best performed at clearly
defined absorption maxima and minima. Measurements at those wavelengths
maximize assay sensitivity. However, spectral interference effects associated
with measurements at these wavelengths result in restricted selection for the
assay. Thus, the magnitude of response across the entire range of available
wavelengths is an important consideration in final A; and A, selection.

This type of information is shown in Figures 9-11 as chromophore
spectra for most of the ‘aca’ bichromatic analysis methods. Two concentra-
tions of analyte were processed normally through reaction initiation. Then, at
an equivalent incubation time an aliquot was removed from each pack for
spectra generation in a scanning spectrophotometer.

These figures demonstrate, in general, well-defined maxima and minima
for the chromophores involved as well as proportional response at the two
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Figure 9. Absorbance spectra for reacted pack contents from the following ‘aca’ assay systems:
A—alcohol method, NADH chromophore, sample size =20 ul; B—neonatal bilirubin method,
bilirubin chromophore, sample size=20 pl; C—total and conjugated bilirubin methods, azobi-
lirubin  chromophore, sample size =60 ul; D—calcium method, Ca-OCPC (OCPC—
orthocresolphthalein complexone) complex chromophore, sample size =60 pl.

wavelengths as a function of analyte concentration. Exceptions to the former
observation involve ‘aca’ detection of chromophore at 340 nm for the alcohol,
lactic acid, phosphorus and CFP (cerebrospinal fluid protein) methods. In two
of these cases, lactic acid and alcohol, the shoulder of the peak for substrate
NAD (A max=259 nm) masks the NADH chromophore peak. In the case of
phosphorus, the maximum is further into the UV and cannot be detected in
the ‘aca’ system. Lastly, the CFP “chromophore” involves turbidimetric
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Figure 10. Absorbance spectra for reacted pack contents from the following ‘aca’ assay systems:
A—chloride method, Fe(SCN)?* chromophore, sample size=60 pl; B-—cholesterol method,
quinoneimine chromophore, sample size =20 pl; C—glucose method, NADPH chromophore,
sample size =40 pl; D—Ilactic acid method, NADH chromophore, sample size =40 pl.

detection; thus, a spectrum with a characteristically sharp maximum and
minimum is not expected.

An exhaustive analysis for wavelength selection involves these spectra, as
well as others obtained for samples containing known interferents. In each
assay the chosen wavelengths represent the optimum combination of maxi-
mum sensitivity and minimum interference. In some cases, interferences may
be eliminated or substantially reduced through chemical means to improve
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Figure 11. Absorbance spectra for reacted pack contents from the following ‘aca’ assay systems: A
—magnesium method, Mg-MTB (MTB—methylthymol blue) chromophore, sample size =20 pi;
B—phosphorus method, reduced phosphomolybdate chromophore; sample size =40 p1; C—CFP,
turbidity response, sample size =300 pl; D—total protein, Cu(II)-protein complex chromophore,
sample size=160 pl.

performance for a given wavelength pair selection. For example, the phos-
phorus method employs the addition of hypochlorite and a surfactant to
eliminate interferences due to bilirubin and protein precipitation.

The data presented in Table 1 give a comparison of the wavelengths
selected and observed spectral maxima /minima, as well as resulting sensitiv-
ity for the 14 ‘aca’ bichromatic methods.
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5.5. Performance

The value of any method is determined by its analytical performance.
Table 2 presents relevant performance data for the ‘aca’ bichromatic meth-
ods. Original findings obtained in the research phase for each method have
been verified during external field evaluations. The performance data shown
reflect the composite results.

An in-depth discussion of the magnitude of listed interferences is beyond
the scope of this chapter. In most instances where an interferent is cited, e.g.,
visible hemolysis, gross turbidity, etc., the interference becomes significant at
high concentrations of these substances. At lower concentrations of interferents
the effects are usually minimal and do not cause significant bias. The
quantitative relationship between interferent concentrations and bias for all
the current methods are described in the ‘aca’ Chemistry Instruction Manual.®

6. Advantages

Bichromatic analysis is well suited to the ‘aca’ system. This technique
allows use of a single test pack for analyte quantitation, resulting in cost
savings and maximum throughput, since a separate pack is not needed for a
dedicated blank. Furthermore, the blank measured in the single pack is a true
static blank. This is a sound blank compensation alternative because the
blank and chromophore readings are measured under identical conditions for
the sample plus complete reagent system. This compensates for unexpected
variations in reagent and sample component interactions.

Another noteworthy point is that acceptable method performance is
attainable with respect to possible interferences. The use of a column, for
interference removal, has proven unnecessary to date. This presents a cost
savings factor for the ‘aca’ methodologies using bichromatic analysis. Further-
more, due to the equilibrium requirements for bichromatic analysis, the event
sequence of reaction initiation, incubation, and then photometric measure-
ment, leads to practical instrumental design. The ‘aca’ system provides this
sequence under very rigid automated conditions. Thus, even for those meth-
ods where a true equilibrium is not attained, this automation produces
adequate reproducibility of results.

Additionally, bichromatic techniques provide the basis for practicality in
photometric measurement system design. A single absorbance reading cannot
adequately account for instrument and /or chemical shifts, whereas bichro-
matic measurement satisfactorily compensates for these effects. The ‘aca’
photometric system applies this technique to virtually cancel sources of error
common to both wavelengths. Therefore, over reasonable time periods, the
relative absorbance error, which may lead to relative concentration error, is
minimal throughout a broad absorbance range.
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6.1. Disadvantages

Since factors remain in the photometric system that cause independent
“zero absorbance” drifts, then a possible disadvantage of bichromatics would
be errors introduced by these drifts over time. However, as was pointed out,
this error is minimized by periodic readjustments, i.e., filter balance.

Another drawback can be inaccuracy introduced in those cases where
sample-to-sample differences cause significant blank absorbance variations. In
these instances, the bichromatic approach cannot be used. This is also true
when serum interferents create significant bias. Column separation techniques
can be used to eliminate such biases.

6.2. Future Applications

While the bichromatic analysis technique has had wide application
within the ‘aca’ system, several additional areas might be considered applica-
ble. One example is the quantitation of specific serum proteins by performing
a bichromatic measurement on the turbidimetric signal generated by im-
munoprecipitates. This technique might also be used in determination of
certain coagulation factors.

Since bichromatic analysis is the simplest case of multichromatic mea-
surement techniques, it is clear that expansion into this area enhances future
potential. With the advent of the microprocessor-controlled ‘aca’ III instru-
ment, applications of multichromatics are possible due to flexible software
control of operational parameters. In particular, variable detection timing
and more flexible wavelength selection will broaden the application of
multichromatic techniques. To exemplify this enhancement, the potential now
exists’ for detection of multiple chromophores within a single pack—for
example, the various forms of hemoglobin present in a blood sample.

In conclusion, bichromatic analysis has provided the necessary founda-
tion on which future multichromatic analysis applications will be built.
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The Analysis of Matrix Formatted
Multicomponent Data

Isiah M. Warner

1. Introduction

During the past two decades, the mini- and microcomputer revolution
has introduced a new era of computerized instrumentation capable of acquir-
ing large amounts of data in relatively short time periods. Consequently, the
analytical chemist suddenly finds that the problem of acquiring reasonable
amounts of accurate data has been transformed into one of what to do with
huge amounts of data. This dilemma has resulted in many analytical chemists
pursuing research into areas of data reduction. The period when the only
mathematical need of the analytical chemist was “basic statistics” is long past.
The use of more sophisticated mathematical techniques such as factor analy-
sis’? and pattern recognition®® in analytical chemistry are noticeably
present in the literature.

This chapter describes a new data reduction technique which we shall
call a matrix formatted multicomponent data technique (MFMDT). Before
describing MFMDT, it is appropriate to describe other data reduction
techniques in analytical chemistry which are also used in the analysis of data
matrices.

1.1. Data Reduction Strategies in Analytical Chemistry

There are many matrix data reduction techniques employed in analyti-
cal chemistry. This discussion shall, however, be confined to the techniques of

Isiah M. Warner ® Department of Chemistry, Texas A & M University, College Station, Texas
77843.
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factor analysis and pattern recognition which have gained increased popular-
ity for chemical data reduction during the past few years. However, our
discussion shall be a nonmathematical description of these techniques since
both use similar mathematical operations to extract data information. It is the
use of this extracted information which differentiates the methods of factor
analysis and pattern recognition.

Factor analysis owes much of its growth and development to statisticians
associated with the social sciences. Much of the early work can be attributed
to nineteenth century social scientists such as Francis Galton.® If one were to
consult one of several texts®® on factor analysis, he would encounter such
linear algebra terms as basis vectors, factors, eigenvectors, dimension, and
rotation just to name a few. However, complete understanding of these terms
is not necessary to effectively understand the use of the technique. The
primary goal of factor analysis is to “disentangle complex interrelationships. ..
and identify the independent influences or causes at work.”® The data to be
factor analyzed are presented in tabular form and the patterned variations or
factors are extracted through the mathematical procedures of linear algebra.
To better understand this definition, let us examine data which might be
factor analyzed. For example, suppose one were interested in evaluating a test
administered to six persons whom we shall call 4, B, C, D, E, and F. Let us
further suppose that the examination had five questions and that the ques-
tions are worded such that the answers required a yes or no response.
Regardless of the nature of the original questions, we can evaluate the
responses in terms of individuals and question numbers. Table 1 provides a
hypothetical table of responses that we might obtain. Depending on the
information we desire from this test we might evaluate the data in terms of
rows, i.e., the response of each individual to a given question. Alternatively,
we might examine the columns which give us the response of each individual
to a group of questions. Evaluating our data in terms of rows, we observe that
the responses to questions 1, 3, and 5 were identical. If one were to numeri-
cally represent these data and factor analyze, factor analysis would uncover
this interrelationship. Furthermore, a complete factor analysis would seek the
underlying cause of this interdependence. For example, closer evaluation of
this set of questions might indicate that they are a measure of political or
religious involvement. Note that in our analysis of this data, it was not
necessary to obtain specific information about the individual respondents to
the questionnaire. This is because factor analysis seeks to mathematically
evaluate the data without a prior: knowledge of the independent causes or
influences at work. For this example, applying factor analysis might seem like
an overkill. However, consider the case where there are 100 questions to
which 1,000 persons responded, then we have a table containing 100,000
responses. It would then be much easier to tabulate the responses on computer
cards, input them to a computer, and then factor analyze to find the
patterned variations.
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Table 1. Five Question Examination Administered to Six Persons

Question number Person tested
4 B C D E F
1 ves ves ves no yes no
2 no no no yes no yes
3 ves ves yes no yes no
4 no no ves yes yes yes
5 ves ves ves no yes no

Our example illustrates why many of the applications of factor analysis
have been in the behavioral and social sciences. It is easy to conceive of
thousands of such examples in these areas of study. However, factor analysis
has gradually found applications in the natural sciences. Recent applications
have included factor analysis of solvent shifts in proton magnetic resonance,®
anisotropic solvent shifts,"” self-association of acetic acid,'" and classifica-
tion of compounds by factor analysis of their mass spectra.'? Duewer et al.
have also described a technique for improving the reliability of factor analysis
of chemical data."”

In contrast to factor analysis, pattern recognition owes much of its
growth and development to the engineering sciences.'¥ Peter C. Jurs and
Thomas L. Isenhour, two of the leading chemical investigators of pattern
recognition techniques, have stated that the primary objective of pattern
recognition is “to categorize a sample of observed data as a member of a class
to which it belongs.”">’ As an example, let us see how a pattern recognitionist
might treat the data presented in Table 1. For this example, we will search for
column variation. Examination of our data columns shows that four of the six
examinees responded with a yes answer to questions 1, 3, and 5. Closer
observation will show that the other examinees responded negatively to these
three questions and positively to the remaining two questions. For graphical
purposes, we can represent a negative response as a “0” and a positive
response as a “1.”” A plot of positive and negative responses for questions 1, 3,
and 5 against positive and negative responses to questions 2 and 4 is displayed
in Figure 1. In this diagram, we have plotted a mixed response to questions 2
and 4 as a point midway between “0” and “l1.” Figure 1 shows that our
examinees are grouped into three categories. Assessment of additional data on
examinees [ and F show that they are teenagers. Similarly, C and E are
found to be middle aged, while 4 and B are senior citizens. It is reasonable to
conclude that our graph provides us with a method for discriminating age
differences based on the responses to questions 1-5. Note that in Figure 1, the
C and E groups are more closely related to the 4 and B groups than the D
and F groups. Thus, using our hypothetical example, we have graphically
proven the “generation gap.”
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Our simple example illustrates that pattern recognition seeks to find
patterns which will allow classification into categories. Pattern recognition has
found increased applications in chemical data interpretation. In a recent
article, Bruce Kowalski, a leading investigator in pattern recognition applica-
tions to chemical data, described the strengths, limitations, and future trends
of pattern recognition.'® Other articles describe some applications of pattern
recognition to chemical data evaluation.!’-19

The discussion above was designed to illustrate the differences in the
objectives of factor analyses and pattern recognition through simple example.
This example does not portray the power of factor analysis and pattern
recognition. Many of the applications of these techniques are to data where
the interrelationships and pattern variations are not apparent. It is these data
sets which provide the most fruitful uses of pattern recognition and factor
analysis. Both techniques involve an extensive use of linear algebra and
statistics. Consequently, a detailed mathematical description is beyond the
scope of this chapter. However, one of several texts on the topics‘®*?® can be
consulted if more information is desired. It should also be mentioned that
factor analysis is finding increased applications in the field of pattern recogni-
tion. Consequently, the difference between the techniques in applications are
becoming more diffuse.

1.2. Description of MFMDT

The technique which is described in this manuscript evolved as a result
of a new development in fluorescence instrumentation.® This new fluores-
cence instrument rapidly acquires data in the form of a matrix M. The
elements of this matrix m,; represent the fluorescence intensity measured at
wavelength A, for excitation at A . The huge amount of data generated by this
instrument and the unavailability of algorithms to handle such large data sets
served as the rationale for exploring new methods of data reduction. The
algorithms were designed to provide information about, first, the number of
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component molecules contributing to the spectra, second, the composition of
the solution, when the spectra of standardized solutions are known, and, third,
the absorption and emission spectra of each species present in the system.

Because of two fundamental properties of most fluorescing molecules
(which will be described later), linear algebra techniques were selected to
extract qualitative information from the matrix M. For quantitative informa-
tion, we use the methods of least squares and linear programming. Both of
these approaches will be discussed in detail. However, it is appropriate to first
briefly review linear algebra.

2. Linear Algebra Review

2.1. Vectors and Matrices

A matrix can be thought of as a table of numbers or a table of symbols
representing numbers. Thus, an example of two matrices would be

1 2 3 a, G, a4
4 5 6 or Ay, Gy Gy
789 a3 Gz dj3

The shape of these matrices is said to be 3X3 (3 by 3) indicating that the
matrices have three rows and three columns. A matrix of shape r X1 or 1 Xr
is called a vector. The symbol for a vector is usually a lower case underscored
or boldface letter. A matrix can be said to be made up of a set of row or
column vectors.

Generally, the symbol for a matrix is an upper case underscored or
boldface letter and the elements of the matrix are represented by lower case,
subscripted letters. The second matrix above would have the general symbol
A. The elements are subscripted according to their position in the matrix.
Thus, the element a,; is the element which corresponds to the ith row position
and the jth column position. Similarly, a,, is the element located in the first
row and second column position.

The transpose of a matrix has the rows written as columns and the
columns as rows. Thus, the transpose of the matrix A above is

The symbol for this matrix is the symbol for the original matrix with the
superscripted lower case ¢, i.e., A’ It should be noted that whereas A has
shape n X r, A’ has shape r X n.
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2.2. Arithmetic of Matrices

The addition or subtraction of matrices require that they be of the same
shape. Once this requirement is satisfied, matrices are subtracted or added
element by element. Obviously, we can have a string of additions and
subtractions as in scalar arithmetic provided all matrices have the same shape.

Multiplication of matrices is of two types: scalar, and matrix multiplica-
tion. Scalar multiplication is as the name implies, multiplication of a matrix by a
scalar. The product of scalar multiplication is the matrix obtained by
multiplying each element of the original matrix by the scalar. Matrix
multiplication is a more complicated process. To multiply two matrices, the
number of columns of the first matrix must equal the number of rows of the second. The
matrix product of two matrices, B and C, produces a third matrix A whose
elements are given by

a;= 2 bik‘kj (1)
k=1

This formula applies to the product of any two matrices as long as the
number of columns of the first matrix equals the number of rows of the
second matrix. The product of a 1X r matrix times an 7 X 1 matrix is called a
vector product. The shape of the product matrix is determined by the shape
of the original matrices. In general, multiplication of an n X r matrix B by an
r X m matrix C produces an n X m matrix A.

There is one additional point which should be brought out with regards
to vector multiplication. The vector product described above is called an
inner, scalar, or dot product. There is also another product called the outer product
of two vectors which produces a matrix. For example, consider two vectors, x
and y, with elements ¢, and b, of length n and m, respectively,

a,
a2
by by b,
. J
a

then the outer product of column vector x and row vector y produces the
matrix

aib, ab, -+ ab,
ab;  ayb, - ayb,
anbl anb2 o anbm

Note that the outer product does not require that the vectors be of the same
length, whereas, the inner product does.
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Table 2. Properties of Matrices under the Operations of Addition and Multiplication

Matrix Scalar
Property Addition multiplication multiplication
Associative True True True
(A+B)+C=A+(B+C) A(BC) = (AB)C k({A) = (kDA
Commutative True Not generally true —
A+B=B+A AB # BA
Distributive — True True

AB+C)=AB+AC  (k+DA=FKA+IA
k(A+B)= kA + kB

Both the scalar and outer product of vectors will be useful to our later
discussion. For example, a vector is said to be normalized to unity or of length
one if the scalar product of the vector with itself gives the scalar one.
Furthermore, two vectors are said to be orthogonal if both vectors are nonzero
(not all elements 0) and their scalar product produces the scalar zero. We will
use normalized and orthogonal vectors in discussion of the MFMDT.

We should also cite a few properties of matrices with regard to the
operations of addition and multiplication. This is given in Table 2. In
addition to the rules specified in Table 2, it should be obvious that if the
product of two matrices produces the zero matrix (matrix with all elements
zero), it is not necessarily true that one of the original matrices is the zero
matrix.

Finally, we should note some properties of the transpose of matrices.
First, the transpose of the product of two matrices is the reverse product of the
transposed matrices, i.e.,

(AB)' =BA!

and second, the products A’A and AA’ are always defined and will produce a
square matrix with the same rank (see later discussion) as A. Furthermore,
these matrices are symmetric. A symmetric matrix is defined to be a matrix C
with elements C;; = C,, for ¢ # ;. The rows and columns of A'A are a linear
combination of the rows of A. The rows and columns of AA’ are a linear
combination of the columns of A.

2.3. Matrix Solution of a System of Linear Equations

For our discussion, it is useful to examine the set of linear equations:

ap X, tapX,+ - +a,X, =Y,
ay X, +apX,+ - +a,, X, =Y,

ay X, ta,X,+ - +a,X, =Y,
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Using our knowledge of the arithmetic of matrices, we should be abie to
convince ourselves that this system of linear equations is equivalent to the
equation

Ax=y

In matrix notation. The elements of each matrix are defined as follows:

Ay Gy Gy, X, Y,
Gy Gy "y, X, Y,
A= , x=| . |andy=]| .
anl an2' t ann Xn Yn

To solve the set of linear equations, we need not consider the vector x, but
only the elements of the matrices A and y. It is possible to incorporate y into
A and form what is called the augmented matrix, i.e., the matrix

If we were going to solve the set of linear equations directly, we would first try
to reduce the equations to a more useful form. For example it might be
possible to eliminate some of the variables in an equation by subtracting a
multiple of another equation or combination of equations. Then, it stands to
reason that it is possible to reduce our augmented matrix in a similar fashion.
This process of simplification is known as row reduction. To understand how
row reduction works, let us consider a specific example. Consider the set of
equations

X, +2X,+3X,=16
3X,+5X,+ X, =8
3X,+ X, +4X,=23

Forming the augmented matrix, we obtain

1 2 3 16
3 5 1 8
3 1 4 23

It is easy to show that the augmented matrix is equivalent (i.e., has the same



Matrix Formatted Multicomponent Data 83

solution) to the matrix

1 0 0 1
01 0 O
0 0 1 5
This matrix which is in its simplest form is called row-reduced because the first
nonzero entry in each nonzero row is equal to one, and every other entry in

the column which contains the leading one’s are zero. Our system of linear
equations is then equivalent to

X, +0-X,+0-X,=1
0-X,+X,+0-X,=0
0-X,+0-X,+ X,=5

or simply X, =1, X, =0, and X;=5. Thus, using matrix algebra, we have
found a simple process for solving a system of linear equations. Although the
example given is of a set of nonhomogenous equations, we can solve a set of
homogenous equations just as easily.

2.4. Basis and Rank

Before defining basis, it is useful to define the rank of a matrix. The rank
of a matrix is the number of linearly independent rows (no row is a linear
combination of the others) necessary to express every other row in the matrix.
In the above example the coefficient matrix could only be reduced to a form
with three rows. Thus, the matrix is said to have rank 3. The rows of the
row-reduced matrix form a basis for the matrix, i.e., any equivalent set of rows
can be expressed as a linear combination of the rows of the row-reduced
matrix

1 0 O
0 1 O
0 0 1

Note that the rows of the row-reduced matrix are linearly independent, i.e.,
no row is a linear combination of the other two. This requirement is necessary
for vectors which form a basis. It should be obvious at this point that any
three linearly independent vectors which can be obtained as a linear combina-
tion of the basis vectors (1,0,0), (0,1,0), and (0,0, 1) also form a basis for the
matrix. In mathematical terms, we would say that these equivalent vectors
span the same space as the vectors (1,0,0), (0,1,0), and (0,0, 1).
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If one were to column reduce the original matrix, he would find that it
requires three columns to form a basis for the columns. This fact holds true
for all matrices, i.e., column rank equals row rank. Thus, if we have a matrix of
shape 2X3 or vice versa, then the maximum rank of this matrix is 2.

2.5. Identity and Inverse Matrices

In our previous example, when we row-reduced the matrix

1 2 3

3 5 1

31 4
we obtained the matrix

1 0 O

0 1 0

0 0 1

This matrix is called the identity or unity matrix. In matrix algebra, it has the
same function as the scalar “1” in scalar arithmetic. Multiplication of a
matrix by the identity matrix (assuming the multiplication is defined) pro-
duces the original matrix. There are identity matrices of different sizes. The
only requirements of an identity matrix is that it (a) be square, i.e., the
number of rows equal the number of columns, (b) have all diagonal elements
(: =) of unity, and (c) have all nondiagonal elements (: # ;) of zero. The
symbol for the identity matrix is the symbol . To denote the particular
identity matrix, the number of rows and columns are sometimes subscripted,
eg, |,

In scalar arithmetic, the inverse of a scalar is the scalar by which you can
multiply the scalar and produce the scalar 1. Similarly, in matrix arithmetic,
the inverse of a matrix is the matrix by which one can multiply a matrix and
produce the identity matrix. If this inverse is both the left and right inverse of
a given matrix A, then this inverse is called the inverse of A and has the symbol
A~ ! It can be shown that this left and right inverse is unique and applies
only to square matrices.

Let us return to the system of linear equations which we solved in Section
2.3 of this chapter. The matrix of coefficients of the variables was given as

1 2 3
3 5 1
3 1 4

There are mathematical procedures for finding the inverse of this matrix.?®
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Whatever procedure we use, we will find that the inverse of the coefficient
matrix is

—-19/35  5/35 13/35
9/35  5/35 —8/35
12/35 —5/35  1/35

We previously asserted that the system of linear equations could be repre-
sented in matrix form as

2 3[x,] [16
5 1]\ x,|=| 8
1 4||x,| |23

If we multiply both sides of the equation on the left by the inverse matrix, we
obtain

X, —19/35 5/35 13/35 ]| 16
X, |= 9/35 5/35 —8/35 8
X, 12/35 —=5/35 1/35 |{ 23
or simply
X, 1
X 5

Thus, it is easy to find the solution to a system of equations using the inverse
of the matrix of coefficients. It is true that any system of the form

Ax=y

can be solved by finding the inverse of A (if it exists).

2.6. Eigenvalues and Eigenvectors

In this section, we briefly introduce the concept of eigenvalues and
eigenvectors. These concepts will be particularly important to our later
discussions on the theory of MFMDT.

Consider an equation of the form

Ax= Ax
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where A is a matrix, x is a vector, and A is a scalar. Then, the vector x is
called the eigenvector of A associated with the eigenvalue A.
Given a 2 X 2 matrix, we can form an eigenvalue-eigenvector equation of

the form
3 2{| X | X
1 2|lx,| A X,
There are procedures to solve for the vector x and its associated eigenvalues
which we will not discuss here. However, the solution to this equation gives
A =1 and A =4. The associated eigenvectors are (1, —1) and (2,1), respec-
tively. We can prove that these vectors are linearly independent and that they
are a linear combination of the basis vectors (1,0) and (0, 1). Consequently, the
eigenvectors form a basis for the matrix. Note also that we have two nonzero
eigenvalues. The number of nonzero eigenvalues of a given matrix is equal to its rank.
This brief review of linear algebra was designed to familiarize the reader
with a basic knowledge necessary to understand the MFMDT. The treatment

here was designed to be as brief as possible. If a more detailed treatment is
desired, any of several excellent texts®2" can be consulted.

2.7. Glossary

This glossary is limited to those terms frequently used in the discussion of
the MFMDT. Any terms used in the discussion and not defined here will be
defined in the discussion.

1. Basis. A set of linearly independent vectors are said to form a basis of the
matrix A if a linear combination of the vectors will reproduce any row
of A.

2. Duagonalization. Any matrix A which satisfies the eigenvector—eigenvalue
equation

Ax=Ax

is similar to a diagonal matrix B. The process of finding B is called
diagonalization. The nonzero diagonal elements of B are the eigenvalues
A of A.

3. Eigenvalue and eigenvector. Given an equation of the form
Ax=Ax
then any constant A which satisfies this equation is said to be an

eigenvalue of A. Any vector x, associated with a distinct eigenvalue, and
which satisfies this equation is called an eigenvector of A.
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4. Identity matrix. Any n X n matrix whose diagonal elements (i = ;) are unity
and whose off-diagonal elements (: # j) are zero. (See Section 2.5.)

5. Inner (scalar, dot) product. The scalar assigned to two vectors x and y of
length n. (See Section 2.2.)

6. Inverse matrix. The inverse of an n X n matrix A, denoted A™ ! is defined to
be that matrix which multiplies A on the left or right to produce the
identity matrix.

. Matrix. A table of numbers or a table of symbols representing numbers.
8. Norm or length of a vector. The square root of the scalar product of a vector

with itself.
9. Outer product. The matrix formed by the product of two vectors x and y.
(See Section 2.2.)

10. Rank. The number of vectors necessary to form a basis for a matrix A.

11. Rectangular matrix. A matrix whose number of rows does not equal its
number of columns.

12. Row-reduction. The process of converting a matrix from one form to its
simplest equivalent form. If the matrix is square and invertible, then its
simplest equivalent form is the identity matrix.

13. Shape. The number of rows and columns of a matrix, usually specified as

N

nXm.

14. Square matrix. A matrix whose number of rows equals its number of
columns.

15. Transpose. The matrix formed by writing the rows of A as columns and
vice versa.

16. Vector. A matrix with one row or one column.

3. Theory and Application of MFMDT in Qualitative Analysis of
the Fluorescence Emission-Excitation Matrix (FEEM)

3.1. Properties of Fluorescence Emission

A familiar form of Beer—Lambert’s law states that the absorbance 4 for a
single species absorbing monochromatic light is given by

A=¢bc
Another form of this equation provides the relationship

intensity of absorbed light= 1,(1—107¢) (2)

In these relationships, /; is the intensity of the monochromatic light, ¢ is the
molar extinction coefficient at the wavelength of use, b is the sample thickness
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traversed by the beam, and c is the concentration of the component in units of
moles per liter. An essential assumption of the Beer—Lambert equation is that
multiple absorping species act independently of each other in the absorption
process. Consequently, the absorbance for multiple species is the summation
of the individual absorbances.

If we define a term @, as the fraction of absorbed photons emitted as
fluorescence, then the intensity of fluorescence /, is given by

1,:c1>f10(1—10*f’”) (3)
At low absorbance (ebc <0.01) equation (3) can be approximated by
I, = ®.1,2.303¢bc (4)

If I, is normalized for nonuniform lamp output and ®; is assumed to be
wavelength independent, then it is apparent from equation (4) that the
intensity of fluorescence is directly proportional to the absorbance. Conse-
quently, if we monitored the intensity of fluorescence at a given wavelength as
a function of excitation wavelength, we would expect to obtain a profile
identical to the absorption profile. For a pure component, this profile would
be independent of the monitored emission wavelength.

Another property of fluorescing molecules is that emission almost always
occurs from the first excited state. Even if excitation is to an excited state
higher than the first, the molecule rapidly relaxes to the lowest vibrational
level of the first excited state before emitting a photon. Of the many
thousands of compounds that fluoresce, only a few have been found not to
obey this property.

From the two properties discussed above, one can intuitively infer the
multicomponent capabilities of fluorescence. For example, suppose one ob-
serves the emission spectrum as a function of several wavelengths of excitation
and the relative emission profile does not change, then only one fluorescing
species is present. If the profile does change with exciting
wavelength, then the presence of more than one component is indicated.
Conversely, if the excitation spectrum changes with monitored emission
wavelength, the presence of multiple components is also indicated. The
mathematical implications of these properties are discussed below.

3.2. Principles of Qualitative Analysis of the FEEM by MFMDT

The elements of the fluorescence emission matrix M for a pure compo-
nent can be expressed as

ml.]. =ax, )_)j (5)



Matrix Formatted Multicomponent Data 89

Here, a is a concentration-dependent scalar whose value is given by a=
2.303®.b¢. The terms in the a expression were defined previously for equation
(3). The parameter x, is an element of the excitation vector given by

x, = Ip(A, )e(M,)

where Ii(A;) is the incident intensity of monochromatic light at wavelength A;
and &(A,) is the molar extinction coefficient of the fluorescing component at
wavelength A ;. The parameter y, is an element of the emission spectrum and is
given by the expression

%:S(AJ‘)Y(AJ)

where §(A ) is the fraction of fluorescence photons emitted at wavelength A;
and y(A;) accounts for instrumental artifacts such as geometry of light
collection and sensitivity of the analyzing system.

The properly sequenced set of x;’s is a column vector representing the
measured fluorescence excitation spectrum of the molecule and the properly
sequenced set of y’s is a row vector representing the measured fluorescence
emission spectrum. Since we have previously asserted that for a pure compo-
nent the fluorescence emission excitation vector is independent of the moni-
tored emission wavelength and that the emission vector is independent of the
exciting wavelength, the matrix M has the simple form

M= axy (6)

Thus, M is the outer product of the vectors x and y multiplied by our
concentration dependent parameter a. Every element of M is assumed to obey
the restrictions of equation (4).

For a sample containing n number of fluorescing species the multicompo-
nent matrix M has the form

M= S a(0)x(Dy(1) ()

(=1

where [ is used to denote the components. The vector x( /) is the excitation
vector for the /th component while y( /) is the emission vector for the /th
component. Equation (7) assumes that the solution is sufficiently dilute that
the energy transfer among species can be neglected.

Analysis of the matrix of equation (7) then consists of finding n, a(/),
x( 1), and y( ). If our system were ideal, i.e., without noise, then finding n
would be equivalent to determining the rank of M. Finding y( /) and x(1) is
equivalent to finding a basis for M with the additional restriction that this
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basis have vectors with nonnegative elements. This restriction is consistent
with the fact that true spectra do not normally possess negative entries.

Weber has shown®® that the rank of M defines the minimum number of
independent emitters contributing to M. If the dimensions of x and y are large
compared to 7, then it is reasonable to conclude that the set of x(/) and y( /)
is linearly independent. In that case, the number of fluorescing species would
be given accurately by the rank if M were ideal. However, since M contains
random noise, the rank of M will usually equal the dimension of M. We then
have the practical problem of rejecting those vectors associated with noise.
Any scheme which rejects the noise vectors will probably also reject vectors of
fluorescing emitters whose intensities are below the noise level. Besides ran-
dom noise, there are two additional sources of extraneous signals which occur
in the matrix M and will, therefore, interfere with analysis. One source is
signal arising from dark current in the detector or associated electronics. The
second source is scattered exciting light which has a maximum on the
diagonal A, =A . In theory both extraneous sources can be removed by
running a solvent blank to obtain a background matrix. A multiple of this
matrix can then be subtracted from the mixture matrix.

If the number of fluorescing species contributing to M is small, then it is
possible to obtain information about the individual spectra of unknown
components. Suppose we are able to obtain 2 linearly independent vectors,
v(1),v(2),- - -,v(n), which form a basis for the rows of M. Then there exists
some column vector u( /) such that

M=§ u( (1) (8)

In our review of linear algebra, we indicated that the matrices M‘M
and MM’ had the same rank as M. Moreover, the rows and columns of M‘M
are a linear combination of the rows of M and the rows and columns of MM*
are a linear combination of the columns of M. Consequently, the eigenvectors
of these matrices form a basis for the matrix M. The eigenvectors (/) and
w(!) and eigenvalues (/) of MM’ and M‘M are given by the general theory
of unsymmetric bilinear forms®® as

v(DMM=¢(1)v( 1)

MM%(1) = £(1)w( 1)
and ©
v( 1)v( 1)’ =w( l)tw( H=1

u(D)=w(D[EN]* =M[v(1)]"
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An additional advantage of this approach is that if the eigenvalues of M'M
are arranged in the order £(1)=§(2)= - -+ >§(n), then X]_u(I)v(!) pro-
vides the best least squares approximation to M of rank n. Since M contains
noise, it is assumed that a least squares fit will give the best approximation.
Note also from equation (9) that v(/) and w(!) are normalized such that
their scalar products are unity. Thus, the inequality u(/)0(1); <[£({)]'/?
assures that the outer product u(!)v(!) does not contribute more than
[£(1)])'/2 to any element of M.

Using the above prescription, one can easily obtain M in the form of
equation (8). However, this does not necessarily assure that our matrix is in
the form of equation (7) where x(!) and y( /) are vectors with only positive or
zero entries and a(/) is a concentration parameter. Since there is no way to
determine a(/) without standard spectra, the factors a(/) can be absorbed
into the definition of x( ) or y( ) such that equation (7) can be represented as

n

M= 3 x(1)y(1) (10)

(=1

For M of rank 1, ie., a single fluorescing specie, there is no problem. The
eigenvector v(1) of M‘M is positive for M of rank 1 (apart from noise). For M
of more than rank 1, the eigenvectors form an orthogonal set of basis vectors.
Orthogonality guarantees linear independence of the basis vectors. Conse-
quently, the eigenvectors greater than the first will generally have negative
entries. We know that true spectral vectors should possess only nonnegative
entries. We then have a problem of finding another basis which consists
entirely of positive and zero entries.

For the case of two fluorescing species, it is easy to find a matrix K and its
inverse which will transform the eigenvectors to possible spectral vectors. It is
easy to show that such a matrix K exists if we first arrange the eigenvectors
u( /) into a matrix U, i.e., U=u(1),u(2),...,u(n). A similar arrangement for
the eigenvectors v( /) into a matrix V gives V=v(1)",v(2)’,...,v(n)' so that

M=UV! (11)
Then if a matrix K exists, the following equation is valid:
UV'=UKK "'V =UK[v(Kk )]’ (12)
That is, if equation (11) is true, then also

M=UV" (13)
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where
U'=UK=>0 (14)
and
V=V(K')=0 (15)

For our two-component system, equation (12) can also be expressed for the
k X [ matrix M as

u(1), || u(2), koo k1o
u(1), || #(2), [k” klg] W - ﬁ(_l
ko Ky _ _kg ky
() ]| w(2)s Al
shape: 2X2 2X2

(D)1 0(1),
X 15 - (16)

10(2)1”(2)2' B 0(2)14

The quantity denoted as |K| in equation (16) is the determinant of K and has
the value (&, ko, — k,5k5,). The matrix product of the 2X2 matrices (K and
K~!) produces the 2X2 identity matrix. Since multiplication by the identity
matrix does not change our equality, equation (13) is indeed valid. Our
procedure is then to search the elements of the eigenvectors u( ) and v( /) to
find the boundary conditions on the elements of (K and K™!). In the
evaluation of experimental data it is not always possible to satisfy equations
(14) and (15) because of noise contributions to the eigenvectors. Therefore, it
is necessary to relax the constraints of U’ and V'’ so that they are allowed to
have small negative elements. Using 7 and 7’ as estimates of the noise
contributions to the spectral vectors, we obtain from equations (14)(16)

u(1); =kyu(l); + kpu(2);=—T (17)
u(2); =kpu(l), +kpu(2), =T (18)
U(l)]’ :[kzzv(l)j_k12”(2)j]/|K|>_T’ (19)

0(2);‘ :(k11”(2)j - /‘21’)(1)])/||(|> -1 (20)
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Clearly, one can assume k,, = k,, =1 without loss of generality. Since the first
eigenvectors u(l) and v(1) have positive or zero entries (except for noise
contributions) and since u(2) and v(2) have some positive entries the con-
straints imposed by equations (17)-(20) on the elements of K can be written
for |K|>0 as

=k,> max —
u(2),>0

(21)

| T’\K|+v(l)p)
min | —————
2(2),>0 | 0(2),,

o

\%

ky = max —
u(2)p>0

min (M) (22)

o(1),>0 (1),

e

The reciprocal of the estimated signal /noise ratio provides a good estimate of
T’|K|. Since the eigenvector u(1) is normalized to the square root of the first
eigenvalue of M’M an estimate of T can be acquired from the relationship
T =[£(1)]'/°T’|K|. A better procedure for obtaining an estimate of 7"|K]|
involves the use of a value of an order of magnitude less than the initial
estimate. Then 77|K| is adjusted [using T=[&1)]"/*T’K|] to the smallest
positive value for which the upper bounds to &,, and &,, are not less than the
lower bounds. Equations (21) and (22) define the permissible range of £, and
k,, since there are no solutions to equations (17)+20) for |K|<0. This
transformation of the eigenvectors to spectral vectors is not the same as a
standard oblique rotation in factor analysis. In factor analysis, the vector
rotations are done independently. This technique is a dependent rotation. If K
is used to transform the eigenvectors u( /), then (K™')’ must be used to
transform the eigenvectors v( /).

While this discussion treats only the two-component case, extension to
more than two components is, in principle, straightforward. However, while
one continues to deal with a linear transformation given by the matrix K, the
elements of |K|(K ')" are now nonlinear in the elements of K. Consequently,
finding K becomes a more difficult problem which must be solved iteratively.

The preceding discussion has shown how it is possible to delineate
possible spectral vectors from the eigenvectors of M'M and MM'. However,
because of the inequality signs, equations (21) and (22) imply some degree of
ambiguity. In essence, there is a range of possible spectra which will satisfy
the constraints of equations (21) and (22). This section describes the expected
degree of ambiguity based on spectral overlap. Consider the true spectral
vectors x( /) and y( /). These vectors are defined to be nonnegative. Suppose
we wish to find all nonnegative vectors which form a basis for the same vector
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space. Then, we can find a matrix and it’s inverse which satisfies the equation

x(1); [] %(2),
x(1); [| *(2), [ 1 ‘112]

M= —ay 1

(1), || x(),

1 —ag
y (1+a,0y) (14 ag,ay) ;}’(1)1_7(1)2"')’(1)1;. (23)
921 1 l)’(2)1}’(2)2' : '}’(2)1 )

(1+ a12a21) (1 +a12a21)

Separating into inequality equations similar to equations (13) and (14), we
have

u(1) =x(1)— a,,x(2)>0
u(2)' =x(2) +a,,x(1)=0 (24)
v(1)'=[y(1) = a155(2)] /(1 + a12a5,) >0

v(2)'=[y(2) + ayy(1)] /(1 + a5a,,) >0 (25)

Since x( 1) and y( /) are nonnegative, the boundary conditions for a,, and a,,
can be written as for the approximate vectors u(/)" and o(/)’

g (002 (22

x(2),>0 \ x(2),
and
. )’(l)j ) ( x(2)i)
min | —=|=a, = max — | —= 26
‘y<2)j>0()'(2)‘; 2 (1), >0 x(1); )

Let us examine the conditions which must exist for the vectors u( /)’ and v( 1)’
to be identical to the correct spectral vectors, i.e., the conditions under which
a,, and a,, are unambiguously zero. It is evident that a,, will be restricted to
equal zero if and only if x(1), =0 for some 7 such that x(2),#0 and »(2); =0
for some j such that y(1); #0. Similarly, a,, will be restricted to equal zero if
and only if x(2),=0 for some ¢ such that x(1), #0 and y(1); =0 for some j
such that »(2); 0. Thus, a pair of spectral vectors, x(1) and x(2), are well
separated if each has at least one zero entry where the other has a positive
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entry. Similar reasoning can be used for the pair of spectral vectors, y(1) and
y(2).

In Figure 2, we have summarized the expected ambiguities in the 16
possible combinations of spectral range intersections in emission and excita-
tion. For each combination, we have listed the range of values which a,, and
a,, may assume, and the number of derived spectra which will be ambiguous.

We have also included in Figure 2, the implications on the spectral
vectors transformed by the matrix K, based on the spectral overlaps. We
cannot predict which element of K is ambiguous due to the arbitrariness in
sign convention of the second eigenvector, u(2) and v(2). For example, —u(2)
and u(2) are equally valid eigenvectors orthogonal to u(1). If —u(2) is chosen
as the second eigenvector, then equations (17)~(20) can be written as

1 , 1
;——u(l) =u(2)+-—u(1)

21 ka1
u(2)"=u(2)+ ku(1) (27)

where u(2)”"=1/k,u(1)" and k{, =1/k,,. Using similar reasoning for —v(2)’
and combining the results, it is easily shown that

L
k, min

1
k, max

= k{,(min) (28)

= k},(max),

1
k,,min

1
k,,max

= kj (max), = k},(min) (29)

These results imply that whether the correct K element is a maximum or
minimum depends on the phase chosen for the second eigenvectors.

Six categories of spectra can be distinguished: For case I, all excitation or
emission spectra are well-separated, and, thus, the derived spectra are unam-
biguous. For case II one of the pairs of excitation or emission spectra is well
separated, but the other pair is not. Here two of the four derived spectra (one
excitation and one emission) will be free of ambiguity, while the other two will
be ambiguous, but the correct solution will be one of the extreme values of £,
or k,,. For case III, neither the emission nor excitation spectral ranges are well
separated, but for one of the pairs, component 1 has the widest range while
for the other pair component 2 is dominant. In this case, two of the four
spectra will be free of uncertainty, while the other two will be ambiguous and
the correct values of the uncertain coefficient k,, or &, will be in an
intermediate region. In case IV, the spectral ranges are not well-separated
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and the same component dominates both spectra. In this case, all of the
derived spectra will be uncertain, although the coefficient £, and £,; will be
at the extremes of their respective ranges. In case V, the spectral range for
both components covers the whole range of observation in emission (or
excitation), while one component dominates in excitation (or emission). In this
case, all the spectra are ambiguous, but one of the £’s will be at the extreme
of its range. Finally, in case VI, the spectral range of all spectra cover the
whole range of observation, all spectra are ambiguous, and both £’s lie
interior to their permitted range. Thus, in 7 of the 16 combinations, one is
afforded at least two completely unambiguous “fingerprint spectra,” and in
only one case does none of the spectra derived from extreme values of £,, and
ko, correspond to correct spectra. By examination of a wider range of
wavelengths it should be possible to convert any ambiguous case into a less
ambiguous (or unambiguous) one.

3.3. Qualitative Analysis of Simulated Fluorescence Data

This section uses computer synthesized data to establish the important
features of the MFMDT. Table 3 shows the parameters for synthesizing this
example of a binary mixture. Each component was synthesized using a single
Gaussian function in both excitation and emission. The s and ¢ values of
Table 3 indicate the extent of overlap of the two components. These values
are the scalar product of the excitation and emission spectra, respectively. If
the excitation spectra of the two components were very similar, s would be
expected to have a value close to unity. If the excitation spectra were very
different, s would have a value close to zero, i.e., close to being orthogonal. A
similar conclusion can be drawn about ¢ and the emission spectra. A constant
intensity matrix M? was added to our synthesized spectra to simulate dark
current. Photon statistical noise was then added to the synthesized mixture
matrix using a random Poisson generator. The observed mixture matrix M°
can then be represented as

M°=M/+M?+M’ (30)

Table 3. Computer Synthesized Binary Mixture

Maximum
Emission Excitation emission
wavelength wavelength  intensity, Matrix
Component maxima (nm) maxima (nm) photons dimension s/t

1 500 416 100 50X50 0.11/0.11
2 440 356 20 — —
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where M/ is the noise-free fluorescence matrix and M is the noise matrix.
Both photon statistical noise and digitization noise are included in M. Figure
3(a) shows the matrix obtained using our computer simulation. The largest
component, component 1, was synthesized using 100 photons as the maximum
signal. Component 2 was synthesized using 20 photons as the maximum
signal. As one would expect, the second component is very much obscured by
the noise from the first component and dark current.

Our M° matrix was then analyzed using the MFMDT described in the
previous section. The sequence followed in our qualitative analysis process
are:

1. Data pretreatment. Pretreatment of data is often required before eigen-
analysis. This pretreatment might be initial smoothing of data or background
subtraction. In this example, no data smoothing was used. However, it was
necessary to subtract background since the constant intensity of the dark
current will concentrate into a single eigenvalue. For experimental data, it is a
simple procedure to run a background matrix using a solvent blank. A
multiple of this background matrix can then be subtracted from the observed
data. In this simulated case, the known dark current of 10 photons was
subtracted from the simulated mixture.

2. Eigenanalysis. The square root of the eigenvalues and eigenvectors of
the matrix M‘M were calculated using equation (9). The square roots of the
eigenvalues found were 903.1, 180.1, 38.2, and 61.0. The third and fourth
eigenvalues are reasonably close and smaller than the first two. Consequently,
the rank of the input matrix was determined to be 2. The excitation and
emission eigenvectors of the first two components are plotted in Figures 3(b)
and (c). The small negative elements in u(l) and v(1) are a consequence of
noise in our experimental matrix. The negative elements in u(2) and v(2) can
be largely attributed to their required orthogonal relationship to u(1) and
v(1).

3. Transformation of eigenvectors. The next step of the MFMDT uses equa-
tions (21) and (22) to find the matrix K and K~! which transforms the
eigenvectors to spectral vectors. Ambiguity results from the range of values of
k,, and k,, satisfying equations (21) and (22) with T'|K|=0.019 and
T =17.2 for this example. The possible spectral vectors are shown in Figures
3(d) and (e). Note that the resolved first component is not as distorted from
noise as is the second component. Note also that although the second
component is somewhat distorted by noise, possible identification can still be
accomplished through location of excitation and emission peak maxima. The
variation in ambiguity results from the extent of overlap of the two compo-
nents. The transformation elements &,, and £,, may often have a relatively
large range. However, regions of small ambiguities may exist due to the
eigenvector associated with the other component having values close to zero in
the affected region. Using Figure 2, one would have predicted a Type I
overlap. However, the severe noise of this simulation caused some deviation.
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4. Resynthesization. Figure 3(f) shows the resynthesized mixture matrix
obtained by using only the first two basis vectors. Using this matrix, evalua-
tion of the conclusion that the matrix is of rank 2 can be made. Subtraction of
this matrix from the original matrix should produce only a random noise
matrix.

The next simulation was designed to demonstrate the usefulness and
accuracy of the ambiguity table provided in Figure 2. In this experiment, the
emission and excitation spectra of the five aromatic hydrocarbons: perylene,
anthracene, chrysene, pyrene, and fluoranthene were digitized. The fluores-
cence emission excitation matrix of ten binary mixtures of these compounds
was obtained. No noise was added to the data since only the inherent
ambiguity of the eigenvector transformation was being evaluated. The synthe-
sized data were then submitted to the eigenanalysis program and the ambigu-
ity of deconvoluted spectra was evaluated and compared to the predictions of
Figure 2. Table 4 shows the nonzero spectral range of our five compounds.
Expr rimental results agree with the prediction of Figure 2 in all cases. As
examples, Figures 4(a), (b), and (c) show the results of deconvoluting the
mixtures perylene /pyrene, perylene /fluoranthene, and pyrene /chrysene. The
correct spectrum is drawn as a continuous curve while the range of possible
spectra are displayed as error bars. Note that in the pair perylene /pyrene,
partial overlap exists in emission since the emission range of perylene is
418-538 nm and the emission range of pyrene is 354-526 nm. Similarly,
partial overlap exists for the excitation spectra. This corresponds to a Type I
overlap and there is no ambiguity as predicted. Similar reasoning shows that
the pairs perylene /fluoranthene and pyrene/chrysene are a Type II and
Type III overlap, respectively. Table 5 summarizes the results of this experi-
ment. The s and ¢ values are as defined previously.

3.4. Qualitative Analysis of Experimental Fluorescence Data
An experimental fluorescence emission-excitation matrix was obtained

using the computerized fluorometer of Gouterman et al.®® This binary system

Table 4. Nonzero Spectral Range of Five Aromatic Hydrocarbons®

Aromatic Emission Excitation
hydrocarbons range (nm) range (nm)
Anthracene 362-502 290-382
Chrysene 354-534 290--362
Fluoranthene 370-546 290-394
Perylene 418-538 350-450
Pyrene 354-526 290-366

“Reprinted with permission from Anal. Chem., 49 (4), 564 (1977).
Copyright by the American Chemical Society.
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Table 5. Spectral Ambiguity of Binary Mixtures of Aromatic Hydrocarbons®

Mixture s/t values Spectral overlap type
Anthracene /perylene 0.08,/0.21 I
Perylene /pyrene 0.0006/0.24 I
Perylene /chrysene 0.0006,/0.40 I
Perylene /fluoranthene 0.04,/0.88 II
Chrysene /fluoranthene 0.50/0.48 II
Anthracene/fluoranthene 0.83/0.30 II
Pyrene /fluoranthene 0.59/0.31 II
Anthracene /pyrene 0.41/0.87 I1I
Anthracene /chrysene 0.23,/0.92 111
Pyrene/chrysene 0.52,/0.90 III

“Reprinted with permission from Anal. Chem., 49 (4), 564 (1977). Copyright by the
American Chemical Society.

corresponds to a mixture of the porphyrin compounds free-base octaethyl-
porphin (H,OEP) and zinc octaethylporphin (ZnOEP). An isometric projec-
tion of these data is shown in Figure 5(a). Note the diagonal signal with
maxima at A, = A, contributed by scattered light. This interference and
dark current were removed by running a solvent blank under conditions
identical to the mixture matrix. This blank was then subtracted such that
much of the scattered light was removed. It was found that it is not
experimentally possible to substract out scattered light exactly using a solvent
blank. However, for analysis purposes, it suffices to subtract enough of the
scattered light such that the residual is below the noise level. Eigenanalysis of
the pretreated matrix followed by eigenvector transformation produced the
spectra shown in Figures 5(b) and (c). The deconvoluted spectrum is again
drawn as a continuous curve while the range in ambiguity is depicted by error
bars. Evaluation of spectral overlap would have indicated a Type II overlap
as observed. The square roots of the first four eigenvalues of MM’ were
2790.2, 809.1, 167.8, and 87.6 indicating a rank 2 mixture. Much of the noise
in this sample was associated with the scattered light region as displayed in
the residual error matrix of Figure 5(d). For this example 7”|K| had a value of
0.010 while 7 ’s value was 27.9.

4. Theory and Application of MFMDT in Quantitative Analysis of
the FEEM

Section 3 of this chapter treated the case where the the components of the
fluorescence emission-excitation matrix M are unknown. This section treats
the circumstances where the components are all specified, but the amounts are
unknown. This is quite often the analytical problem in routine analyses in
chemical laboratories.
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Figure 5. (a) Isometric projection of experimentally acquired two-component mixture of ZnOEP
and H,OEP. (b) Resolved two-dimensional spectra of component 1(ZnOEP). [Reprinted with
permission from Anal. Chem., 49, 564 (1977).] (c) Resolved two-dimensional spectra of component
2(H,OEP). [Reprinted with permission from Anal. Chem., 49, 564 (1977).] (d) Isometric projec-
tion of error matrix.
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4.1. Theory of Least Squares Analyses of the FEEM

If the components of equation (7) are all specified, it is a simple
procedure to run standard fluorescence emission—excitation matrices of each.
In that case, one can represent equation (7) for n components as

M= é c(:)M(7) (31)

=1

where M(z) is the standard matrix produced by species : and ¢(7) is its
concentration divided by its standard concentration. Then the best approxi-
mation to M, in the least squares sense, requires that the weighted sum of the
squares of the elements of the error matrix E be a minimum. That is

Dbtk = Etu(mu = 2e(i)m(i)y, 2 =min (32)
Kl ki

i

where t,, represent the weighting factors. To compute the minimum of
Situh it is necessary to differentiate equation (32) and set the differential
equal to zero to obtain the least squares condition:

2 {%’k:m(i)um(f)u] o(j)= ;tum(i)k/mu (33)

J

where m,, is the element in the £th row position and the /th column position
of the observed fluorescence emission—excitation matrix. The parameters
m(7),, and m(j),, are matrix elements of the standard fluorescence and
emission—excitation matrices for the i/th and the jth components. For n
number of components, equation (33) can be expressed in matrix notation as

We=p (34)
where W is an n X n matrix whose elements w; , are given by
Wp; = 2 [2 tkzm(i)klm(])kl]
J LK

The matrix ¢ is an n X1 column vector containing the variables, ¢(:) to be
computed. The matrix p is an n X1 matrix whose elements p; are given by
b= Zytiym(2)ymy-

It should be obvious that equation (34) is of the form

Ax =y
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i.e., a system of linear equations. The solution to equation (34) is then
c=W7'p (35)

as discussed in Section 2.5 of this chapter. The parameter W™ is the matrix
inverse of the matrix W in equation (34).

If equation (31) were a mathematical identity, then the solutions to
equations (33) would produce the correct ¢(:)’s. However, the measured
fluorescence emission—excitation matrices contain random noise as we have
discussed previously. Consequently, the calculated ¢(z)’s will be in error. It is
desirable to compute the associated error as well as the ¢(z)’s. A calculation of
the variance for ¢(¢) has been described® which assumes no error in the
standard spectra and only error in the mixture spectra. This assumption is
clearly invalid for most analytical data as well as the fluorescence emission—
excitation matrices. Therefore, it is necessary to derive new formulas for
computation of the variance of ¢(7).

The unique variance of ¢(:) contributed by the uncertainty in the
experimentally measured matrix is given by

oiude) =3 (32 ) o,

or
2
2 Y 2 ~1 2
ERCOIED> tk,[ Sw; m(m,] o) (36)
kl r
where w ! are the elements of the inverse of W and o2 | is the estimated
ir (my))

variance of the k/th element of the mixture matrix. The other terms have been
previously defined in equation (33). A similar computation for the unique
variance contributed by error in the standard matrices gives

2
2

oqalc()) =2 (a“an;%(;_;;) O m(i)y)

or

(e} = 353 e~ S o)) )| oy (57

where 0[2,,,( J)., 18 the estimated variance of the k/th element of the jth standard

matrix. The total variance of the calculated ¢(z)’s is the sum of the individual
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variances, 1.€.,

O {6(2)} = o {e()} + oga{c(i)} (38)

For the least squares method the total variance will increase as the number of
known components decreases. This is a result of the increase in variance
contributed by uncertainty in the experimentally measured mixture matrix.
One final point should be made about the weighting factor ¢,, in the least
squares analysis. In analytical measurements, it is often found that the degree
of uncertainty varies with the magnitude of the datum. In those cases, it is
often advantageous to give certain data a higher degree of importance than
others in determining the least squares fit to the data set. This process is
termed “weighting” the data. It is important to correctly determine the
weighting factors since different weights will give different answers. Our ¢,,’s
in equations (31)-(36) correspond to the weighting factors. For photon limited
noise, the weights are usually the inverse of the magnitude of the signal.

4.2, Theory of Linear Programming Analyses (Simplex Method) of the
FEEM

Quantitative analysis of the fluorescence emission—excitation matrix be-
comes more difficult if the components are not all specified. Suppose, for
example, that the rank is large and only the standard spectrum M(1) is
known. Then one can state that m,, — ¢(1)m(1),, =0 for all k/, where the terms
are as defined previously. Since ¢(1) cannot contribute negatively to m,,, we
can write

Ogc(l)g?}in[mk//m(l)kz] (39)

This will provide us with a range of possible values of ¢(1). However, if there
is any wavelength at which this fluorescing specie is the only emitter, then the
minimum ratio of my, to m(l),, will actually equal ¢(1). Similarly, if two
components are specified and the rank is large, then

my; = c(1)m(1), — ¢(2)m(2),, =0 (40)
For the range of ¢(1) and ¢(2), we then have
o< o(V)<g™{[my, — c(2)m(2)] /m(1) ) <F"[myr/m(1)]
0<c(2)<i™{[my — c(V)m(1)e] / m(2) 0} <" [mr / m(2)] w

Again, under favorable conditions, our ratios may provide the actual values

of ¢(1) and ¢(2).
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Recently, C. N. Ho et al.®" have described an alternative procedure for
use when the components are not all specified. This approach uses the method
of rank annihilation to determine the ¢(7)’s of the known components. Since
this technique shows great promise in the cases where the components are not
all specified, a brief description is given here. The rank n of the matrix M is
determined by the number of nonzero eigenvalues of M‘M, i.e., the number of
eigenvalues not associated with noise. Obviously, one of the nonzero eigenval-
ues is associated with the known component. The technique of rank annihila-
tion subtracts a multiple of the previously determined standard fluorescence
emission—excitation matrix until the eigenvalue associated with the component
disappears or minimizes. The matrix M is then effectively reduced to a matrix
of rank (n — 1) and the multiple which minimizes the eigenvalue of the known
is ¢(1).

Under certain experimental conditions, it was found advantageous to
employ a linear programming technique (the simplex method) rather than the
conventional least squares. Linear programming is a series of mathematical
techniques designed to optimize a certain linear function of unknown varia-
bles, subject to linear constraints (equalities or inequalities) that restrict the
permissible values of the variables. The simplex method is one of these linear
programming techniques. An excellent monograph by Noble®? can be con-
sulted for the general theory of linear programming and, in particular, the
simplex method. Consider how a linear programming technique might relate
to quantitative analyses of the fluorescence emission—excitation matrix. For
instance, suppose that we have a mixture of n components of unknown
concentrations and that we know the standard fluorescence emission—excitation
matrix of 7 of them (r < n). Then, we can write a set of constraining equations
in the form of

m(1)e(1)+m(2),,6(2)+ - - +m(r)ye(r)<m,

or

eg =my — 2¢(i)m(i) =0 (42)

l

where the symbols are as defined previously. It is possible to write an
inequality in the form of equation (42) for each value of £ and /. Thus, if our
standard and mixture matrices have the shape k£ X/, then “k times [”
inequalities can be written. We have the additional inequalities

e(1)=0 (43)

since we should not obtain negative concentrations of our components. Then,
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the linear programming problem is to maximize the expression

r

L= Y a(i)e(i) (44)

(=1

subject to the constraints of equations (42) and (43). The a(¢) coefficients of
the ¢(7)’s must be a set of positive weights such that I' is a maximum for the
correct values of ¢(z). The procedure used here is to sum the elements of the
constraining equations such that

a(i)= Em(l.)kl (45)

kl

In this manner, one tends to neutralize the random effects of noise in the data.

In practice, it is not always practical to use all “£ times /” elements of
the matrices to define the inequality constraints. For example, a “50<50”
matrix would require 2500 inequalities in the form of equation (42). Thus, it
is necessary to limit the number of constraining equations. We have previ-
ously indicated that the concentration of our known component is likely to be
determined by a single ratio, such as m,,/m(1),,. In the regions of our
matrices where dark current is the major contributor, this ratio is essentially
the ratio of two random numbers. Consequently, for the linear programming
method, it is essential to use only regions of the matrices with good signal /noise
ratios. The procedure used in this chapter was to divide each standard matrix
into 5X5 submatrices. The 25 neighboring points in each submatrix were
summed to produce a total of 36 possible a() coefficients in equation (42) for
a 30X 30 matrix (100 for a 50X 50 matrix). The five most intense regions
from each standard were used to obtain the desired number of constraining
equations by using the corresponding regions from the mixture matrix. Thus,
for one-, two-, and three-component systems, five, ten, and fifteen constrain-
ing equations were used, respectively. This procedure selected regions of
maximum signal /noise and reduced the wild fluctuations which would be
produced by applying equation (42) in the region where M was entirely
random.

4.3 Quantitative Analysis of Simulated Fluorescence Data

This section illustrates with some computer synthesized spectra the
usefulness of the least squares and simplex approach to data reduction.
Fluorescence and excitation spectra were obtained with a conventional fluo-
rometer and absorption spectrophotometer. The data were then digitized
point by point. In this manner, the spectra of nine aromatic hydrocarbons:
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perylene, pyrene, anthracene, fluoranthene, chrysene, phenanthrene, fluorene,
carbazole, and naphthalene were obtained. All of these compounds are
significant environmental contaminants and suspect carcinogens.

A fluorescence emission—excitation matrix was formed for each compo-
nent using the outer product of the digitized emission and excitation vectors.
Figure 6 shows an isometric projection of the FEEM formed by a linear
summation of the nine components. Photon noise was again simulated with a
random number generator which produced Poisson distributed numbers.

Next, a least squares fit was performed to the FEEM according to
equation (32) using as standard spectra the synthesized FEEM of each
component. Table 6 lists the values of the imput concentrations, the calcu-
lated values, and the errors estimated using the method described in this
chapter. This example illustrates that the least squares approach is very
effective for quantitative analyses of a nine-component FEEM. Also included
in Table 6 are the results of linear programming analyses of this mixture.
Results comparable to those of the least squares method were obtained.

4.4. Quantitative Analysis of Experimental Fluorescence Data

The preceding section served to illustrate the potentials of the least
squares and simplex method for quantitative analyses of the FEEM. How-
ever, there are certain questions such as the effect of energy transfer,
reabsorption, linearity of fluorescence, etc., which can only be answered using
experimental data. Therefore, these next series of experiments were designed
to show the applicability of this quantitative approach to the analyses of
experimental data. Data for analyses were acquired with the fluorometer of

Figure 6. Simulated nine-component mixture of aromatic hydrocarbons.
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Table 6. Quantitative Analyses of a Nine-Component Mixture

Relative Least squares calculated Simplex calculated
Component  concentration concentration Estimated SD  concentration
Naphthalene 1.485 1.465 0.004 1.493
Carbazole 0.939 0.944 0.001 0.951
Fluorene 1.180 1.176 0.002 1.194
Phenanthrene 1.376 1.383 0.002 1.356
Anthracene 1.311 1.309 0.001 1.303
Pyrene 0.678 0.678 0.002 0.693
Chrysene 1.406 1.407 0.001 1.396
Perylene 0.899 0.900 0.001 0.886
Fluoranthene 0.568 0.568 0.001 0.566

Gouterman et al.®% The data were acquired using the detector in the photon
counting mode rather than the standard PMT mode used for the qualitative
data analyses. Using this computerized instrument, standard FEEM’s were
obtained from previously prepared samples of known concentration using
spectral grade pyridine as a solvent. Data was obtained in 6 nm intervals over
a wavelength range in excitation of 470-644 nm and 550-724 nm in emission.
Mixture samples were also prepared with the same stock solutions, giving
mixtures of known composition,, and the FEEM was run under conditions as
close to those of the standard samples as possible. The total absorbance at all
wavelengths of interest was kept below 0.0l. A noise matrix including
scattered light and dark current was also run under the same conditions. A
multiple of this matrix was subtracted from the mixture and standard
matrices. The standard matrices were then smoothed by decomposition into
the row and column eigenvectors according to equation (9) in Section 3.2 of
this chapter.

Three sets of experiments were run corresponding to mixtures of one-,
two-, and three-component systems. The first experiment was designed to
show the linearity of the fluorescence intensity. Five mixtures of free base
octaethylporphin (H,OEP) were prepared at the various concentrations indi-
cated in Table 7. The matrices were obtained over the range previously
indicated giving a 30X30 matrix of 900 data points. Table 7 displays the
results of these analyses using both the least squares and simplex method. A
correlation curve of these data obtained by plotting volumetrically de-
termined concentration versus calculated concentration gave a correlation
coefficient of 0.9997. It is clear from these results that the fluorescence is
linear and reabsorption and quenching processes are negligible under the
conditions of this investigation.

The next system analyzed was a binary mixture of free base octaethyl-
porphin (H,OEP) and free base tetraphenylporphin (H,I'PP). There are
considerable similarities between the emission and excitation spectra of these
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Table 7. Least Squares and Simplex Analyses of Experimental Single Component (H,OEP)

Least squares calculated Estimated SD Simplex calculated
Input concentration (10~ M) concentration (10~ "M)* (107"M) concentration (10~ M)*

1.51 1.43 0.04 1.30
2.76 2.79 0.18 2.58
5.52 5.52 0.10 5.40
11.00 11.10 0.60 10.58

“Calculated using the presmoothed standard spectrum of a 5.52X 10 ’M standard.

two components. Figures 7(a), (b), and (c) show the presmoothed standard
matrix of H,OEP, H,I'PP, and the mixture matrix with the dark current and
most of the scattered light subtracted. These matrices were obtained over the
same wavelength region and interval as the single-component matrices in the
previous discussion. Least squares and simplex fitting the presmoothed stan-
dard matrices to the mixture matrix produced the results shown in Table 8.
The error in the calculated concentrations of H,OEP and H,TPP are 2 and
7%, respectively. These results are clearly satisfactory when one considers that
each matrix is acquired in a time frame of 20 min. Dark current drift and
lamp fluctuations would certainly affect the results obtained over such a time
period.

The final investigation involved a ternary system of zinc octaethyl-
porphin (ZnOEP), tin (IV) dichloro octaethylporphin (SnCl,OEP), and
H,OEP. Since the ZnOEP and SnCl,OEP differed by only 3 or 4 nm in
excitation, this system was obtained over a narrower wavelength interval. The
excitation wavelength varied from 450 to 646 nm in 4 nm intervals and the
emission varied from 550 to 746 nm in 4 nm intervals. Thus, a 50 X 50 matrix
of 2500 data points was obtained for the mixture matrix and each standard
matrix. This increased the data acquisition time to 1 hr for each matrix.
Figures 8(a), (b), and (d) provide an isometric projection of the presmoothed
standard matrices and the mixture matrix. Results of the analysis of this
mixture are found in Table 9. Except for the 13% error in the calculated
concentration of SnClL,OEP, the results are satisfactory. The error in the
SnCI,OEP concentration could be attributed to the severe overlap of the two
components. However, the analyses of other systems point toward instrumen-
tal fluctuations as the cause of the error.

Finally, in the systems analyzed above the simplex method tended to give
results somewhat lower, but comparabl: to the least squares results. Other
experiments have shown that the selection of inequalities along with the
simplex method provides better results than the least squares method when
the components are not all specified. For example, Table 10 shows the results
of analyzing the H,OEP and H,TPP binary mixture of Table 8 assuming
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Figure 7. (a) Presmoothed H,OEP standard with scattered light and dark current removed. (b)
Presmoothed H,TPP standard matrix. [Reprinted with permission from Anal. Chem., 49, 2155
(1977).] (c) Mixture matrix (H,OEP and H,TPP) with scattered light subtracted (data collected
at 6 nm increments). [Reprinted with permission from Anal. Chem., 49, 2155 (1977).]
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Table 8. Least Squares and Simplex Analyses of the Experimental Mixture of HyOEP and H,TPP

Least squares Simplex
Input calculated concentration  Estimated SD  calculated concentration
Analyte concentration (10 "M) (10 "M)® (10 'M) (107"M)"
H,OEP 6.21 6.26 0.19 5.96
H,TPP 5.76 6.16 0.24 5.72

“Calculated using the presmoothed standard spectra of 6.21 <10 "M H,OEP and 5.76 10 "M H,TPP.

Figure 8. (a) Rank | H,OEP standard matrix. (b) Rank 1 ZnOEP standard matrix. (c) Rank 1
SnCl,OEP standard matrix. (d) Mixture matrix with scattered light removed (data collected at 4
nm increments). [Reprinted with permission from Anal. Chem., 49, 2155 (1977).]
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that only the H,OEP is present in the mixtures. Since the least squares
method requires that the sum of the residuals be zero, the least squares
method is expected to give high results. On the contrary, the simplex