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Surface Characterization of Biological 
Materials by X-Ray Photoelectron 
Spectroscopy 

Merle M. Millard 

1. Introduction 

1 

X-Ray photoelectron spectroscopy (XPS) is a relatively new field of electron 
spectroscopy. The physics of the processes involved limit the signals ob­
served to no more than the outer 5-lO monolayers of the surface. The 
discrete energies of the core electrons photoejected from the elements on 
the surface can yield information on both elemental composition and 
chemical bonding. 

In a relatively brief time a considerable number of experimentors have 
applied XPS to the structural and analytical characterization of metals, 
refractory oxides, and polymer surfaces. (1) The unique surface analysis 
capabilities of XPS have, however, been neglected as a method to study 
the surface of biological materials. 

The combination of a surface analysis technique with a method of 
removing the outer surface of a specimen allows measurement of the 
change in concentration of various elements as a function of depth into 
the specimen. Auger spectroscopy and more recently XPS have been used 
in combination with argon ion bombardment or oxygen plasma etching 
(OPE) to remove outer layers of the specimen. Depth profile analysis is a 
powerful tool for probing the surface structure of materials and has had 
great success in analytical applications in the semiconductor fabrication 
field. (2,3) 

Merle M. Millard. Western Regional Research Center, Agricultural Research Service, 
u.s. Department of Agriculture, Berkeley, California 94710 
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There is considerable current interest in cell and membrane sur­
faces. (4-8) This review will attempt to illustrate the usefulness of XPS for 
the study of the composition and structure of surfaces of biological interest 
such as cells and membranes. The application of XPS in these areas is in 
its infancy. The components on the surface of cells are fairly well known.(S) 
These include proteins, carbohydrates, lipids, and combinations of these 
such as lipo- and glycoproteins. Less is known about their organization and 
structure. The fluid mosaic model of the membrane structure is used by 
most workers in the field to explain their results. (9) Answers to more 
detailed problems, such as the composition of the glycoproteins in bilayer 
or the mechanism of transmembrane control, are less well known. The 
function of cell-surface components is quite varied and of considerable 
interest in such fields as cancer research and immunology. A few selected 
examples will be given to illustrate the complex and specific informational 
role of components on various cell surfaces: (1) Lymphoid cells contain 
antigen-recognition sites on their surfaces, and the general nature of the 
immune response is the recognition of foreign proteins on the cell surface 
and the production of antibodies in response to it. (10,11l (2) When tissue 
culture cells become virus transformed, the glycolipid and glycoprotein 
composition of the cell surface changes. (12) One demonstration of the dif­
ference in cell surface carbohydrates is the fact that transformed cells 
interact with lectins or agglutinins such as concanavalin A quite differ­
ently. (5) (3) Other cell-surface receptors include those for hormones such 
as insulin in liver and fat cell membranes.(3) The outer envelopes of gram­
positive bacteria contain teichoic acids which are known to be receptors for 
bac;teriophages and to act as antigenic determinants. (14) 

It is reasonable to assume that XPS can be used as a surface-analysis 
technique to study reactions at the cell surface and probe cell-surface 
structure in much the same way as it has been used to study reactions at 
catalytic surfaces or polymer surfaces. 

2. Principles 

2.1. Recent Reviews 

There are a number of excellent introductory review articles dealing 
with the elementary principles of XPS. Rather than duplicate this effort 
the following articles can be consulted: Hercules,OS) Swartz,(6) Brundle,(17) 
Clark,(8) and Siegbahn.(9) A recent book on photoelectron and Auger 
spectroscopy by Carlson can be consulted for most aspects of the subject. (20) 

The principles of instrumentation are discussed by Brundle, (21) and a 
description of an instrument capable of high resolution has been published 
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in Science. (22) The book by Carlson(20) also contains a section on principles 
of instrumentation. 

The performance characteristics of the XPS instruments currently 
available are discussed in articles by Lucchesi and Lesler(23) and Evans.(24) 

Several parameters are of fundamental importance in the application 
of XPS to surface studies and some of these will be considered briefly. 

2.2. Line Sensitivities 

The relative elemental core electron line intensities are of importance 
in several areas of XPS. These intensities or line areas allow estimation of 
the surface atom concentration. This is far from straightforward and care 
must be exercised when attempting to relate surface composition to relative 
intensities or areas. The author has compared the relative elemental line 
intensities in proteins and chemically modified proteins with elemental 
composition determined by wet chemical analyses. (95.96) The agreement 
between the composition calculated from XPS line intensities using Wag­
ner's sensitivity factors(25) and that found by chemical analysis was within 
5%. Tables of relative core electron line intensities have been pub­
lished. (25-27) Knowledge of these intensities is also quite helpful when de­
signing experiments using XPS for surface studies. 

2.3. Electron Mean Free Paths 

The relative escape depth of electrons photoejected from the surface 
region of solids is obviously of critical importance. 

The mean free paths of electrons whose kinetic energy is between 0 
and 4000 e V escaping from metal and oxide films ranges between 0.5 and 
4.0 nm. Typical mean free paths encountered for electrons photoejected 
with MgKa or AlKa excitation are in the range of 0.5 to 1.5 nm.07•20) Little 
information exists for the mean free path of electrons from organic solids. 

Clark(28) derived values for the mean free path of F Is and 2s electrons 
from surface-fluorinated ethylene. A relationship between the F electron 
line intensities, the fluorinated film thickness, and the mean free paths was 
calculated. Reasonable values for some of these parameters were inserted 
into the equation and used to obtain limits on the range of values for 
others. Using this approach, values of 0.7 and 1.19 nm were derived for 
the mean free path of electrons from the F Is and F 2s levels. 

Andrade et al. (29) have recently measured the me;:(n free paths of Au 
core electrons in the kinetic energy range of 900-1400 e V in gold and gold 
covered with barium stearate multilayers. The mean free paths in barium 
stearate range from 4.5 to 6.2 nm for electrons of about 900-1400 e V. The 
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mean free paths in gold range between 0.7 to 2.5 nm for electrons of 
about 700 and 1400 eV, respectively. 

Andrade reviewed the previous literature on escape depth measure­
ments from organic solids. The mean free paths of electrons in organic 
solids range between 4.0 and 15.0 nm from these studies, and it appears 
that the mean free path of electrons in organic solids is greater than that 
in metals and oxides. . 

Angular-dependent XPS measurements allow enhancement of the 
extreme surface signals, and a recent review can be consulted for details. (30) 

2.4. Electron Line Shapes and Spectral Deconvolution 

The overlapping of lines in electron spectra is a common occurrence. 
The resolution of most instruments is between 1 and 2 eV, and the line­
widths observed from solids is also between 1 and 2 eV or more. It is 
usually necessary to have some scheme for spectral deconvolution for the 
interpretation of the spectra to advance beyond the qualitative level. 

We have used a nonlinear least-squares fitting program developed by 
Claudette Lederer(31)and described in C. S. Fadley's thesis. (32) This program 
uses Lorentzian and Gaussian functions that are described by four inde­
pendent parameters: the width, position, ratio of tail height to peak 
height, and intensity factor. A linear background with a given slope may 
be added to the peak shape, and the slope and intercept specify the 
background. 

Each curve must be approached experimentally, and there seems to 
be no general rule to predict when Gaussian or Lorentzian peak shapes 
will fit the spectra or when to use a leading constant or exponential tail. In 
practice, the program works well and, with experience, satisfactory fits can 
usually be obtained in three trials or less. The deconvoluted carbon, nitro­
gen, and oxygen Is spectra from plasma-oxidized wool are good examples 
of the results obtainable with the aid of this program. These spectra are 
given in Section 5. 

3. Specimen Preparation 

3.1. Biological Samples 

The biological specimen in its normal physiological state is usually not 
compatible with the sample restrictions imposed by most physical methods. 
The most severe restriction imposed by XPS is the requirement that the 
sample be under a vacuum of approximately 10-6 Torr. To meet this 
requirement, excluding the possibility of studying frozen samples, the 
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specimen must be evacuated and dehydrated. The disruptive effects of 
dehydration on biological samples are well known. An extensive literature 
exists in the field of electron microscopy (EM) concerning methods of 
sample preparation and dehydration and the effects of these procedures 
on samples as studied by EMY04-107l References are given in Section 4.1 
together with additional discussion. 

The electron microprobe analyzer has been used to detect diffusible 
ions in cells and tissues, and quick freezing or quenching followed by 
vacuum dehydration seems to be the method of choice for sample prepa­
ration.(33l No systematic study has been reported dealing with the question 
of optimal cell and tissue specimen preparation for study by XPS. 

Table 1 summarizes the XPS literature on surface analysis of biological 
samples with the specimen preparation indicated. 

3.2. Substrates 

The specimen must be mounted on some type of support that posi­
tions the sample in the spectrometer and that may be exposed to radiation. 
In cases where the specimen covers the support area and completely 
attenuates signals arising from the support, there is no interference from 
the support. Often, to meet requirements to preserve surface morphology 
or sample integrity, the substrate or support is partially exposed. In these 
cases, it is necessary to have a support of reproducible known composition 
or one that is free of elements that will interfere with the specimen. When 
one is interested in elements in low concentration, a clean substrate free of 
interferring elements is critical. We have found that substrates consisting 
of SiO vacuum deposited on glass disks are quite free from contamination 
from such elements as phosphorus, sulfur, and alkali metalsY01l 

The preparation of specimen supports and the elimination of back­
ground interface problems are discussed in Sections 8 and 9. Surface 
coverage can be an important consideration when sorting out substrate 
and specimen signals. When cells or microorganisms are suspended onto 
supports, the substrate signal can be used to estimate surface coverage. 
The silicon substrate signal was used to estimate the coverage of glass disks 
by tissue culture cells. This point is discussed at the end of Section 9, 
dealing with Balb 3T3 cells. 

4. Depth Profile Analysis 

The concentration of a given element as a function of its depth into 
the surface can be of great consequence in locating structural features. In 
principle, one can locate regions where a given element has a high or low 
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concentration and correlate this knowledge with some structural feature 
such as a lipid membrane bilayer or elements associated with enzyme 
complexes on one side of a membrane. 

To accomplish depth profile analysis, a surface analysis method is 
combined with a method of removing known amounts of the surface. 
Traditionally, Auger spectroscopy and argon ion etching have been used. 
Depth profile analysis has found wide application in the electronics and 
metal industries. A general introduction to this area of analysis may be 
gained by reading the articles by Evans(2) or Palmberg.(3) 

4.1. Argon Ion Etching 

Argon ion sputter etching has a serious drawback in applications 
where less stable surfaces, such as organic polymers or biological specimens, 
are encountered. Aside from the possibility of nonuniform removal of 
atoms on the surface, the composition of the surface may be altered. (40) 
Disproportionation of oxides as a result of argon ion etching has been 
reported. (41,42) The disproportionation of CF2 has been observed by XPS 
as a result of argon ion bombardment. (18) 

4.2. Oxygen Plasma Etching 

As an alternative to argon ion etching we have explored the use of 
oxygen plasma etching (OPE) to gently remove outer layers of biological 
samples. The applications of this technique for sample preparation in 
analytical applications and etching for fine structure studies have recently 
been reviewed. (43,44) 

A low-temperature oxygen plasma contains strong oxidizing species 
such as atomic oxygen and excited molecular oxygen. These species can 
accomplish oxidation at ambient temperatures without disrupting surface 
structure. Elements forming volatile oxides are lost upon oxidation. Ele­
ments removed from the surface include carbon and nitrogen. Elements 
forming less volatile oxides, such as phosphorus, sulfur, and the alkali 
metals, are converted to nonvolatile oxides and retained on the surface as 
an ash.(4S) 

When the surface becomes covered with ash to a certain depth, the 
depth profile interpretation of concentration of the elements retained no 
longer applies. The uniformity of OPE is also a problem of concern. 
Electron micrographs of the etched specimen can be used to determined 
when nonuniform etching becomes important. The rate of OPE also must 
be known to construct depth profile curves. 

Thomas, Millard, and Scherer(46) have estimated the rate of plasma­
generated atomic oxygen etching of organic substrates to be approximately 
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9.0 nm/min by measuring the dimensional changes of styrene beads after 
exposure to oxygen plasma for varying periods of time. The actual rate of 
oxidation of a given substrate may differ from this rate; however, it serves 
as a way to calibrate the rate. 

5. Review of Other XPS Studies of Systems of Biological Interest 

Most of the early XPS work in areas of biological interest has been 
cited in two reviews.0.47) Much of this work involves the measurement of 
binding energies of atoms in metallo proteins, porphyrins, and phthalo­
cyanmes. 

There have been several recent XPS studies on porphyrins, metallo­
porphyrins, and related compounds. (48-54) Recent XPS studies on metallo­
proteins and enzymes include studies on superoxide dismutase cuprein, (55) 
copper AMP, (56) iron sulfur proteins, (57) mercury thionein, (58) glutathione 
peroxidase,059.160) and hepatic zinc thionein.(6t> Chlorophyll A monohy­
drate,(62) D-penicillamine,(63) pyrrole pigments,(64) and selenium containing 
amino acids(65) have also been the object of recent XPS investigations. 

6. Wool Fiber Analysis 

Since wool is a naturally occurring protein fiber and proteins are 
common components of most biological surfaces, surface studies of this 
fiber allow development of data interpretation and treatment techniques 
that are useful for biological systems such as cell surfaces. Results obtained 
from wool fiber surfaces are also indicative of what may be accomplished 
with more complex systems, i.e., those containing other components such 
as carbohydrates and lipids. The following will be a brief review of some 
recent work done in this laboratory on wool fiber analysis after various 
chemical modifications such as oxygen plasma oxidation or coating with 
fluorocarbon fIlms. 

Siognet and others have used XPS to analyze the surface of cotton 
textiles. (66-69) 

6.1. Oxygen Plasma Surface Treatment 

We have investigated the use of oxygen plasmas to effect surface 
changes on wool fibers and woven textiles and used XPS to study these 
changes. (70-73) The oxygen plasma system used for these studies is shown in 
Figure 1, and the apparatus and procedure is described in the literature.(74) 
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Figure 1. Flow discharge system used for the synthesis of fluorocarbon films: (A) from 
gas cylinder; (B) rotometer; (C) flow control valve; (D) high voltage; (E) substrate; (F) 
ground; (G) O-ring; (H) coupling unit; (I) generator; (J) to pump; (K) -196 OC trap; (L) 
McLeod gauge; (M) flow control valve; (N) rotometer; (0) from gas cylinder.(56) 

Before initiating a detailed study of sample, it is often instructive to 
run a wide-scan survey spectrum to find out what elements are on the 
surface and to estimate the relative intensities of the core lines from these 
elements. The region between 550 e V and 50 e V contains strong lines due 
to most of the elements expected to be present on the surface. 

A wide-scan spectrum over the region 550-50 eV taken from a sample 
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Figure 2. Wide-scan spectrum of corona-discharge-treated wool top. 

of corona-discharge-treated wool top (combed, cleaned wool prepared for 
spinning) is shown in Figure 2. Strong lines are present at 533 eV 0 Is, 
400 eV N Is, 285 eV C Is, and weak lines due to sulfur at 227 eV S 2s and 
168 eV S 2p. The S 2p spectrum contains a line at 168 eV, resulting from 
oxidation of disulfide or sulfhydryl bonds in the wool. 

6.2. Effect of Surface Roughness on Electron Spectra 

Most of the spectra are taken from woven wool swatches or wool top 
fibers that have been plasma treated. Woven textile or wool top fiber 
represents the case of an extremely rough surface. The effect of surface 
roughness on electron spectra is a problem of concern. 

Wool textile or fiber can be pressed into a thin transparent film by 
applying pressure to a sample between heated plates in a hydraulic press. (75) 

XPS spectra were run on samples of oriented top fibers and thin flat 
transparent films fabricated from the fibers. The N Is and S 2p lines are 
shown in Figure 3. Spectra shown in part (A) are from the oriented wool 
fibers, and spectra (B) are from pressed flat smooth thin films. Electron 
line intensities from these two samples are given in Table 2. 

The changes in spectra going from an irregular surface to a smoother 
surface seem to be a narrowing of electron lines and an increase in line 
intensity by a factor of about 3. There seems to be no new information in 
the spectra of the thin film, and although the quality of data is improved, 
the results are similar. It appears that one can proceed with some confi­
dence to study irregular surfaces and hope to obtain useful information. 
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Figure 3. Sulfur 2p and nitrogen Is electron spectra of wool as (A) oriented fibers, and 
(B) thin transparent films. 

6.3. Spectral Deconvolution 

Photoelectron spectra were obtained on a Varian lEE 15 spectrometer. 
Fabric samples were attached to double-backed tape and positioned on the 
sample mount. The binding energy region containing the desired spectra 
were scanned 20 or 30 times, depending on the region of interest and the 
intensities of the lines. The data were fitted with Lorentzian or Gaussian 
functions by a nonlinear least-squares fitting program. 

Table 2. Electron Line Intensities from Isolated Wool Top Fibers and Thin 
Transparent Film Pressed from Wool Fibers 

Sample C Is 

Unoxidized wool top fibers 30.6 
Un oxidized wool top fibers pressed 100 

into a thin film 

Electron line intensities (l0' cps) 

o Is 

12 
36.6 

N Is 

5 
15.5 

S 2p 

1.4 
3.2 
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Figure 4. Carbon Is spectrum from untreated wool top. 

The program and its application for deconvolution of electron line 
spectra have been described in Section 2.4. Linewidths obtained from pure 
amino acids on the Varian instrument were about 2.5 eV wide. Carbon 
and 0 Is electron spectra were fitted with electron lines whose linewidths 
at half maximum (FWHM) were 2.6 eV. Nitrogen Is electron spectra were 
fitted with electron lines whose FWHM was 2.4 eV. Carbon spectra were 
fitted with Lorentzian functions with a leading constant tail. Oxygen and 
nitrogen lines were fitted with Gaussian functions with an exponential 
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Figure 5. Carbon Is spectrum from N2 plasma-treated wool.(55) 
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Figure 6. Carbon Is spectrum from plasma afterglow treatment.(551 

tail. Binding energies (BE) were referenced to the carbon Is electron line 
at lowest binding energy assumed to occur at 285 eV. 

6.4. Carbon, Oxygen, and Nitrogen Is Electron Spectra 

The C Is electron line spectra obtained from the control, nitrogen, 
and the afterglow plasma treatment are shown in Figures 4, 5, and 6. The 
parameters for the carbon electron lines are given in Table 3. 

Table 3. Carbon Is Electron Line Parameters, Spectra from Plasma-Treated Wool 
Fiber 

Shift 
Binding Relative in peak 

Sample energy (eV) area position (eV) 

Untreated wool fiber 285.0 1.0 0.0 
286.07 0.092 1.07 
287.77 0.043 2.77 

Nitrogen plasma-treated wool fiber 285.0 1.0 0.0 
286.43 0.28 1.43 
288.46 0.31 3.46 

Afterglow plasma-treated wool fiber 285.0 1.0 0.0 
286.56 0.24 1.56 
288.42 0.33 3.4 

Oxygen plasma-treated wool fiber 285.0 1.0 0.0 
286.55 0.23 1.55 
289.04 0.45 4.04 
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The CIs electron line spectra were fitted with three lines. The position 
of the two high binding energy lines shifted several tenths of an electron 
volt going from the control spectra to the spectra from the oxygen-plasma­
treated sample. The intermediate electron line shift of 1.07 e V from the 
285 eV line in the control and 1.5 eV in the plasma treated samples is in 
the region reported by others for carbon containing a single bond to 
oxygen. (76) The high binding energy line shifts from 2.77 e V in the control 
to 4.04 eV in the spectra from the oxygen-plasma-treated sample. This 
electron line is in the region reported for carbonyl carbon. (76,77) Individual 
functional groups falling into each of the above broader structural classi­
fications, such as alcohols and ethers or carboxylic acids and ketones, 
cannot be differentiated. As the surface population of carbon atoms with 
higher binding energies increases, the composite line at higher binding 
energy shifts to higher values. The obvious feature to note concerning 
these spectra is the increase in intensity of electron lines at higher binding 
energies. These lines represent oxidized carbon species and as expected, 
the line in the carbonyl carbon region was most intense for the oxygen­
plasma-treated samples. 

Oxygen Is electron line spectra for untreated wool fiber and plasma­
treated wadI fiber are shown in Figures 7 and 8. Line positions and 
intensities are .given in Table 4. The oxygen electron spectra could be 
resolved into two lines. The relative intensity of the higher oxygen electron 
line decreased by a factor of about 3 after plasma treatment. The assign­
ment of these two oxygen lines is difficult. Very few data exist in the 
literature on the binding energies of structurally different oxygen atoms 
bound to carbon. Lindberg et at. (78) reported 0 Is lines for a number of 
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Figure 7. Oxygen Is spectrum from untreated wool fiber.(55) 
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Figure 8. Oxygen Is spectrum from O2 plasma-treated wool.(55) 
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carbon compounds containing sulfur. The majority of these compounds 
contain oxygen bound to sulfur, carbon, and nitrogen. The 0 Is line in 
compounds containing oxygen bound to sulfur and in carbonyl and car­
boxylate groups is around 532 eV. The high binding energy line around 
532.2 eV is probably due to lines arising from oxygen in carbonyl, carbox­
ylate, sulfone, sulfoxide, and sulfonic acid. This interpretation is supported 
by the presence of electron lines due to oxidized sulfur. The S 2p electron 
spectra from plasma-treated samples contain a strong line at 168 eV due 
to sulfonic acid or sulfate, indicating the presence of oxygen on sulfur. 
The lower binding energy line around 530.5 e V in Figure 8 is the region 
reported for metallic and refractory oxides. The 0 Is electron line has 
been reported at 530.5, 530.7 eV for metal aluminates,(70) 530.7 eV for 
U02,<78,80) and 530.9 eV for chemadsorbed Pb.<81l Grunthaner(82) observed 

Table 4. Oxygen Is Electron Line Parameters, Spectra from Plasma-Treated Wool 
Fibers 

Shift 
Binding Relative in peak 

Sample energy (eV) area position (eV) 

Untreated wool fiber 530.04 1.0 0.0 
532.06 9.19 2.02 

Nitrogen plasma-treated wool fiber 530.73 1.0 0.0 
532.26 2.89 1.52 

Afterglow plasma-treated wool fiber 530.87 1.0 0.0 
532.41 3.1 1.53 

Oxygen plasma-treated wool fiber 530.61 1.0 0.0 
532.29 3.62 1.68 
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o Is electron lines at 532.2 and 530.9 eV from oxidized iron dithiolene 
complexes. The latter line was attributed to oxide oxygen and the former 
to sulfoxide oxygens. Barber et al. (83) reported 0 Is spectra from a graphite 
that had been exposed to atomic oxygen at room temperature and 673°K. 
Two 0 Is lines were present. The higher binding energy line was attributed 
to carbonyl oxygen and the lower binding energy line to oxygen with a 
negative charge. The low binding energy Is line increases in intensity by 
a factor of 3 upon plasma treatment. Apparently, a surface oxide species 
is formed on the surface of the wool fiber as a result of plasma treatment. 

The N Is electron line spectra are shown in Figures 9 and 10 and the 
parameters obtained from the deconvoluted spectra are given in Table 5. 
Two lines are present in these spectra, and the ratio of the two lines 
changes considerably upon plasma treatment. The high binding energy 
line decreases by a factor of three in intensity upon plasma treatment. This 
behavior is very similar to that observed for the 0 Is line spectra. 

A correlation of these lines with some structural features on the surface 
of the wool fiber is again difficult. The binding energy shifts for nitrogen 
are small, and a considerable number of structurally different nitrogen 
atoms could be present on the side chains of the amino acids on the surface 
of the fiber. In addition to the nitrogen atoms on the side chains, nitrogen 
in the polypeptide chain could also give rise to a nitrogen electron line. 
Few reports exist in the literature concerning the nature of the N Is 
electron lines observed from proteins. Klein and Kramer(84) reported the 
N Is spectra of the endoplasm from light-red kidney bean and L-isoleucyl 
L-alanine together with cystine. The nitrogen line for the dipeptide could 
be deconvoluted into two lines. A higher binding energy line coinciding in 
position with the line from cystine was assigned to the amino nitrogen. The 
line at lower binding energy was assigned to amide nitrogen formed during 
the peptide bonding. The nitrogen line from the kidney bean endoplasm 
was deconvoluted into two lines. A low-intensity line at lower binding 

Figure 9. Nitrogen Is spectrum from untreated wool fiber. (55) 
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Figure 10. Nitrogen Is spectrum from oxygen plasma-treated woo!.(") 

energy was attributed to amide nitrogen, and the intense line at higher 
binding energy was attributed to amino nitrogen. Clark et al. (36.85) measured 
the N Is electron line spectra of barley meals and polyamino acids. 

One possible interpretation of the nitrogen Is line spectra observed 
from wool fiber would be to attribute the lower line to the amide nitrogen 
of the polypeptide and to assign the higher line to the other nitrogen 
atoms in the side atoms. Upon plasma treatment some of the side-chain 
nitrogen-containing groups could be broken away by ion etching or oxi­
dation leaving more exposed polypeptide nitrogen. This would explain the 
decrease in intensity of the high binding energy line upon plasma treat­
ment. 

Nordberg et al. (86) have reported N Is electron shifts for a large 
number of compounds. The N Is line for organic amines is in the region 
of 398.0 eV. Protonation of the amine shifts the N Is line to 400.4 eV. 
The low line observed from the wool fiber could be due to amino-type 
nitrogen and the higher line due to protonated amine. Plasma treatment 
could reduce the number of protonated amines, thus leading to a decrease 
in the intensity at the higher binding line. These interpretations are ten-

Table 5. Nitrogen Is Electron Line Parameters, Spectra from Plasma-Treated Wool 
Fiber 

Shift 
Binding Relative in peak 

Sample energy (eV) area position (e V) 

Untreated wool fiber 398.03 1.0 0.0 
399.94 8.9 1.9 

Nitrogen plasma-treated wool fiber 398.6 1.0 0.0 
400.3 3 1.67 

Oxygen plasma-treated wool fiber 398.95 1.0 0.0 
400.54 2.74 1.59 
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tative and much more work will have to be done in order to understand 
the nature of the nitrogen electron spectra from proteins. 

6.5. Surface Composition from Electron Line Intensities 

The electron line intensities can be related to atomic composition using 
Wagner's sensitivity factor. (25) The carbon, oxygen, and nitrogen atomic 
ratios on the surface can be calculated from the relative elemental line 
intensities; these data are given in Table 6. The elemental composition of wool 
fiber obtained by chemical analysis is CIOO.33No.28' This ratio reflects the 
composition of the bulk. The elemental ratio for the control calculated 
from electron line intensities is CIOO.33No.12' This ratio for oxygen-plasma­
treated fiber is CIOO.96No.53, and for nitrogen-plasma-treated fiber the ratio 
is CIOo.ssNo.36' The elemental ratio calculated from XPS surface analysis is 
in fair agreement with that calculated from bulk analysis. The nitrogen 
content is low. The surface elemental ratio changes appreciably upon 
plasma treatment. Approximately three times as much oxygen and four 
times as much nitrogen are on the surface after oxygen plasma treatment. 
The increase in the ratio of oxygen to carbon correlates with the increase 
in the carbon electron lines at higher binding energy. 

Table 6. Elemental Electron Line Intensities 

Sample 

Control 
Carbon 
Oxygen 
Nitrogen 

Oxygen plasma 
Carbon 
Oxygen 
Nitrogen 

Nitrogen plasma 
Carbon 
Oxygen 
Nitrogen 

Afterglow 
Carbon 
Oxygen 
Nitrogen 

a Intensity divided by 0.27. 
b Intensity divided by 0.52. 
C Intensity divided by 0.42. 

Maximum 
line intensity 

(cps) 

48,600 
31,100 

8,780 

23,300 
56,700 
24,100 

31,500 
39,700 
21,400 

28,200 
51,250 
14,250 

Total line 
intensity 

39,100 
72,300 
32,400 

50,000 
52,500 
28,200 

44,300 
68,000 

Corrected line 
intensity 

180,000a 
59,700b 
21,000c 

145,000a 
139,000b 
77,000e 

I 85,000a 
100,000b 
67,000e 

164,000a 
131,000b 
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6.6. Plasma Deposition of Fluorocarbon Coatings 

Coatings can improve the properties of fibers, and we have utilized 
plasma polymerization of fluorocarbon monomers to produce fluorocar­
bon coatings on fibers. The polymerization of organic monomers in plas­
mas has been reviewed,(87) as well as the use of fluorocarbon films to impart 
oil and water repellency and surface and soil resistance to fabrics. (88,89) 

XPS is particularly suited for the analysis of fluorocarbon coatings. 
The fluorine atom has a high photoelectric cross section, (25) and the fluorine 
atom shifts the binding energy of carbon so that carbon atoms containing 
one, two, or three fluorine atoms can be differentiated. (90) 

Data are presented from plasma-polymerized fluorocarbon films on 
polystyrene, polypropylene, and wool textiles. The plastic substrates rep­
resent the case of a more smooth and inert surface, while wool textile is an 
example of an extremely uneven surface containing various reactive func­
tional groups. It has been generally observed that core-electron line shapes 
are related to the smoothness and regularity of the surface.(9!) As antici­
pated, electron line widths were found to be more uniform from films 
deposited on polystyrene and polypropylene. The experimental details of 
the plasma polymerization and deposition of hexafluoroethane and tetra­
fluoroethylene are given in the original paper. (92) 

XPS spectra were measured on a Varian lEE 15 spectrometer with a 
MgK,. X-ray source. Spectra were deconvoluted using the least-squares 
computer program mentioned earlier. (29,30) Carbon and oxygen spectra 
were fitted with Lorentzian functions with a leading constant tail. Fluorine 
spectra were fitted using Gaussian functions with a leading constant tail. 
Unless otherwise specified, line widths were fixed at 2.5 eV. 

6.7. Spectra from Fluorocarbon Films on Polypropylene and 
Polystyrene 

6.7.1. Carbon Is Spectra 

Typical C Is electron spectra obtained from plasma-polymerized hex­
afluoroethane on polymer substrate are presented in Figure 11. The data 
calculated from the spectra such as line position, half width, and relative 
intensities are given in Table 7. The spectra were fitted using five lines. 
The rationale for a five-line model is the following. The binding energies 
of carbon in fluorocarbon polymers containing CFa, CF2R, and CFR2 

groups, where R is hydrogen or alkyl, have been reported. The C Is 
binding energy in the CFa group is around 294 eV and the CF2 carbon is 
292 e V in tetrafluoroethylene. (80) Polymers containing CFR2 groups yield 
binding energies between 289.4 and 292.8 eV, depending on the electro-
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., 
~ 

Figure 11. Carbon Is spectrum from plasma polymerized hexafluoropthane deposited on 
polyethylene. (72) 

negativity of the R group. (90,93) The line at lowest binding energy is assumed 
to arise from aliphatic carbon and is used as a reference at 285.0. There 
are several functional groups containing carbon that give rise to binding 
energies between 285 and 290 eV. Carbon containing a single bond to 
oxygen, such as alcohols or ethers, occurs around 286.5-286.8 eV.(76) Car­
bon in ketones is around 288.1 eV, while carbonyl carbon in acids or esters 
occurs around 289.5 eV.(76) The binding energy of carbon is shifted to 
higher energies when fluorocarbon groups are attached, and carbon ad­
jacent to carbon bonded to fluorine occurs in this range. (90) 

The spectra were fitted with a fifth line whose position ranged between 
287.2 and 287.8 eV. There is little doubt that the carbon electron lines in 
the region of 294 and 292 eV are due to CF3 and CF2R carbons. The 
carbon electron line around 290 e V is probably a combination of lines 
arising from carbonyl carbon and carbon containing one fluorine. The line 
in the region of 287.5 eV is probably a composite of lines due to carbon 
singly bonded to oxygen and carbon attached to carbon bonded to fluorine 
atoms. The positions of the two lines above 285.0 e V are probably least 
certain; however, a reasonably consistent fit of the spectra was obtained. 
Linewidths ranged from 2.43 to 2.69 e V for the fluorocarbon films de­
posited onto polymer substrates. 

6.7.2. Oxygen Is Spectra 

Polymers formed in plasmas are readily oxidized on the surface after 
exposure of the film to the atmosphere. (87) We have previously reported 
that fluorocarbon polymers obtained by plasma polymerization of perfluo­
robutene-2 contain a high concentration of unpaired spins, and these 
radicals probably react with oxygen yielding oxygen-containing species on 
the surface.(74) The assignment of carbon electron lines in the region 
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between 286 and 290 e V to carbon functional groups containing oxygen 
is also supported by the detection of oxygen on the surface of these films. 

An example of the 0 Is electron spectra obtained from the fluoro­
carbon films on polymer substrate is given in Figure 12. Oxygen Is electron 
line parameters obtained from the spectra are presented in Table 7. The 
o Is electron line spectra were deconvoluted into two lines for all spectra 
other than the spectra obtained from tetrafluoroethylene films on polymer 
substrate. The 0 Is electron spectra consisted of two lines at 532.0 and 
533.4 eV for C2F4 polymer on polystyrene and 532.4 and 534.5 eV for 
CzFs polymer on polypropylene. The 0 Is electron binding energy in most 
organic function,al groups occurs around 532 eV.(78) This includes oxygen 
in alcohols, ethers, ketones, and carboxylic acids. The 0 Is line at higher 
binding energy was only observed on films containing fluorine. We suggest 
that the higher binding energy 0 Is line arises when oxygen is bonded to 
carbon atoms containing fluorine such as CF3~F2-' The electron­
withdrawing fluorocarbon groups could increase the binding energy of the 
oxygen atom. 

6.7.3. Fluorine Is Spectra 

The F Is electron line appeared to be symmetrical for the fluorocarbon 
films on polypropylene and polystyrene. The F Is electron line from 
fluorocarbon films polymerized from hexafluoroethane had a width of 
2.75 eV. The width of the fluorine lines obtained from films from poly­
merized tetrafluoroethylene ranged in width from 3.0 to 3.3 e V. In general, 
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Figure 12. Oxygen Is spectrum from fluorocarbon film deposited on polystyrene.'72) 
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the fluorine electron line was quite intense from these fIlms and ranged in 
intensity from 96,000 to 160,000 counts/sec. 

6.S. Spectra from Fluorocarbon Films on Wool Textile 

6.8.1. Carbon Is Spectra 

Using plasma polymerization conditions similar to those employed to 
polymerize fIlms on polymer substrate, the fluorocarbon fIlm thickness and 
density of coverage were much lower when the substrate was wool textile. 
The low level of fluorocarbon fIlm coverage was indicated by much lower 
fluorine electron line intensities and weaker carbon electron lines at higher 
binding energies. The carbon electron lines were shifted about 1 e V lower 
than measured on fluorocarbon fIlms on polymer substrate. The binding 
energy of carbon bonded to fluorine not adjacent to other fluorocarbon 
groups is lower than when the adjacent carbon is also fluorinated. Clark 
et al. (90) have studied carbon binding energies in fluorocarbon polymers. 
For example, the binding energy of CF2 carbon adjacent to CH2 is 290.8 
eV, while carbon in tetrafluoroethylene is 292.3 eV. 

Table 7 contains the results of the deconvolution of three carbon Is 
electron spectra from wool fIber exposed to a hexafluoroethane plasma. 
The intensity of the higher binding energy carbon lines as well as the 
fluorine electron line intensity varied considerably for these samples. Sam­
ple 31C, whose carbon spectrum is shown in Figure 13 had a higher 
fluorine Is line intensity and contained more intense higher binding energy 
carbon lines. Electron spectra from samples 31B and 31E consisted of weak 
fluorine lines and low-intensity higher binding energy carbon lines. The 
five lines from spectra 31 C are interpreted as follows. In addition to the 
reference hydrocarbon line at 285 eV, the line at 286.0 eV could contain 

.'" ." . 
.. ,. .. , ... .. .. ' . 

Figure 13. Carbon Is spectrum from fluorocarbon film deposited on wool fiber.(72' 



Surface Characterization of Biological Materials 25 

Figure 14. Carbon Is spectrum from fluorocarbon film deposited on wool fiber (sample 
30E).(72) 

varying contributions from carbon contammg single-bonded oxygen or 
non-fluorine-containing carbon adjacent to carbon substituted with fluo­
rine. The next three higher binding energy lines arise from carbon atoms 
bonded to one, two, or three fluorine atoms not adjacent to their fluorine­
containing carbon atoms. The carbon line at 288.3 e V could contain some 
contribution from carbon containing a double bond to oxygen. The de­
convoluted spectrum from sample 31B contains a single higher binding 
energy carbon line at 286 eV in the binding energy region expected for 
carbon bonded to one fluorine atom. This sample probably consisted of 
randomly distributed carbon bonded to one fluorine atom. The carbon 
electron spectra from wool fiber exposed to a tetrafluoroethylene fluoro­
carbon plasma are interpreted in the same way as the carbon spectrum 
from sample 31C. The carbon electron spectrum from sample 31£ is given 
in Figure 14. 

6.8.2. Oxygen 15 Spectra 

Oxygen Is lines measured on the wool textiles exposed to the fluo­
rocarbon plasmas are given in Table 7, and a typical spectrum is shown in 
Figure 15. These lines are believed to arise from the same functional 
groups discussed in the previous section on the interpretation of the oxygen 
spectra obtained from the plasma-polymerized fluorocarbon films depos­
ited on polymer substrate. 

6.8.3. Fluorine 15 Spectra 

The F Is spectra obtained from the fluorocarbon-coated wool fibers 
are also included in Table 7. The F Is electron spectra obtained from 
plasma-polymerized hexafluoroethylene polymer on the wool fiber sub­
strate contained shoulders, and the spectra were deconvoluted into two 
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Figure 15. Oxygen Is spectrum from fluorocarbon film deposited on wool fiber (sample 
30E).172] 

lines. The deconvoluted F Is spectrum from sample 31E is shown in Figure 
16. The high binding energy Is line aroung 689 eV is in the region 
reported for fluorine covalently bound to carbon. (90-94) The lower binding 
energy line around 687 e V is in the region reported for fluoride ion. (94) 

The fluorine electron lines measured on wool textile exposed to tetrafluo­
roethylene plasma were somewhat broader than those obtained from the 
other fluorocarbon surfaces, but symmetrical in shape. These lines were 
not deconvoluted. 

6.9. Surface Composition from Electron Line Intensities 

Some idea of the surface composition of the fluorocarbon fllms can 
be obtained from the intensities of the fluorine and 0 Is lines. The 

Figure 16. Fluorine Is spectrum from film deposited on wool fiber (sample 31E).172] 
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calculated fluorine-to-oxygen atom ratio for several plasma-polymerized 
fluorocarbon surfaces is given in Table 7. The electron line intensities were 
divided by Wagner's atomic line intensity correction factors.(25) This pro­
cedure usually yields atomic ratios to within 5%. The Fluorine-to-oxygen 
atom ratio on the surface ranged from 16.6 to 0.3, indicating considerable 
variation in the fluorocarbon character of the surface as well as the amount 
of surface oxidation. 

6.10. Conclusions 

Combining the surface core electron line intensity data and the relative 
electron line positions, a fairly detailed picture of the surface resulting after 
exposure to fluorocarbon plasmas can be obtained. Plasma polymerization 
of hexafluoroethane and tetrafluoroethylene onto polymer substrflte 
yielded fluorocarbon surfaces with the following characteristics. The fluo­
rine electron lines were quite intense, and fairly intense high binding 
energy carbon electron lines associated with carbon bonded to fluorine 
were present. The carbon binding energies were similar to those obtained 
from fluorocarbon surfaces containing adjacent fluorinated carbon atoms. 
Carbon atoms containing one, two, and three fluorine atoms are present 
on the surface, indicating considerable monomer breakdown under the 
plasma conditions employed here. Oxygen was detected on the surface, 
providing further evidence for surface oxidation of plasma-polymerized 
films. 

The surface of wool fibers exposed to these fluorocarbon plasmas 
were quite different. The fluorine electron lines were generally much less 
intense. The carbon electron lines in the region of carbon bound to fluorine 
were shifted to lower binding energies, indicating that the fluorinated 
carbon atoms were not bonded to other carbon atoms containing fluorine. 
Carbon atoms containing fluorine are probably randomly distributed 
among nonfluorinated carbons. The extent of fluorocarbon film coverage 
was much less in this case. 

7. Detection of Chemically Modified Proteins 

Certain chemical modifications of proteins can be readily detected by 
xps. If the chemical modification contains an element such as iodine not 
present in the native protein or an element whose binding energy is shifted 
from the native protein, then a new core-electron line appears in the 
spectrum that is proportional to the extent of chemical modification. 

Core-electron line intensities can be related to atom ratios using ex­
perimentally determined elemental sensitivity factors. Although the rela-
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tionship between line intensity from surfaces and elemental composition is 
far from straightforward, the elemental ratios calculated from XPS line 
intensities for pure proteins are in good agreement with theoretical ratios. (47) 

One must assume that the surface composition is representative of the 
entire sample. Two examples of the detection of chemical modifications 
on proteins will be reviewed. 

Fluorine has a relatively high atomic photoelectron cross section, (25) 

and chemical modifications containing fluorine give rise to intense photoe­
lectric lines. The E-amino group of lysine can be specifically modified using 
ethyl thiol trifluoroacetate, and the lysine groups present in bovine serum 
albumin (BSA) were acetylated according to this procedure. (95) The F Is 
electron line from trifluoroacetylated BSA is shown in Figure 17. The F Is 
line is 5800 counts above background from a single scan and is more than 
sufficient for an accurate line intensity measurement. The nitrogen-to­
fluorine atom ratio calculated from XPS line intensity data and the nitro­
gen-to-fluorine atom ratio obtained from wet chemical analysis are shown 
in Table 8. 

The average values of the elemental ratios as determined by XPS data 
and wet chemical analysis agree within 5%. 

Ethyl vinyl sulfone-modified BSA has also been studied by XPS. The 
sulfone group contains sulfur with a binding energy that is higher than 

12650 

~ 
In ...... 
In ... 
Z 
;:) 

o 
u 

6815 

FLUORINE lS 

BSA TREATED WITH 

~------------~~------------~--------~ 696 686 676 

BINDING ENERGY (ev) 

Figure 17. Fluorine Is spectrum from trifluoroacetylated bovine serum albumin."") 
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Table 8. Nitrogen and Fluorine Core Electron Line Intensity and Wet Chemical 
Analysis Data for N-Trifluoroacetylated Bovine Serum Albumin 

N/F 

29 

Corrected N/F atom ratio, 
intensity" atom wet chemical 

Sample N Is (cps) (cps) F Is (cps) ratio analysis 

M-I96 
Run I 15,800 ± 100 37,600 9,700 ± 200 3.88 4.45 
Run 2 20,800 ± 100 49,600 10,700 ± 100 4.63 

M-I97 
Run I 12,900 ± 100 30,700 6,450 ± 100 4.75 
Run 2 16,700 ± 100 39,750 8,350 ± 100 4.76 5.02 

a Observed intensity divided by Wagner's sensitivity factor."5) 

the binding energy of sulfur in BSA, and a distinct line appears in the 
sulfur region due to the sulfone sulfur. 

The S 2p spectra from BSA and ethyl vinyl sulfone-modified BSA are 
shown in Figure 18. The higher binding energy line is related to the extent 
of chemical modification, and the agreement between wet chemical analysis 

'OO~' 
11 1 1 1 I 1 I I I I I au .J.1_1L.J..-L..L....lI..JIL.J..1 -L..L....lI..JIL.J..1 _ 

176 170 165 176 170 165 

.v 
Figure 18. Sulfur 2p spectra of native BSA and BSH modified with increasing amounts 
of ethyl vinyl sulfone. (95) 
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and calculations from XPS line intensities was quite good. (96) The intensity 
of the sulfone sulfur line in chemically modified BSA was quite sensitive 
to exposure of the sample to radiation in the instrument. 

8. Bacterial Cells and Envelopes 

8.1. Structure of Envelopes of Gram-Positive and Gram-Negative 
Bacteria 

Bacterial cell walls or envelopes represent an interesting area for the 
application of XPS for surface analysis. The two major classifications of 
bacteria based on the Gram stain procedure, namely gram-positive and 
gram-negative, differ considerably in the structure of their outer enve­
lope. (97) Gram-positive bacteria contain a single membrane with an exterior 
of peptidoglycan containing teichoic acids and lipoteichoic acid. The outer 
surface of a typical gram-positive bacteria is shown schematically in Figure 
19. A representative peptidoglycan is shown in Figure 20. Teichoic acids 
are phosphorus-containing polysaccharides with some amino acid content, 
and these are shown schematically in Figure 21. There is some uncertainty 
about the distribution of teichoic acid in the peptidoglycan in the cell 
wall. (9B) 

MEMBRANE COMPONENTS: 

1= PROTEIN 

C = PHO-SPHOLlPID 

D= GLYCOLIPID 

E = PHOSPHATIDYL GLYCOLIPID 

F= LlPOTEICHOIC ACID 

Figure 19. Diagrammatic representation of the cell wall (A) and membrane of a gram­
positive organism. (111) 
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N-ACETYLGLUCOSAMINE 

6~OH 

N-ACETYLMURAMIC ACID 

1 

HH 

NHCOCH3 H q NHCOCH3 

H3C-CH-C=O 
I 
NH 
1 

L-ALANINE CH-CH 3 

~=O 
~H 
I a 
CH-COOH 
I 

D-ISOGLUTAMIC ACID ~H2 

CH2 Iy 
C=O 
I 
NH 

L-L YSINE ~H-(C~)3-CH2-N~ 
C=O 

~ D-ALANINE I 
CH-CH3 
COOH 

Figure 20. Repeating unit of a bacterial cell wall peptidoglycan.(112) 
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Gram-negative organisms have a much more complex outer structure. 
There are two lipid bilayer membranes with lipopolysaccharides in the 
outer surface and peptidoglycan between the inner and outer membrane. 
A schematic diagram of the outer layer of a typical gram-negative organism 
is shown in Figure 22.(99) Lipopolysaccharides have a complex structure, 
and a schematic representation is given in Figure 23.<100) 

Figure 21. Repeating units of bacterial 
cell wall teichoic acids,04) 
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"0" Antigen 
,.,-./Side Chains 

Lysozyme -___ _ 
)-

"Periplasmic 
Gap" 

~~~~~~~~~~~~~ 

. ... . 

Outer 
membrane 

Figure 22. Schematic diagram of the cell envelope of gram-negative bacteria.(99) 

8.2. Electron Spectra and Surface Composition of Selected Bacteria 

Four species of bacteria were chosen for study: Bacillus subtilis 168, 
(BS); Bacillus megaterium KM (BM); Micrococcus lysodeikticus (ML); and 
Escherichia coli B (E. coli). (lOll The first two are gram-positive species while 
ML contains no teichoic acid andE. coli is a gram-negative bacteria. Washed 
suspensions of bacterial cells were deposited on the support disk and air 
dried. Substrates consisted of polystyrene polybutadiene plastic, Resin K 
(Phillips Petroleum), or glass disks cut from microscope coverslips and 
coated with SiO in a vacuum evaporator. Substrate coverage could be 
estimated from the intensity of the silicon lines from the substrate. A typical 
survey scan of B. megaterium KM cells on SiO/glass disk is shown in Figure 
24. The electron lines detected and their relative intensity for the four 
species of bacteria studied are given in Table 9. The core-elemental line 
intensities were converted to atom ratios using Wagner's sensitivity factors. 
The surface atom ratios varied considerably for the four species. The 
intensity of the surface phosphorus line was greatest for BS and BM and 
least for E. coli. The individual surface phosphorus electron lines are shown 
in Figure 25A Sodium was the common cation found on the cell surfaces. 
Potassium was found only in small amounts. Isolated BS cell walls showed 
a very strong sodium signal. 

8.3. Oxygen Plasma Etching and Elemental Depth Profile Curves 

To investigate the change in concentration of the various elements as 
a function of depth into the cell wall surface, the four species of bacteria 
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O-SPECIFIC CHAIN 
CORE 

POLYSACCHARIDE 

o I 

II 0, 

O-P, ~H2 I 0 
OH 0 

/
0 0, 

iH'0~H2 0 
KDO-KDO C=O 0 

I I / ~ 
KDO CH2 NH P 0-

I I 0- -0-
HC-OH C=O I 

I I OH 
(CH2ho CH2 
I I 

CH3 HC-OH 
I 
(CH~ho 

I 
CH3 

PROPOSED STRUCTURE OF A LlPID-A UNIT OF THE S. MINNESOTA 
RS95 GLYCOLIPID WITH AN ATTACHED KDO TRISACCHARIDE. 

Figure 23. Schematic representation of a bacterial lipopolysaccharideyool 

33 

Figure 24. Survey scan of Bacillus megaterium KM cells on SiO/glass disk. Na is Auger 
KLL line of Na. Bar = 1000 cps (lower scan) or 125 cps (upper).(3.) 
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Figure 25. (A) P 2p line of E. coli cells (6), M. Iyso­
deikticus (7), B. megaterium (8), and B. subtilis (9) 
cells.'ss) (8) 10-13: Etch series of P 2p line of B. 
megatmum cells (sequential etching of the same spec­
imen for 0, 2', 4, and 6 min).'lOll 

35 

A P2p 

~. 
~; 

I 500 
COUNTS/SEC 

135 
.v 

130 

were subjected to OPE and survey scans as well as single scans over various 
elements recorded. A series of survey scans as a function of OPE exposure 
time for E. coli is shown in Figure 26. Etching added the elemental lines 
of P, S, K, Na, and Ca to that of CNO found on the surface. A series of 
single-scan phosphorus lines is given in Figure 25b for BM as a function 
of OPE time. Before these data can be converted into a depth profile, the 
rate of etching and the uniformity of etching must be known. The indi­
vidual rate of etching is difficult to measure for each type of substrate; 
however, the rate of etching was calibrated by adding polystyrene spheres 
to the surface of the specimen and the decrease in diameter of the spheres 
measured as a function of etching time. This procedure is discussed in 
Section 4. The uniformity of etching was investigated by studying electron 
micrographs of bacteria specimens taken after various etching times.(45J We 
concluded that the etching process can become nonuniform after 5-10 
min etching in many cases. Electron micrographs of B. subtilis cells before 
and after 5 min of OPE are shown in Figure 27. As a result, etching times 
were usually restricted to slightly more than 5 min. Subject to these restric­
tions, depth profile curves are shown in Figure 28 for those bacteria for 
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I 1000 
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--------10 
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BINDING ENERGY (eV) 

Figure 26. Survey scans of E. coli B cells on resin K support disk after different etching 
times. (101) 

several elements. Electron microscopic analysis of the etched cells or cell 
walls indicated that after 30 sec etching the isolated walls appeared thinner, 
but both they and the intact cells still showed a smooth surface. Etching 
for 1 min gave a pitted aspect to the isolated walls. Isolated cell walls 
disappeared completely after 2 min etching. Etching for 5 min or longer 
clearly removed the walls from intact cells and selectively attacked the 
interior structures. The phosphorus signal exhibited a plateau for the four 
species. There was' no feature of the curve for E. coli to suggest that two 
membranes were present in this species. At present the interpretation of 
these profile curves is quite tentative, and model studies on lipid bilayers 
may be of some use in investigating the usefulness of this approach. 

The distribution of calcium in BM spores was investigated, and a wide­
scan spectrum from the surface and after etching for 5 min is shown in 
Figure 29. Calcium is absent in the surface scan and fairly intense after 5 
min etching. 



A 

B 

Figure 27. B. subtilis cells with pSL: (A) unetched, (B) etched 5 min. Both shadowed.(l04·461 
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BINDING ENERGY (eV) 

Figure 29. XPS spectra of 32-mm2 surface covered with B. megaterium spores. Lower 
curve; unetched. Upper; same surface etched 5 min.(46) 

9. Tissue-Culture Cells 

The importance of the surface of cells has been recognized in such 
currently important fields as cancer research(5,7,12) and immunologyyo,ll) 
The fact that the composition of cell-surface components such as antigens 
and carbohydrates changes as a result of viral transformation has focused 
attention on the nature of the components on the surface of cells, tech­
niques for identifying and studying cell-surface components, and the role 
of these cell-surface components in cell recognition, cell movement, and 
cell division. (6) 

Cell-surface-Iabeling techniques have been developed to label and vis­
ualize specific components on the surface of cells using scanning electron 
microscopy (SEM).002) Markers such as ferritin, hemocyanin, and tobacco 
mosaic virus can be coupled to molecules that bind specifically to certain 
receptors on the surface such as concanavalin A or antibody. Electron 
probe microanalysis has also been used to analyze cells and tissues. (33) 

9.1. Specimen and Substrate Considerations 

Tissue-culture cells were chosen for study since the surface properties 
of cells are of considerable importance and these cells have the desirable 
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property of growing on various substrates as monolayers.(37) It was also of 
interest to see if changes in the surface composition of cells before and 
after viral transformation could be detected by XPS. The Balb 3T3 A31 
HYF cells will subsequently be referred to as normal cells. The MSV/ML V 
Balb 3T3 A31 HYF cells will subsequently be referred to as transformed 
cells. Cells were grown on polystyrene disks 1/4 in. in diameter cut from 
tissue culture dishes or 1/4-in. glass disks cut from microscope coverslips. 
These disks could be readily mounted in the instrument with minimum 
specimen handling. 

Different substrates were used to overcome the difficulties resulting 
from interference of elemental line intensity contribution from the sub­
strate and the specimen covering the substrate. The spectrometer has a 
variable carbon contamination which always seemed to contribute a signal 
at 285 eV. Due to the uncertainty involved in assigning line intensities from 
the carbon line at 285 to the specimen, this line was not used to characterize 
the specimen surface. 

Glass and polystyrene were used as substrates. Polystyrene has the 
disadvantage of contributing a substrate carbon line, while glass contributes 
an interfering line due to oxygen. The silicon line from glass is unique to 
the substrate and was used to estimate the degree of surface coverage by 
cells. The difference in the silicon intensity from clean glass disks and disks 
covered with cells was taken as a measure of surface coverage. The con­
tribution of the oxygen signal from the glass substrate was estimated by 
measuring the oxygen-to-silicon line-intensity ratio for clean glass and 
assuming that the silicon intensity from the substrate containing cells had 
associated with it a similar oxygen intensity. Polystyrene has a negligible 
oxygen signal, and the oxygen intensity characteristic of cells could be 
obtained using polysytrene as the substrate. The oxygen signal from cells 
on polystyrene and from cells on glass with the appropriate substrate 
correction were in reasonable agreement. 

The disruptive effects of dehydration and evacuation on biological 
samples are well documented in the electron microscopy literature. (104-107) 
After some preliminary studies on cells introduced directly into the spec­
trometer and evacuated, we adopted the standard procedures used to fix 
and critical-point-dry speciments prior to introduction into the spectrom­
eter. 

A description of the specimens studied and their treatment prior to 
introduction into the instrument is given in Table 10. 

9.2. Electron Spectra from Unfixed Cells 

In order to ascertain the sensitivity of electron line signals to the 
external composition of the cell surface, wide-scan spectra were obtained 
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Table 10. Description of Balb 3T3 Cell Specimen Preparationsa 

Angle 
between 

specimen 
plane and 

Specimen Preparation Substrate detector 

1 Normal cells Growth medium decanted Polystyrene 90° 
2 Normal cells Washed with isotonic Polystyrene 90° 

saline solution 
3 Normal cells Washed with distilled Polystyrene 90° 

water 
4 Normal cells Not fixed Polystyrene 90° 
5 Transformed cells Not fixed Polystyrene 90° 
6 Normal cells Fixed with glutaraldehyde Glass mounted 90° 

ethanol critically dried on gold holder 
with Freon 113 

7 Normal cells Fixed with glutaraldehyde Glass on metal 90° 
ethanol critically dried mount 
with Freon 113 

8 Transformed cells Fixed with glutaraldehyde Glass on metal 90° 
ethanol critically dried mount 
with Freon 113 

9 Normal cells Fixed with glutaraldehyde Glass 90° 
ethanol critically dried 
with Freon 113 

10 Normal cells Fixed with glutaraldehyde Glass 15° 
ethanol critically dried 
with Freon 113 

11 Transformed cells Fixed with glutaraldehyde Glass 90° 
ethanol critically dried 
with Freon 113 

12 Transformed Fixed with glutaraldehyde Glass 15° 
ethanol critically dried 
with Freon 113 

• Reproduced from reference 37. 

over the region 550 e V to 50 e V for normal cells after several dean-up 
procedures. The position, intensity, and the structural interpretation for 
the photoelectron lines obtained from these specimens are given in Table 
11. 

In each of these spectra, the most intense lines are the 0 Is at 532 eV, 
the N Is at 400 eV, and the C Is at 285 eV. Low-intensity lines due to 
chloride ion, 198.1 eV; sulfate ion, 168.5 eV; organic disulfied, 163 eV; 
phosphate, 133.2 eV; and sodium ion, 63 eV (Auger KLL 122 270 eV), 
are present in the spectra obtained from the unwashed cells. In the spectra 
from the cells washed with isotonic sodium chloride, the line due to chloride 
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ion increases in intensity while the electron lines due to the sulfate and 
phosphate decrease in intensity. All lines due to those ions except phos­
phate are essentially absent in the spectra of the cells washed with distilled 
water. Presumably, the ions, proteins, and amino acids present in the 
growth medium adsorbed on the surface of the cells would be removed in 
varying amounts by washing with isotonic sodium chloride solution or 
distilled water. It is possible that washing with water could rupture the cells 
and expose interior components of the cells. There were residual lines due 
to organic disulfide and phosphate phosphorus. These lines were assumed 
to be inherent to the surface structure of the cell. 

The intensities of the photoelectron lines can be converted to approx­
imate atom ratios using appropriate elemental sensitivity factors. (24) 

Due to the uncertainty associated with the carbon line intensity, the 
oxygen Is and nitrogen 1 s line intensities are believed to be the most 
reliable parameters to characterize the surface of the cells. These line 

Table 12. Electron Line Intensities and Atom Ratios for Chemically Fixed and Critical 
Point Dried Normal and Transformed(37J Cells 

Core Intensity Corrected Oxygen/nitrogen 
Sample level (1000 cps) intensity atom ratio 

7 CIs 75 
OIs 53.5 85 2.6 
N Is 14 33.3 
Si 2p 1.5 (0 Is, 9.52)" 

8 C Is 72.5 
o Is 58.5 76 2.0 
N Is 15.7 37.5 
Si 2p 3.0 

9 C Is 61.5 
o Is 45 78 2.5 
N Is 12 28.5 
Si 2p 0.7 (0 Is, 4.5) 

10 C Is 31 
o Is 16.8 27.8 2.93 
N Is 4 9.5 
Si 2p 0.4 (0 Is, 2.56) 

II C Is 55 
o Is 43.5 59 
N Is II 2.2 
Si 2p 2.0 (0 Is, 12.7) 26.2 

12 C Is 26 
o Is 16.8 32.3 2.72 
NIs 5 11.9 
Si2p 

a Calculated on the basis of a ratio of the oxygen-ta-silicon intensity ratio of 6.4. The oxygen-ta-silicon 
ratio of 6.4 was determined from clean glass microscope coverslips. 
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intensities and the oxygen-to-nitrogen atom ratios are presented in Table 
11. 

The oxygen-to-nitrogen atom ratio varied between 2.78 and 1.95 for 
these three specimens. The line intensities from normal and transformed 
cells (unfIxed preparations on polystyrene) are presented in Table 12. 
Wide-scan spectra from those specimens contained lines due to oxygen, 
nitrogen, carbon, sodium, and phosphorus. The oxygen-to-nitrogen atom 
ratio was 2: 1 within experimental error for these two specimens. This 
atom ratio was not changed due to viral transformation. 

9.3. Preliminary Results on Chemically Fixed Cells 

Normal cells were chemically fIXed with glutaraldehyde and critically 
dried with Freon 113. The position and assignment of the electron lines 
obtained from these cells (specimen 6) are given in Table 11. 

Several lines were present in the spectrum of the fIXed cells that were 
absent in the spectra of the unfIXed cells. These new lines were tin (496 
eV, 2p3; 488 eV 3s); lead (144 and 139 eV 4f7); silicon (154 and 103 eV, 
2s and 2p); and gold (86.5 and 83.0 eV, 4f7/2, 4f5/2). The silicon lines 
resulted from the exposed substrate, and the gold lines originated from 
the sample mount surface not covered by the glass disk containing the 
cells. Tin and lead were found in varying amounts in the fIxed samples 
and not in the fresh unfIXed cells. These elements were apparently intro­
duced from the reagents and solvents used in the fIXing procedure. 

9.4. Results on Fixed Normal and Transfonned Cells 

A number of normal and transformed cell preparations were surface 
analyzed to see if reproducible differences could be measured. These cell 
specimens were all grown on glass substrates and chemically fIxed and 
critical-point-dried prior to analysis. Wide-scan spectra indicated the pres­
ence of varying amounts of tin and lead in these preparations. Figure 30 
illustrates the single-scan electron lines obtained from normal cells (speci­
men 7, Table 1). Table 12 contains data from two different preparations 
of cells. For each preparation, normal and transformed cells were analyzed. 
The oxygen-to-nitrogen atom ratio for normal cells grown at different 
times was fairly reproducible. This ratio was 2.6 for specimen 7 and 2.5 
for specimen 9. The corresponding ratio for the transformed cells was 2.0 
for specimen 8 and 2.2 for specimen 11. These data would suggest that 
the oxygen-to-nitrogen ratio on the surface decreases slightly when the 
cells are transformed. In order to reduce the contribution of the glass 
substrate signals to the signal from the cells, grazing-angle measurements 
were made on these specimens. The relative carbon, oxygen, and nitrogen 
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Figure 30. Single-scan electron lines from normal cells (specimen 7). (37) 

signal intensities changed, and the silicon signal was virtually absent in the 
grazing-angle spectra. The oxygen-to-nitrogen atom ratio increased from 
2.5 for sample 9 to 2.9 for sample 10 for grazing-angle measurements. 
This ratio for the transformed cells changed from 2.2 for sample 11 to 2.7 
for sample 12 from grazing-angle measurements. The grazing-angle data 
indicate a higher O/N ratio in the extreme outer layers. For normal cells 
this ratio changes from 2.5 to 2.9. The O/N ratio decreases slightly for 
transformed cells. This ratio from grazing-angle data changed from 2.9 to 
2.7. The grazing-angle data are in agreement with the normal-angle data 
in that the O/N ratio decreases slightly for the transformed cells. 

9.5. Oxygen Plasma Etching and Phosphorus Composition Profile 

The change in concentration of phosphorus and sodium as a function 
of depth into the interior of the cell was examined for both normal and 
transformed cells. OPE was used to etch the cells and the XPS to determine 
the relative concentration. For reasons previously discussed (Section 4), the 
rate of etching was estimated to be 9.0 nrn/min and etch times were kept 
under 5 min. The P 2p electron line intensity as a function of etch time 
for normal cells is given in Figure 31. 

The electron line intensity data for phosphorus, silicon, and sodium 
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Figure 31. Phosphorus 2p lines after varying etch times.(37) 

at 1 min ashing intervals up to 4.5 min for normal and transformed cells 
are given in Table 13. 

Glass contains sodium, and the contribution of the sodium intensity 
from the exposed glass substrate has been estimated from the intensity of 
the silicon line and subtracted from the total sodium intensity. The sodium 
intensity data presented in Table 13 have been adjusted in this way. 

A plot of the elemental composition as a function of plasma oxygen 
ash time yields a composition profile curve. The phosphorus composition 

Table 13. Phosphorus 2p, Silicon 2p, and Na Auger (KKL 122) Line Intensities from 
Normal and Transformed Cells as a Function of Oxygen Plasma Oxidation(37) 

Normal Transformed 

Plasma Si 2p Na KLL P 2p Si2p Na KLL 
exposure P 2p intensity corrected intensity intensity corrected 

time (min) intensity (103 cps) intensity (103 cps) (103 cps) intensity 

0.0 0.56 1.5 1.85 0.5 3.3 3.05 
0.5 1.05 2.5 5.41 0.7 6 9.87 
1.5 1.3 4.0 6.55 l.l 8 10.3 
2.5 1.74 4.5 8.53 1.3 9.4 10.88 
3.5 1.8 6.0 9.67 1.6 10 12.3 
4.5 2.6 9.0 11.36 2.0 11.0 13.67 



Surface Characterization of Biological Materials 47 

profile curve for normal and transformed cells at ash times up to 4.5 min 
is given in Figure 32. Ash time in minutes can be converted to an approx­
imate etch depth using the conversion factor of 9.0 nrn/min. As can be 
seen from Figure 32 the composition profile for the two types of cells is 
fairly similar up to ash times for 4.5 min. The phosphorus concentration 
increases linearly with time during first 5 min ashing. This is most reason­
ably interpreted as a uniform distribution of phosphorus in the region 
extending from the surface of the cell to well within the interior. A phos­
phorus-rich or -depleted region would presumably result in a change in 
the slope of the curve. 

9.6. Estimation of Cell Coverage of Substrate 

Some estimation of the coverage of the glass substrate by cells and the 
rate of oxidation of the cells by the oxygen plasma can be obtained from 
the intensity of the Si 2p electrons from the glass substrate. The initial Si 
2p intensity is around 2000 counts/sec. The Si 2p electron intensity from 
a clean 1I4-in.-diameter glass disk is around 20,000 counts/sec. Assuming 
that the intensity of the Si 2p electron signal is inversely proportional to 
the degree of surface coverage, the culture cells cover about 90% of the 
glass surface. The increase in the Si 2p signal intensity upon oxygen plasma 
treatment is related to the rate of oxidation of the cell on the substrate by 
plasma oxidation. Table 13 contains the Si 2p electron intensity as a func-
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Figure 32. Phosphorus depth profile curve for normal (A) and transformed (B) cells.,"7) 
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tion of oxygen plasma etch time for the normal and transformed cells. The 
Si 2p signal increases sharply during the first 1.5 min of etching and then 
increases slowly and steadily. The thin outer portion of the cell near the 
edge is apparently rapidly oxidized, exposing substrate. After oxidation of 
this thin exterior portion, the substrate is exposed more slowly due to 
coverage by a thicker portion of the cell. 

9.7. Calcium Levels in Cultured Hepatoma Cells during Pyruvate­
Induced DNA Synthesis 

Induction of DNA synthesis is associated with increased calcium levels 
in cultured cells. The calcium distribution as a function of depth in the 
surface of hepatoma cells (HTC4) was investigated using XPS and OPE.(3S) 
The calcium composition of quiescent nonreplicating cells in minimal 
growth medium containing 1 % serum was compared to cells in which DNA 
synthesis was increased 15 times by the addition of sodium pyruvate to the 
medium. Cells were grown on 1/4-in. glass disks washed and air dried prior 
to analysis. Wide-scan electron spectra are presented in Figure 33 from 
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Figure 33. XPS wide-scan spectra from hepatoma cells before and after OPE for various 
times.(3S) 
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unetched cells and cells etched for 5 and 45 min. These cells were grown 
in the presence of sodium pyruvate (l mg/ml), and their spectra are typical 
examples of the spectra obtained from those types of cells. The calcium 
signal from cells grown in sodium pyruvate was typically 2.5 times the 
signal obtained from control cells after 45 min OPE time. The Si 2p 
electron line intensity from the glass substrate was used to monitor the 
extent of plasma etching, and the silicon signal was often similar to within 
7 parts per thousand after 45 min of plasma etching. Pyruvate-induced 
DNA synthesis is apparently preceded by an increase in calcium levels 
within the cell, but very little calcium increase was noted in the inner 
membrane and no increase was found in the outer membrane. 

10. Red Blood Cells 

10.1. Sudace and Depth Profile Analysis 

The red-blood-cell membrane has been extensively studied due to its 
availability and relative simplicity compared to other membrane systemsY08l 
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Figure 34. Wide-scan spectra of human erythrocytes as a function of OPE etch time(109) 
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Figure 35. XPS elemental line intensities as a function of OPE time fOT human erythrocyte 
monolayers. 

Meisenheimer et al.(35) have used argon ion etching and X-ray pho­
toelectron spectroscopy to depth-profile elements in erythrocytes. In ad­
dition to detecting the elements C, N, 0, P, S, CI, and K on the surface, 
they detected thallium at a depth of about 100 A. 

Fisher and Millard<l09) employed OPE and XPS to depth-profile red 
blood cells. Samples of closely packed monolayers of washed human eryth­
rocytes were prepared on 1I4-in. glass disks. mo) Wide-scan spectra of 
human erythrocytes as a function of OPE etch time are shown in Figure 
34. The intensities of photoelectron lines due to Si, S, Na, and P are given 
as a function of etch time in Figure 35. Previous studies on the uniformity 
of OPE(37,46) indicated that the etching process may become significantly 
nonuniform after 5-10 min etching. In this region, the Si 2p signal did 
not change appreciably, indicating that essentially little new substrate was 
exposed. The P 2p and S 2p signals increased in a fairly linear fashion. 
The sodium ion 2s signal increased between 0 and 5 min, then became 
relatively constant. Sulfur and phosphorus seem to be fairly uniformly 
distributed below the surface, while sodium ion may be concentrated near 
the surface. This may be a real phenomena or simply an artifact resulting 
from diffusion of sodium ion to the surface region during sample prepa­
ration. 
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Surface Analysis using Energetic Ions 

J. A. Borders 

1. Introduction 

The surface and near-surface properties of solid materials are of great 
importance in modern technology. Whereas the surface and near-surface 
properties of a solid may not be as predictable from a theoretical stand­
point, nor as easy to calculate from a numerical standpoint, as the bulk 
properties of a solid, they affect the manner in which that material interacts 
with the outside world. Material properties, such as catalytic behavior, 
reactivity, and resistance to corrosion, and frictional wear are all deter­
mined in large part by the properties of surfaces. Realization of the im­
portance of surface properties has led to the development of a great variety 
of surface characterization techniques. Many of these modern techniques 
are relatively well known and widely used; Auger spectroscopy and electron 
microprobe analysis are two such techniques. A class of techniques whose 
capabilities are not as widely appreciated utilizes energetic ions to analyze 
surface layers of materials. These energetic ion analysis techniques all 
depend on the interactions between a beam of energetic ions and the atoms 
of the target material being studied, which until quite recently were the 
exclusive domain of the low-energy nuclear and atomic physicists. 

Because ion-solid interactions are quite different from electron-solid 
and photon-solid interactions, the data obtained using energetic ion anal­
ysis are quite different from that obtained using electron- or photon-excited 
surface analysis methods. The data are, however, quite complementary to 
those obtained using other techniques and yield information which may be 
difficult or impossible to obtain using other methods. 
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In this chapter an introduction into the general features of ion analysis 
will be presented, and each of the three most widely used techniques will 
be reviewed in some detail. Examples will be presented which illustrate the 
unique features of the various techniques and, finally, the techniques will 
be compared with other modern methods of surface analysis. 

2. General Features of Energetic Ion Analysis 

Modern analysis techniques utilize a wide variety of different physical 
phenomena to obtain information about a solid surface. These phenomena 
are generated by incident particles which may be photons, electrons, ions, 
or any convenient particle which interacts with the target material of in­
terest. It is by examining the scattered or emitted particles that each tech­
nique is able to obtain information about the target. In order to properly 
interpret the data which are obtained in such an experiment, a knowledge 
of how the incident particles interact with the target is necessary. 

All of the energetic ion techniques to be discussed in this chapter 
depend on an interaction between an incident ion and the atoms of the 
target. The incident ion energies are generally in the range 100 keV to 2.0 
MeV. Until recently, the study and use of these interactions were strictly 
in the realm of low-energy nuclear and atomic collision physicists who were 
concerned with the interactions themselves rather than the information 
which could be obtained about a solid target. The individual interactions 
will be discussed in more detail in later sections of this article, but, briefly, 
ion backscattering relies on elastic scattering of the incident ions at large 
angles to provide information on the mass of the target atom from which 
the ion was scattered. Similarly, in ion-induced X-ray analysis, characteristic 
X rays are detected from the target atoms which were excited by the 
incident ions; in nuclear microanalysis, the products of inelastic nuclear 
interactions between the incident ions and a specific isotope of a target 
species are detected. 

The physical concepts behind these various energetic ion analysis 
techniques are not new. However, the use of these techniques in compre­
hensive research programs has been almost entirely confined to the last 
decade, with a majority of the work having been initiated after 1970. Three 
international conferences devoted to ion-beam surface-layer analysis have 
been held with a fourth planned for the summer of 1979. The proceed­
ingsO - 3l of the first three conferences in this series are in themselves the best 
sources of background information. Additionally, there are a number of 
excellent review articles(4-6l which cover some or all aspects of the field. 

One of the useful features of energetic ion analysis, particularly ion 
backscattering, is the capability of obtaining information about the depth 
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distribution of atomic composition. This is possible because: (1) an ion loses 
a large amount of energy to the electronic system while passing the atoms 
of the target as compared to the energy resolution with which an ion can 
be detected; (2) the trajectories of the ions which penetrate the solid without 
being scattered by target nuclei are straight; and (3) the penetration and 
escape depths for energetic ions in solids are relatively large (1-10 ILm). 

A unique feature of energetic ion analysis is that the depth-profiling 
capabilities mentioned above are relatively nondestructive. Most surface 
analysis techniques obtain depth information by making one measurement 
at the sample surface and then removing a thin layer of the sample surface 
and making another measurement. Low-energy ion sputtering is com­
monly used for layer removal, and this technique destroys the sample in 
the process of obtaining the depth-profile information. There are also 
problems with sputtering causing changes in the near-surface composition 
of materials. The energetic ion techniques obtain the information in one 
measurement and do not destroy the sample. There is, of course, some 
damage to the material, and care must be taken to ensure that this damage 
does not affect the measurement. 

The equipment required for these analytical techniques is rather com­
plex and expensive. However, with small modifications, the same equip­
ment can generally be used for all three techniques, viz., backscattering, 
ion-induced X rays, and nuclear reaction analysis. A schematic diagram of 
a typical experimental arrangement can be seen in Figure 1. An ion accel­
erator (often a Van de Graaff) is used to generate a beam of ions of a well­
defined energy. This beam is deflected in a magnetic analyzer which selects 
particles of a given momentum. The beam is directed on the sample for 
analysis after the angular spread and lateral dimensions of the beam have 
been defined by an appropriate set of collimators. Collimation is particu­
larly important in the case of channeling experiments. Channeling is a 
phenomenon which occurs when the incident ion beam is very nearly 
aligned with a particular crystal axis or plane in a single-crystal target. 
When these conditions are satisfied, most of the incident ions are gently 
guided through the crystal and the ions are prevented from approaching 
the target atoms very closely. This lowers the yield of close-encounter 
processes such as energetic ion-atom interactions. Channeling techniques 
can be combined with any of the energetic ion analysis methods which are 
being discussed in this chapter to yield additional information about single­
crystal materials such as the amount of lattice disorder and the crystallo­
graphic location of impurities. However, we shall not attempt a discussion 
of channeling within the limited scope of this article, and the reader is 
referred to other sources. (7,8) 

The target itself is connected to a current measuring device so that 
the beam current may be monitored and integrated. In order that this 
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Figure 1. Experimental arrangement for energetic ion surface analysis. 

current measurement be correct, some device for suppressing secondary 
electrons is customary. In Figure 1, this is shown as a negatively biased 
shield, although a Faraday cup arrangement is often used instead. 

The products of a scattering event between an incident ion and a 
target atom are detected in a device selected for the type of particles 
expected. For ion backscattering and nuclear reaction microanalysis, this 
is generally a partially depleted, silicon surface-barrier detector. Generally, 
the cross sections for nuclear reactions are much smaller than for back­
scattering, and the emitted particle energies are much greater than the 
incident ion energies due to a positive Q value for many of the nuclear 
reactions commonly used for microanalysis. Thus for nuclear reactions, 
special detectors with larger depletion depths may be necessary, and thin 
films may be used in front of these detectors to stop ions which have been 
backscattered. For ion-induced X rays, the detector is usually a Ge(Li) or 
Si(Li) solid-state detector, although there is some use of specially designed 
ionization chamber detectors. (9) 

The signals from the detector are amplified and shaped using stand­
ard nuclear pulse electronics. The processed pulses, whose heights are 
proportional to the energy of the incident particle or X ray, are then input 
to a multichannel analyzer. This instrument sorts the pulses into a spectrum 
which consists of the number of particlesiX rays (on the vertical axis) 
detected at a particular energy vs. channel number (horizontal axis) which 
is directly proportional to particle or X-ray energy. These plots are known 
as pulse-height spectra. 

The lateral extent of the beam is usually about 1 mm2• Within this 
area, there is no lateral resolution. This lack of lateral resolution is a major 
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disadvantage of the ion analysis techniques and is indeed a good argument 
for combining ion backscattering with a technique which yields lateral 
compositional information. This is not an inherent limitation as ion beams 
can be focused to achieve smaller lateral dimensions. Some work has begun 
at Harwell using proton "microbeams" a few micrometers across. (10) 

The magnitude of the ion-beam current and the total ion dose re­
quired for an analysis will vary widely from experiment to experiment. 
The experimental set-up and the target to be analyzed will dictate these 
parameters in many situations. Typical beam currents for backscattering 
and X-ray analysis experiments are 1-50 x 10-9 A, and total doses for an 
analysis can run from O.OI/-LC to 100 /-LC. One microcoulomb is equivalent 
to 6.25 x 1014 singly charged ions or the equivalent of about half a 
monolayer. 

Finally, before proceeding to a detailed discussion of each technique, 
a word needs to be said about the definition of a surface. Many purists 
contend, and properly so, that surface refers only to the outermost layer 
of atoms of a material. Thus, a surface analysis technique should refer to 
a technique which examines only this outer layer. Most analysis techniques 
are sensitive to atoms below this outer layer, and, indeed, the techniques 
described here are sensitive to atoms from the surface to as much as 10 
/-Lm deep. When we use the term surface analysis, we will be referring to 
the analysis of layers near the surface but comprising more than one atom 
layer. 

3. Energetic Ion Backscattering 

Perhaps the most generally useful of all the energetic ion-beam analysis 
techniques is ion backscattering. Also known as Rutherford backscattering 
analysis or elastic backscattering analysis, this technique provides quick and 
easily interpreted measurements of the depth distribution of atomic com­
position in the near-surface layer of a solid. The advantages of the tech­
nique are many, but three characteristics of this analysis tool are particularly 
useful. First, the compositional information is absolute and does not de­
pend on "standard" samples. The second unique feature of energetic ion 
backscattering is that it can provide a nondestructive measurement of the 
depth distribution of atomic composition. Finally, once the equipment is 
set up, the measurements are very easy to make, and data analysis is 
particularly simple. In this section, we will briefly discuss the physics of ion 
backscattering before proceeding to look at some specific examples of the 
use of the technique. 

Elastic collisions between the incident and target atom nuclei are the 
interactions which provide information about the composition of the sur-
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face layer in an ion backscattering experiment. The essential features of 
an elastic collision are depicted schematically in Figure 2. Since-the collisions 
are elastic, energy is conserved, and if we apply conservation of momentum 
as well as energy, we find that the energy of the backscattered ion is simply 
proportional to the incident energy with a proportionality constant which 
depends only on the projectile mass, the target mass, and the scattering 
angle 8Jab . The situation depicted in Figure 2 is the common situation 
where the target atom mass is greater than the projectile mass. One can 
perform analyses with the projectile mass equal to or greater than the 
target atom mass, but the experimental situation becomes more difficult as 
there are no scattered particles with 81ab > 90°. The important point is 
that the energy of the scattered ion is dependent only on the projectile 
and target masses and the scattering angle. In the discussion which follows, 
it will be implicitly assumed that the incident ion or projectile mass is less 
than the mass of the lightest target atom. 

BEFORE COLLIS ION 

AT REST 

AFTER COLLIS ION 

-rff)/-/~? 
El 

Figure 2. Schematic illustration of an elastic (Rutherford) scattering event with appro­
priate equations. 
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Figure 3. Variation of the elastic scattering coefficient k with target atom mass for scat­
tering of 4He particles at a laboratory scattering angle of 160°. 

Ion backscattering experiments are normally performed with a specific 
projectile ion, and the detector normally is at a fixed scattering angle so 
that the constant of proportionality is a function only of the mass of the 
target atom from which the projectile ion was scattered. Ions which have 
backscattered from heavy atoms retain more of their incident energy than 
ions which have backscattered from lighter target atoms. To give the reader 
a feeling of this relationship, the constant of proportionality, k, is plotted 
in Figure 3 as a function of the mass of the target atom assuming an 
incident 4He beam and a detector at a laboratory angle of 160°. In general, 
k is defined as 

k = [M1 cos 8 + (M22 - M12 sin2 8)1/2]2 
M1 +M2 

(1) 

where M 1 and Mz are the masses of the projectile and target atoms, 
respectively, and 8 is the laboratory scattering angle. As can be seen from 
Figure 3, the mass resolution (dk/dM) is much better for light target atoms 
than for heavy target atoms. It should also be remembered that the scat­
tered energy in any given situation is proportional to the incident energy. 
Thus, more mass resolution can be obtained for a given energy resolution 
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merely by increasing the incident beam energy. It should be pointed out 
at this juncture that ion backscattering measures the mass of target atoms, 
not what elements they are. In many cases, this distinction is irrelevant, 
but it remains a fact which must be kept in mind when interpreting 
backscattering spectra. 

If ion backscattering is to be a quantitative technique, the number or 
yield of scattered ions from a given target atom for a given number of 
incident ions must be known. This information is contained in the cross 
section for elastic scattering for the given ion-target combination. For most 
cases of interest in energetic backscattering, the scattering cross section is 
known to obey the Rutherford formula which is usually written(ll) in center­
of-mass system variables as 

~~ lem = l.296 (Z:2J (M1:2M2)2 sin-4 (B;m) [mb/sr] (2) 

Z1 and Z2 are the atomic numbers of the incident ion and the target 
atom, respectively, and M1 and M2 are their respective masses. E is the 
energy of the incident ion, and Bem is the center-of-mass scattering angle. 
When the cross section is expressed in terms of the laboratory scattering 
angle, Blab, it is usually expanded in the form 

although it can also be written in closed form: (d aid n) is expressed in units 
of millibarns per steradian where 1 barn = 10-24 cm2• Several points are 
evident from the above equations. The most important point is that the 
cross section is proportional to the atomic number of the target nucleus 
squared. This provides ion backscattering with a very high sensitivity for 
heavy impurities, particularly if they are on the surface of a light substrate. 
The cross section is inversely proportional to the square of the incident ion 
energy which provides increased sensitivity at lower energies. This is nor­
mally not a great consideration, however, since the energy dependence of 
the stopping power must also be considered as well as the proper energy 
to separate the masses of the various target atoms. Another important 
aspect is that the cross section is only a function of the number of the 
protons on the nucleus and the nuclear mass; it does not depend on the 
atomic environment of the nucleus. Thus backscattering measurements are 
free of the "matrix effects" which make absolute measurements so difficult 
using other techniques such as electron spectroscopy. 

As an illustration of the energy at which ions are scattered from 
various mass target atoms and the varying sensitivity to atoms of different 
atomic number, a hypothetical spectrum is shown in Figure 4 of a very 
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Figure 4. Hypothetical backscattering spectrum of a very thin film composed of equal 
numbers of Si, Ce, and W atoms. 

thin ftlm composed of equal numbers of Si, Ge, and W atoms as analyzed 
using 2.0 MeV He+ at a laboratory scattering angle of 160°. It is assumed 
that the ftlm is self-supporting and that particles which do not scatter from 
ftlm atoms do not scatter from anything behind the ftlm. As can be seen, 
the spectrum consists of three narrow Gaussian peaks. The energy of each 
of these peaks corresponds to the energy of ions scattered from the fIlm 
atoms of different masses. These energies can be calculated by use of 
equation (2). The width of these Gaussian peaks is determined by the 
energy resolution of the experimental system. It has been assumed, for 
simplicity, that each element consists of only one isotope. The effect of the 
scattering cross section is quite evident in Figure 4 in that the scattering 
yield from the W atoms is (74114)2 - 28 times the scattering yield from an 
equal number of Si atoms. 

The above discussion assumed that the incident ions did not lose any 
energy in passing through the target fIlm. Actually ions lose energy to 
electronic processes as they pass target atoms. Each event involves the loss 
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of a very small amount of energy, and there are a large number of events. 
The energy loss can be treated statistically, and it is expressed in the form 

dE 
dx = -Ne(E) (4) 

where N is the atomic density and e(E) is the stopping cross section. Many 
experimental measurements of e(E) have been made for the most com­
monly used ions, H+ and 4He+. For 4He+ the data have been collected by 
Ziegler and Chu(12) into a very convenient tabular form. 

In samples of finite thickness, the energy-loss mechanism to electronic 
processes manifests itself in the backscattering spectra themselves. In order 
to see how the electronic-loss mechanism affects the measured spectra and 
enables the experimentalist to determine the depth distribution of atomic 
composition, we will first consider a thin film of only one atomic species, 
as illustrated schematically in Figure 5. As the beam of energy Eo strikes 
the film surface, some ions are elastically scattered at a given laboratory 
angle. These ions have energy kEo where k is given by equation (1). As an 
example, for 2 MeV 4He+ ions scattering at 1600 from a tungsten film, the 
mass of tungsten is -184 and k = 0.919. The energy of the helium ions 
backscattered at 1600 from the tungsten surface is 0.919 X 2000 keV = 
1838 keV. The total elastic scattering cross section, however, is very small, 
so the unscattered beam is essentially unattenuated. Ions are backscattered 
from target atoms at all depths in the film, and those ions which penetrate 
through the film are assumed to not interact further. As shown in Figure 
5, at a depth of Xl, ions are backscattered at an energy of kEo - Nx l [SI], 
where [SI] = ke(~n) + sec (J-E(Eoot), and E(Ein) and E(Eoot) are the stopping 
cross sections at average energies for the ions traversing Xl before and 
after the elastic scattering event at depth Xl' respectively. The ions scattered 
from a small increment in depth 8x!> thus give rise to a contribution in the 
scattering yield at an energy kEo - NXl[SI] and in an energy interval 8£1. 
This is shown as a shaded band in the scattering yield at the bottom of 
Figure 5. A similar correlation is shown in Figure 5 for the scattering in an 
energy interval 8E2 about an energy kEo - NX2[S2] for scattering from 
target atoms in a depth interval 8X2 at a depth X2. What this illustrates is 
that for a monoatomic target there is a one-to-one correspondence between 
the depth of the target atoms and the energy of the ions scattered from 
them. If t1E is the difference between the energ) of the particles scattered 
from the surface and at some depth X, then 

t1E = Nx[S] (5) 

which is the basic equation for determining depth using ion backscattering. 
If we consider the effect of electronic energy loss on the spectrum 

shown in Figure 4, as we let the thin film become thicker, the narrow 
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Figure 5. Schematic illustration of the measurement of depth in a thin film using ion 
backscattering. 

Gaussian scattering peaks shown in Figure 4 become wider. Essentially, the 
spectrum becomes the sum of many Gaussians from many very thin layers. 
If the peaks become wide enough in energy, the scattering yields from 
different mass atoms will overlap. 

Figure 6 illustrates in a schematic fashion the spectra which would be 
expected if the very thin film of Figure 4 were allowed to become a film 
-1000 A thick (shaded peaks) or to become so thick that the analyzing 
ions could not penetrate, scatter, and return through the layer to the 
detector (> 1 pm). It is easily seen from Figure 6 that if the scattering yields 
from the various components of a multiatomic thin film are separated in 
energy, they are easily measured but that once the scattering yields from 
different species begin to overlap, the lighter mass components become 
more difficult to measure. 

Figure 6 also shows a gradual increase in yield at low energies. This 
change is due to: (1) variation of the Rutherford cross section with energy, 
and (2) variation of the electronic stopping power with energy. For He ions 
in the energy range 1-2 MeV, the first effect is predominant because the 
electronic stopping power does not vary a great deal as a function of energy 
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Figure 6. Hypothetical backscattering spectrum of a film (-1000 A thick) and a thick 
target, both composed of equal numbers of Si, Ge, and W atoms. The shaded peaks 
indicate the spectrum from the film and the heavy line shows the spectrum from the thick 
target. The thin lines show the extrapolation of the Wand Ge scattering yields of the 
thick target to lower energies. 

in this energy range, and the spectra generally show increasing yields with 
decreasing energy. 

In order to reduce the data from multiatomic targets to obtain com­
positional information, we must extract the scattering yield from each 
species at the depth we wish to determine the composition. For the data in 
Figure 6, this is essentially just the shaded peaks if we are interested in the 
first 1000 A of the target. Note that for the thick target case the scattering 
yield for W must be extrapolated to lower energies below the step due to 
Ge surface scattering to obtain the scattering yield for Ge and similarly 
for Wand Ge scattering at the Si edge. Once we have extracted the yields 
(Yi ) of all the constituents at a given depth, these are converted to atomic 
fractions by noting that 

(6) 
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N; and [daMn]i are the atomic density and the Rutherford cross section 
of the ith component of the target, respectively, and [S]; is the stopping 
power factor of the composite target for scattering from atoms of the ith 
component 

[S]i = L [Sjltj = L!j[k;Ej(Ein) + sec (:!-ej(Eout)i] (7) 
j j 

where the J;'s are the atomic fractions of each constituent. 
In many cases, the [S]; differ only slightly «5%), so that we can write 

for the ratio of the yields of two species 

(8) 

Since the yields are evaluated at the same depth, the incident energies are 
the same for collisions with A and B type atoms and neglecting terms of 
order (MI/M2)2, we have from equation (3) 

(9) 

Thus, we can evaluate the relative atomic concentrations of A and B by 
measuring the scattering yields from A and B. This method is absolute as 
long as the elastic scattering cross sections are known. Equation (9) has 
assumed the Rutherford cross sections which are valid in most cases. The 
final compositional fractions depend only on having measured scattering 
yields from all the atomic constituents. 

As an illustrative example of the use of energetic ion backscattering to 
analyze the composition of a sample, we show in Figure 7, two spectra(13) 
from CoMo catalyst material supported on Al20 3 pellets. In the top part 
of Figure 7, is the spectrum from a new catalyst, and in the bottom half of 
the figure is the spectrum from a catalyst pellet which had been used in an 
experimental coal liquefaction reactor. The differences are obvious; Ti 
and S as well as large amounts of carbon are detected in the used material 
but were not present in the new material. In addition, the Mo yield is 
drastically reduced in the used material and the Co yield is increased over 
what was seen in the new material. This last observation, however, serves 
to point up a limitation of backscattering. Analyses using Auger spectros­
copy and electron microprobe techniques indicate the presence of iron in 
the used material, (14) and in this case our measurements are not selective 
enough to distinguish between cobalt and iron. 

From the data of Figure 7, it appears that there is no carbon in the 
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Figure 7. Ion backscattering spectra of new (top) and used (bottom) coal liquefaction 
catalysts. The spectra were both obtained using 2.0 MeV 4He ions. 

new catalyst, and it can be seen that the scattering yield from carbon in the 
used catalyst is difficult to determine accurately because of the rapidly 
changing scattering yield of heavier constituents. Analyses of the same 
samples using protons enable a determination of the carbon yield with 
greater accuracy because: (1) the carbon edge occurs at ahigher fraction 
of the incident energy, (2) the scattering yield is changing less rapidly as a 
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function of energy, and (3) the scattering cross section for 1.4-MeV protons 
from carbon-12 nuclei is about 6.7 times the Rutherford cross section(15) 
due to penetration of the carbon nucleus by the proton. Thus, proton­
scattering experiments were used to determine the carbon present in these 
samples. The final compositions of the catalysts, as determined by energetic 
ion backscattering analysis, are shown in Table 1. 

The previous examples have been for targets with no variation of 
composition with depth. However, one of the most powerful features of 
ion backscattering is the ability to nondestructively measure a depth profile 
of atomic composition. Since ion backscattering is sensitive to only the first 
few microns (for 2.0 MeV 4He) of a target, many of the systems studied to 
date have involved thin films. The interactions of thin films with substrate 
materials and the interactions of multilayer thin-film structures are two 
areas of high technological relevance; in particular, many of these systems 
are used in the microelectronics industry. The solid-solid chemical reac­
tions taking place between two thin films or between a thin film and its 
substrate are often ideally suited to investigation using ion backscattering. 
In fact, the interaction of thin metal films with silicon surfaces has been 
one of the most active areas in ion backscattering research. (4,5) 

The system of thin-film sputtered tungsten on silicon-germanium 
alloy has been studied by Borders and Sweet. (16) This system is important 
because thin-film sputtered tungsten is used as the electrode on the hot 
end of radioactively heated SiGe thermoelectric generators. This electrode 
must operate at an ambient temperature of over 400°C for years without 
significant degradation. 

In Figure 8 is shown an ion backscattering spectrum of a sample 
consisting of a 1200-A layer of sputtered tungsten on bulk SiGe. The dots 
are actual data points, and the heavy line is drawn through the data points 

Table l. Composition of Coal Liquefaction 
Catalysts 

New pellet Used pellet 
Element (At. %) (At. %) 

Mo 3.6 0.5 
Co & Fe 1.1 1.4 
Ti 0 2.4 
Ca 1.2 3.2 
S 0 4.5 
AI 23.5 11.3 
0 56.5 47.3 
C 14.0 29.4 
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Figure 8. Ion backscattering spectrum of an as-prepared sample consisting of 1200 A of 
sputtered tungsten on bulk Sio.sGe0.2' 

to guide the eye. Note that this spectrum was taken using 1.5 MeV He 
ions. The Si-to-Ge atomic ratio of 80: 20 atomic percent was chosen to 
optimize the thermoelectric properties of the SiGe alloy. 

The large peak in the scattering yield extending from about 1.4 Me V 
to just below 1.2 MeV is due to the sputtered tungsten film. The energy 
width of this peak, as measured between the half-height points of the high­
and low-energy edges, respectively, can be used to obtain the thickness of 
the tungsten film by use of equation (5), as discussed previously. 

The two scattering edges from Si and from Ge at the interface between 
the alloy and the tungsten film are at lower energies than if the Si and Ge 
were found at the surface. This shift in energy is approximately equal to 
the width of the tungsten peak and is due to the fact that ions must lose 
energy traversing the tungsten film before and after they collide with a 
silicon or germanium atom. 

In order to simulate aging of the electrode at elevated temperatures, 
samples of sputtered tungsten on SiGe alloys were vacuum annealed at 
various temperatures. An ion backscattering spectrum from a sample an­
nealed at 675°C for 20 h is shown in Figure 9. These results typify the 
behavior of many of the aged samples. The step or notch in the low-energy 
side of the tungsten scattering peak is due to a layer of tungsten silicide 
which has formed due to migration of silicon atoms into the film. By 
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measuring the energy width of the step, we can calculate the thickness of 
the silicide layer which in the case shown is about 800 A. The stoichiometry 
can be calculated in two ways. First, the scattering yield due to tungsten 
atoms in the silicide layer (under the step) can be compared with the 
scattering yield of silicon atoms in the silicide layer (shown shaded in Figure 
9), and use of equation (8) enables the silicon-to-tungsten ratio to be 
calculated. Secondly, it has been shown (16) that if we know what the impurity 
atom is, we can calculate the stoichiometry by comparing the scattering 
yield of a pure element with that of a compound. In this case, we know 
the impurity is silicon and we can compare the height of the pure tungsten 
with that of the tungsten step. By either method we arrive at the same 
stoichiometry, WSi2• 

The fact that the energy gap between the low-energy edge of the 
tungsten peak and the germanium scattering edge remained approximately 
constant after thermal annealing indicates that Ge has not migrated into 
the film. However, the shape of the Ge scattering yield has changed; after 
annealing, the yield due to Ge is highest at the interface and decreases as 
the depth into the alloy is increased. The reason for this behavior is the 
migration of Si out of the alloy. This leads to an increase of the Ge-to-Si 
atomic ratio near the interface and to the observed spectrum. This outdif­
fusion creates Kirkendall voids in the alloy near the interface. These voids 

ION BACKSCATTERING U.5 rMV He +, 

2. 675C ANNEAL 

~He+ 
WSi2 

ENERGY (MeV' 

Figure 9. Ion backscattering spectrum of a sample consisting of 1200 A of sputtered 
tungsten on bulk Sio .• Geo .• after vacuum annealing at 675"C for 20 h. 
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Table 2. Ion Backscattering 

Measures 
1. Masses of target (absolute) 
2. Depth distribution of masses 

Advantages 
I. Measurements easy 
2: Analysis easy 
3. Depth distribution nondestructive 
4. Sensitivity to heavy masses 

Disadvantages 
1. Complex, expensive equipment 
2. Poor lateral resolution 
3. No elemental identification 
4. Low sensitivity to light masses 

J. A. Borders 

can be seen using a scanning electron microscope following electrode 
removal. Thus, a picture of bond failure due to thermal aging has emerged 
as due to the migration of Si into the tungsten film to form WSi2, loss of 
Si in the alloy leading to void formation at the alloy-film interface, and a 
reduction in contact area as a result of void formation which causes in­
creased contact resistance and decreased adhesion of the film to the semi­
conductor alloy. 

Measurements of the type described above have been correlated with 
electrical resistance and mechanical bond strength measurements after 
identical annealing treatments. These correlations enabled a prediction of 
the service lifetime at the operating temperature to be made. (17) 

The various examples which we have used illustrate how ion back­
scattering can be applied to laboratory materials problems. In general, 
these examples were picked to illustrate specific features of the techniques. 
In summary, Table 2 lists some of the major advantages and disadvantages 
of energetic ion backscattering. 

4. Ion-Induced X Rays 

A second area of research in the general field of energetic ion analysis 
of solids is analysis using ion-induced X rays. Actually, this technique is 
quite similar to electron-induced X-ray analysis such as used with the 
electron microprobe, but there are several unique features which can be 
useful in certain situations. 

Energetic ions incident on a solid target have a high probability of 
ejecting inner-shell electrons from target atoms, thus creating inner-shell 
vacancies. Subsequent to the vacancy formation, a radiative transition can 
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take place whereby an outer-shell electron falls into the inner-shell vacancy 
and the excess energy is carried off by a characteristic Xray. This process 
is schematically illustrated in Figure 10. The X-ray energy is characteristic 
of the atom from which the X ray was emitted so that this technique is 
element-sensitive rather than mass-sensitive as was ion backscattering. This 
process of the creation of inner-shell vacancies and subsequent radiative 
decay is exactly the same process used in electron-excited X-ray analysis. 
The differences in the techniques are due to the differences between ions 
and electrons in other interactions with the target atoms. Since most ion­
induced X-ray work is performed using proton beams, most of the discus­
sion in this section will be about proton-induced X rays. Generally speaking, 
however, the advantages and disadvantages of proton-induced X rays, 
when compared to electron-induced X rays, carry over to the case of heavy­
ion-induced X rays. 

A major difference between ion and electron excitation of character­
istic X rays is the difference in the ranges of the respective particles used 
for inner-shell vacancy creation. For example, the range of a 100-keV 
proton in silicon is about 1.2 /Lm, whereas the range of a 100-ke V electron 
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Figure 10. Schematic illustration showing the mechanism of production of characteristic 
X rays by charged particles. 
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is about 55 p.mYS) This means that for the same incident energy, the X 
rays excited by protons are, on the average, from atoms much nearer the 
sample surface. This increased sensitivity to the near-surface region can be 
very advantageous when investigating surface reactions. The sensitivity to 
the near-surface region is enhanced by the energy dependence of the X­
ray production cross sections. For X-ray excitation using protons, the cross 
sections can be calculated(19.20) and reasonable agreement with experiment 
has been obtained. At low energies, the cross section can often be approx­
imated as proportional to the fourth power of the incident proton en­
ergy.(20l This very strong energy dependence produces an X-ray yield 
which falls off very rapidly with depth, i.e., as the proton energy decreases. 
Another effect which must be considered is the absorption by atoms near 
the surface of X rays produced deeper within the target. This effect is also 
found in electron-excited X-ray analysis, but must be considered if quan­
titative measurements are being attempted. All of these effects tend to 
increase the sensitivity of proton-induced X-ray analysis to atoms near the 
surface and to decrease the sensitivity to atoms lying deeper within the 
target. 

In theory, the depth dependence of the X-ray production, arising 
from the effects mentioned above, should allow measurement of the depth 
dependence of a species by measuring the X-ray yield from that species as 
a function of the incident beam energy. Reuter and Smith(21) have exam­
ined this problem and determined that the variation with energy of the 
kernel of the integral equation which must be solved is not sufficient to 
yield unique solutions. More recently, Pabst(22) has suggested that by vary­
ing the angle between the beam and the sample, depth profiles could be 
obtained. Feldman and co-workers(23.24) have used this method in studies 
of oxide films and Pt metallization interactions on GaAs and found that in 
some instances it can be a valuable complement to the information obtained 
using backscattering. 

A second difference between ion and electron excitation of character­
istic X rays is that ion-induced X rays give rise to much less bremsstrahlung 
radiation. This background radiation, due to acceleration of the ions and 
electrons, respectively, can cover up the characteristic X-ray signals from 
low-level impurities, particularly low-z impurities. The bremsstrahlung ra­
diation results from the acceleration of the incident particles by the Cou­
lomb fields of the target atoms, and intensity of bremsstrahlung radiation 
from an accelerated charge is proportional to the square of the acceleration. 
If we ignore relativistic effects, we find that the ratio of the intensities of 
electron-induced to ion-induced bremsstrahlung should vary inversely as 
the square of masses, i.e., 

(10) 
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In fact, it is observed that the low-energy background radiation for proton­
induced X rays is significantly higher than would be predicted from the 
above analysis. This higher level arises from knocked-on electrons, which, 
although they have much lower energies, emit most of the bremsstrahlung 
observed in ion-induced X-ray analysis. 

Most of the present work in proton-induced X rays was begun because 
of interest in the increased sensitivities which could be obtained because of 
the reduction in bremsstrahlung background radiation. The sensitivity of 
the ion-induced X,ray technique to low-level light impurities can be further 
increased by preparing thin foil samples. In this case, the number of target 
atoms available to accelerate recoil electrons is much reduced, and many 
of the recoils are ejected from the film in the forward scattering direction. 
In this way, very high detection sensitivities (i.e., 5 x 1011 atoms) have been 
obtained, and it may be possible to improve this to 107 atoms or less.(25) 
This has been shown to be particularly useful for the analysis of aerosol 
environmental samples. Cahill and co-workers(26) have used this method to 
analyze literally thousands of such samples. 

Another advantage of ion-induced X-ray analysis over electron-in­
duced X-ray analysis is the much straighter trajectories of the protons. 
Electron analysis beams tend to "bloom," that is, the lateral dimensions of 
the beams increase as the electrons penetrate the solid; this effect is much 
reduced using protons, for example. This feature has not been exploited, 
but in work where the lateral dimensions of the beam are critical, such as 
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high-resolution microprobe work, protons may be preferable to electrons. 
An interesting example of the use of ion-induced X rays in surface 

studies is illustrated by the studies of Musket and Bauer(27.28) on the surface 
composition of stainless steel following vacuum annealing. In particular, 
they used 150-400 keY proton-induced X rays to study polished specimens 
of stainless steel alloy 304L after 15-min isochronal vacuum anneals be­
tween 700 and 1450°K. Figure 11 shows a portion of the 200 ke V proton­
induced X-ray spectrum for a sample annealed to below (A) 11000K and 
(B) to 15000K for 30 min. Particularly obvious is the reduction in the yield 
of chromium Ka X rays at about 5.4 keY. Figure 12 shows the ratio of 
chromium to iron (Ka) X-ray yields as a function of incident proton energy. 
It was concluded that the chromium content in the surface region from 0 
to 1 J-Lm depth was depleted by 65%. This example indicates merely one 
use of proton-induced X rays to study solid-state reactions near the surface 
of a material. Because of the ability to identify elements and the very high 
impurity sensitivity which can be obtained, this analysis technique can be 
exceedingly useful. The equipment required is essentially the same as 
that for ion backscattering, and one of the most promising and least ex­
ploited areas is combined energetic ion backscattering and ion-induced X­
ray studies. 
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Table 3. Ion-Induced X Rays 

Measures: Elements in target (absolute) 
Advantages 

I. Low background 
2. High sensitivity 
3. Absolute elemental identification 

Disadvantages 
I. Complex, expensive equipment 
2. Depth distribution difficult to obtain 
3. No sensitivity to very light elements 

79 

In Table 3, we conclude this section by listing some of the major 
advantages and disadvantages of ion-induced X-ray analysis. 

5. Nuclear Reaction Analysis 

Nuclear reaction analysis is a general class of analysis techniques which 
depend on scattering events between the incident particles and the target 
nuclei. Ion backscattering analysis, discussed in Section 2, is a special case 
in which the scattering events are elastic. There are, however, many inelastic 
scattering events which can take place, and surface analysis, using these 
reactions, is usually called nuclear reaction analysis or nuclear microana­
lysis. 

A schematic nuclear reaction is shown in Figure 13. A particle of mass 
Ml is incident on a target atom of mass Mz which is at rest. A reaction 
occurs between the two particles, and the products of the reaction (in this 
case, a light particle of mass M3 and a heavier particle of mass M 4) are 
found to have energies E3 and E 4, respectively. The sum of the energies 
E3 and E4 can be greater than El (exothermic reaction), equal to El (elastic 
scattering), or less than El (endothermic reaction). The excess of the sum 
of the energies of the products over the energy of the incident projectile 
is called the "Q value" and can be either positive or negative. In general, 
the most useful reactions for nuclear microanalysis are those with large, 
positive Q values because the emitted products then have energies much 
higher than the particles which are elastically scattered. 

In order for a nuclear reaction to occur, the incident particle must 
penetrate the nucleus of the target atom. This entails overcoming the 
Coulomb repulsion barrier between the incident ion and the target nucleus. 
The height of this barrier is proportional to the number of protons in the 
target nucleus and, thus, low-energy (0-2 MeV) incident ions can penetrate 
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Figure 13. Schematic illustration of the kinematics of a nuclear reaction. 

the Coulomb barrier of low-z target nuclei but cannot penetrate the barrier 
of high-z nuclei. For this reason, nuclear reactions with low-z target nuclei 
are more likely than with higher-z nuclei for incident energies of 0-2 MeV. 
Similarly, reactions are more likely when using protons as the incident 
particles than with He, and so forth, because the Coulomb barrier is also 
proportional to the number of protons in the incident particle. For a 2-
Me V proton beam, we can typically find reactions with target nuclei up to 
about Si. Deuterons are also very useful projectiles in this energy range for 
analyzing elements like C, N, and 0 because of the very low binding energy 
of the deuteron. 

Because nuclear reaction analysis is most useful for light (low-z) target 
atoms, the technique is very complementary to energetic ion backscattering 
analysis. As was shown in Section 3, energetic ion backscattering is most 
sensitive to heavy target elements and relatively insensitive to light target 
elements, particularly when they are contained in a target along with 
heavier atoms. Thus, the high sensitivity of nuclear reaction analysis to a 
specific isotope of a light target atom, such as oxygen, can be used, while 
at the same time retaining high sensitivity to heavy impurities using back­
scattering. 

The cross section for a given nuclear reaction is usually a very com­
plicated function of energy. Some of the most useful reactions have cross 
sections which exhibit resonances or peaks where the magnitude of the 
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reaction yield rises to a much greater value than that found in the sur­
rounding energy region. An example of such a reaction is the 180(p,a)15N 
reaction whose cross section at a laboratory scattering angle of 165° is 
shown in Figure 14 for incident proton energies between 500 and 1000 
keV.(29) The nomenclature lSO(p,a)15N means that protons (p) are incident 
on oxygen-I8 target atoms and that the reaction yields nitrogen-I5 and an 
alpha particle (a). The Q value for this particular reaction is 3.98 MeV, 
and the alpha particle has an energy of about 3.4 MeV if it is emitted at 
a laboratory angle of 150°. 

Note that protons which are elastically scattered from the ISO nuclei 
will have an energy of only 522 ke V if 650-ke V protons are used in the 
incident beam. Also, the maximum energy for elastically scattered protons 
is 650 ke V regardless of the mass of the target atom. 

Thus, a spectrum of the detected particles would show a peak from 
the a particles at 3.4 Me V and a thick target backscattering yield of protons 
at and below 522 keY. The yield of the a particles will be much smaller, 
but since the proton yield does not interfere, the a-particle yield is easy to 
determine. 

Calculations of relationships between the Q value, the energy, the 
laboratory scattering angle, and the masses of the participating particles 
are straightforward. These kinematic equations are, however, quite lengthy 
and the reader is referred to p. 141 of reference 10 for a convenient 
compilation. 

Table 4 lists some of the more useful nuclear reactions (with incident 
energies <2.0 MeV) along with various pertinent data on each reaction. 
The last column gives the thickness of Mylar film which may be placed 
over the detector to absorb the incident particles which have been elastically 
scattered but pass the higher-energy products of the nuclear reaction. This 
detector shielding method is useful as there are generally many more 
elastically scattered particles than nuclear reaction products because the 
cross section for elastic scattering usually is larger than the nuclear reaction 
cross section. In several cases shown in Table 4, there can be more than 

Figure 14. Cross-reaction data for the 
lSO(p,a)15N reaction for incident proton ener­
gies of 500-1000 ke V and a laboratory scat­
tering angle of 165°. Reprinted with permis­
sion from "Microanalysis of the Stable Isotopes 
of Oxygen by Means of Nuclear Reactions," G. 
Amsel, Analytical ChemIstry 39, 1689-1698 
(1967). Copyright by the American Chemical 
Society. 
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one group of emitted particles. For example, the 14N(d,a)l2(; can emit a 
particles with Q values of 13.6 MeV (ao) or 9.1 MeV (al). For nuclear 
reaction analysis, careful thought should be given to the experimental set­
up. Proper choice of the particular nuclear reaction to use, the incident 
beam energy, and the laboratory scattering angle can greatly simplify the 
data analysis and interpretation. 

The group of G. Amsel in Paris has pioneered the use of nuclear 
reactions, particularly in studying electrochemical reactions. Much of their 
work has concerned the incorporation or movement of oxygen in thin 
films.(30) In this regard, they have made extensive use of the 18()(p,a)15N 
reaction to analyze 18() atoms introduced in controlled fashions. For ex­
ample, they have studied the isotopic exchange of ISO between oxides of 
tantalum or aluminum and aqueous solutions containing 18()-enhanced or 
18()-depleted H20. They found that oxygen exchange is limited to the first 
few monolayers, indicating that oxygen self-diffusion in the oxides is very 
small. (31) Similar experiments have shown the existence of electric-field­
induced isotopic exchange of oxygen in anodic oxide films on silicon. (32) 

Some of the most interesting applications of nuclear reaction analysis 
have been the recent studies of hydrogen and helium in solids. There are 
many areas where these studies are relevant, and one of the most active 
current areas involves studying the interactions of energetic hydrogen and 
helium ions with materials which are being considered for use in the first 
walls of controlled thermonuclear fusion reactors (CTR). 

A very useful reaction for study of hydrogen and helium in solids is 
3He(d,p)4He. When using this reaction, deuterium can be used to simulate 
hydrogen, or 3He can be used to simulate 4He. In some CTR studies, 
deuterium is in fact the hydrogen isotope of interest. Any nuclear reaction 
can be "turned around," that is, the target particle can be used as a 
projectile and the projectile as the target. However, if the original target 
particle is to be used as the projectile, and if it is much heavier than the 
original projectile, then the acceleration energy must be higher in order 
for the heavier particle to attain the same energy in the center-of-mass 
system. This is illustrated in Figure 15 which shows the cross section for 
the 3He(d,p)4He and deHe,p)4He reactions. These are the same reaction 
in the center of mass, but in the laboratory the first involves accelerating 
d to analyze for 3He, and the second involves accelerating 3He to analyze 
for d. The lower horizontal scale of Figure 15 gives the deuteron energy 
for analyzing 3He, and the upper horizontal scale gives the 3He energy for 
analyzing deuterium. It is easily seen that the incident energies scale with 
the projectile masses. (33) 

Langley et al. (33) have discussed in detail the use of this reaction for 
studying hydrogen and helium isotopes in materials. They illustrate pro-
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filing of deuterium in a multilayer target with the data shown in Fig. 16. 
The yield at energies below 1.0 MeV is due to backscattered 3He particles; 
the yield at energies above 1.5 Me V is due to the 4He reaction product of 
the d(3He,p)4He reaction. The two-peaked spectrum resulting from the 
multilayer target containing erbium deuteride fIlms is shown. Because the 
resonance yield is quite broad, the two peaks cannot be completely sepa­
rated, but further data reduction involving deconvolution of the reaction 
cross section is possible. 

The use of reactions such as these for analyzing hydrogen and helium 
in materials has become an active area of research in the past few years. 
Most surface analysis techniques are not very sensitive to these elements, 
so nuclear reaction analysis provides a straightforward method for accu-
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rately measuring the amount and depth profile of hydrogen and helium 
present in the surface layer of a solid. 

In Table 5 are listed several advantages and disadvantages, most of 
which have been previously discussed. However, a word needs to be said 
about the high fluences of analyzing particles which must normally be used 
in nuclear reaction analysis. The reason for these high fluences is that the 
reaction cross sections are generally rather small, and to obtain data which 
are statistically significant, many incident particles must be used. Again we 
emphasize that proper experimental design can be very important by 
picking the detector angle properly and maximizing the detector solid 
angle. 

This technique is nondestructive in the sense that we do not remove 
layers of the target and repeat the measurement each time. The incident 
beam does damage the sample, however, and sputtering may also be a 
problem. To minimize problems such as these, it is generally advisable to 
use the minimum incident fluence compatible with the measurement under 
study. 

3He(SOOKev) 

D 

I· 
Er 

I 
\ 

Xl X200 

ENERGY (MeV) 

Figure 16. Spectrum of backscattered 3He and 4He from the reaction 3He(d,p)4He for a 
target consisting of a molybdenum substrate with thin films of ErD2 and Cr as indicated 
in the upper left of the figure. Laboratory scattering angle is 170°. Reprinted with 
permission from "Depth Distribution Profiling of Deuterium and 3He," R. A. Langley, S. 
T. Picraux, and F. L. Vook,Journal of Nuclear Materials 53,257-361 (1974). 
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Table 5. Ion-Induced Nuclear Reactions 

Measures 
1. Amount of specific isotopes in target (absolute) 
2. Depth distribution of isotope 

Advantages 
1. Sensitive to only one isotope 
2. Depth distribution nondestructive 
3. Low background 

Disadvantages 
1. Complex, expensive equipment 
2. Poor lateral resolution 
3. Low sensitivity to heavy masses 
4. Normally measure only one isotope at a time 
5. Large doses required normally 

6. Comparison of Surface Analysis Techniques 

The preceding sections have attempted to describe the various features 
of the three most widely used energetic ion-beam analysis techniques. In 
order to set the discussion in perspective, in this section we will briefly 
compare these energetic ion techniques with other modern surface analysis 
techniques, not with the intention of declaring one technique to be the 
best, but rather to illustrate how the various techniques complement each 
other. Where one method may be weak, another will be strong, and by 
combining the information obtained using different techniques, it is often 
possible to greatly increase our understanding of the problem. 

In Table 6 are shown certain operating parameters or operational 
limits of various surface analysis techniques. These include backscattering 
(RBS), ion-induced X rays (IIX), nuclear reaction analysis (NRA), Auger 
electron spectroscopy (AES), low-energy ion scattering (IS), X-ray photo­
electron spectroscopy (XPS), also known as ESCA, and secondary ion mass 
spectroscopy (SIMS). An important parameter which is not listed in the 
table is sensitivity. This is not included due to the fact that any comparison 
of sensitivity must take into account a large number of factors which could 
not be listed in a table. For example, RBS can detect ppm amounts of very 
heavy impurities in very light substrates, but would have a difficult time 
detecting 10 at. % oxygen on bulk uranium. 

The discussions of this chapter have emphasized two points about 
energetic ion analysis techniques as compared to many other surface-layer 
analysis techniques. First, the results are absolute, because the interaction 
cross sections are known. Secondly, at least for the case of backscattering 
and nuclear reaction analysis, it is possible to obtain depth distribution 
information without destroying the sample. A third advantage of ion back-
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scattering is that data interpretation is very easy and the measured physical 
effects can be estimated by visual examination of the data. 

If we consider the techniques listed in Table 6 and ask what are the 
major disadvantages of each technique, it becomes clearer why combina­
tions of various techniques are so advantageous. For backscattering, the 
most restrictive disadvantages are the lack of lateral resolution and the 
lack of absolute elemental identification which are provided by techniques 
such as scanning Auger spectroscopy or scanning electron microscopy with 
energy-dispersive X-ray analysis. Ion-induced X-ray analysis provides sen­
sitive elemental identification but does not provide a nondestructive depth­
profiling capability which backscattering can provide. Nuclear reaction 
analysis lacks sensitivity to heavy elements but can be combined with nu­
merous other techniques to circumvent this disadvantage. All of the elec­
tron spectroscopic techniques need "standard" calibration samples in order 
to provide quantitative analyses; backscattering and nuclear reaction anal­
ysis do not. 

Experimental interactions in which one technique can supply all the 
desired answers usually turn out to be quite rare. Access to a variety of 
methods of surface analysis and an understanding of the basics of each 
technique and the type of information it can supply are invaluable aids in 
the solution to many modern surface analysis problems. This review has 
provided information on the three major methods of energetic ion analysis 
and, it is hoped, has provided the reader with an interest in the techniques 
and the types of information they can provide. 
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A Synergic Approach to Graduate 
Research in Spectroscopy and 
Spectrochemical Analysis 

John P. Walters 

1. Introduction 

3 

Current research problems in analytical and physical chemistry are intri­
cate, fundamental, complex, and diverse. Concurrent applications are per­
haps even more so, covering such broad and elusive areas as metal alloy 
and trace analysis, energy sources and their byproducts, environmental 
pollution, and all-component human analysis in medicine. The scope of 
the research and application problems is so great as to challenge the 
intellectual capacity of the most ambitious. At the same time, the resources 
available to a single person to participate in and contribute specifically to 
solutions to these problems are limited. 

Research in industry is, however, active in all the above areas and in 
others that are even less well defined. In part, this reflects the use of teams 
of selected specialists in the attack of multivariable research and application 
problems. Often this "team approach" is necessitated by the sheer com­
plexity of the problem at hand (or the unforgiving and short deadline to 
be met). Alternately, the team approach may be elected to provide refresh­
ing variety in the process of problem-solving and innovation in the solu­
tions. It may occur through limited resources as well. Independent of the 
cause, the approach is well known(l) and has produced some remarkable 
products(2) and solutions to singularly difficult problems. (3) 
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Research in the university environment may also involve a team ap­
proach. Teaching, when considered a research area in its own right, can 
be developed this way and may be quite effective when so developed or 
practiced. (4) The collaborative process involved in research and problem­
solving is an appealing feature of any team approach and has been cited 
recently as a need in graduate education in analytical chemistry. (5) 

However, the graduate situation in the university differs from its 
industrial counterpart in three essential ways. First, graduate students be­
come educated through independent growth in their individual situa­
tions-they are not "trained" by them. The growth, by university definition, 
is an individual process. Second, graduate research often is exploratory 
and open-ended. Problems may be defined (and areas opened) rather than 
solved and finished. Third, a graduate student is learning by accumulating 
both positive and negative research results. Early judgement on the results 
of an experiment may diminish the quality of the "product," which is not 
just the solution to the problem at hand, but rather also is the effectiveness 
of the person involved in solving future problems that are, as yet, unde­
fined. 

Given the above, it is not clear that a literal transplant of team ap­
proaches from other environs into graduate research and education is 
appropriate. The approach introduced here is not such a transplant, but 
rather is traceable to the educational principles of learning through syn­
thesis(6) and what is termed here as "continuity." The approach and the 
instruments involved allow the option for team collaboration between grad­
uate students, if and when desired, but, at the same time, do not encourage 
or presuppose diminution of intellectual independence by requiring it. 

When interactions and/or collaborations do occur, it is determined by 
the nature of the research progress on an individual problem. Interactions 
may occur either student-to-student, instrument-to-instrument, or past stu­
dent and past instrument to present student and present instrument. The 
instruments are sufficiently flexible and stable that the timing is not of 
major concern. 

Either combined or correlated action by different research participants 
may occur at any time in the investigation of complex experimental phe­
nomena, even if one or more of the participants are no longer immediately 
present. The results of the action are not predictable by considering just 
the independent efforts of the individual participants, persons or instru­
ments. The approach thus is designed to be synergic. 

1.1. Guideline Principles 

There have been four guideline principles active in the development 
of this synergic approach. 



Synergic Approach to Graduate Research 93 

1. Realizing that the field of analytical chemistry is, as are other areas, 
moving faster and encompassing even more technologies than it has in the 
past, the approach was directed toward avoiding technological obsolesc­
ence. 

2. Accompanying the above, it was sought to maximize the growth of 
the intellectual component of the research. It was not desirable that current 
graduate students repeat the same learning tasks that earlier students 
completed, unless such repetition was individually selected as one of a 
variety of practical alternatives in achieving growth. 

3. It was sought to allow each generation of graduate students the 
option of pushing deeper into a core problem, opened in previous gen­
erations, or of opening new problems in a manner allowing subsequent 
generations the same options. 

4. The approach, apparatus, and experiments were designed to accent 
creativity, enthusiasm, variety, and novelty; to avoid boredom; and to 
approach professional standards of quality. Avoided were those aspects of 
research suspected to eventually lead to mediocrity. 

1.2. Overall Goals 

These guideline principles were directed toward overall goals, both 
for the students and the professor. Sought for the students were: 

1. Intellectual stimulation through participation in multivariable re­
search problems of broad scope. 

2. Intellectual freedom by emphasizing observation of what did hap­
pen in the research, rather than focusing attention on what should 
have happened. 

3. Avoidance of restrictions on the imagination and creative ability of 
novice students that often result from restricted hardware or mar­
ginal experiment configurations. 

4. The opportunity to develop creativity through the use of instru­
mentation that would concurrently encourage both precision meas­
urement and exploration. 

Sought for the professor were: 

1. Intellectual growth through direct participation in the solution to 
fundamental problems at times judged to be opportune. 

2. Consequential contribution to the solutions of existing or predicted 
analytical problems through knowledgeable communication and 
application of the results of fundamental research. 

3. Opportunity for variety in daily activities by participation in local 
information exchange on diverse and changing research activities. 
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4. Personal professional satisfaction through credible endorsement of 
preCIsIon measurement over long times as an effective research 
tool. 

1.3. Implementation 

These guideline principles and overall goals have been implemented 
in specific research projects in the discipline of atomic emission and ab­
sorption spectroscopy and spectrochemical analysis. First work has been 
directed toward the development of methods and methodology for the 
multielement analysis of metal alloys. The developments have followed 
from research on the physical/chemical phenomena responsible for (or 
accompanying) the emission, absorption, or refraction of light. In studying 
the process of spark discharge, the directions taken followed the premise 
that insights gained from fundamental work would lead to applications, if 
the need for such applications was presented as an integral part of the 
work. The reverse premise was not used. 

Atomic spectroscopy and spectrochemical analysis are appropriate ve­
hicles for carrying the research approach to a communicable standing. 
They also are scientific disciplines in need of study, but of such intricacy 
as to warrant fundamental physical/chemical research. The latter viewpoint 
initiated this work, in particular with regard to developing an understand­
ing of the process of spark discharge. The former viewpoint grew in 
importance as the work matured to the form communicated here. At 
present, the two are inseparably active. 

1.4. Continuity 

The need for a synergic aspect to the research accompanied an aware­
ness of the experimental difficulty in acquiring enough experience with, 
and knowledge about, the process of spark discharge. Much knowledge is 
needed to improve performance in a spectrochemical analysis where both 
sampling and excitation are caused by spark discharge. It was apparent 
from prior research(7) and first experiments(S,9) that there were many phe­
nomena active in controlling radiation emitted during and after(lO) spark 
discharge. It also was apparent that detection and sorting of these phe­
nomena would prove as challenging as their eventual control in an im­
proved practical application. (11) 

However, an approach to this dilemma was possible if two conditions 
could be met, essentially at the same time: 

1. The creative efforts, and ideas, of several people would need to be 
translated into quantitative and permanent data and integrated between 
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present and/or future groups (generations) of such people, yet without 
diminishing the spontaneity and freedom that can lead to discovery. 

2. The design ideas and construction efforts of groups of people of 
different talents and backgrounds in the fabrication of instrumentation 
would need to be available for both study and use by future groups, largely 
independent of the time between fabrication and use. 

Given these two conditions, it was projected that a combination of 
discovery-oriented ideas and research-grade instrumentation would evolve. 
The combination, if made stable with time, would be available for use, 
independent of time. If the ideas and instruments were only iteratively 
modified during each use, the combination then could function as a new 
and flexible form of "instrument" to unfold research problems as intricate 
as those associated with spark discharge. Time, as such, would not be the 
limiting factor. Rather, the research would progress at a rate determined 
by the amount of synthesis possible. (12) By synthesis of the ideas and ob­
servations with the instrumentation of several groups of people, students 
and professionals alike, the desired synergic approach to improved spec­
trochemical analysis using complex discharges for sampling and excitation 
was projected to be both practical and exciting. 

The word "continuity" has been used here to describe the above time­
independent synthesis. Research accomplished with continuity between all 
participants, people and/or instruments, is the key to the synergic approach. 

1.5. The Instrumental Vehicle 

Early in the development of these ideas, it was apparent that a special 
type of spectroscopic instrumentation would be required if all of the overall 
goals were to be achieved. The goals would remain concepts unless time­
independent synthesis between as yet unknown results and equally un­
known new problems could be allowed, but not forced. 

It was envisioned that in some cases an entire laboratory collection of 
individual instruments could be called upon to function for a period of 
time as a single, integrated instrument. At other times, individual instru­
ments would have little or no interaction. The situation would follow 
individual researches and perspectives. It could neither be predicted nor 
scheduled. 

To allow independent growth, spontaneous interaction, and continu­
ity, the instrumentation would have to be, above all else, stable over un­
predictable lengths of time. 

For these reasons, the synergic approach was carried from an idealistic 
to a practical philosophy by an instrumental vehicle. Description of the 
instrumentation involved in this transport thus is an appropriate way to 
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communicate the philosophy in explicit terms. The remainder of this 
chapter is largely so structured. 

In retrospect, it is interesting that the first practical use of the approach 
of solving complex problems by synthesis, with interaction between partic­
ipants, was not to execute spectroscopic observation of spark discharge. 
Rather, the same approach was used to build the special instruments that 
were envisioned as necessary to make such an approach practical. Com­
munication of the idealistic philosophy in terms of these practical instru­
ments thus provides the added benefit of presenting a partial report on 
the progress of the approach. 

2. Changeable Instruments 

Most of the perspectives taken in the design of the instruments and 
components presented here are hardware parallels to the overall goals 
listed in Section 1.2. Hardware designs thus are not at odds with these 
goals. To achieve this situation, some instrument design guidelines (equiv­
alent to the guideline principles in Section 1.1) were followed from the 
start. 

A first concern in preparing instrumentation for research with conti­
nuity was the effect such instruments could have on exploratory research. 
Any hardware developed could have a negative effect if it did not adapt 
with reasonable ease to a variety of exploratory projects. Further, the 
evolution of new instrumental arrangements could be restricted by the 
need to incorporate a previously beneficial component into the exploration, 
unless this too could occur simply. 

The first perspective taken in designing the instrumentation thus was 
to facilitate exploratory research. Concurrent avoidance of experimental 
obsolescence followed as a consequence. 

In instrumental terms, exploratory research in spectroscopy may be­
come complicated by the number and nature of the components involved, 
even in first-approximation experiments. If the research is exploratory, the 
object of the search is largely unknown. Ideally, the instruments used must 
be sufficiently flexible to explore everywhere. Yet, they also must be suf­
ficiently simple to allow reassembly into a prior configuration. If continuity 
is to accompany exploration, the instruments must allow a review of an 
earlier observation from an evolving perspective. 

It is impractical, and contrary to one of the overall goals of this work, 
to require that very much new hardware be fabricated for each new 
exploration or observation. Exploratory work alone then predicates a flex­
ible type of instrument. The instrument must be flexible, by being change-
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able. Its components must be interchangeable. The interchange must occur 
between both existing instruments, and those that have existed in past 
experiments or are expected to exist in future ones. Entire instruments 
themselves thus must be both changeable and interchangeable, but without 
extensive reconstruction. Such instrumentation may be approached if the 
appropriate design guidelines are observed. 

2.1. Instrument Design Guidelines 

Changeability and interchangeability are both achievable in an instru­
ment until they are blended with the requirement that the instrument 
simultaneously allow continuity between quantitative experiments. Then 
an apparent contradiction between permanence and interchangeability sur­
faces. It is not immediately clear that an instrument can be adequately 
permanent during the execution of a precise, quantitative spectroscopic 
experiment, and, at the same time, be composed of components that are 
in fact interchangeable. 

This apparent contradiction does not apply to all of the components 
in a spectroscopic instrument that is used for both precise measurement 
and exploration. For example, it is mainly an annoyance, if that, for many 
of the electronic components. This is evidenced in the effectiveness and 
versatility of the "bus" and "motherboard" features in MSI and LSI digital 
devices. Permanence and interchangeability conflict more in the traditional 
optical and mechanical components of spectroscopic instruments. In fact, 
in this area, they may become mutually contradictory for all but the simpler 
instruments, where exploratory work can be of token significance. For this 
reason, the first major design efforts were focused on the optical/mechan­
ical aspects of the instrumentation. 

2.1.1. Room to Work 

In the above context, three design guidelines were selected to appear 
in all of the instrumentation. As an overriding concern, there first must be 
room to work, both in and around the components of the instrument. 
Interchangeability is unnecessarily complicated by not having enough, if 
not more than enough, physical room to place, test, and arrange compo­
nents that will collectively form an instrument for some length of time. 
While, in general, this may appear somewhat trivial, it is all too often 
ignored as a continuous design guideline and is recalled only after a 
collection of components has settled into a form that becomes awkward by 
default. 
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2.1.2. Weight 

As a subsequent co-guideline, weight, as such, is not considered an 
independent variable in either component or subassembly design. Unfor­
tunately, it is easy to overreact to this guideline and to assume that weight 
is of little consequence. Instead of this, weight is considered as a result of 
another guideline, namely rigidity. Components then weigh whatever is 
appropriate for the amount of rigidity required to bring interchangeability 
and permanence into harmony. If a component becomes heavy, its weight 
becomes a tool to aid permanence, for which inertia is the major liability. 
Other separate tools then may be designed to facilitate interchangeability 
(e.g., carts, small cranes, etc.). 

2.1.3. Rigidity 

Rigidity is the most important guideline incorporated into the design 
of the instruments and components presented here. The concept of rigidity 
is deceptively simple. In a whole instrument, for example, rigidity does not 
imply that there be no vibration. Rather, it implies that all of the compo­
nents composing the instrument vibrate in phase and to the same degree. 

From the variety of ways that mechanical rigidity can be achieved, we 
have elected those taught by John Strong03l and have adopted the "A­
frame" (or gusset) as a primary design form. Variations experimented with 
using the A-frame as part of, for example, supports for modest-size com­
ponents that are rigid in three demensions are diagramed in Figure 1. The 
"lollipop" is illustrated only for perspective. It is one form that we have 
learned to carefully avoid. The forms in Figure 1 also provide tangible 
examples of how rigidity is achieved as a practical consequence of allowing 
"room-to-work" and "weight-is-not-an-independent-variable" to operate in 
early generalized designs. 

2.2. Instrumental Systems 

When applying the above design guidelines, a final conceptual step is 
needed to remove the apparent contradiction between permanence and 
interchangeability. This is to expand the idea of an instrument from its 
common form of an assembly or collection of independent components to 
one of an instrumental system. The expansion may be aided by adopting 
the perspective that an instrumental system is in fact different from even 
a functioning collection-of-components instrument by virtue of three basic 
properties: (l) In the system, each component is designed to deliberately 
interact with all other components. (2) The specific design of any compo­
nent should reflect the presence and functional design of all other com-
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LOLLIPOP A-FRAME GUSSET 

BASE-MOUNT PLATFORM SLING-MOUNT PLATFORM 

Figure 1. Basic A-frame structures used to achieve rigidity in mounting components and 
supporting platforms. The "lollipop" is neither an A-frame nor a rigid structure. 

ponents. (3) Each component of the instrumental system is first referenced 
to a standard that will be common to all components, and then as a 
consequence referenced to the other components. It is the last property 
that is most important in the design of our instrumental systems, and, 
when applied to the optical and mechanical components, gives them their 
unique appearance. It also is due to this property that changeability within 
a system, and interchangeability between systems, is realized without loss 
of permanence during the execution of an experiment, and by which 
instrumental continuity is achieved. 

2.2.1. Advantages 

At the risk of overgeneralization, it is instructive to consider the ad­
vantages of adopting an instrumental system approach in favor of a col­
lection of components, particularly for use by people who can overreact to 
what they perceive as a "failure." There are four identifiable advantages. 
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Component Balance. By designing the system for deliberate, as op­
posed to accidental, component interaction, the balance between the com­
ponents is visible. This makes the system esthetically pleasing, and this in 
turn helps to offset the anxiety that can result from anticipation of an 
unknown interaction between components. A person can be more relaxed, 
and concurrently more innovative, with an instrumental system. 

External Standardization. Then, since an instrumental system has an 
identifiable standard to which all components are first referenced, the 
standard may be located external to any specific functioning system. This 
suggests that as it is necessary to alter, replace, add to, or exchange com­
ponents of anyone system, the rough work of initial fitting and testing 
need not interfere with the precise work of quantitative measurement. This 
can encourage flexibility and inventiveness. 

Obsolescence. The concept of instrumental obsolescence can be 
changed to one of growth and refinement. Since the components of an 
instrumental system are designed with each other in mind, their common 
characteristics can be saved during the time that the functions of the system 
are expanded or changed. First efforts can remain first efforts, not become 
obsolete failures. If the first efforts involve time in a machine shop, then 
this advantage is nontrivial. 

Flexibility. Perhaps of most importance, and largely because an instru­
mental system has components that are interchangeable with other systems, 
the concept of a finished, bounded, special-function instrument can be 
replaced with one of a fixed foundation to hold a variety of components. 
The components may be arranged into one of a variety of functions at any 
one time. 

2.2.2. Liability 

It is clear, however, that the above four advantages are not realized 
without liability. To design and construct the common reference for all 
components requires a realistic overview of the probable uses of the in­
strumental system, as well as some insight into at least the types of com­
ponents that will be needed for such uses. Thus, the research that the 
system will serve must have passed through at least one exploratory phase 
and the expenses attendant amortized over the long run. In fact, initial 
cost and labor associated with the development of an instrumental system 
are generally higher than required for other types of instruments, and 
must be invested with patience, without the luxury of direct return of 
experimental results. The work also may be demanding .and potentially 
professionally dangerous. It is complicated by the knowledge that a fun­
damental mistake made during the early design and construction phases 
can be difficult to remedy at a later time. 
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3. Specific Hardware 

3.1. Selection of a Common Standard 

To translate the previous design guidelines into hardware amenable 
to research in spectroscopy first requires an assessment of what part of the 
area can serve as a common technical theme to allow design of the common 
standard for all components of whatever systems evolve. This is a nontrivial 
choice. However, spectroscopy and spectrochemical analysis can be viewed 
in three phases to facilitate the choice. They are: (1) those devices and 
experiments that involve the production or energetic alteration of light; 
(2) those that establish how light is transferred through the instrumental 
system; and (3) those that involve the detection oflight and the subsequent 
feedback of processed information back to the production phase. 

Viewing these three phases as a connected loop allows the selection of 
one as dominating the experiment by virtue of being the most difficult to 
control experimentally. If the common standard required for the instru­
mental system is then designed to facilitate experimental work in that 
phase, it is expected that the other two phases will become experimentally 
tractable in a wide variety of experiments. 

3.1.1. Transfer of Light 

Modern electronics is evolving at a bewildering pace,(4) and new types 
of thinking are resulting from laser research. (5) It was expected that neither 
the production nor the detection or processing of light posed problems of 
such fundamental magnitude that they should determine the properties of 
instrumental systems meeting the needs described by the word continuity. 
Rather, the transfer of light is the most difficult phase. Here, transfer is 
interpreted broadly, to include such "techniques" as sorting by wavelength 
and time and chemically passive or active scattering, along with the more 
traditional viewpoints of light shaping (i.e., collimation, focusing, etc.). 

In applying the word "transfer," the concept is expanded from transfer 
to or transfer from a physical location to that of transfer through the 
instrumental system. The physical paths defined are viewed, for design 
purposes, without the restriction that they must start or stop at any specific 
location in the instrumental system. The components of the sy~tems, as 
they are designed to account for each other by being first referenced to a 
common standard, then do so by being designed around the common 
denominator of facilitating the transfer of light through whatever system 
of which they are a part. The physical size of the system is not at issue. 
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3.2. FMR and ERL 

The common standard to which all components are referenced (in­
cluding light sources, dispersers, and detectors) is a mechanical reference 
plane, preferably, although not necessarily, at earth level. All of the instru­
mental systems presented here clearly show this choice in the form of a 
common, fixed mechanical reference (FMR). From the fixed mechanical 
reference, an experiment reference line (ERL) is generated to allow the 
system to perform some specific (but not necessarily fixed) function. 

3.2.1. Pedestal, Rails, and Rider 

The general ideas and their associated terminology used to prepare 
an instrumental system having a known FMR and ERL are diagramed in 
Figure 2 for one part of a general system. The FMR plane is defined, with 
respect to the building floor, to be at earth level. This is done by first 
suspending two centerless-ground and polished steel rounds (called "rails") 
from a custom "pedestal," typically with some form of V blocks. (16) One 
rail is set to describe a straight and level line, while the other is set only to 
define the reference plane as being at earth level. The plane is made 
available to define the ERL by contact mounting a "rider" of known and 
toleranced dimensions on the two rails via "V-and-flat" surfaces, i.e., in the 
semikinematic manner described by Strong. (13) Specific components of a 
variety of shapes and weights are positioned along the ERL. They are 
positionally referenced to the FMR plane by a variety of custom A-frame 
mechanical supports. 

The steel round that is set to be straight and level is designated as the 
"reference rail." Although the top surface of the V-and-flat rider physically 
establishes the laboratory FMR plane, the top edge of the reference rail is, 
in many cases, used to locate the top of the rider. Most of the pedestals 
currently in use are largely open to the laboratory floor. When the ERL is 
set relative to the FMR, there then is substantial room around the ERL, 
including below it. This allows all of the A-frame component supports 
diagramed in Figure 1 to be achieved even for large components, e.g., a 
large monochromator. 

3.2.2. Practical Devices 

The components generalized in Figure 2 are shown in a first specific 
design (fabricated in 1969) in Figure 3. A functional description of the 
parts called out in Figure 3, and design dimensions for the rails and riders 
for all systems in current use, are listed in Table 1. In operation, the rail 
mounts are placed on the machined top surface (B) of the A-frame, cast-
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Figure 2. Diagram naming the basic parts used to establish an experiment reference line 
(ERL) that is dimensionally locatable from a fixed mechanical reference (FMR). 

aluminum, support pedestal using the predrilled hole pattern (D). The 
rails lay in the jaws of the rail mounts. Their height and relative position 
are set by adjusting the separation of the jaws. The centerlines of the two 
rails are separated by a distance of 15 in. (381 mm). 

3.3. An Experiment Bed 

The pedestal and rails in Figure 3 do not, in isolation, constitute either 
the FMR or an instrumental system. They are only a part. To first establish 
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SUPPORT PEDESTAL 
(shown holf' full scole) 

John P. Walters 

RIDER 8 RAILS 

-' 
RAIL MOUNT 8 RAIL 

FOOT 8 FLOOR ANCHOR 

Figure 3. A specific example of a pedestal, rails, mounts, and a rider that are assembled 
to provide a working ERL and FMR. Dimensions for the rider and rails are given in Table 
1. The dimensions are standard for all instrumentation described here (see also Figure 
8). 

the FMR, it is necessary to connect several pedestals together, into an 
assembly, and then to align the assembly. Once aligned, the FMR is set, 
and then the ERL may be defined. 

For example, in Figure 4 is shown one type of pedestal assembly 
(commonly referred to as a bed). The support pedestals shown in Figure 
3 are connected together, first with an aluminum "U" channel (part E in 
Figure 3) and then by the steel rounds themselves. The process of align­
ment accompanies the connecting. The assembly shown in Figure 4 was 
the first built. Since it was desired that the experience serve as a model for 
other assemblies, the parts involved and the alignment procedure used are 
characterized by greater attention to detail than is presently practiced. 
However, by discussing the alignment procedure as it was done, rather 
than as how it should be done, laboratory significance of the resulting FMR 
will be more evident. 
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3.3 .1. Pedestal Alignment 

The first step in connecting the assembly shown in Figure 4 was to 
locate the individual pedestals approximately 34 in. (864 mm) apart. Bend­
ing calculations indicated that a steel round of 2.S-in. (63.S-mm) diameter 
would deflect less than 0.005 in. (0.13 mm) under a 400-lb (174-kg) load if 

Table 1. Detailed Parts of Figure 3 

Item Description 

Support pedestal 
A Cast aluminum A-frame support body 
B Machined mechanical reference surfaces 
C Drill point to locate center of top surface 
D Toleranced holes to locate rail mounts 
E Aluminum channel to interconnect pedestals 
F Pedestal foot to hold floor anchor 

Rail mount and rail 
a Centerless ground and polished steel rail 
b Sliding jaw to contact and support rail 
c Lock and adjusting nuts on jaw drive screw 
d Left and right hand threaded jaw drive screw 
e Notched base block to hold sliding jaws 
f Bolt to pull rail into line contact with jaws 

Foot and floor anchor 
a Bolt to hold support screw to support plate 
b Height-adjusting, threaded support screw 
c Lock nut on support screw 
d Support plate with conical seat for screw b 
e Lead insert in floot to hold bolt a 
f Cast aluminum foot to hold screw b 

Rider and Rails 
Dimension 

Inchesa Millimeters 

A 15 (standard) 381 
B 2.500 63.50 
C 2.250 57.15 
D 1.000 25.40 
E 90 degrees 100 grads 
F 1.5 (nominal) 38 
G 1.5 (nominal) 38 
H 17.5 (nominal) 445 

2.12 (nominal) 53.8 

a Throughout this paper, all components were specified, toler­
anced, and fabricated using English dimensions and machine 
tools reading in English units. Metric dimensions are listed to 
comply with current practices, and are simply conversions from 
the English units using the factor 25.4001 millimeterolinch. 
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supported at two points 34 in. (864 mm) apart. The pedestals then were 
set in a straight line by laying a long, taut "piano" wire along the centerline 
scribed into the machined top surface of each pedestal (parts Band C in 
Figure 3). The top surface of each pedestal was then initially set to earth 
level using a machinist's spirit level, while at the same time the taut wire 
was used to maintain the top of each pedestal at approximately the same 
height. Then a Brunsen, model 659778, calibrated surveying telescope 
(itself carefully leveled) was positioned to sight down the assembly. A target 
was placed on either corner of the top of each pedestal to allow final 
a4justment to be made quantitatively. The adjusting bolts in the feet of 
each pedestal were interactively adjusted to raise or lower the target to a 
position within the calibrated range of the telescope. The aluminum chan­
nel connecting the pedestals was then bolted into place, and the telescope 
used to bring the top surfaces of all of the pedestals to a toleranced 
common height. The pedestals were then anchored to the floor as shown 
in Figure 3. 

The final heights of the pedestals are shown in Tables A and B in 
Figure 4, for the two positions diagramed. By comparing the relative 
heights measured at positions (a) through (f) to each other, it may be seen 
that one side of the pedestal surfaces falls along a straight line to within a 
standard deviation of 0.0010 in. (0.026 mm). Locations (g) through (I) show 
a similar situation for the other side. By comparing the relative height 
measured at position (a) with that at (g), (b) with (I), etc., it is evident that 
the top surfaces of each pedestal are level to within a maximum deviation 
of 0.0008 in. (0.020 mm) over their I8-in. (457-mm) width, i.e., to within 
0.002 degree. 

3.3.2. Rail Alignment 

Once the pedestals were positioned, the rail mounts were bolted to 
them, again using the taut wire to ensure that the jaws were properly 
centered and in a straight line. The rails were then placed in the mount 
jaws and brought into gentle contact with the jaw faces using the hold­
down bolt (part f in Figure 3). The lower rail in Figure 4 was designated 
as the reference rail. Using the surveying telescope and a target positioned 
along the rail, the jaws of the mounts holding the reference rail were 
interactively adjusted to cause it to conform to a straight and level line. 

For example, Table C in Figure 4 indicates that the height of the 
reference rail is constant, as measured at the six locations labeled A through 
F, to within a standard deviation of 0.0005 in. (0.014 mm). Table D in 
Figure 4 indicates that the same rail is straight, as measured at the six 
locations labeled G through L, to within a standard deviation of 0.0006 in. 
(0.016 mm). The auxiliary rail need have only its top edge coplanar with 
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that of the reference rail. It was leveled using a machinist's level having a 
sensitivity of 0.0003 in. (0.008 mm) per IS-in. (38I-mm) span. Table E. in 
Figure 4 indicates that, for measurement at the six locations M through R, 
the auxiliary rail is level to within the tolerance of the spirit level. This last 
step then defines the FMR as the top edge of the reference rail. The ERL 
is set relative to it. 

4. Choosing and Locating the Experiment Reference Line 

With a fixed mechanical reference available, an experiment i'eference 
line may be numerically established. The choice must reflect a number of 
variables. Once chosen, the same ERL will be established for all instru­
mental systems, implying that all components placed on and around the 
ERL will have their supports machined to its demensions. Monochroma­
tors, polychromators, spark and arc sources, mirrors and gratings, and all 
forms of auxiliary light sources and detectors are considered components 
of an instrumental system. It is clear that specifying an ERL should be 
done with foresight. 

4.1 Primary ERL Location 

Two guidelines were followed in setting the ERL. Figure 4 indicates 
that a support bed may be long. This may be a typical situation. When 
necessary to achieve width in an experimental system, other rails may be 
added as required, referenced to the FMR of the primary bed. Thus, there 
will be a primary ERL directed along the primary bed, and other secondary 
ERLs referenced to it. Considering the variety and probable sizes of the 
components to be placed both on and around the ERL, as well as the 
desire to design with the principle of transferring light through all of the 
components composing the experiment, it is appropriate to locate the 
primary ERL between and above the two rails composing the primary bed. 
The two guidelines followed were: first, to position the primary ERL such 
that there was ample room to work all around it (i.e., both above and 
below) and, second, to position it such that all A-frame members used to 
support components could be sized to maximize the rigidity of the sup­
porting assembly. 

4.1.1. Height 

Having specified the center-to-center separation of the primary rails 
at 15 in. (381 mm), the horizontal dimension of the ERL was set at 7.500 
in. (190.5 mm) inside of the reference rail centerline. The ideal vertical 
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dimension of the ERL would then be 10.000 in. (254 mm), such that a 
3 : 4 : 5 right triangle would be formed between the centerline of the ref­
erence rail, the ERL, and the vertical ERL axis, However, the centerline of 
the reference rail is not available as a direct measuring surface. Instead the 
top of the rail is used in the lab for vertical measurement, and the inside 
(3 o'clock) side used for horizontal measurement. Also, the rails will first 
hold a V and flat rider when supporting a component. Thus the ERL 
vertical dimension was set at 10.500 in. (266.7 mm) above the top surface 
of the reference rail, or 9.500 in. (24l.3 mm) above the flat top surface of 
a supported rider. In this manner, the contact points of an A-frame gusset 
used to support acorn ponent directly on the ERL will describe a 3: 4 : 5 
triangle when the rider is contacted once at the center of the two rails and 
then at a point 3/8 inch (9.52 mm) inside the centerline of the reference 
rail. This is an adequate approximation to a true 3: 4: 5 triangle support. 

4.1.2. Length 

The above steps define the position of the primary ERL. However, 
placing a component on it, or at a known distance from it, presupposes 
that the ERL may be physically located at any point along the bed. Three 
techniques have been used to date to accomplish this, using apparatus such 
as shown in Figure 5. The most straightforward approach is to suspend a 
low-power helium-neon laser (part 1) with a kinematic, adjustable mount 
(parts 2 and 3) from a rider (part 4) contacting the fixed reference rail 
(part 5). The laser beam typically is aligned to the ERL with a variety of 
devices (4-quadrant photodiode, height guages, targets, telescopes, taut 
wires, etc.). It then is made one component of a particular system. 

Figure 5. Laboratory tools routinely used to locate an ERL from an FMR anywhere along 
an experiment bed or between beds. 
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The center of the laser beam, or of a diffraction pattern thereof, is 
taken as the ERL. Although the center of the beam can be located only to 
a tolerance of ±O.I mm (one standard deviation on 10 telescopic meas­
urements at 6 m from the laser), it offers the advantage of defining the 
transfer of light completely through such components as monochromators 
and polychromators. Such large, sealed components have slits or similar 
devices that often act as stopping points for light transfer in a "collection­
of-components" instrument. 

The laser also offers the decided advantages of nondestructive contact, 
and of, literally, showing the ERL through all components of large instru­
mental systems. These last two points have proven so popular with those 
using the systems that it is now considered necessary to have one or more 
"alignment lasers" operating simultaneously with an experiment for each 
instrumental system. In the event that a laser vignettes or blocks another 
secondary ERL in use during an experiment, then the rider carrying it is 
removed from the rails, not disturbing the alignment of the laser. The 
rider may be placed back on the rails at any time, in the same location it 
originally occupied (±0.0005 in., 0.013 mm) by touching its edge against 
a rounded-end screw (part 7) in a "rail-stop" (part 6) collar that is clamped 
to the reference rail (part 5) prior to removal of the rider. The rail-stops 
are effective in aiding the "changeable and interchangeable" component 
concept both during and between experiments. 

4.1.3. Absolute Measurement 

For some experiments, it is necessary to place mechanical and/or 
optical components on or around the ERL with greater absolute numerical 
accuracy than allowed using the laser. In this case, the ERL is first located 
using crossed height gauges (parts 10 and 11 in Figure 5) mounted on a 
special "reference rider" (part 8) using rigid, flat, right-angle support plates 
(e.g., part 9) whose dimensions are accurately measured to ±0.0002 in. 
(0.005 mm). The component to be mounted is then supported in an 
assembly that has premachined reference surfaces. A machinist's transfer 
stand is used to mechanically transfer the position of the ERL, as defined 
by the junction of the pointers of the height guages, to the reference 
surfaces on the component supports Gust as is done in setting up a milling 
machine). This operation is used with an accuracy of ±O.OOI in. (0.025 
mm), even for large components. Each of the present instrumental systems 
may have one or more reference riders with single or crossed height gauges 
as dedicated components. Rail-stops also are used to allow precise reposi­
tioning of a reference rider, again during or between experiments. 
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4.2. Transfer of the ERL 

The above procedures allow a primary ERL to be located with ac­
ceptable accuracy for anyone experiment bed. However, they do not 
address the point of continuity in research resulting from component 
interchangeability between other experiment beds. No fundamental limit 
is desirable on the pedestal style or number of such beds that will be 
established and used during the course of the research. Instead, it is 
stipulated that the same ERL be established on, and/or transferred between, 
any experiment bed at any time. This latter stipulation poses additional 
requirements on the whole instrumentation system, as follows: 

1. A special, permanent experiment bed should be available to define 
the ERL. This bed will serve to transfer the ERL to all other beds. It should 
be largely dedicated to this function. It should be characterized by stability 
and should hold alignment over long periods of time (years) to a high 
degree. It then may function as a primary ERL standard. 

2. All rails used in the fabrication of additional experiment beds should 
have the same concentricity and diameter. They should be aligned to 
tolerances similar to those listed in Figure 4. 

3. A large quantity of riders should be available, all of uniform di­
mension and toleranced to conform to the dimensions in Figure 4. 

4. As additional experiment beds are constructed, the base support 
pedestals may be of unique, specialized design for specific types of exper­
iments, but each bed should have the same FMR (e.g., Figure 3). All ERLs 
should be at common dimensions relative to the FMR. 

Each of the above points were felt to be sufficiently important to 
warrant design effort. For clarity, data relating to all four listed points are 
presented below. 

4.2.1. Transfer Bed 

Construction of a dedicated transfer bed was begun in the fall of 1972. 
The primary design guidelines were stability and permanence. Details of 
this transfer bed are shown in Figure 6. The two-rail nature of the bed is 
similar to that shown in Figure 4, except that the reference and auxiliary 
rails are permanently mounted on a solid concrete support pedestal (inset 
C, lower) that rests on pillars that are separated from the building floor. 
In contrast to Figure 3, the rail mounts are solid V blocks, machined to 
fixed dimensions, and are not adjustable (inset A). Six steel plates (part B) 
are fastened to the concrete pedestal (part A) with epoxy resin at the 
indicated rail-support locations along its length and held down by threaded 
studs (parts D and E). These plates each have the traditional V, cone, and 
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Figure 6. Components and their assembly to prepare a standard bed used to transfer a 
common ERL to other experiment beds. 

flats cut into their surfaces for kinematic mounting (e.g., reference 13). 
However, provision is made for four contacts, rather than the usual three, 
to allow more even load distribution and stability. 

The V blocks to hold the rails (parts F and G) are mounted on a thick, 
steel, adjusting plate (part C). This plate then is kinematically mounted to 
the mating plate on the support pedestal. The adjusting plate is moved to 
align both rails. Once adjusted, the assembly is locked into position using 
the two threaded studs (parts D and E) with large lock nuts. 

Further stability and permanence are achieved with this bed by pulling 
the rails into firm contact with each V block by brackets and bolts (inset B, 
parts H and I) in addition to bolting the V blocks to the adjusting plate. 
The screws (parts Land 0) and contact balls (parts P and Q) used to locate 
the adjusting plate on the pedestal also are locked into place (parts M and 
N). 

Permanence was achieved for the transfer bed in the above manner, 
but two penalties were also accrued. First, the fixtures used to hold and 
align the rails are hard to adjust. The bed shown in Figure 4 was aligned 
in a matter of days. This one required careful and tedious adjustment over 
a period of weeks. Second, by locking the steel rails to a concrete base at 
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six points, seasonal temperature variations can cause the rails to buckle due 
to the different coefficients of expansion of the two dissimilar materials. 
These two penalties were accommodated directly, i.e., by taking the nec­
essary time to do the alignment and by adjusting the room air supply to 
allow appropriate temperature regulation. 

Alignment of the transfer bed followed a procedure similar to that 
used for the bed shown in Figure 4. The reference rail was straightened 
by tapping the V blocks (black arrow in Figure 6, inset A) for horizontal 
adjustment, while interactively rocking the adjusting plate for vertical. 
When measured with a surveying telescope and target at the locations 
marked A through L in Figure 6, the centerline of the reference rail 
showed a maximum deviation from a true straight line not greater than 
±0.00l in. (± 0.025 mm) in both horizontal and vertical directions. The 
auxiliary rail was brought into the same plane as the reference rail, as 
measured with a machinist's level at points a through f, to within the same 
maximum deviation. The center-to-center separation between the rails, as 
measured at points a through f, was adjusted to be 15.0 ± 0.001 in. (381 
± 0.025 mm). 

The above tolerances establish a minimum requirement for the trans­
fer bed if it is to function satisfactorily in holding the primary ERL. They 
have been checked several times during the past five years. In a recent 
test, the ERL was established to coincide with theoretical coordinates using 
a helium-neon laser, crossed height gauges, and a four-quadrant, position­
sensitive photodiode to within an estimated tolerance of ±0.005 in. (±0.127 
mm) absolute. Then, the FMR was measured, as indicated by the out-of­
plane wobble of the top surface of a flat rider as it was moved along the 
rails. Deviations in the ERL from a true straight line were measured by 
sliding the four-quadrant photodiode along the rail and moving it back 
onto the original ERL with precision indicators. These data are shown in 
Figure 7. They are within acceptable limits for a five year index of the 
stability of the transfer bed. 

4.2.2. Rails 

As additional experiment beds were constructed, the ground and 
polished steel rounds used as rails were purchased at different times and 
from different material lots. Transfer of components between experiment 
beds, while maintaining the same primary ERL, requires that all the rails 
be equally round and of the same diameter. Again, the standard diameter 
of the rails will be that for the transfer bed (Figure 7). For this bed, 24 
measurements were made of the rail diameters, approximately every meter 
on both the reference and auxiliary rails. The average diameter was meas­
ured to be 2.4986 in. (63.465 mm) with a standard deviation of 0.0002 in. 
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Figure 7. Dimensional, point-check measurements made to verify the stability of the 
transfer bed shown in Figure 6 three years after initial alignment. 

(0.005 mm). This is a satisfactory tolerance. Over a period of eight years, 
448 feet (137 meters) of rail stock were purchased. Fifty-three measure­
ments of the diameter of these rails, ranging in length from 3 to 23 ft. 
(0.91-7 m) gave an average diameter of 2.4987 in. (63.467 mm) with a 
standard deviation of 0.0003 in. (0.008 mm). Thus, it is concluded that the 
rails, as such, have diameter tolerances within the align,ment tolerances 
defined in Figure 4. 

4.2.3. Riders 

In 1972, it was decided to produce a quantity of riders at once to 
provide the standardization necessary for component interchangeability. 
Prior to that time an aluminum tooling plate had been used to fabricate 
riders on an "as-needed" basis, itself a lengthy process. Although mass 
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production of the riders would be a typical process in an industrial pro­
duction shop, it posed an unusual situation here, restricting the size of the 
first lot to 50 units. Using preaged, cast-iron forms, a procedure was 
developed to mill and surface grind the castings into a family of toleranced 
riders. Forty-five satisfactory riders were fabricated in approximately six 
weeks by four shop personnel working in collaboration with six graduate 
students. As a final fabrication step, the V and flat contact surfaces on each 
rider were hand scraped. 

The riders were measured by placing them on standard rounds, ap­
proximately 1 ft. (305 mm) long, on a flat, granite surface plate. A depth 
micrometer was used to measure the height of the rider surface just to the 
inside of each corner. The dimension recorded was compared to the 
expected 1.000 in. (25.40 mm); if it fell within 0.010 in. (0.25 mm) of this, 
then the rider was considered acceptable. These measurements (for 45 
riders) are shown in inset A of Figure 8 and summarized in inset B. A 
grand average of 0.9940 in. (25.248 mm) and standard deviation of 0.0028 
in. (0.071 mm) was obtained for the 180 measurements. Inset C shows 
three contour lines for a single rider, indicating the relative flatness re­
sulting from surface grinding. 

On the basis of the experience gained in surface grinding, and the 
above data, it is expected that any local surface irregularity in a single rider 
will be within the range of the corner heights as indicated by the histograms 
in Figure 8. To date, this has been verified when devices were mounted 
on these riders. 

4.2.4. Additional Beds 

The remaining consideration in transfer of the primary ERL to other 
experiment beds throughout the laboratory is to have several beds available 
and aligned. To date, there have been two additional designs used for 
support pedestals. The main criteria involved in these designs were to 
achieve maximum rigidity over long lengths, to have sufficient bulk to the 
pedestal to allow secondary ERLs to be set at right angles to the primary 
ERL, and to build the pedestals such that they did not hinder the alignment 
of both primary and secondary ERLs. In addition, the open structure 
shown in Figure 4 was kept when practical to allow room below the rails 
and ERL. 

A section of one pedestal is shown in Figure 9. This is an open truss­
type structure. Four aluminum angles (e.g., part 1) are bolted together to 
form a four-sided pyramid, with the apex of each pyramid tucked into a 
60° VangIe trough (part 2) and the base into another set of V-shaped side 
supports (part 3). The pyramids are fabricated as individual, modular 
units, approximately 3 ft (0.9 m) on a side, and then bolted together with 



116 John P. Walters 

A 

B 

c 

o 

RIDER THICKNESS IN INCHES (TOP SCALE) AND IN MILLIMETERS (BOTTOM SCALE) 
AS MEASURED FROM THE TOP SURFACE OF THE STANDARD ROUNDS 

0 

@ 

0.9940 * 0.0030 In 0.9939 * 0.0029 In 
2'.247 * 0.076 mm 2'.24' * 0.074 mm 

(FOR ALL POSITIONS A-D) 
0.9940 * 0.0028 In 
2'.247:t 0.071 mm 

0.9934:t 0.0029 In 0.9940 * 0.0032 In 
2'.232 * 0.074 mm 2'.248* 0.081 

SUMMARY MEASUREMENTS FOR THE FOUR POSITIONS SHOWN 
AVERAGE ± STANDARD DEVIATION FOR 
RIDERS WITHIN 0.980- /.000 In RANGE 

0.0040(0.10) 0.0040(0 0) 

THREE CONSTANT-THICKNESS CONTOUR LINES 

Test Rider to be Measured 

Standard Round Standard Round 

Granite Surface Plate 

mm 

® 

@ 

Figure 8. Dimensional tolerances obtained in the fabrication of 45 cast-iron riders. Using 
a test jig as shown in D, the rider thickness (Figure 3, dimension D) was measured at the 
four locations A-D as circled in B to produce the data shown in histogram form in A, or 
as averages in B, or as contour lines in C. 
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Figure 9. The basic, inverted-pyramid module used to assemble a variable-length, open­
truss support pedestal for a long, rigid experiment bed. 
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flat "butt plates" (part 4) to form a rigid truss structure of the desired 
length. 

Steel channels (part 5) are placed on the top of the truss at regular 
intervals to hold the rail mounts and rails (parts 7 and 6, respectively). In 
the application shown in Figure 9, inset B, riders have been placed on the 
lower rails, rail mounts placed on the riders, and another set of rails (part 
8) laid in the mounts to establish a secondary ERL at right angles to the 
pnmaryone. 

The first truss pedestal was made 24 ft (7.32 m) long by bolting eight 
pyramid modules together. To ensure maximum rigidity with variable 
loading, six self-leveling air pods were placed under the ends of six of the 
steel channels to support the truss. Effective vibration isolation was also 
achieved in this manner. (17) Loading-deflection measurements on the truss 
pedestal, made while it was carrying a full set of rails, produced an elastic 
deformation of 0.0005 in. (0.013 mm) per 100-lb central load when the full 
span was only supported at the extreme ends. When the truss is air­
suspended at six points, the bending under non point loads is insignificant. 
The long truss support proved successful as a pedestal, and an additional 
IO-ft (3-m) unit was constructed. 

Another type of support pedestal constructed involved the conversion 
of a large, steel-beam optical bench to a trirail bed. The beam was originally 
designed by Prof. Louis J. Gosting (deceased) of the University of Wisconsin 
Enzyme Institute. It was fabricated by the Beloit Corporation, and is shown 
in Figure 10, inset A. The base (part 1) is approximately 30 ft (9.1 m) long. 
It rests on blocks (part 2) via three points, and the two blocks are connected 
with a long steel channel (part 3). The base is supported on concrete pads 
(part 6) that are independent of the building floor. A high-precision, 
trapezoidal bar (part 5) runs the length of the base. 

Rails were attached to the steel base, as illustrated in inset B of Figure 
10, using an "outrigger" design. Aluminum I beams (part 2) were used to 
carry V blocks to hold the three sets of rails (part 3). The manner in which 
the six rails were aligned is shown in Figure 11. The I beam (part 1) is 
fastened to a plate (part 2) that fits up against a machined edge (part 3) on 
the main beam. At the other end of the beam, a rotating "U" joint (part 4) 
allows the beam to pivot according to the length of the support arm (part 
5). The lower end of the support arm has a cone-and-socket connection 
(part 6) to the main beam. The length of the support arm is adjusted by 
rotating the threaded cone end (part 7). I beams are placed on either side 
of the trapezoidal bar (part 8). Once adjusted, they are locked together 
with a holding plate (part 9). The adjustment is straightforward, although 
time-consuming. All V blocks are machined to have common dimensions, 
simplifying the task of putting the rails on coplanar centerlines. 
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Figure 10. Fabrication of an aligned and fully load-bearing "tri-rail" experiment bed 
using a large steel beam as the central part of the support pedestal. 
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Figure 11. Functional diagram of one of the support beams used in the fabrication and 
alignment of the trirail experiment bed shown in Figure 10. 

Both of the support pedestals described meet the required continuity 
expectations. They complete a last requirement for transferring a single, 
common primary ERL throughout the laboratory. 

4.3. Working Tolerances 

Based upon tolerances achieved for common dimensions of the rail 
stock and cast-iron riders, plus the successful alignment of other rail systems 
on pedestal bases similar to those shown in Figures 9 and 10, it is practical 
for components used for research on one experiment bed to be transferred 
to another bed, or another location on the same bed. They will coincide 
with the standard primary ERL to within the following typical accumulative 
error: 

1. A rail-alignment error of ±0.001 in. (±0.025 mm) 
2. A rail-diameter error of ±0.0005 in. (±0.013 mm) 
3. A rider-flatness error of ±0.002 in. (±O.05 mm) 

In addition to these errors, there will be those due to machine error 
in fabricating mounting mechanisms to hold components on a rider and 
others due to human enthusiasm. It is expected that with routine milling-



Synergic Approach to Graduate Research 121 

machine tolerances of ±O.002 in. (±O.05 mm), and adequate time provided 
to use the transfer bed shown in Figure 6, all experiment beds in the 
laboratory will continue to allow component assembly or interchange to 
any primary ERL with a total error in the range of ±O.006 in. (±O.15 
mm). 

5. Components for Instrumental Systems 

A wide variety of components may be assembled on an experiment 
bed. Once a component has been fabricated and set to the ERL, it may be 
placed on, moved along, or removed from a bed as the work being done 
on a bed dictates. To illustrate this, a few components traditionally associ­
ated with optical spectroscopy are presented here. The presentation should 
not be viewed as restrictive, but rather as illustrative. Available space pre­
cludes a full description of all components presently at hand. Neither 
should the specific support pedestal accompanying the component illustra­
tion be interpreted as its preferred location. Rather, the particular bed or 
pedestal shown was carrying the component at the time the photograph 
was taken. After discussion of these selected components, some of their 
possible arrangements into a system of instruments will be shown. 

5.1. Spark Sources 

In describing these components, the format of an instrument used for 
research to study the light emitted from a spark discharge has been fol­
lowed. Thus, in the traditional approach, the first part of the instrument 
would be a "spark stand." Often a spark stand, because of its size, must be 
made an external part of a spectrometer, into which the electrodes are 
placed and from which light is emitted. However, because of the freedom 
offered by having room around the ERL and having the ERL locatable to 
the FMR independently of any "housings," etc., all light sources used here 
(including spark stands) may be made an integral part of a complete 
experiment. 

5.1.1. Integral Source 

For example, in Figure 12 is shown an example where the spark 
source, support frame (i.e., the stand), and the electrodes are integrated 
into a rider-based unit, through which light may pass. Rail mounts (part 
1, inset B) hold rails (part 2) which in turn hold another rider (part 3) 
which holds more rail mounts (part 4) and another set of rails (part 5). 
This latter set of rails carries the primary FMR up into what would tradi-
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Figure 12. Example of a complete spark source constructed such that the source. "stand," 
and computer-driven (rotation) electrodes are integrated into a single, rider-based com­
ponent. 

tionally be the stand '(the FMR is not lost). Then, in inset A, another rider 
(part 6) carries a rotating bearing (part 7), which supports a plate (part 8) 
onto which a dovetail slide (part 10) is resting via a three-point kinematic 
system of rounded screws (part 9). The resonant cavity of the quarter­
waveOS) spark source (part 12) slides at 90 degrees to the ERL as measured 
by a dial indicator (part 11). All of these functions combine to allow 
precision drive of a sample electrode (assembly part 13, inset C), in trans­
lation to the ERL by a dovetail slide (part 14) with micrometer adjustment 
(part 15) and in rotation by a computer-driven stepper motor (part 16) 
and precision timing-belt link (e.g., part 17 and equivalent gearing). 

The operating principles of this spark source have been presented in 
a prior publicationY9) However, it is germane that the spark and rotating 
electrode are positioned onto the ERL, not the converse. In this application, 
this was a secondary ERL, displaced upward from the primary ERL to 
allow other optics to direct light through the spark gap for absorption (thus 
the secondary FMR rails, part 5). By the simple expedient of picking up 
rider 6 and moving it from rail 5 to rail 2, the spark and rotating electrode 
are precisely located on the primary ERL, without loss of referenced optical 
alignment. In other words, it is the electrodes that are integral to the 
source, and the entire source (but for a radio-frequency power supply) that 
is integral to the experiment by virtue of primary and secondary ERLs and 
FMRs. 
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5.1.2. Experimental Source 

In some work, integration of electrodes into the experiment via a 
specific source is premature because the electrodes themselves are still 
under development. In this case, an experimental "electrode support sys­
tem" is used, which allows internal room for, and electrical connection 
with, any of a variety of prototype electrodes and associated mechanical 
and electrical hardware. One of three such systems is shown in Figure 13. 
It illustrates well the research value of the open ERL and rigid FMR 
resulting from the two-rail experiment bed. 

Here (inset A) the primary rails of the bed (parts 1 and 2) carry first 
a short set of "cross-rail" (part 3) which are notched with a V and flat to 
act themselves as a rider (see also insets Band C, parts 1,2,3, and 4, and 
cross-tie parts 15 and 16). The cross-rails carry still another short set of 
notched rails (part 4 in insets B and C). The base of the electrode support 
system (part 5) is notched with a rotatable V and fixed flat. Thus, the 
whole base structure allows X,Y, and (J motion about the ERL. In spite of 
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Figure 13. Assembly and detailed views of a large, computer-driven, experimental elec­
trode support system used for research on electronic spark sources and the development 
of new electrode configurations. 
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the weight of the supported structure, these motions can all be made in 
small, precise steps, without cogging. 

Experimental electrodes of considerable size and/or irregular shape 
are set and held on the ERL in two, stainless-steel, water-cooled jaws (parts 
6 and 7). The jaws are precisely moved in the Z direction relative to the 
ERL by digitally driven stepper motors (part 8) coupled through ground 
ball screws to linear motion bearings (part 9) riding along precision-ground 
vertical shafts (part 10). To aid in placing electronic components (e.g., 
energy-storage capacitors) in the immediate vicinity of the spark, pairs of 
vertical rounds (parts 11 and 12) are placed in front and in back of the 
suspended electrodes. To allow study of heavy electrodes, the jaws are 
rigidly supported by gussets (inset E, parts 26 and 27) which are hooked 
by flexible steel wire (part 25) to adjustable counterweights hidden in 
circular housing at the extremes of the structure (inset A, part 13). 

One experimental electrode configuration now under study (inset D) 
involves delivery of chemically reactive gases to the discharge through a 
flow nozzle (parts 17, 18, and 19). The sample electrode is a metallic disk 
(part 20) rotated on a bearing-supported shaft (parts 21 and 22) by a belt­
coupled (part 23) stepper motor (part 24). The entire configuration may 
be moved about the ERL. This electrode support system is sufficiently 
open and versatile that it may contain, in addition to the electrodes, image­
transfer optics and most of the electronics and circuit components required 
to form and deliver current to a high-voltage spark. 

5.2. Mirrors for Image Transfer 

Transfer of light through an experiment often suggests the presence 
of lenses. However, the experiment beds are sufficiently large to allow 
folding of light through compound angles, contrary to conventional "op­
tical bars" where the light path is typically constrained to a single straight 
line. Thus, the use of lenses (which suffer from chromatic and other 
geometrical aberrations) is avoided in favor of mirrors. Mirrors up to 12 
in. (305 mm) diameter have been used here with precise adjustment relative 
to the primary and secondary ERLs. 

For example, in Figure 14 is shown one type of mirror mounting for 
a 12-in. blank. The mirror (inset A, part 1) rests on four cams (parts 11 
and 12) which are positioned in reference to a support rider (part 2). The 
rider carries a rotating flange (part 3) which is coupled to the actual mirror 
mount by a sine-bar link (part 4) and spring-loaded (part 5) differential 
screw (parts 6 and 8). This linkage allows precision rotation of the mirror 
in the plane of the EMR. The mirror is translated along the bed for 
focusing using a "push-rider" (inset B, part 13) and dial indicator (part 7). 
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Figure 14. Mounting mechanism used to position and support variable-diameter mirrors 
on the ERL. Component parts shown in C, D, and E (see text) replace the traditional 
gimbal suspension. 

In self-contained instruments where an open FMR is not available for 
ready measurement, mirrors generally are carried in gimbal mounts, such 
that orthogonal motions can be decoupled. Such gimbals are difficult to 
machine and largely redundant; once a mirror position is set it need not 
be continuously adjusted. Here, the gimbal mount has been dropped in 
favor of the sine-bar approach. With a constant FMR available, trigonom­
etry may be used to bring about compensating adjustments, all measurable. 
By so doing, simplicity is achieved in the mirror mount design with high 
sensitivity in its angular adjustments. The size of those parts of the mount 
that could vignette the light path also is minimized. 

For example, rocking the mirror (shown in Figure 14) is done from 
behind the mirror using a differential screw (part 16) to push against the 
bottom of a backing plate that holds the cams (parts 11 and 12) supporting 
the mirror blank. The same pivot bar that acts as a bearing for this vertical 
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rocking motion (part 25, insets D and E) also slides in a V trough (parts 24 
and 27) on its rounded ends (parts 23 and 26) to allow linear motion at 
90° to the ERL. Another differential screw (parts 18 through 22) provides 
push against a spring-loaded plunger (parts 28 and 29) to provide this 
motion. In all, the mechanism is simple and sturdy. Mirrors of different 
diameters and/or focal lengths can be placed in the same mount by plug­
ging other support cams into new positions on the backing plate. The 
completely mounted mirror may be moved between experiment beds. 

5.3. Packaged Monochromators 

A component that is not traditionally considered interchangeable, yet 
that still is only a part of a spectroscopic experiment, is a commercial 
packaged monochromator. While commercial monochromators are not 
transferred between experiment beds on a daily basis, they still are mobile. 
Here, three units have moved between four different beds in the last five 
years. The manner in which the monochromators are mounted on the 
beds to allow this mobility is indicated, by way of example, for a Jarrell­
Ash 2.0-m Czerny-Turner unit in Figure 15 on the bed shown earlier in 
Figure 4. 

This monochromator (inset A, part 1) is placed at the end of the bed, 
spanning two of the cast-aluminum support pedestals (part 2). By virtue 
of the pedestal support feet (part 3) and connecting channel (part 4) it was 
possible to place the monochromator on the prealigned bed without meas­
urably altering either the relative heights and level of the machined top 
surfaces of the pedestals (part 5) or the linearity of the reference rail (part 
6). 

A sling mount is used to hold the monochromator (Figure 1) due to 
its particular manufacture. An aluminum plate (inset B, part 7) is slung 
beneath the rails by an inverted V and flat (V mount, part 8). A platform 
(part 9) is bolted to the bottom front plate (part 10) of the monochromator 
to contact the sling. This is accomplished by screwing a foot (part 12, inset 
C) into a block (part 11) to support the monochromator, and letting a 
swivel pad (part 15) on the bottom of the foot make the contact. This is 
done at three points, i.e., two in the front of the monochromator and one 
centrally located at the rear. By pushing on the bottom edge of these swivel 
pads with a screw (part 14), and adjusting the height of the foot by turning 
the threaded part (part 12), it is possible to position the monochromator 
entrance optical axis directly onto the ERL to within ±0.005 in. (±0.13 
mm). In other words, the monochromator is aligned to the standard ERL, 
not the converse. A locking pad over the top of the foot (part 13) holds 
the monochromator in angular alignment to the ERL. Its entrance slit is 
positioned at the desired location along the ERL by sliding the sling mounts 
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Figure 15. Use of a sling-mounted rider (Figure I) to support and align a large. packaged 
monochromator on the ERL. 

along the rails. A similar arrangement has been used to mount 1.0 m 
Jarrell-Ash and 1.0-m McPherson Czerny-Turner monochromators on 
other beds, whereas for small units (e.g., the McPherson model 700, 0.35-
m Czerny-Turner) the monochromator is simply set on top of two conven­
tional riders. 

Use of a sling mount is a consequence of the open structure of the 
experiment beds, and probably could not be achieved with traditional 
optical bars and tables. The fact that a component as large as a mono­
chromator can be moved along the ERL without losing alignment is a further 
advantage. The sling mounts used to hold the McPherson 1.0-m unit are 
shown in detail in Figure 16. Attention is directed to the dial indicator 
shown as part 8 of inset B. This indicator is clamped (part 7) to the 
reference rail, and marks the position of the monochromator along the 
ERL. When experiments require access to the focal plane normally occu­
pied by the monochromator entrance slit, then the monochromator is slid 
back approximately 1 ft (0.3 m) and later repositioned. A repeatability as 
good as ±0.0005 in. (0.013 mm) has been measured for this repositioning. 
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Figure 16. Assembly details of a pair of sling-mount riders suitable for precise, adjustable 
positioning of medium-sized, packaged monochromators on and along the ERL. Num­
bered parts are functionally identified in Table 2. 

5.4. Specialized Components 

5.4.1. Precision Slit 

The wide separation of the two rails and the open structure between 
them offers further advantages for mounting other specialized-function 
components, as illustrated in Figure 17. In inset A is shown a slit assembly 
(part 1) whose tilt can be precisely set with a large spiroid gear (part 2) and 
whose position can be tuned with a precision micrometer (part 3). Because 
of the 15-in. (381-mm) separation between the rails holding the rider (part 
5), there is room for both the large spiroid and sturdy gusset supports 
(part 4) to combine high-resolution angular adjustment with total compo­
nent rigidity. Once adjusted, the entire slit assembly is quite mobile. 

5.4.2. Cross Rails 

A similar comment may be made about the single cross-rail shown in 
inset B (part 13). The height of this rail is determined by the thickness of 
the base rider (part 16), the thickness of the surface-ground steel "bricks" 
(part 15), and the adjustment made on the rail mounts (part 14). Because 
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of the separation between the primary rails, the cross-rail may be up to 6 
ft (l.8 m) long without tipping, allowing long cross-rails (e.g., Figure 7, 
inset B) to be used to generate secondary ERLs at various adjustable heights 
above the primary FMR. Such cross rails are fully load-bearing. 

5.4.3. Auxiliary Light Source 

In inset C is illustrated another type of auxiliary light source, the 
principles of which have been presented. (25) The entire source is housed in 

Table 2. Detailed Parts of Figure 16 

Item Description 

A: Rear Rider, Reference Rail Side 
1 1.0 M McPherson, Czerny-Turner monochromator 
2 Bar to hold monochromator rear mounting foot 
3 Inverted V brackets contacting reference rail 
4 Sling-mount base running beneath the two rails 
5 Fixed mechanical reference rail 
6 Plate to stop rider motion at the end of the rail 

B: Front Rider, Reference Rail Side 
1 Monochromator 
2 Sling-mount base running beneath the two rails 
3 C-c1amp to lock monochromator foot to rider 
4 Positioning screw pushing against foot edge 
5 Height-adjusting, swivel-pad monochromator foot 
6 Contact ball between dial indicator and rider 
7 Movable rail-stop clamp holding dial indicator 
8 Precision, 1.000-inch (25.40-mm) dial indicator 
9 Fixed mechanical reference rail 

10 Inverted V brackets contacting reference rail 
C: Rear Rider, Auxiliary Rail Side 

1 Monochromator 
2 Flat bracket contacting auxiliary rail 
3 Bolts connecting flat bracket to rider base 
4 Sling-mount base running beneath the two rails 
5 Auxiliary rail 

D: Front Rider, Auxiliary Rail Side 
1 Monochromator 
2 Sling-mount base running beneath the two rails 
6 Flat bracket contacting auxiliary rail 
7 Optical vernier for coarse distance measurement 
8 Machinist's tape for use with optical vernier 
9 Auxiliary rail 

10 Bolts connecting flat bracket to rider base 
11 Flat bar connecting front and rear rider bases 
12 Height-setting block to hold monochromator foot 
13 C-c1amp to lock monochromator foot to rider 



130 John P. Walters 

c. 

Q 

o 

A. • 

o 

• 

Figure 17. Samples of small, special-function, rider-based components that are used in 
various spectroscopic experiments. 

a cylindrical can (part 17) that slides into an adjustable collar (part 18) 
gripped by a precision X-V dovetail stage (part 19) in a rider (part 20). 
The rider has a hole bored through it, such that the electrodes contained 
in a demountable chamber at the top of the can (part 21) may be set on 
the ERL by sliding the can up and down inside the collar (part 18). The 
bottom of the can protrudes through the rider into the empty space 
between the rails. Many components use this principle to allow their size 
to be determined according to their function, instead of defaulted by 
available room. 

5.4.4. Rotating Mirror 

Another component using the empty space between and below the 
rails is shown in inset D. Here, an imaging mirror (part 6) is held in a 
collett which is attached to the rotor shaft of a hysteresis synchronous 
motor (part 8). The motor is fastened to a tiltable plate (part 9), which is 
supported by gusseted angle plates (part 10) between two riders (parts 11 
and 12) whose top surfaces are coplanar. The other end of the motor shaft 
has a "trigger" mirror (part 7) fastened to it (see reference 10, Figure 5) to 
generate a pulse from a lamp and photocell mounted on the underside of 
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the rider number 12 in precise synchronization to the position of the top 
mirror. The space between the rails and beneath the riders is valuable in 
allowing the top mirror to be positioned on the ERL independent of the 
motor length as such. 

5.5. Mounted Diffraction Gratings 

The use of two coplanar riders to support a single component (Figure 
17D) illustrates how rigidity and interchangeability may be achieved when 
sufficient room is allowed in the early design phases of the experiment 
bed. Another example is shown in Figure 18, where a large diffraction 
grating (part 1, 102 x 2S6-mm ruled area) was placed on the ERL. 
Precision rotary motion was desired for this grating, but without the ne­
cessity of hanging high-tolerance, precision ball bearings. The "nest-of­
balls" bearing shown in the inset was used. (20) The rotating ball was held in 
a shaft that was fastened to the grating yoke (one at either end), and the 

Figure 18. An A-frame mounting, using integral "nest-of-balls" bearings, for aligning 
and rotating a large diffraction grating relative to the ERL. 
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stationary balls were held in holes in plates above and below the grating. 
These plates were held together with A-frame gussets (part 3) to complete 
the bearing that supported the grating. 

To allow the grating to be rocked and tilted onto the ERL, fine-pitched 
screws were used (part 4) to adjust the entire assembly. The screw (part 
11) fit through a nut (part lO) into a socket (part 9) that rested on the 
surface of a rider (part 5 and 7). The two riders were connected with thin 
aluminum straps (part 6) to allow the assembly to smoothly slide along the 
rails. The grating was rotated without producing detectable image cogging 
of a test laser beam at the end of an optical level arm approaching 30 m 
by a digitally driven stepper motor (part 8). The mount shown was assem­
bled and aligned to the primary ERL on the transfer bed shown in Figure 
6 two years prior to its one-step transfer to the bed on which it is presently 
located. There was no loss of original alignment after the transfer. 

5.6. Modular Vacuum Chambers 

One experimental approach to exploratory research on the spark 
involves either extraction of species from the discharge into vacuum for 
mass sorting or study of its emission and absorption by vacuum ultraviolet 
spectroscopy. This requires that a relatively large volume around the pri­
mary ERL be evacuated, but without loss of the mechanical accessibility to 
the primary EMR. 

To provide a vacuum about the ERL, modular vacuum chambers have 
been fabricated that are themselves mechanically referenced to the primary 
FMR, as shown in Figure 19. The chambers (inset A) are of two lengths, 
e.g., 1 Y2 ft (0.45 m) and 3 ft (0.9 m). The small chamber in Figure 19 
(part 1) is shown bolted to a large unit (part 2) by a large flange (part 7). 
Both chambers rest on riders. The riders set on a pair of notched cross­
rails (part 4) that slide along two sets of coplanar primary rails (part 3). 
The two chambers may be bolted to a large flange on a liquid helium (or 
liquid nitrogen) cryopump (part 5) for evacuation without introduction of 
vibration. Small, liquid-nitrogen cryopumps are used for roughing. 

The chambers are ported at three locations on each side and have a 
removable top plate to allow mechanical access to the ERL. For insertion 
of a spark source into the vacuum, a flexible bellows (part 6) is used to 
carry a large mounting flange (inset B, part 11) whose orientation relative 
to the ERL can be adjusted under vacuum with rotating bolts (part 12). 
Each chamber is kinematically mounted (part lO) to riders (part 9), allowing 
its orientation to be set with respect to the reference rail (part 8), i.e., the 
FMR. 

This latter feature allows the chambers to be coupled at right angles 
to each other as well as end-to-end, i.e., to allow secondary ERLs to be 
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Figure 19. Modular vacuum chambers shown mounted with numerical reference to the 
ERL while connected to each other. 

used. Each chamber is machined such that the surfaces of its end flanges 
are parallel and perpendicular to the surfaces of the side flanges. When 
mounted on the riders, the chambers then align to both each other and 
the rails. They vacuum seal without rocking off or twisting the aligned 
rails. 

The mechanical alignment of each chamber is accomplished via its 
three mounting feet (insets C and D). A stud (part 14), fastened to the 
bottom of the chamber (part 13), holds a pivot ball (part 15) that sits in a 
cone socket (part 16) that rides on a small rider (part 17) and rails (part 
18). The rails are on a small mount (part 19) resting on a conventional 
rider. This joint allows the rear of the chamber to swivel through an arc 
whose central tangent is at 90° to the reference rail. Inset D, parts 21 
through 28, shows two equivalent swivel joints, except that one ball (part 
23) rides in a V groove (part 24) instead of a cone, and the other simply 
rests on a hardened flat. 

As is possible with monochromators, spark sources, diffraction grat­
ings, and other large components, these vacuum chambers may be lifted 
off the rails on one experiment bed and transferred to another bed. With 
compact cryopumps available that may be bolted onto one of the side, end, 
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or top ports of a chamber, it is possible to transfer "a piece of vacuum" to 
a portion of another experiment. To date, two large and one small chamber 
have been fabricated. Machine operations on a third large chamber are 
pending. 

6. Experiment Systems 

Since 1969, when the first experiment bed (Figure 4) was completed, 
several instrumental systems have been assembled from components similar 
to those shown here. Only two examples have been chosen to present the 
manner in which a system may be assembled from components. If it is 
recalled that all experiment beds have the same FMR and ERL, then this 
brief description introduces the experiment where the complete laboratory 
is called to function as one integrated instrumental system. 

6.1. Time-Gated Spectrometry 

The first complete bed-mounted system assembled here was based on 
the use of a rotating mirror (Figure 17, inset D) to sweep out a time-gated 
portion of the radiation emitted from a spark discharge. The assembly is 
shown in Figure 20. (21) 

A short section (approximately 10 ft) of the truss-type pedestal (Figure 
9) was used as the support base (inset A). The first step in the assembly 
was to place 13 riders on the rails to hold the components, including two 
sling-mounted riders (far left) to carry a McPherson l.O-meter ezerny­
Turner monochromator (Figure 16 shows these riders). The components 
were then added to the riders along two coplanar ERLs (insets B and C). 
One ERL ran directly down the center of the two rails (the primary ERL, 
labeled 19 in inset c). The other was displaced 5 in. (12.7 cm) to the side 
(the secondary coplanar ERL, labeled 20 in inset C). 

The system functions in the followin manner. Light from or passing 
through the spark (held in part 14) is transferred via mirrors 12 and 13 
through a three-mirror image rotator (part 11) to an intermediate, vertical 
"time-slit" (part 10). When the rotating mirror (part 9) is oriented as drawn, 
it optically connects the two ERLs (19 and 20). Light from the time-slit 10 
is relayed via mirrors 8 and 9 to one of the two detectors. If folding mirror 
6 is placed up, intercepting ERL 19, then light is folded into a photomul­
tiplier (part 7) at 900 to the ERL. If mirror 6 is placed down, then light 
continues along the primary ERL to focus an image of the spark in the 
film plane of a 35-mm roll-film camera (part 5, insert B). If wavelength 
dispersion is desired, the camera and its rider are taken off the bed, and 
the monochromator (part 4) slid up along the rails until its vertical entrance 
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Figure 20. Assembly of selected components on a 3-meter section of open-truss bed to 
form an instrumental system for time-gated. spatially resolved emission spectrometry. 

slit is in the focal plane (see Figure 16 ). The above happens only 
during the time that the two ERLs are connected as shown in inset C. Since 
mirror 9 is rotating at 3600 rpm the image of the vertical time-slit, 10, passes 
through the vertical entrance slit of the monochromator only for a brief 
period of time during each revolution of the mirror (if both slits are 0.050 
mm wide, then the two ERLs are connected for about 0.11LS). A microcom­
puter is used to fire one spark in a train of sparks in precise phase 
synchronization to some particular angular orientation of mirror 9, such 
that monochromator 4 views and sorts radiation for a short time interval 
(i.e., a time gate) during the lifetime of the selected spark. The view is 
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synchronously repeated once for each rotation of the mirror, making this 
system function as the spectroscopic equivalent of a boxcar integrator. 

The presence of the image rotator along ERL 20 (inset C, part 11) 
causes mirrors 12 and 13 to appear to be orthogonal to mirrors 8 and 9. 
This brings about a cancellation of the astigmatism(22,23) introduced by all 
four mirrors. A point in the spark then is transferred through the system 
to appear as a point in, for example, the final focal plane of the monoch­
romator. Thus, spatial information is recorded during the time the two 
ERLs are connected. If information is desired regarding the spatial distri­
bution of absorbed radiation as a function of time, a pulsed "back-light" 
source is placed on the bed (part 16) to be viewed by the monochromator. 
As with other beds, a helium-neon alignment laser (part 17) periodically 
is used for numerical definition of the primary and secondary ERLs. 

6.2. Atomic Vapor Absorption Spectrometry 

Another system illustrating the transfer of light along several con­
nected ERLs is shown in Figure 21. (17) This system was assembled to allow 
light absorption to be measured as a function of time and position in 
atmospheric-pressure spark discharges at a higher wavelength dispersion 
than available with the system shown in Figure 20. A dye laser may be used 
as one primary light source. 

The multiple ERLs on this system are of interest. The main bed has 
a pedestal (inset A) composed of eight pyramids (Figure 9) connected to 
form the long truss previously discussed. The bed is suspended on six air 
pods. The primary rails run directly down the center of the truss (inset B) 
and are fully supported to be load carrying. They are used to establish the 
primary FMR and ERL for this bed. 

Two, short secondary rails are laid coplanar with and parallel to the 
primary central reference and auxiliary rails. These provide secondary 
fixed mechanical references, but do not carry as much weight as the 
primary rails. This is in distinction to the trirail bed shown in Figure 10, 
inset B, where all three sets of coplanar rails are fully supported and load­
bearing. The secondary rails are aligned to the primary FMR. 

Following the procedure illustrated in Figure 9, inset B, and Figure 
17, inset B, riders are positioned along the primary rails of this bed to 
support three sets of load-carrying cross-rails (inset C). Because these cross 
rails are carried on riders, they may be moved precisely and smoothly to 
locations anywhere along the primary rails. Thus, three tertiary, coplanar 
ERLs are set at right angles to the primary ERL, but may still be removed 
at any time. 

When components are placed on the three ERLs, their utility becomes 
more evident (see inset D). Here, a spark (part 1) as held in, for example, 
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the experimental support system shown in Figure 13, is placed on a tertiary 
ERL. Two mirrors (parts 2 and 3) relay light from the tertiary ERL to the 
primary ERL and through a Jarrell-Ash 1.0 m Czerny-Turner monoch­
romator (part 4) which is sling mounted on the primary rails as shown in 
Figure 15. The monochromator functions primarily as a predisperser to 
the main 5.0 m spectrometer. 

Light exiting the monochromator travels parallel to, but displaced to 
the side of, the primary ERL. It is recollimated by an 8-in. (203-mm) 
diameter, 5.0-m focal-length parabola, which is mounted on the primary 
rails in a manner similar to that shown for a 12-in. (305-mm) mirror in 
Figure 14. The angle of this mirror is adjusted to pass the light to the 
large, 590 groove/mm diffraction grating (part 6) shown previously in 
Figure 18. Typically, the grating is worked between the 10th and 15th 
orders. Dispersed light from the grating is subtended and focused by a 
camera mirror (part 7) in one of two focal planes. 

If the folding mirror (part 8) is swung into the position shown in inset 
D, the dispersed light may be directed along a tertiary ERL to a rider 
containing one or more photomultipliers and exit slits (part 9), such that 
a "direct reader" results. Using rail stops (Figure 3, part 6) a family of such 
riders may be incorporated into the experiment for detailed study of 
different lines without changing the angular position of the grating. How­
ever, if the folding mirror (part 8) is swung in the opposite direction, light 
may be directed along the same tertiary ERL to, for example, a rider 
carrying a single, high-quality, adjustable slit (e.g., Figure 17, inset A). A 
high-dispersion monochromator then results as the grating is rotated. 

To accomplish an absorption experiment,OO) present efforts are di­
rected to the fabrication of a nitrogen-pumped dye laser. The nitrogen 
laser is to be placed on one of the secondary ERLs and the dye laser and 
cavity on a set of cross rails. Folding mirrors placed as shown would direct 
the output from the dye laser back through the spark, to retrace the same 
path as just described for light originating in the spark. 

When operating the system shown in Figure 21, the laboratory room 
is darkened and all emitting light sources are masked to compensate for 
stray light. This avoids the need for restrictive "skins" and covers that 
inhibit monitoring the transfer of light through the experiment. 

7. A Full laboratory System for Synergic Action 

Although only two of six experiment beds have been shown here 
carrying assembled systems, it is clear that all of the aligned experiment 
beds shown in Figures 4, 6, 9, and 10 can accept components and function 
as individual instrumental systems as soon as their primary ERLs are set. 
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Since the components placed on them will be just as mobile as the height 
gauges and alignment laser shown in Figure 5 (considering physical size 
and weight only to be annoyances to rapid mobility), it is evident that a 
system assembled on any specific bed does not have to operate independ­
ently of the others. In fact, it may function as a subsystem of a larger 
instrumental system when the research indicates this is appropriate. 

For example, when all of the systems (e.g., Figures 20 and 21) are 
constructed with the same type of fixed mechanical reference and aligned 
to the same common primary ERL, a light source producing information 
on one of them (e.g., Figure 12) may be transferred to another for a 
different specialized observation, and then returned to its earlier location 
for more work as part of a single experiment. It is equivalent to having the 
two instrumental subsystems connected together, except the observations 
are made on a time-sharing basis. Thus, the actual size of the research 
instrument is not limited, but may grow and contract according to the 
specific experimental needs at hand. (An analogy to the dynamic core size 
of a large computer that results during time-shared use according to 
demand would be appropriate.) In this perspective, the scope of the in­
strumental system may be as large as an entire laboratory. 

The manner in which individual instrumental systems will combine 
into a laboratory-wide system cannot be described. It will depend too much 
upon the progress of the research problems under study. The individuals 
working on the problems will determine the number and types of instru­
mental systems that should appropriately operate simultaneously and in­
teractively. By so doing, each person asserts individual, independent judge­
ment and provides a necessary independent component for a synergic 
research experience. 

Of m<tior importance are the following: 
1. The ins[rumental systems must allow unscheduled interaction. They 

must be able to function as subsystems on a time scale that is determined 
by individual research participants, not by their own fragility or limited 
functional lifetimes. 

2. The interaction moments must be determined by an individual's 
perception of when it is appropriate. If the individual is learning, a learning 
curve will exist. Depending upon the input to this curve (its abscissa), some 
individuals may perceive interaction as appropriate sooner or more often 
than others. Some may never. The frequency or duration of an interaction 
cannot be predicted unless the input to individual learning curves is con­
trolled, which is contrary to all of the overall goals in the approach. 

3. The financial base for the individual systems must be as stable as is 
necessary for realistic interaction (neither token nor unrestrained). 

4. The types of instrumental systems must be diverse enough to 
provide new, definitive physical/chemical information (rather than cyclic 
consistency). 
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5. The laboratory must have enough logistic organization to store past 
information for reasonably rapid and convenient recall . 

Although an exact description of a synergic action cannot be provided 
here, the manner in which the above five points have been implemented 
to allow one or more can. The description that follows involves five ex­
periment beds, arranged to facilitate exchange of information about the 
mechanisms of spark discharge. The description is aided with Figure 22, 
where the instrumental systems that would interact are designated in block 
form as subsystems of the larger, laboratory-wide, instrument system. 

7.1. Interactive Subsystems 

The experiments would be explored with, and fan out from, subsystem 
E, which has been shown in Figure 20. This assembly would provide 
quantitative information of where in the spark gap radiation was emitted, 
absorbed, or reemitted, covering a distance range of ±2.5 mm either side 
of the ERL with an accuracy of ±0.02 mm, absolute. It would also provide 
semiquantitative information as to when, and in what lines. 

Information from E would be exchanged with subsystems A and D. 
Assembly A is set up on the bed shown in Figure 4 using the monochro­
mator shown in Figure 15. It would provide quantitative information of 
how much light is emitted (or reemitted) within some specific location in 

o 

HH F1 GG 

KK 

Figure 22 . Integration of instrumental subsystems supporting facilities to produce a full 
instrumental system for interactive data exchange. 
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the spark. It also would provide semiquantitative information of how much 
light was absorbed by the spark. However, subsystem D, which was de­
scribed previously in Figure 21, would provide quantit<ltive information on 
how much light is absorbed within some specific location in the spark, also 
as a function of time. 

To help bring about dynamic interactive data exchange between the 
above subsystems while they were simultaneously operating, they would be 
linked by a SERDEX (SERial Data EXchange) transmission system. They 
would be linked, first to each other and then to the University's Univac­
type 1110 time-sharing computer. An available Princeton Electronic Prod­
ucts type 801 acoustically-coupled CRT graphics terminal (marked 1 in 
Figure 22) would act as a centrix for the video and data connection. This 
link would allow, among other things, data obtained at one subsystem to 
be telemetered to the III 0 for processing (e.g., Abel inversion(24) followed 
by Fourier transformation) and then returned for video and/or analog 
display at other subsystems. Via decoding electronics in each subsystem, 
the link also would allow the 1110 to set up control functions at each 
location, such as bursting stepper motors for grating rotation and the like. 

Subsystem C is presently arranged as a single-mirror Schlieren camera 
(e.g., reference 26) and is assembled on the trirail bed shown in Figure 10. 
The data from this experiment, in the form of photographic maps of 
nonemitting species, would be used in designing experiments on A, D, and 
E. For this reason, C would be set up during the study for refractive index 
studies, although anomalous dispersion experiments could be conducted 
on the bed to combine the absorption data from D with refractive index 
changes in the spark. 

Subsystem B is the transfer bed shown in Figure 6, and its functions 
have been described. As the SERDEX system would link A, D, and E 
electronically, so the transfer bed would link all subsystems optically and 
mechanically. 

Subsystem F is presently still developing (the vacuum chambers shown 
in Figure 19 are being investigated on an "instrumental-research" basis). 
When mature, ion-extraction experiments would be executed on this bed 
to link the data from all other systems in terms of direct measurement of, 
among other things, the species responsible for current conduction in the 
central core of the spark. 

The laboratory would function as a complete analytical instrumental 
system when the industrial-grade direct reading spectrometers, whose lo­
cations are indicated by blocks 2 and 3 in Figure 22, were complete. 

7.2. Supporting Facilities 

The supporting (i.e., service and back-up) facilities required to allow 
all of the subsystems to function as a complete system would be extensive 
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and would require substantial evolutionary effort to develop. For example, 
the components not involved in a specific experiment would be cleared 
from the bed and stored in area LL. Here air quality and temperature 
would have to be controlled such that storage did not presuppose deteri­
oration. Short wooden sections of rails fastened to the walls in this area 
would hold the rider-mounted components in a manner similar to that on 
a bed. 

For almost all experiments, some form of photographic data registra­
tion would be used. To aid in uniform, standardized development and 
processing, two professional-caliber darkrooms (shown in dark shading in 
Figure 22) would serve all beds. 

To allow mobility for light sources, detectors, and related electronic 
devices, it would be necessary to duplicate many of the digital control 
circuits at different beds. Because of the relatively high speed and low cost 
with which this may be done, it is a practical goal. To this end, a full-service 
digital electronics shop (area GG) would be maintained, including a small 
protected storage area (MM). 

The logistical support problems for the system would be complex and 
intricate. For this reason, a full area UJ) would be dedicated to purchasing, 
departmental and campus interactions, financial management, and publi­
cation. Laboratory records and data from previous experiments would be 
stored in area HH. Coordination would be provided (KK). 

8. Progress 

Much of the above description has materialized as presented. The 
arrangement of subsystems shown in Figure 22 is close to the present 
laboratory topography. Interactions of a diverse nature have occurred. 
The presence of continuity is evident on a component level, and the 
interchangeable instrument guideline has been achieved. 

For example, the experimental electrode support system shown in 
Figure 13 has been associated with the research of two separate graduate 
students on two experiment beds over a period of eight years. It currently 
is a part of the interactive work of the professor on a third bed. The 
McPherson 1.0-m monochromator shown as part of the assembly in Figure 
20 has been part of two different assemblies in the hands of three people. 
The Jarrel-Ash l.O-m monochromator shown in Figure 21 has been part 
of two separate doctoral theses. The diffraction grating shown in Figure 
18 was mounted and calibrated by one person using the transfer bed 
shown in Figure 6 and now is undergoing further modification, while it is 
being used by another on the assembly shown in Figure 21. The spark 
source shown in Figure 12 was designed and fabricated completely "by­
the-numbers," i.e., from engineering drawings without being associated 
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with, or fit to, any specific bed. Yet, it required only a small angular 
adjustment when its light output was recently recorded(9) using a system 
assembled on the bed shown in Figure 4. 

From the viewpoint of experiment planning and retroactive design of 
expensive hardware, the interchangeability and lack of component obso­
lescence due to the common FMR and fixed-demension ERL have proven 
beneficial. For example, in Figure 23 is shown an early illustration of the 
first projected assembly of components for an ion-extraction experiment 
using the modular vacuum chambers shown in Figure 19. During the time 
that the first chambers were being constructed and assembled, parallel 
work on new spark sources produced a source(2S) that was dearly better 
suited to this experiment than the quarter-wave unit indicated in the figure. 
Also, parallel work in schlieren studies of the spark (26) and first absorption 
experiments,OO) indicated that vacuum spectroscopy would be in order. 

In light of these observations, work on the extraction experiment was 
put into what may be called a "holding pattern." Emphasis was shifted to 
accent spark-source development(27) and plans for fabrication of an addi­
tional chamber to be used eventually as part of the vacuum UV spectrom­
eter were begun. In spite of these changes in direction, no hardware was 
scrapped, nor will it be. The possibility that the assembly indicated in 
Figure 23 may not materialize in the form shown is not a deterrent to the 
evolution of any of its components. They are, by virtue of their common 
dimensions, flexible. 

8.1. Current Evaluations 

From the viewpoint of permanence during quantitative measurement 
of light intensities, the rigidity and long-term stability of components and 
beds have been successful. Experimental measurement tasks now can be 
accomplished in the daily laboratory environment that were not possible 
eight years ago. 

For example, the rigidity and stability of the bed shown in Figure 21 
makes practical open-camera, time-integrated photography of the light 
emitted from faint sources with spectral resolution of about 0.02 A. Ex­
posure times up to 16 h have been used. Also, the rigidity provided by the 
V-and-flat rail-rider combinations makes it practical to maintain the loca­
tion of the accurately defined focal planes in the instrument system shown 
in Figure 20, for long periods of time between use or calibration. During 
use of this instrument, exposures up to 2 h may be required to detect light 
with spatial resolution at the 0.02-mm level, with time resolution approach­
ing 0.1 JLS microsecond and spectral resolution at 0.4 A. Such exposures 
also are practical. 
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From the viewpoint of allowing exploratory but quantitative measure­
ments involving diverse components, first experiments have produced en­
couraging results. For example, it recently has been possible to quantita­
tively measure the intensity of light emitted from the spark source shown 
in Figure 12 using photoelectric (photon-counting) detection and the mon­
ochromator shown in Figure 15. Details are reported in reference 19. 

Some interactive experiments have occurred between instrument sys­
tems in a manner similar to that suggested by Figure 22. Initial schlieren 
data from a spark study prompted high-resolution absorption explorations, 
which were accompanied by spatial explorations in emitted and absorbed 
light. The net sum observations motivated further schlieren study, but at 
higher spark-repetition rates. The combined series of experiments strongly 
suggested that the time interval between the discharges in a train of sparks 
was an important experimental variable in determining the type of light 
emitted from anyone spark in the train. This was not explored in work 
done before the first set of schlieren experiments. 

Continuity also was demonstrated effectively in the above series of 
experiments. Prior spectroscopic(28) observations made in 1969 assisted in 
the design of those made in 1976. Schlieren photographs (and, indeed, the 
entire schlieren instrumental system) obtained between 1973 and 1974 
were used to assist in obtaining the two sets of schlieren photographs in 
1977. Three separate sets of laboratory records from past graduate stu­
dents were used in the design of the optical/mechanical parts of the ex­
periment. Four graduate students shared accumulated and current exper­
tise on computers, digital electronics, and spark sources needed to execute 
the laboratory parts of data acquisition. 

8.2 Directions 

Perhaps the feature of the instrumentation illustrated here that will 
do most to achieve the overall goals through synergic action will prove to 
be its stability. Since the outcome of synergic research cannot be predicted 
by isolated study of individual participants, it follows that it cannot be 
forced, scheduled, or made accountable in advance of the fact. If the 
outcome is to be consequential, then the instrumentation facilitating the 
interactions must be able to weather the extreme conditions of no use to 
crowded use, sloppy experiments to refined measurements, isolated studies 
to collaborated project. In all cases, the foundations of the instrumentation 
must remain flexible for reworked experiments, by virtue of their stability. 
Such would appear to be the case. 

While the experiment beds and instrument systems reported here are 
relatively young, they have received some unintentional, yet revealing, 
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stability tests. These include two floods (one of major proportions), two 
temperature cyclings greater than 20"F (loss of building steam), and up to 
three years of untended storage (student matriculation). In all tests, align­
ment either was maintained or restored in a straightforward manner. Only 
minor modifications have been necessary to bring up new projects with 
new participants by recycling the apparatus of predecessors. 

In the study of spark discharge, the key link in catalyzing full inter­
action between contemporary participants is the inclusion of modern, di­
rect-reading spectrometers into the instrumental system. Such instrumen­
tation allows local testing of various mixtures of fundamental observations 
in analytical terms that directly relate to existing procedures. Tangible 
consequentiality indices rapidly arise from such testing. They usually serve 
to motivate whatever degree of interactive (new) research is perceived 
necessary to bring the total analytical situation under predictable and direct 
experimental control. One such instrument is now available to the effort 
and is being integrated into the railJbed approach. As with other packaged 
devices, the spectrometer will retain mobility between experiment beds, 
without loss of its traditional integrity. 

Synergic directions, by definition, cannot be predicted. However, if 
during the next decade the approach communicated here in instrumental 
terms provides an elected means for research participants to achieve in­
ventive discovery in the course of their work, without reducing the quality 
or analytical utility of the results, then the approach may be termed tech­
nically effective. Its overall effectiveness must await outside assessment. 
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Correlation Methods in Chemical Data 
Measurement 

Gary Horlick and Gary M. Hieftje 

1. Introduction to Correlation 

4 

Correlation techniques have long been used to measure and process signals 
in physics, chemistry, and engineering. Lee et ai. (1) discussed the application 
of correlation analysis to the detection of periodic communication signals 
rather early and later reviewed the topic in some detail. (2) Correlation 
techniques, again applied primarily to communications, have also been 
discussed by Lange(3) and were applied at a relatively early stage to the 
analysis of electroencephelographic data. (4.5) Although correlation tech­
niques have been employed in these and other fields with considerable 
advantage and success, their use has unfortunately been somewhat limited 
by a lack of understanding of the principles involved in the computation, 
utilization, and measurement of correlation functions. In addition, for 
practical purposes it has been difficult to use correlation techniques because 
effective methods and instrumentation were not available for the rapid, 
automatic evaluation of correlation functions. 

In this chapter, we will attempt to present a treatment of correlation 
analysis that is both understandable and useful to the practicing scientist 
or chemist. Many treatments of correlation analysis lose the basic simplicity 
of the technique in an excess of mathematical equations and in applications 
to arbitrary waveforms. Throughout, a qualitative or semiquantitative view 
will be adopted, with a minimum amount of mathematical detail. While 
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some rigor will necessarily be sacrificed by this approach, we feel that the 
importance and utility of the ubiquitous correlation operation will be ren­
dered most meaningful to the majority of readers. 

Today, there is rapid growth in the utilization of correlation methods 
for the measurement of chemical data. Many computer signal-processing 
methods are based on correlation, and scientists are increasingly using 
techniques that are inherently based on correlation for the measurement 
and generation of chemical data. In large part, this upswing in the utili­
zation of correlation techniques is due to developments in instrumentation. 

A number of commercial hardware correlators are available, and the 
ready availability of digital computers in most laboratories makes software 
approaches to correlation both simple and relatively inexpensive. In addi­
tion, the rapid development of increasingly sophisticated electronic circuitry 
in small inexpensive packages can be expected to produce a number of 
new and unique approaches to the design of laboratory-oriented correla­
tors. These advances in instrumentation and software are certain to gen­
erate further rapid growth in the utilization of correlation techniques in 
experimental science; consequently, it is essential that workers in all 
branches of science become increasingly aware of correlation operations, 
their use, and their application. 

1.1. What Is Correlation? 

Simply stated, correlation analysis provides information about the co­
herence within a signal or between two signals. The correlation function of 
two signals is obtained by evaluating the time-averaged or -integrated 
product of the two signals as a function of their relative displacement. 
Mathematically, correlation can be expressed as: 

1 l+T Cab( T) = lim -2 a(t)b(t ± T) dt 
T_<XJ T -T 

(1) 

where Cab( T) is the correlation function between the two signals aCt) and 
bet), and T is their relative displacement. The signals can be a function of 
essentially any variable, e.g., wavelength, retardation, frequency, acceler­
ating voltage, time, etc. Thus, if a and b are considered to be functions of 
time, the correlation function Cab will be related to and plotted against the 
relative time delay between the two signals. 

In most situations, correlation is implemented on digitized signals. For 
digitized signals, the calculation of the correlation function can be ex­
pressed by the following summation: 

cab(nAt) = L a(t)b(t ± nAt) n = 0, 1,2, ... (2) 
t 
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The signals can only be displaced some integral number of the sampling 
interval, tl.t. Thus, the displacement ntl.t is equivalent to T in equation (1). 

Two different correlation operations can be identified. If a(t) and b(t) 
are identical (i.e., if a = b), an autocorrelation function is obtained by 
application of equation (1). Thus, autocorrelation indicates whether co­
herence exists within a signal. In contrast, a cross-correlation function, pro­
duced if a(t) and b(t) are different, shows the similarities between the two 
signals. 

1.1.1. Autocorrelation 

To illustrate the process of correlation, let us consider a simple instru­
ment capable of producing a correlation function. From equation (1), 
correlating two signals that are functions of time merely involves multiply­
ing one of them [a(t)] by a delayed version of the other [b(t - T)], averaging 
the product, and expressing the averaged value as a function of the chosen 
delay. An instrument capable of performing these procedures is shown in 
Figure 1; its operation can be understood most simply by autocorrelating 
a simple sine wave. 

If a sine wave is to be autocorrelated, it will have to be sent simulta­
neously into both inputs of the correlator. To begin, assume that T = 0; 
that is, that the sine wave is multiplied by itself in phase. When this occurs, 
the output from the multiplier will be a sine2 wave, as illustrated in Figure 
2a; this will produce an output from the averager equal to the mean square 
of the original sine wave. Thus as plotted in Figure 3, the value of the 
autocorrelation function at T = 0 will be the mean square of the original 
wave. 

Now imagine that the variable delay in the autocorrelation computer 
(Figure 1) has been increased (manually or automatically) by an amount of 
time equal to one-quarter period of the original sine wave. Under these 
conditions, the sine wave will be multiplied by a version of itself which is 

INTEGRATOR 

J OUTPUT 

Figure 1. Block diagram of a simple correlator. 
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Coo I-~.-------#-----

Figure 3. Autocorrelation function of a sine wave. 

effectively phase-shifted by 900
• As shown in Figure 2b, this multiplication 

will generate a wave having an average value of zero. This value has also 
been plotted in Figure 3. 

The variable delay is now increased to a time equal to one-half period 
of the input sine wave to produce a situation depicted in Figure 2c. The 
averaged multiplier output is now just the negative mean square of the 
sine wave and is again shown plotted in Figure 3. Increasing the delay 
another quarter period causes the original wave to be 2700 out of phase 
with its delayed replica, so that, as shown in Figure 2d, the product again 
has a zero average. 

Finally, when the variable delay has been increased to a time exactly 
equal to one period of the input sine wave, the wave and its delayed replica 
will once more appear to be in phase, to produce a situation identical to 
that when the delay (r) was zero. From this and Figure 3, it should be 
apparent that the autocorrelation function of a sine wave is itself sinusoidal 
but has its maximum value shifted to coincide with r = O. Mathematically, 
this means that the sine wave, of indeterminate phase, has been converted 
to a cosine wave. Thus, if the original wave were expressed as 

a(t) = A COS(27Tft + (J) (3) 

where A is the maximum amplitude of the sine wave,f is its frequency, 
and (J its phase, the autocorrelation function of the wave would follow the 
relation: 

Caa( r) = (A 2/2) cos (27ift) (4) 

From this result, Figure 3, and the preceding discussion, several im­
portant characteristics of the autocorrelation function should be evident. 
First, the autocorrelation function is even, that is, it is symmetrical about 
the point r = O. In effect, this is identical to saying that either of the two 
channels of the autocorrelator of Figure 1 can contain the variable delay 
network, and that changing the delay to the opposite channel has the 
mathematically interpreted consequence of using a negative delay. Sec­
ondly, the amplitude and frequency (or period) of the autocorrelation 
function are unambiguously related to those of the original sine wave. The 
period of the two are, of course, identical while the amplitude of the 
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autocorrelation function is just the mean square of the original. A third 
property of the autocorrelation function of Figure 3 is its infinite length. 

Any periodic function will display a similar characteristic since any 
such waveform is just a combination of a number of constituent sine waves, 
each with its own amplitude and phase characteristics. This periodicity or 
coherence, observed in most signals, is the feature which enables them to 
be separated so effectively from superimposed noise, which is ordinarily 
neither periodic nor coherent. 

Finally, although frequency and amplitude information about the 
original waveform is carried in the autocorrelation function, the phase of 
the original signal is lost. This fact is emphasized by the autocorrelation 
function of a square wave, shown in Figure 4 and constructed just as for 
the sine wave of Figure 2. The triangle wave autocorrelation function 
shown in Figure 4 contains the same frequencies (i.e., sine wave compo­
nents) as did the original square wave. However, in the triangular wave all 
the sine waves are in phase, to produce a different summation wave shape. 
In the understanding of the square wave autocorrelation, it is instructive 
to imagine the two square waves sliding past each other. The autocorre­
lation function is just the changing mutual area of the two functions. 

A familiar example of a related autocorrelation is the scanning of a 
spectral line (image of the entrance slit) across the exit slit of a monoch­
romator to produce the slit-width-limited triangular resolution function. 
This autocorrelation operation is illustrated in Figure 5. 

Autocorrelation of non periodic or random (noise) waveforms pro­
duces markedly different results from those obtained for periodic waves. 
To understand this, we need only recognize that any wave, whether peri-
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Figure 4. Autocorrelation of a square wave. 
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(a) 
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Figure 5. Autocorrelation of a rectangular pulse. (b) 
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odic or not, is composed of sine wave components. Each of these compo­
nents, when autocorrelated, will produce a cosine wave beginning at T = 
O. When many such components are present in a parent waveform, the 
resulting autocorrelation will just be the sum of the autocorrelation func­
tions of the components, as illustrated in Figure 6. A true random wave­
form (white noise) contains all frequencies. The cosine autocorrelation 
images of all these frequencies reinforce at T = 0 to produce a value equal 
to the mean square of the original random signal, and at any point beyond 
T = 0 they destructively interfere to produce a time-averaged value of zero 
(see Figure 7). 

In order to obtain this ideal autocorrelation function of random noise, 

Figure 6. Cosine autocorrelation 
images. 
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Figure 7. Autocorrelation of a random waveform. 

the bandwidth of the noise must be infinite. Of course, no process in 
nature is truly random. Real random waveforms are "band-limited" and 
do not produce a single spike upon autocorrelation but instead a shape 
such as portrayed in Figure 8a. The functional form is a decaying expo­
nential whose width is inversely proportional to the bandwidth of the noise 
waveform. Note that in Figure 8a, both sides of the autocorrelation function 
have been included to demonstrate its symmetry. In all other presentations, 
only one side of the autocorrelation function will be given; the reader 
should recall the actual symmetrical characteristic. 

When Figure 8a is compared with Figures 3 and 4, it is clear why 
autocorrelation is such a powerful technique for the extraction of periodic 
signals from noise. (6.7) Most noise, being inherently random, contributes to 
the autocorrelation function only at very small values of 'T. A periodic 
signal, in contrast, will continue to contribute even at very large values of 
'T. Therefore, to measure the amplitude and frequency of a periodic signal 
buried in noise, it is necessary to examine the autocorrelation function at 
a location well removed from the central ('T = 0) peak. To clarify this point, 
the autocorrelogram (autocorrelation function) of a noisy sine wave is 
portrayed in Figure 8b. 

The autocorrelation function also provides a very convenient means 
of determining the signal-to-noise ratio of a measured waveform. As illus­
trated in Figure 8b, the value of the autocorrelation function at 'T = 0 is 
just the mean square of the original signal plus noise, whereas the peak of 
the autocorrelogram at large values of 'T is equal to the mean square of the 

(0) 

t 
CI.I(T) ~-~~a.::A::A..,c...."..­

o 
DelaY(T)- r 

Original Signal P.riod 

(b) 

Figure 8. Autocorrelation function of band-limited noise (a) and of a noisy sine wave (b). 
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signal alone. Because the mean square value is directly proportional to the 
power of an alternating waveform, the signal-ta-noise power ratio can be 
calculated from the mean square of the signal divided by the difference 
between the measured quantities (S + Nand S). 

1.1.2. Cross-Correlation 

Cross-correlation analysis is similar in structure and concept to auta­
correlation except that in cross-correlation the coherence between two 
waveforms is examined rather than the coherence within a waveform. 
From our discussion of autocorrelation, it should be clear that this coher­
ence can only exist for frequency components which are common to the 
two waves. This is true because multiplication of two sinusoidal waveforms 
of different frequency produces a waveform which is itself symmetrical 
about zero and has a zero time average. 

For example, if two waveforms to be cross-correlated are sinusoidal 
and of the same frequency, the situation is similar to that discussed earlier 
for autocorrelation. However, unless the two sine waves happen to be in 
phase, the cross-correlation function will not be symmetrical about T = 0, 
but will be displaced by an amount related to the phase difference. This 
is illustrated in Figure 9. For two waves of different shape but containing 
common frequency components, the situation is even more complex. A 
sine wave and square wave of the same fundamental frequency will thus 
cross-correlate to a sine wave of that frequency, which is the only compo­
nent common to both. Furthermore, the shift of the cross-correlation 
function from T = 0 will once more indicate the phase relationship between 
that frequency component in the two waves. 

With random or stochastic waveforms (i.e., noise), cross-correlation 
behaves quite differently from autocorrelation. In particular, because any 
two random waveforms are inherently independent, they will not correlate 
at any point, so that the cross-correlation function WIll everywhere be zero 
as the product of two random functions will itself be random and thus 
have a zero time average. This property is extremely important in signal­
processing applications, where a noisy signal is to be detected with the aid 
of an available reference wave at the same frequency. Consider, for ex-

Figure 9. Cross-correlation function of two 
sine waves. 
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ample, the detection of a noisy square wave signal using a noise-free 
sinusoidal reference wave. The only common feature between the signal 
and reference waves is that component at the reference wave frequency; 
this component alone will thus appear in the cross-correlation function. 
The cross-correlation function (at T = 0) will then have an amplitude equal 
to the averaged product of the noise-free signal and reference waves (see 
Figure 10). 

It will be obvious to most readers that the cross-correlation operation 
depicted in Figure 10 forms the basis of the lock-in amplifier. (6-8) The only 
major additional component in a lock-in amplifier is a phase-shifting circuit, 
usually on the reference channel. This allows the output of the correlator 
·to be maximized by ensuring that the signal and reference waveforms are 
in phase. 

The fact that the amplitude of the cross-correlation function depends 
both on the reference and signal wave amplitudes can often be used to 
advantage in signal-processing applications. 9 Merely by increasing the mag­
nitude of the reference wave, the cross-correlogram amplitude can be 
enlarged; this is clearly advantageous over the autocorrelation operation, 
where no reference wave exists and the final correlation function is only 
as large as the mean square of the original signal. 

From the foregoing discussion, it should be apparent that correlation 
operations, while outwardly and mathematically a bit forbidding, are ac­
tually quite simple. Also, several important characteristics of both auto­
and cross-correlation have been shown to be of importance to the detection 
of signals. The examples shown have primarily utilized periodic-type sig­
nals. A considerable number of signals of chemical interest consist of peaks. 
Several examples illustrating the application of correlation to the measure­
ment and processing of peak-like signals will be discussed later. But first, 
two related areas must be covered, convolution and Fourier transformation. 
Some knowledge of these areas is important for a full understanding of 
correlation operations. 
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Figure 10. Cross-correlation of a sine and square wave (lock-in amplifier) at T = O. 
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Figure II. Convolution and correlation of a step waveform with an exponential instru­
ment response function. 

1.2. Convolution 

A number of the aspects of correlation that have been introduced are 
perhaps more familiar to the reader under the term convolution. However, 
convolution, an operation which occurs during the generation or meas­
urement of all signals, can be considered to be merely a special kind of 
correlation process. Mathematically, convolution can be expressed as 

1 j+T 
conab( r) = lim -2 a(t)b( -t ± r) dt 

T_oo T -T 
(5) 

If equations (5) and (1) are compared, their only difference is observed 
to be a minus sign in front of the t of the b function. The effect of this 
minus sign is to reverse the b(t) function (from left to right) on the time 
axis before it is multiplied by a(t). The rest of the shifting, multiplying, 
and averaging procedures are identical to those employed in correlation. 
Therefore, correlation and convolution are identical, except that in con­
volution, one of the signals is first reversed. 

The reason for this can be best understood with the aid of an example. 
Consider a rapid signal change (step) being displayed on a recorder having 
a relatively long time constant. The recorded signal will, of course, not be 
identical with the original step but will reflect the response time of the 
recorder.1O For simplicity, let us assume that the recorder's response is 
exponential, as shown in Figure 11. By convention both the input to the 
recorder and its response function are expressed with time increasing to the 
right. Therefore, if we imagine the input signal entering the recorder, it 
is apparent that the left side of the signal would enter first and encounter 
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the response function. For this to occur properly, either the signal or the 
response function must be reversed. It is conventional to reverse the re­
sponse function. Thus the recorded signal is then the convolution of the 
input step and the recorder's response function. Notice that, if a correlation 
between those two functions were produced by the recorder, the leading 
edge of the recorder's output would be curved upward rather than down­
ward, as shown in Figure 11. 

From these considerations, convolution can be seen to be merely a 
special kind of correlation and can often be implemented and utilized in 
similar ways. In fact, in those many instances in which the response function 
b(t) is symmetrical, its inversion produces no change, so that correlation 
and convolution provide identical results. 

1.3. Fourier Transforms in Correlation 

As mentioned in the introduction, the ready availability of digital 
computers in most laboratories facilitates software approaches to correla­
tion. In particular, the fast Fourier transform algorithm has essentially 
revolutionized the extent to which correlation techniques can be imple­
mented on computers and indeed many correlation-based techniques are 
more commonly referred to as Fourier transform techniques. In addition 
to providing a convenient route for the implementation of correlation, a 
knowledge of Fourier transforms also aids the utilization and understand­
ing of correlation operations. A very important theorem concerning cor­
relation states that correlation of two waveforms is equivalent to multipli­
cation of their Fourier transforms followed by inverse Fourier 
transformation of the product. Schematically, this sequence can be repre­
sented in the following way: 

a(t) * b(t) Cab( r) (6) 
Fourier 

Inverse 

! ! j Fourier 
transformation 

transformation 

A (f) X B(f) = CAB(f) 
(7) 

The asterisk in equation (6) is merely a common shorthand way to denote 
correlation; equation (6) is therefore identical to equation (1). It should be 
noted that this shorthand form is used by many authors to designate 
convolution as well. However, in this chapter we will employ it exclusively 
to denote correlation. 

Notice that in equations (6) and (7), cross-correlation is shown to 
involve nothing but a multiplication process in the Fourier domain. Simple 
as this aspect of correlation might seem, it is of paramount importance. A 
large fraction of software and hardware methods for obtaining the corre-
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lation function rely on the Fourier transfonn method because of its speed 
and relative simplicity. Let us consider the Fourier process in a bit more 
detail. 

Fourier transfonnation is a mathematical means of relating two func­
tions. It may be stated as 

1+00 

a(t) = -00 A (j)e 27T1t/ df (8) 

The inverse Fourier transfonn is 

1+00 

A(j) = -00 a(t)e-27T1t/ dt (9) 

The functions a(t) and A(j) constitute a Fourier transfonn pair. Fourier 
transformation, as it is usually applied in chemistry, involves the detenni­
nation of the frequency composition of a wavefonn. Often the wavefonn 
[a(t)] will represent a time-varying property of a substance or device under 
investigation, in which case the frequency composition [A(j)] will be ex­
pressed in units of S-1 or Hz. However, as discussed earlier with regard to 
correlation, a waveform being transfonned can be a function of any vari­
able. 

The frequency composition of a wavefonn is ordinarily expressed in 
the form of a spectrum, which is merely a plot of the relative density of 
each component as a function of frequency. It is important to distinguish 
this kind of spectrum from one produced by an optical or other spectro­
metric instrument so often used in chemistry. For darity, we will refer to 
the spectrum produced upon Fourier transfonnation as the Fourier spec­
trum or the Fourier domain signal. 

A number of the basic properties of Fourier transfonns and their 
relation to spectroscopic measurements have been discussed by Horlick. (1ll 

In the next section, the important role of Fourier transfonns in imple­
menting correlation-based signal processing operations will be emphasized. 

2. Correlation-Based Signal-Processing Operations 

One of the most common areas where correlation techniques are 
utilized in chemistry is in the software processing of signals. Here pro­
cessing refers to such varied operations as smoothing, differentiation, res­
olution enhancement, deconvolution, and signal detection. In the main, 
these operations are applied to a signal after it has been digitized and 
stored in a computer, and as such, this type of signal processing is often 
referred to as digital filtering. Digital filtering techniques have been used 
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for many years to process chemical signals. The basic equation for digital 
ftltering is the correlation equation, equation (1). In a now classic paper, 
Savitzky and Golay(12) presented several types of correlation ftlters for 
smoothing and differentiation of data. In recent years, the Fourier domain 
route of correlation [equations (6) and (7)] has become popular for imple­
menting digital ftltering operations on a variety of chemical signals. <13-19) 

In this chapter, the application of Fourier domain digital filters to 
signals of chemical interest will be presented. In particular, a digital filter 
based on a simple trapezoid is shown to be uniquely versatile. When applied 
to signals using equation (7), smoothing, differentiation, resolution en­
hancement, or deconvolution can easily be implemented. In addition, dig­
ital ftltering is often used as a preprocessing step in signal detection op­
erations. This aspect of correlation will also be discussed. 

2.1. Basics of Fourier Domain Digital Filtering 

The Fourier transform route of correlation is an effective way of 
implementing digital ftltering operations, and all examples illustrated in 
this section were carried out in this fashion. A fast Fourier transform 
(FFT)(20) was used to carry out the transformation of the signals and the 
inverse transformation of the ftltered Fourier domain signal. This algo­
rithm, of which several versions are available, is simply a rapid, efficient 
means for calculation of the Fourier transformation of a set of points. The 
input to a typical program is a set of real data (i.e., a digitized waveform 
in a computer). The output of a typical FIT program consists of two series, 
the real part of the transform [X{J)] and the imaginary part [Y{J)]. These 
two outputs can be used to generate two additional series, the amplitude 
Fourier spectrum of the original waveform and the phase spectrum of 
these Fourier frequencies. The amplitudes of the Fourier frequencies [A{J)] 
are calculated from the real and imaginary outputs by taking the root sum 
of squares of the two series, i.e., 

A{J) = [X{J)2 + Y{J)2J1/2 (10) 

The phases of these Fourier frequencies [P{J)] are calculated using the 
following equation: 

P(J) = arctan [Y{J)/X{J)] (11) 

All these outputs are illustrated in Figure 12. The original input 
waveform (Figure 12a) is a typical peak signal. The real output of the FIT 
for this input waveform is simply a damped cosine wave. The frequency 
of this cosine wave depends on the position of the peak with respect to the 
origin of the input waveform; the functional form of the damping depends 
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(0) 

ORIGINAl OPTICAL SPECTRUM 

(b) 

REAL OUTPUT 

(e) 

IMAGINARY OUTPUT 

(d) 

o 

AMPlITUDE SPECTRUM OF THE 
FOURIER FREQUENCIES 

-~'L-__________________ ~~ __ 

PHASE SPECTRUM OF THE 
FOURIER FREQUENCIES 

Figure 12. FFT outputs resulting from Fourier transformation of a simple peak signal. 
The phase spectrum (e) is modulo 27T. 

on the shape of the peak in the original wavefonn. Ull The imaginary 
output is a damped sine wave with similar characteristics to the real output. 

The amplitude spectrum of the Fourier frequencies indicates that the 
original wavefonn is composed mainly of low Fourier frequencies along 
with a relatively large DC level. The amplitudes of the higher Fourier 
frequencies are small, but their presence is significant in that it is primarily 
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these frequencies that make up the noise in the original waveform. Thus 
the information about the original peak occurs in a different region of the 
Fourier frequency spectrum than does some of the noise information. This 
difference in spectral characteristics enables noise information to be atten­
uated without loss of signal information. This forms the basis for spectral 
smoothing operations in the Fourier domain. 

The phase spectrum provides information about the phase angle of 
the individual Fourier frequencies at one specific point on the original 
waveform. The phase is most useful when calculated with respect to a point 
on the original wave at which the Fourier frequencies all have approxi­
mately the same phase angle. For the waveform illustrated in Figure 12a, 
this point is the peak maximum. This phase coherence is, in fact, the 
reason for the existence of the peak when the waveform is interpreted as 
a Fourier summation of individual frequencies. (8) 

It is clear from the phase spectrum that the lower Fourier frequencies 
which characterize the signal shape are in phase while the higher ones are 
not. The fluctuation of the phase angle of the higher Fourier frequencies 
is a definite indication that they arise from noise in the original waveform. 
In other words, it is unlikely that Fourier frequencies resulting from noise 
in the original waveform would happen to have the same phase as the 
Fourier frequencies resulting from the signal (i.e., the peak). Thus, the 
phase spectrum provides additional information about the distribution of 
signal and noise frequencies in the Fourier domain. 

All filtering operations illustrated in this section were carried out on 
the real part of the transform [X{f)]. Thus, X{f) corresponds to A(f) in 
equation (7). 

A Fourier domain digital filter [B(f) in equation (7)] that is versatile 
and simple is a trapezoid. It can be characterized by four indices (Nl, N2, 
N3, N4) that define the vertices of the trapezoid.(14,21l Typical Fourier 
domain digital filters that can be obtained by manipulation of the integer 
values of the four indices are shown in Figure 13. The vertical dotted line 
indicates the position of the first point (0 Hz) of the Fourier domain signal. 
Digital filtering is implemented simply by multiplying the Fourier domain 
signal by the appropriate filter function. Signal points between Nl and N2, 
and N3 and N4 are multiplied by the y value of the slope, which varies 
linearly between 0 and 1. Signal points between N2 and N3 are not altered, 
and those less than Nl and greater than N4 are set equal to zero. To 
implement a particular filter the operator simply types in the desired four 
indices, Nl, N2, N3, and N4 at the computer terminal. If Nl is zero and 
N2 is equal to 1, a filter such as that shown in Figure 13a results; whereas 
setting NI negative and N2 positive (> I) results in the filter shown in 
Figure 13e. The remaining figures indicate other possible filters obtained 
by varying the values of the indices. 
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Nl. ~2N3 

~ 
(0) 

I N2 N3 

~ 
Nl 

Ie) 

I N2 N3 

l~ 
Nl 

Figure 13. Fourier domain digital filters. Ie) 

169 

I N2.N3 

~ 
Nl 

Ib) 

I N2.N3 

~ 
Nl 

Id) 

I N2 N3 

Un_n_--'N4 
Nl 

If) 

Additional Fourier domain digital filters can be obtained by successive 
application of the filters shown in Figure 13. Successive application of the 
filters shown in Figures 13b and 13c results in the filter shown in Figure 
14a. Similarly, the filter shown in Figure 14b results from two successive 
applications of the filter shown in Figure 13e, once with N2 = N3 and the 
second time with N3 = N4. 

Several signal-processing operations can be carried out on spectra 
using these digital filters. The filter shown in Figure 13a is used for general­
purpose smoothing and high-frequency noise elimination. Diagnosis of 
noise information is often useful and can be carried out using the filter 
shown in Figure 13f. Differentiation can be accomplished using the filter 
shown in Figures 13b, 13c, 13d, and 14a, and deconvolution can be ap­
proximated using the filters shown in Figures 13e and 14b. These opera­
tions are all discussed and illustrated in the next section. 

(0) (b) 
Figure 14. Second derivative (a) and "deconvolution" (b) Fourier domain digital filters. 
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It should be mentioned here that Fourier domain correlation opera­
tions are analogous to the apodization data handling step of Fourier trans­
form spectroscopy.(Zl> In Fourier transform spectroscopy the measured 
signal (called an interferogram) is analogous to the real output of the 
Fourier transformation of a conventional spectral signal (Figure 12b). 
Apodization (digital filtering) is applied directly to the interferogram before 
it is transformed to the desired spectrum. 

2.2. Smoothing 

Smoothing is one of the most frequent software processing operations 
implemented on chemical signals. The basic aim of smoothing is to improve 
the signal-to-noise ratio of a signal, thereby enabling a more precise meas­
urement of the desired chemical information. Numerous approaches exist 
for implementing smoothing, but most are based on a direct application of 
the correlation integraluZ) or its Fourier domain equivalent.(3) It was noted 
in the last section that some of the noise information in the original 
waveform appears at different Fourier frequencies than does the signal or 
peak information, with the noise Fourier frequencies dominating the upper 
or higher Fourier frequencies. On the basis of this different distribution of 
signal and noise information among the Fourier frequencies, it is clear that 
a simple boxcar truncation function can be used as a Fourier domain noise­
reduction filter. This is shown in Figure 15 which is a pictorial analog of 
equations (6) and (7). Note that multiplication by the abrupt truncation 
function in the Fourier domain is exactly equivalent to direct correlation 
with the sine function. 

The filtering and diagnosis of high-frequency noise on a signal is 
illustrated in Figure 16. A spectrum is shown in Figure 16a that contains 
high-frequency noise, particularly on the peaks. This noise was caused by 
a faulty power supply in a measurement system. The real part of the 
Fourier transform of this noisy signal (Figure 16b) clearly reveals the 
presence of excess high-frequency noise. The Fourier domain signal shown 
in Figure 16b is 256 points long. Application of the filter shown in Figure 
13a with NI = 0, N2 = I, N3 = 99 and N4 = 100 (trapezoid indices) 
results in the retransformed spectrum shown in Figure 16c. Note that most 
of the high-frequency noise has been removed from the spectrum. 

From a diagnostic point of view it may be useful to determine the 
distribution of the noise in the signal domain. This can be accomplished 
by using a filter with indices equal to 99, 100, 255, 256 (see Figure 13f). 
The result of applying such a filter is shown in Figure 16d, which indicates 
that the noise was concentrated in the region of the spectral peaks. 

Further examples of the effectiveness of Fourier domain digital filter­
ing in removing high-frequency noise components are shown in Figure 17. 
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(a) (b) 

(e) (d) 

Figure 16. Removal and analysis of high-frequency noise on a signal. 

The spectrum shown in Figure 17a contains an intense fixed-frequency 
noise component. Its transform (Figure 17b) indicates that the noise is 
concentrated at about the 125th word. A filter with indices equal to 0, 1, 
99, and 100 easily removes this narrow-band high-frequency noise com­
ponent (see Figure 17c). Also, if desired, a software notch filter could be 
set up for noise of this type. 

(a) 
(b) (e) 

(d) (e) (f) 

Figure 17. Removal of fixed-frequency noise (a,b,c) and minimization of quantizing noise 
(d,e,f) by Fourier domain digital filtering. 
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With low-level signals, quantizing noise can become serious, as shown 
in Figure 17d. Quantizing noise has considerable high-frequency compo­
nents as shown by the transform of this signal (Figure 17e). Application of 
a digital filter with indices equal to 0, 1, 2, and 100 and retransformation 
yields the spectrum shown in Figure 17f, in which the effects of quanti­
zation noise are considerably reduced. 

The abrupt filter utilized in Figures 15, 16, and 17 (a-c) may not be 
the most desirable for certain measurements. If some of the signal infor­
mation is truncated abruptly, spurious side lobes will result. This is shown 
in Figure 18a. However, with very noisy spectra it may be desirable to have 

OL-~---------------------

SMOOTHING FUNCTfON SMOOTHED SPECTRUM 

Figure 18. Fourier domain smoothing functions and the resulting smoothed peak. The 
original peak is shown in Figure 15a. 
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a low cutoff frequency. This will, in general, necessitate the truncation of 
some of the higher Fourier frequencies that contribute to the peak infor­
mation and as such the peak will be broadened. In this case a smoothing 
function can be used to minimize the side lobes such as a linear truncation 
(see Figures 18b and 13a). The broadening of the peak is often quite 
acceptable and is simply a standard trade-off between signal-to-noise ratio 
and resolution. 

Several other smoothing functions can be used such as Gaussians, 
exponentials, etc., and at this point the question might well be asked, "Is 
there a smoothing function that will optimize the signal-to-noise ratio for 
peak height measurement?" Suffice it to say that a considerable amount of 
work has been reported in this general area, and the characteristics of such 
a matched filter have been established for optimal peak height measure­
ment(22-25) When the noise is white, the matched filter has the shape of the 
amplitude spectrum of the Fourier frequencies of the noise-free signal. 
Such a matched filter for the peak signal shown in Figure 15a is shown in 
Figure 18c along with the resulting smoothed spectrum. This operation 
amounts to cross-correlating a noisy line with a noise-free version of itself. 
This is a powerful correlation technique for peak detection(26) and is further 
illustrated in Figure 19. In this case, the signal-to-noise ratio is quite low 
(-2.21), but the cross-correlation function resulting from correlation with 
a matched filter clearly indicates the presence of the peak signal. 

A major point that often bothers many who would like to use digital 
filtering techniques is the question of signal distortion. (27.28) What must be 
kept in mind is that often the goal of digital filtering is optimization of the 
measurement of a particular signal parameter. If the desired parameter is 
peak height, as indicated above, then a so-called matched filter can be used 
which, although it distorts peak shape by broadening, optimizes the signal­
to-noise ratio (peak height/rms baseline noise) for peak height measure­
ment. If it is also desirable to preserve as well as possible the observed line 
shape, attempt to recover the "real" line shape (deconvolution), or optimally 
measure other peak parameters such as position, area, or width, then 
specific digital filters must be designed for this purpose. The optimal pro­
cessing of the signal for all these parameters cannot be simultaneously 
achieved using a single correlation (filtering) operation. 

Clearly a wide range of Fourier domain smoothing functions can be 
utilized, depending on the signal-processing goals of the experimenter. 
Thus it is difficult to present hard and fast rules for determining the form 
and extent of a Fourier domain smoothing function. The choice can be 
highly dependent on the specific nature of the signal and the noise, the 
amount of filtering desired and the degree of signal distortion that can be 
tolerated. In particular, it may be difficult to choose the extent of trunca-
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(al 

leI 

Figure 19. Low signal-to-noise ratio peak signals and the smoothed peaks as determined 
by cross-correlation with a noise free peak (matched filter). 

tion. One simple approach to this problem is to measure, if possible, the 
signal of interest under conditions that yield a high signal-ta-noise ratio. 
Transformation of the signal will result in a well-defined Fourier spectrum 
and the point beyond which little or no signal information is present can 
easily be established. 

Bush<t6) has presented a quantitative approach to the choice of the 
truncation point. As noted earlier, the upper or higher Fourier frequency 
components are essentially due to noise in the original signal. In fact the 



176 Gary Horlick and Gary M. Hieftje 

components are noiselike themselves in appearance and have a character­
istic standard deviation. Bush's method of setting a truncation point is to 
calculate the standard deviation for these upper Fourier frequency com­
ponents and then successively repeat the calculation, each time including 
an additional point from the low-frequency end. When a significant change 
in the standard deviation is noted, it can be assumed that signal information 
has been included and, hence, the truncation point can be set. 

Some of the problems of truncation and side-lobe generation that 
occur in Fourier domain smoothing operations do so because of the nature 
of the signal. This has been discussed in the literature(15) with respect to 
filtering electroanalytical data and a clever but simple solution presented. 
The nature of the problem and the solution are presented in Figure 20. 
The "original" signal is shown in Figure 20a and is an exponential decay. 
If filtered in the Fourier domain directly (Figures 20b-d), signal distortion 
results. However, if the original signal is translated and/or rotated so that 
the initial and final values are zero before being filtered (Figures 20e-i), 
the introduction of spurious side lobes can be avoided. 

2.3. Differentiation 

Differentiation of spectra is often used to modify the spectral infor­
mation. The first derivative of a spectral peak is used as an aid in exact 
peak location(29.30) and higher derivatives are used for peak sharpening, 
i.e., resolution enhancement. (31.32) The derivative theorem of the Fourier 
transform(33) states that if the imaginary part of the Fourier transformation 
of a function is multiplied by a linear ramp starting at the origin, the result 
is the real part of the Fourier transformation of the derivative of the 
original function. In other words, the imaginary part is multiplied by f. 
This is summarized by equation (12). 

a(t) a'(t) 
Fourier 

Inverse 

! transformation i Fourier (12) 
transformation 

A if) X f J'Aif) 

Multiplication by this linear ramp function in the Fourier domain elim­
inates the DC level and attenuates low Fourier frequencies with respect to 
high Fourier frequencies. It simply amounts to a high-pass digital filter. 
The accentuation of high Fourier frequencies is a well-known characteristic 
of a differentiation step. (34) The accentuation should not be carried out 
beyond the point at which the signal Fourier frequencies disappear or the 
resulting derivative will be very noisy. Thus, some low-pass digital filtering 
of the Fourier frequencies should always be used in conjunction with 
differentiation. This is directly analogous to techniques used in the design 
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of analog differentiating circuits using active filters. In addition, as with 
analog differentiation, the quality of the differential is dependent upon the 
high- and low-frequency cutoffs relative to the signal frequencies. 

Such a Fourier domain digital filter can easily be set up using the 
trapezoid function as shown in Figure 13b. The effect of such a digital 
differentiating filter on a spectrum is illustrated in Figure 21. The original 
spectrum is a doublet and is shown in Figure 21a. The Fourier domain 
differentiating filter is shown in Figure 21b, and it was applied in a manner 
analogous to that depicted in Figure 15. Note that both high- and low-pass 
filtering are readily carried out in one simple multiplication step. The 
resulting first-derivative spectrum is shown in Figure 21c. The first deriv­
ative is perhaps of minimal use in processing peak-type signals, although 
it has found application in detecting peak locations using its zero crossing. 
However, if the filter shown in Figures 13b and 21b is applied instead 
to the real part of the Fourier transform of the signal and the resulting 

(0) 

ORIGINAL SPECTRUM 

(e) 

DIFFERENTIATING FILTER DIFFERENT:ATED SPECTRUM 

Figure 21. First derivative of a spectrum. The Fourier domain differentiating filter (b) 
is applied in a manner analogous to that depicted in Figure 15. 
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Figure 22. Resolution enhancement using a 
"first-derivative"-type Fourier domain digital fil­
ter. 
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function (which now is the imaginary part of the Fourier transform of the 
first derivative of the signal) is retransformed, a resolution-enhanced signal 
is obtained. This is illustrated in Figure 22, in which the real part of the 
Fourier transform (Figure 22b) of the spectral signal shown in Figure 22a 
is multiplied by the digital filter shown in Figure I3b with indices equal to 
1, 125, 125, and 250. Note that the signals and transform in Figure 22 are 
all 512 points long. The resulting resolution-enhanced signal is shown in 
Figure 22c. 

Higher derivatives can easily be obtained by successive application of 
this filter. A second derivative is obtained by multiplying in the Fourier 
domain by 12, i.e., 

a(t) a"(t) 

! Fourier 
Inverse 

transformation i Fourier (13) 
transformation 

A (f) X J2 J2A(f) 
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The form of the second-derivative Fourier domain filter is shown in Figure 
14a. As with the first derivative, low-pass filtering is necessary to control 
noise. This filter may be achieved by successive application of the filters 
shown in Figures 13b and 13c. It has also been found that very similar 
results can be obtained with the filter shown in Figure 13dY4) 

Second differentiation is a powerful technique for resolution enhance­
ment. An example presented by Kelly and Horlick(35) is shown in Figure 
23. The signal is a noisy Lorentzian doublet. The composition of the 
doublet is shown in Figure 23a and the actual noisy signal upon which the 
second-derivative resolution-enhancement operation was performed is 
shown in Figure 23b. The result is shown in Figure 23c and indicates the 
excellent resolution enhancement possible with a relatively simple Fourier 
domain correlation operation. 

2.4. Deconvolution 

In the introduction it was mentioned that convolution (equation 5) 
could be used to describe the effect of an instrument on a signal. It is often 
desirable to remove, if possible, the effects of such a convolution from a 

(a) 

Ie) 

Figure 23. Resolution enhancement using a 
Fourier domain second-derivative digital filter. 
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signal. Procedures for reversing the convolution operation are generally 
referred to as deconvolution. Various deconvolution procedures have been 
widely used to process signals. An early paper by Bracewell and RobertS(36) 
dealing with applications to radioastronomy is an excellent introduction to 
deconvolution methods. Numerous other authors have studied deconvo­
lution methods.(37-46) Stockholm and Cannon(46) present a so-called blind 
deconvolution, useful in situations where it is either difficult or impossible 
to know or measure the instrument response function. They have applied 
their technique to the deconvolution of early Caruso recordings and 
blurred photographs. 

As with correlation, convolution in the Fourier domain can be de­
scribed as a simple multiplication analogous to equation (7): 

(7) 

where A(f), B(f), and C(f) represent the Fourier transforms of the real 
signal a(t), the instrument response function b(t), and the observed signal 
c(t). Deconvolution is simply a division operation in the Fourier domain 
which attempts to reverse the convolution operation. It can be represented 
as: 

A 0(f) = C AB(f)IB (f) (14) 

where A 0(f) is the Fourier transform of the deconvolved signal. The com­
plete deconvolution process can be outlined as: 

c(t) 
I Fourier 

..j.. transformation 

aO(t) 
Inverse i Founer 

transformation 

C(f) X lIB(f) =A°(f) 

(15) 

where c(t) is the observed signal and a O(t) the deconvolved signal. It is very 
important to note that the convolution operation is not, in general, revers­
ible, i.e., a O(t) =1= a(t). This point has been discussed in the literature. (36.44.47) 

It is clear from equation (15) that deconvolution is simply a standard 
cross-correlation operation. It can be thought of as a Fourier domain digital 
filtering operation with a rather specialized filter function which is the 
reciprocal of the Fourier transform of the instrument response function. 

A common application area for deconvolution is spectroscopy. In 
spectroscopy, the signal is the spectrum which is to be measured, and the 
instrument response function is the resolution function which is frequently 
determined by the slit width (Figure 5). In many cases the response func­
tion can be determined by measuring the profile of a narrow line. (44) Such 
a measured line profile and its Fourier transform are shown in Figure 24. 
Thus the deconvolution Fourier domain digital filter is simply the recip­
rocal of the function shown in Figure 24b. 
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Figure 24. Spectral response function (a) and its Fourier transform (b). 

However, the reciprocal of this function becomes very large at higher 
Fourier frequencies and deconvolution, as with the case of differentiation, 
can accentuate the high Fourier frequencies to such an extent that noise 
will obscure the deconvolved signal. The solution to this problem is to 
combine some low-pass filtering with deconvolution. Thus, a Fourier do­
main deconvolution filter has a form such as that shown in Figure 25. Note 
that it is not unlike the second-derivative digital filter. An example of the 
resolution enhancement that can be achieved with such a controlled de­
convolution is shown in Figure 26. (35) The original spectrum was that shown 
in Figure 23b. 

Finally it is possible, using filters such as those shown in Figures 13e 
and 14b, to approximate deconvolution resolution enhancement tech­
niques. The main value of these filters for resolution enhancement (as 
compared to differentiation methods) is that with less attenuation of the 
low Fourier frequencies, there is less generation of negative side lobes. 

These examples illustrate the power and ease of Fourier domain 
digital filtering. With the simple functions shown in this section, a large 
number of sophisticated signal-processing operations can readily be carried 
out. In addition, an important aspect of Fourier domain correlation op­
erations is that it is, in most cases, considerably easier to design a digital 

Figure 25. A Fourier domain decon­
volution digital filter. 
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Figure 26. Deconvolution of the noisy Lor­
entzian doublet shown in Figure 23b. 

183 

filter in the Fourier domain than it is in the signal domain. For example, 
the form of a Fourier domain notch filter is intuitively clear from Figure 
17b, while the form of a notch filter that could be directly applied to the 
signal (Figure 17 a) via .the convolution equation [equation (1)] is not readily 
apparent. Thus, the Fourier domain approach to digital filtering consid­
erably enhances an experimenter's capability in developing unique digital 
filters for specific signal-processing needs. 

In conclusion, the comment made about signal distortion towards the 
end of the smoothing section can be reiterated here. In contrast to smooth­
ing operations, the goal of resolution enhancement is optimization of the 
measurement of peak position. This is often achieved by derivative and 
deconvolution techniques such as those illustrated here that generate nar­
rower spectral peak shapes, at times with significant distortion of the peak 
shape, in order to optimize the precision of peak position measurement. 
In addition, resolution enhancement is usually achieved at the expense of 
amplitude signal-to-noise ratio. However, as mentioned before, optimal pro­
cessing of the spectral information for both peak height and peak position 
cannot be simultaneously achieved using a single filtering operation. Re­
alization of this important concept facilitates intelligent and effective utili­
zation of correlation-based digital filtering techniques. 

2.5. Signal Detection 

Correlation is often a useful preprocessing step in a signal detection 
operation. (48) If two signals are composed of peaks, a relatively large value 
of the correlation function at T = 0 is a strong indication that the two 
signals are similar (see Figure 19). In a sense, the correlation operation is 
a way of concentrating the information about the similarity of two signals 
into the magnitude of a single point. Even the smoothing aspect of cor­
relation discussed earlier can be looked at from the point of view of signal 
detection, i.e., finding or detecting a peak in a noisy baseline. For example, 
correlation techniques have been developed to a high degree of sophisti­
cation for the detection of radar signals. (25) 

A simple example of the signal detection aspect of correlation(8) is 
presented in Figure 27. The signal (Figure 27a) is a sequence of binary 
pulses, and the reference is a triplet sequence (Figure 27b). The cross­
correlation function between the two waveforms is shown in Figure 27c. 
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Figure 27. Pattern detection by cross-correlation: (a) signal waveform, (b) sought-for 
pattern, (c) cross-correlation function. 

The maxima in the cross-correlation function indicate positions on the 
signal where signal information most like the reference waveform is to be 
found. 

The application of cross-correlation techniques to the identification of 
spectra patterns is shown in Figures 28 and 29.(26) Emission spectra of Co, 
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Figure 28. Cobalt, nickel, and iron spectra. 
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Ni, and Fe in the region of 3430 to 3500 A are shown in Figure 28. 
Consider the Co spectrum as the sought-for spectral information. The Co, 
Ni, and Fe spectra were cross-correlated with the Co spectrum. The re­
sulting cross-correlation functions are shown in Figure 29. Figure 29a is 
the cross-correlation function of the Co spectrum with itself and in this 
case it can more accurately be called an autocorrelation function. The 
pattern has a relatively large maximum at T = 0, indicating that the two 
spectra, as expected, have common spectral features. The rest of the 
function contains information about relative peak separations but, unless 
the original spectra are quite simple, this information is not readily inter­
pretable. Also, since this pattern represents an autocorrelation, it is sym­
metrical about T = 0. 

The Co spectrum was then cross-correlated with the Ni spectrum and 
Fe spectrum. The resulting cross-correlation functions are shown in Figures 
29b and 29c. These functions show no distinct maximum at T = 0, indi­
cating that the two spectra in each case share little similar spectral infor­
mation. In addition, no symmetry is associated with the cross-correlation 
function. However, a complex pattern is still present as peaks overlap and 
coincide as the spectra are shifted relative to each other. All the cross­
correlation functions shown in Figure 29 have the same vertical axis of 
sensitivity, thus, in this example, the behavior of the cross-correlation pat­
tern at T = ° allows the identification of the Co spectrum in the measured 
set of spectra. 

It should be noted that many learning-machine approaches to pattern 
recognition use a similar preprocessing step. (49) The unknown pattern is 

(0) 

Figure 29. Cross-correlation functions for Co and Co (a), Co and Ni (b), and Co and Fe 
(c) spectra. 
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multiplied point by point by a specific vector and then the products are 
summed to obtain a number upon which a decision can be made about 
the identification of the pattern. (50l This is, of course, identical to the 
operation involved in evaluating the magnitude of the 7' = 0 point in the 
cross-correlation function. In addition, an AND-sum operation has been 
found useful in identifying binary patterns derived from spectra. (51.52) This 
operation involves evaluating the logical AND-operation between two bi­
nary patterns and then summing the resulting logical "ones" and hence is 
a binary analog of correlation. 

3. Correlation-Based Signal-Generation Operations 

The correlation operation is ubiquitously present whenever chemical 
signals are generated or measured. The intimate connection of correlation 
and convolution makes this clear as any measured signal is the convolution 
of the "real" signal with the instrument response function. Also, a number 
of common hardware-based signal-processing techniques that are applica­
ble to the measurement of a rather large number of chemical parameters 
can be considered as correlation-based techniques. These include the lock­
in amplifier and boxcar integrator whose correlation nature has been 
discussed in some detail in the literature. (6-8) 

However, in recent years, a number of measurement techniques have 
been developed where the correlation operation is more explicitly involved 
in the signal generation and measurement steps. A number of these meas­
urements will be described in this section to provide the reader with a feel 
for the nature and utility of correlation-based measurement techniques. 
Correlation techniques have, of course, been applied to a number of areas 
other than those highlighted here. The coverage here is not meant to be 
exhaustive but simply representative. Several additional examples are also 
presented in Section 4, where work of a more instrumental nature and 
emphasis is discussed. 

3.1. Shot-Noise Autocorrelation Measurement Technique for 
Photocurrents 

The output photocurrent from a photomultiplier tube is not constant 
but fluctuates due to the quantum nature of light. These fluctuations are 
generally termed shot noise. In a conventional DC measurement system, 
the output photocurrent is low-pass filtered to minimize the intensity of 
the shot noise, and the DC level of the current is taken as a measure of the 
light intensity. Pao and co-workers(53.54l have indicated that at low light 
levels and/or wide measurement bandwidths, there may be more signal 
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power in the shot-noise component of the photocurrent than in the DC 
component. Futhermore, since the amplitude of the shot noise varies as 
the square root of the signal level, the average value of the square of the 
shot-noise component (shot-noise power) should be linearly related to light 
intensity. The measurement of this value can be achieved by autocorrela­
tion of the output shot noise from the PM tube with the value at 7' = 0 
equal to the desired shot-noise power. A number of workers have success­
fully used this technique for the measurement of photocurrents. (55-59) 

The instrumentation for this autocorrelation measurement is quite 
simple. All that is needed is an analog multiplier with a low-pass filtered 
output. A measurement system that has been successfully utilized for this 
autocorrelation is shown in Figure 30. The analog multiplier unit used to 
square the signal was a PAR model 230, and it has a low-pass-filtered 
output. Other analog multipliers such as Analog Devices 426A could also 
be used. 

The linearity of the shot-noise autocorrelation measurement system is 
shown in Figure 31. The output of the multiplier unit is plotted on a log­
log plot vs. the DC photocurrent as measured with a conventional system. 
The slope of this plot is 45°, indicating that the multiplier output varies 
linearly with photocurrent and hence is linearly dependent on the incident 
light level. 

3.2. Application of Correlation Techniques in name Spectrometry 

A number of signal-to-noise ratio enhancement techniques have been 
applied to flame spectrometric measurements including tuned amplifica­
tion, lock-in amplification, signal averaging, DC integration, boxcar inte-

OPERATIONAL .... _-1 
AMPLIFIER 

LOW-NOISE 
AMPLIFIER 

MULTIPLIER 
(SQUARING) 

UNIT 

DC POWER 
SUPPLY 

STRIP CHART 
RECORDER 

DIGITAL 
VOLTMETER 

Figure 30. Block diagram of noise autocorrelation measurement system for photocur­
rents. 
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Figure 31. Linearity of the shot-noise autocorrelation measurement system. 

gration, and photon counting, some of which, as mentioned above, can be 
considered as correlation techniques_ However, more recendy, an explicit 
cross-correlation technique has been applied to flame spectrometry for the 
purpose of signal-to-noise ratio enhancement. (9) 

The cross-correlation technique was applied to atomic fluorescence 
spectrometry. The intensity of the primary light source (a rhodium hollow­
cathode lamp) was sinusoidally modulated utilizing a programmable power 
supply. The photocurrent resulting from the atomic fluorescence of rhod­
ium was cross-correlated (model 3721A Hewlett-Packard Correlator) with 
the sine wave reference used to modulate the lamp intensity. Cross-corre­
lation was compared to lock-in amplification, and the limit of detection for 
rhodium was 0.16 ppm using the correlator and 0.91 ppm using lock-in 
amplification. Also, it was shown that the cross-correlation technique was 
particularly superior in the presence of significant amounts of impulse 
noise. This is illustrated in Figures 32 and 33. 

In this study, impulse noise was simulated by striking a brief spark 
from a Tesla coil to the grounded photomultiplier housing. In Figure 32 
it is seen that large excursions are produced in the output of the lock-in 
amplifier whenever an impulse (marked by arrows) occurs. The correlator 
output shown in Figure 33 is considerably less susceptible to impulse noise. 
The impulse, which still caused deviation in the output signal, can now be 
simply discarded as being obviously deviant from the otherwise smooth 
sinusoidally varying cross-correlation function. Both the lock-in amplifier 
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Figure 32. Chart records illustrating the effect of 
impulse noise on a lock-in amplifier output. Arrows 
indicate introduction of impulses: (a) IO-s time con­
stant, (b) los time constant. 
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and correlation measurements were made using a lOO-ppm rhodium so­
lution. 

Cross-correlation techniques have also been used by Hieftje et al. (60) in 
a study of source modulation waveforms for improved signal-to-noise ratio 
in atomic absorption spectrometry. In this case sine wave, square wave, 
ripple, pulse, and pseudo-random pulse modulations of the source intensity 
were studied. The demodulation step, in order to generate the output 
signal, can in all cases be interpreted as a single-point cross-correlation with 
zero delay. (8,61) 

3.3. System Characterization using Correlation Methods 

There are a number of scientific measurements and studies that ne­
cessitate the characterization of the frequency response of a system. Cor­
relation techniques utilizing random input waveforms are beginning to 

Figure 33. Illustration of the effect of impulse noise 
on the correlator output. Effective time constant was 
13 s. 
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revolutionize these measurements. In order to understand how correlation 
techniques enable the characterization of a system, we must digress a bit. 
Let us imagine the system that we wish to investigate is a "black box" which 
has an input which enables us to perturb it, and an output which enables 
us to observe the effect of the perturbation. Our purpose will now be to 
determine a relationship between the input and output of the "black box" 
which will enable us to characterize its frequency response. The nature of 
the frequency response can often then be used to study important physical, 
biological, or chemical parameters of the system contained in the black 
box. 

One method of characterization that has long been studied and em­
ployed by workers in various fields is to determine the transfer function of 
the black box. While the details of the transfer function need not concern 
us here, one kind of transfer function is particularly useful-the impulse 
response function. The impulse response function is merely the output 
that our system would produce if perturbed with an input consisting of an 
impulse, that is, a very sharp spike. 

From Fourier transform considerations(33) it is known that an ideal 
"infinitely fast" impulse has a flat frequency spectrum, i.e., contains all 
frequencies. Therefore, perturbing our black box with the impulse is equiv­
alent to simultaneously sending all frequencies into the input at once. 
Under these conditions, the output of the black box will contain all fre­
quencies, but some will have been attenuated, distorted, phase shifted, or 
altered in some other way by the system. In short, the impulse response 
function is effectively a time domain representation of the frequency re­
sponse of the system. As such, Fourier analysis of the impulse response 
function is frequendy utilized to further aid characterization of the system. 

In addition to the impulse response function, the step response func­
tion can also be used in a somewhat similar fashion, and this was illustrated 
in Figure 11 as an example of convolution. Thus the impulse response 
function is simply the convolution of the input impulse with the system 
response function. However, the correlation operation can be advanta­
geously employed in a more explicit way for the determination of the 
impulse response function of a system. 

Recall Figure 7, in which the autocorrelation of a random function 
was shown to produce a sharply peaked function centered at T = O. The 
impulse is therefore merely a phase-related representation of the random 
waveform. Because of this relationship, perturbing the black box with a 
random wave should generate an output equivalent in frequency content 
to that produced by an impulse perturbation. The random waveform, like 
the impulse, contains all frequencies, although all are not being sent si­
multaneously into the system. The output of the system also contains all 
these frequencies altered as described before for the impulse input. It is 
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much more difficult to characterize these alterations, i.e., visually discern 
the impulse response of the system, in the apparently random output 
waveform. The key, however, is simply to cross-correlate the output wave­
form from the system with the random input, which will produce the 
desired impulse response function. (62) This process is illustrated in Figure 
34. 

From the foregoing, it is evident that an impulse response function, 
useful in characterizing a device, can be generated using either an impulse 
or a random function as an input signal. The important consequence of 
this observation is that, with a random waveform, the frequency compo­
nents being used to perturb the device can be spread out over a long 
period of time, thereby avoiding the sudden, intense perturbation created 
by an impulse. Because the black box need only accept a small fraction of 
the total combined amplitude of all frequency components at any given 
time, the amplitude of each component can be increased many times, and 
a clearer, more noise-free record of the impulse response function be 
obtained. Thus the random-input, cross-correlation approach to system 
characterization is very powerful. Its widespread usage has been somewhat 
hampered by lack of convenient correlation instrumentation but the ap­
pearance of commercial correlators is beginning to make it the method of 
choice. A wide range of mechanical, electrical, biological, acoustical, and 
chemical systems have been studied by this technique. As a simple example, 
consider the black box to be a large motor. In this case the input to the 
motor would merely be the current to the motor's windings, the output 
would be an observed rotation of a motor. Information about the relation­
ship between these two quantities would, of course, be of interest to an 
engineer wishing to employ the motor in a specific application. However, 
it would be highly undesirable to excite the motor with an impulse, because 
at the very least, it is likely that the motor's windings would be damaged 
by this sudden application of a large current. Instead, the engineer can 
apply a randomly varying current to the motor and observe and correlate 
the slight variation in output rotation rates which are produced. In this 
application, an additional advantage derived is that the motor can be 
observed under normal operating conditions, that is, while it is rotating. 
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Figure 34. Determination of system impulse response and frequency characteristics using 
random noise. 
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Among the more prominent chemical applications of this technique 
are Fourier transform NMR methods and characterization of electrode 
processes. 

3.3.1. Fourier Transform NMR 

It is clear that Fourier transform methods(63) have revolutionized nu­
clear magnetic resonance spectrometry. It is not our intention here to in 
any way review this very large field, but simply to indicate how the tech­
nique relates to correlation methods. As first implemented, (64) a pulse of 
radio-frequency energy was used to excite the free induction decay char­
acteristic of nuclear spin relaxation. In effect, the free induction decay 
signal is merely a special form of impulse response function which, upon 
Fourier transformation, yields the desired spectrum. More recently, it has 
been shown by Ernst(SS) and others(66) that application of the radio-fre­
quency energy in a random fashion (stochastic excitation) and subsequent 
cross-correlation can produce even better signal characteristics. In partic­
ular, because the instantaneous power of the randomly applied radio­
frequency signal can be much lower, the average power can be much 
higher without producing nuclear saturation. This higher average power 
in turn provides higher signal-to-noise ratios in the final detected signal or 
allows reduction in the amount of time necessary to obtain an NMR 
spectrum at any desired signal-to-noise ratio. A related technique, although 
not strictly a correlation method, is Fourier synthesized excitation(67) in 
which the input excitation pulse contains only a selected number of fre­
quencies. 

3.3.2. Electrochemical Systems 

A number of workers, using techniques similar to those discussed 
above for Fourier transform NMR, have studied and characterized elec­
trochemical systems. This has included impulse methods,(6S) Fourier 
synthesis techniques, (69-72) and the application of random and pseudo­
random noise as applied potential signals. (73) 

3.4. Correlation Analysis of Noise-"Fluctuation Spectroscopy" 

In recent years, a number of new and unique scientific measurements 
have been carried out that are based on the correlation analysis of noise. 
The first measurements, and the majority to date, have involved the anal­
ysis of scattered laser light by autocorrelating intensity fluctuations. More 
recently noise correlation methods have also been applied to the measure­
ment of chemical kinetic information using fluorescence and conductivity 
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fluctuation measurements. This is an exciting and rapidly developing field, 
and we will briefly review it in this section. 

An early review on the subject of utilizing the measurement of light 
fluctuations as a spectroscopic tool was presented by Wolf in 1964.(74) In 
particular, it is possible to measure spectral information about the line 
width of a laser line and/or a Doppler-broadened Rayleigh-scattered laser 
line by autocorrelating intensity fluctuations. As the technique has evolved, 
a host of names have become associated with it, among them: light beating 
spectroscopy, photon correlation spectroscopy, heterodyne laser beat fre­
quency spectroscopy, optical mixing spectroscopy, intensity correlation 
spectroscopy, intensity fluctuation spectroscopy, and laser Doppler spec­
troscopy. Reviews of the field have been presented by Cummins and 
Swinney<75) and Berne and Pecora, (76) and Cummins and Pike(77) have 
edited a recent volume devoted to photon correlation and light beating 
spectroscopy. 

At present, the largest application of this technique is in the measure­
ment of flow and flow-related parameters such as diffusion coefficients 
with most effort centered on biochemical systems. A typical experiment 
involves the measurement of the time-varying scattered radiation (intensity 
fluctuation) from a flowing system being illuminated by a powerful argon 
ion laser. Autocorrelation of these intensity fluctuations in the scattered 
signal can provide information about the flowing system. In one experi­
ment(78) simultaneous measurement of electrophoretic mobility and the 
diffusion coefficient of bovine serum albumin was carried out utilizing 
such light-scattering techniques. Since that time, there have been many 
applications of this technique to flow-related measurements. Among them, 
a further study by Ware and Flygare(79) applied to fibrinogen, a study of 
electrokinetic phenomena, (80.81) blood flow, (82) plasmas, (83) air flow, (84) and 
macromolecular diffusion coefficients. (85) A full review of this rapidly ex­
panding field is beyond the scope of this chapter. However, the interested 
reader is encouraged to review the original publications and the recent 
treatment in Volume 2 of this series. (85a) 

Noise correlation methods have been extended to the measurement 
of chemical kinetic parameters utilizing fluorescence and conductivity fluc­
tuations. Fluorescence correlation spectroscopy has been discussed in some 
detail by Magde et al., (86) Elson and Magde,(87) and Magde et al. (88) Feher 
and Weissman(89) have determined the kinetic parameters of the dissocia­
tion reaction of beryllium sulfate by correlation of conductivity fluctuations. 
Chen(90) has also discussed the measurement of kinetic parameters utilizing 
fluctuations. The basis of this method of determining kinetic parameters 
can be understood in terms of the random perturbations discussed in the 
previous section on system characterization. 

As chemists, we should recognize that, on a molecular or atomic basis, 
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all species are being continuously perturbed stochastically. Collisions among 
chemical species, random dissociation reactions, and other occurrences all 
act as perturbations. The reaction of the chemical system to these pertur­
bations can, however, not be random but must follow the physical and 
chemical kinetic laws governing those particular species. Thus the meas­
urement of a particular response function of the chemical system should 
be able to be achieved without the explicit random input depicted for the 
black box in the last section. The input would be the naturally occurring 
random perturbations within and around the chemical system under study. 
Observation of some property of one or more of the species in the system 
should then provide information about the temporal behavior of that 
species. Thus in the laser scattering experiments, the intensity fluctuations 
in the scattered laser light reflect concentration fluctuations due to diffusion 
of macromolecules. 

In the more recent work of Feher and Weissman(89) and Elson and 
Magde(87) concentration fluctuations are reflected in conductivity and flu­
orescence intensity fluctuations from which, by autocorrelation, chemical 
kinetic information can be obtained. To understand these experiments, 
consider the simple reaction shown below: 

A+B;:::!:C 

We would ordinarily think of this chemical reaction as being at equilibrium. 
Of course, any true chemical "equilibrium" is really a dynamic system, 
involving both forward (k 1) and reverse (Ll) reactions. Therefore, the 
concentrations of all reactants and products in the reaction are continuously 
changing because of natural, stochastic perturbation around and within 
them. However, as in the preceding examples, the chemical species cannot 
react instantaneously to these perturbations but must change in concentra­
tion in accordance with their own kinetic characteristics. Thus, if the con­
centration of species C were observed over a period of time, its kinetic 
behavior could be deduced by autocorrelation analysis of its concentration 
fluctuations. 

Although this method of measuring chemical kinetics has not been 
broadly explored and is not yet widely recognized, it is certain to be of 
great significance in the future. It enables reaction kinetics to be observed 
under essentially equilibrium conditions, thereby simplifying mechanistic 
interpretation of the kinetic information. In addition, it is unnecessary to 
externally perturb the system. Extremely rapid kinetics can be observed; 
in fact, the speed with which kinetics can be observed is limited only by the 
response time of the devices being used to monitor the chosen species. 
These and other potential advantages are discussed further in the refer­
ences cited in this section. Certainly one "advantage," mentioned by Feher 
and Weissman, is "the personal satisfaction of using rather than fighting 
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noise." Clearly noise correlation represents a new, powerful, and elegant 
technique. It provides both unique measurement capabilities for chemical 
parameters and fresh insight into chemical systems. 

Finally a related area, that of calculating molecular motion information 
by Fourier transforming infrared and Raman spectral band shapes, should 
be mentioned. The result is a so-called time correlation function that can 
provide information about molecular rotation. (91,92) In a sense, the laser 
scattering experiments are just line-broadening measurements. However, 
the spectral resolution necessary for its observation is beyond the capability 
of essentially all conventional techniques except perhaps the Fabry-Perot 
interferometer, and thus new approaches such as the intensity correlation 
method were developed. In the infrared, however, the broadening of the 
spectral lines by molecular rotation can be measured directly by conven­
tional spectroscopic techniques and the peak shape transformed by soft­
ware to give the autocorrelation function. However, more recently, Ray­
leigh light-scattering techniques have been used to measure orientational 
correlation functions in liquids as very short time behavior can be ob­
served. (93) 

3.5. Correlation Spectroscopy and Interferometry 

Correlation spectroscopy is basically a hardware method of cross-cor­
relating a measured spectrum with a stored replica of the sought-for 
spectrum. (94,95) Typically a mask replica of the sought-for spectrum is po­
sitioned in the exit focal plane of a spectrometer and either the mask or 
the spectrum is oscillated to generate a chopped signal whose amplitude 
is a maximum when the spectrum most closely matches the exit mask. Note 
that this is essentially identical to the software cross-correlation operation 
depicted in Section 2.5 for the Co, Ni, and Fe spectra, except that only the 
value of the cross-correlation function at 7 = 0 is being evaluated with this 
mask technique. One of the main application areas for this technique has 
been the detection of gaseous air pollutants and recent studies utilizing this 
technique have been presented by Strojek et al. (96) and by Walter and 
Flanigan. (97) 

Similar correlation techniques have also been used to process interfer­
ograms obtained from a Michelson interferometer as used in Fourier 
transform spectroscopy. (95,98) With this technique quantitative information 
can be obtained from an interferogram without the necessity of Fourier 
transformation. This method has excellent potential for providing simple 
systems to process interferograms. 

3.6. Correlation Chromatography 

In normal chromatographic operations, there can be an appreciable 
delay between the injection of a sample and readout of the peak infor-
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mation. Correlation techniques have been investigated with the idea of 
achieving continuous chromatographic analysis. (99) As mentioned in Section 
3.3, a system can be characterized by measuring its impulse response 
function. The injection of a sample into a chromatograph can be consid­
ered as an impulsive input, thus a normal chromatogram is the impulse 
response function of the chromatograph. It was seen in Section 3.3 that 
the same information could be measured utilizing a random input function 
and cross-correlating the system output with the random input. This is the 
basis of correlation chromatography. 

To produce a correlation chromatogram, a random or pseudo-ran­
dom command signal is used to control the sample valve to switch it back 
and forth between the sample stream and carrier gas or standard sample. 
When the output signal of the chromatograph is cross-correlated with the 
pseudo-random input control signal, the result is a correlation function 
that has the appearance of a normal single-injection chromatogram. 

Although quite similar to a normal single-impulse chromatogram, the 
correlogram differs in the following respects. Since it contains the average 
information obtained from a number of injections, it provides a more 
reliable estimate of the signal. Also, as new information appears in the 
output, the oldest is rejected and a new updated correlogram is calculated 
and displayed. This implies the possibility of creating a chromatographic 
system in which the sample valve rapidly and repeatedly injects samples 
and which displays a chromatogram following sample concentration vari­
ations more or less continuously. Finally, the correlogram has an increased 
signal-to-noise ratio compared to a single-impulse chromatogram due to 
the fact that random noise does not correlate and therefore is automatically 
cancelled in the operation. Although some of these ideas have been verified 
experimentally, correlation chromatography suffers certain limitations be­
cause of nonlinearities in the chromatographic system. The practical aspects 
and limitations of correlation chromatography are discussed in detail by 
Annino and Bullock. (99) 

3.7. A Correlation Method for the Measurement of Decaying 
Exponentials 

In a recent paper by Miller et at., (100) a cross-correlation method for 
the measurement of decaying exponentials is presented. The measurement 
system was actually applied to semiconductor transient signals, but it should 
be applicable to ar1y situation where similar signals are measured. This is 
an excellent paper to read in order to get a feel for the correlation approach 
to measurement. 

The basic idea of this correlation measurement system is shown in 
Figure 35. Clearly, this is just a hardware implementation of matched 
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Figure 35. Block diagram of a correlation measurement system for the measurement of 
decaying exponentials. (100) 

filtering (Section 2.2) where the noisy exponential is cross-correlated with 
a noise-free exponential. The performance of the correlator is discussed 
and compared with boxcar integration and lock-in amplification for the 
same measurement. In addition, the utility of alternative weighting func­
tions to the exponential is assessed. 

4. Correlation Instrumentation 

From the foregoing sections, it is clear that correlation techniques can 
be effectively applied to a wide range of chemical measurement and signal 
processing situations. However, one of the most serious drawbacks to the 
widespread utilization of correlation techniques has been the unavailability 
of suitable computational methods or instrumentation for carrying out the 
correlation operation. In the last few years, significant progress has been 
made in both software and hardware approaches for the implementation 
of correlation. In addition, present developments in certain large-scale 
integrated circuits such as diode arrays and CCDs should provide, in the 
near future, very inexpensive devices capable of sophisticated correlation 
operations. The areas to which correlation techniques are now being ap­
plied have been greatly expanded by these instrumental developments. 

4.1. Software Approaches 

With the widespread use of small computers in the chemical labora­
tory, correlation techniques can easily be implemented on a variety of 
signals using software. Data can be read into the computer in a variety of 
ways, but for most flexibility in a laboratory environment the basic com­
puter system should include an analog-to-digital converter for acquisition 
of signals and standard analog outputs such as a plotter and a scope or 
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graphics unit so that the correlation function and signals can be conven­
iently displayed. 

A minicomputer system that has been used for a variety of correlation 
applications in one of the authors' laboratories is shown in Figure 36. The 
analog input consists of a sample and hold amplifier with a 50-ns aperture 
time (Analogic MP-250) coupled to a lO-bit ADC with a conversion time 
of 10 JLS (Analogic M 2810). Data acquisition is initiated by a start pulse 
indicative of the beginning of the signal and is clocked in at a rate appro­
priate to accurate sampling of the specific signal. (lOll Data can be displayed 
on an oscilloscope or a strip-chart recorder via a DAC, listed on the DEC 
writer terminal or permanently stored on magnetic tape (DEC tape) for 
further processing. The computer is a DEC PDP8/e with 16K of core and 
a DEC tape-based OS/8 operating system. The software was written pri­
marily in FORTRAN. Machine language (SABR) was used to input data 
from the ADC and output data to the DAC via a DEC DR8-EA 12-channel 
buffered digital 1/0. The machine language commands could be inserted 
directly in the FORTRAN program, a feature that has proven to be 
exceptionally convenient and powerful in our laboratories. Obviously, a 
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Figure 36. Block diagram of a minicomputer data acquisition system applicable to labo­
ratory correlation measurements. 
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number of other systems could be used, but that shown in Figure 36 is 
typical of the capability required in a flexible system for laboratory-oriented 
correlation applications utilizing a minicomputer. 

The basic equation of a discrete correlation operation (equation 2) is 
easy to program and simple programs for the direct implementation of 
correlation filtering operations were presented by Savitzky and GolayY2) 
However, for moderately large arrays correlation can be quite time-con­
suming on computers. The Fourier transform route of correlation is often 
a much quicker computational route. In particular, the fast Fourier trans­
form algorithm has essentially revolutionized the extent to which correla­
tion techniques are utilized for processing scientific signals. The Fourier 
transform route of correlation was discussed in Section I and emphasized 
throughout Section 2. 

Finally, it should be mentioned that many manufacturers are now 
providing complete software-based systems that are applicable to correla­
tion analysis. Among these are the DECLAB-IlflO systems and the TEK­
TRONIX digital processing oscilloscope. (102) These systems can be obtained 
with the ADC, DAC, and graphics hardware necessary for a very powerful 
correlation signal-processing system. In addition, complete software pack­
ages are available such as DEC's Lab Applications-II (103) that contains FIT 
capability. These and similaI systems can provide the experimenter with 
very flexible and powerful correlation signal-processing capability. 

4.2. Hardware Correlators 

At the present time, it is really in the hardware area that some of the 
most exciting advances are occurring in the development of systems that 
are capable of evaluating correlation functions. Despite the relatively high 
cost of most commercial hardware correlators, a number of electronic 
components and subsystems are now available which allow the design and 
construction of sophisticated but inexpensive correlation instrumentation. 

There are, of course, many approaches that can be taken in the design 
of a hardware correlator. One of the simplest basic designs is that shown 
in Figure 37a. This correlator consists of a four-quadrant multiplier and 
a low-pass filter. A four-quadrant multiplier is simply an analog multiplier 
capable of multiplying two analog signals of any polarity. Units such as 
Analog Devices model 426A have better than I % accuracy and sell for less 
than $50. Units with better than 4% accuracy can be purchased for about 
$10. Thus the correlator illustrated in Figure 37a is indeed inexpensive. 

A remarkably large number of correlation measurements can be car­
ried out with this simple instrument. As illustrated in Figure 10, this 
correlator forms the basis of the lock-in amplifier. With relatively simple 
additional circuitry(s.104) inexpensive lock-in amplifiers can easily be con-
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structed from this basic unit. In addition, the correlation discussed in 
Section 3.1 and the demodulation correlation measurement(60) mentioned 
in Section 3.2 can both be carried out with this simple correlator. 

The versatility and applicability of this correlator can be greatly ex­
tended by the addition of a function generator as shown in Figure 37b. 
This correlator is primarily applicable to repetitive signals. A simple func­
tion generator is shown in Figure 38a along with the appropriate wave­
forms. It consists of a variable delay monostable and a gate monostable, 
where the gate function is the waveform sent to the multiplier. With this 
function generator, our correlator becomes the familiar boxcar integra­
tor, (6-8) and in this application the four-quadrant multiplier can even be 
replaced by an analog FET gate. 

A simple modification of this function generator is shown in Figure 
38b in which an OA differentiator (high-pass filter) and a dipping circuit 
are connected to the output of the gate monostable. Now the function 
generator is capable of generating a variety of decaying exponentials and 
matched filter correlation measurements can be carried out such as that 
discussed in Section 3.7 (see Figure 35). Obviously, this approach is appli-
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cable to a wide variety of measurements, limited only by the experimenter's 
ability and ingenuity in designing appropriate function generators. 

The correlators illustrated in Figure 37 are limited in that essentially 
only the value of the correlation at T = 0 is evaluated, although some 
variation in T is possible with the function generators shown in Figure 38 
by adjusting the delay monostable. However, for more general-purpose 
correlation operations, an instrument such as that shown in Figure 39a is 
necessary. (8) 

This correlator is capable of correlating a reference waveform stored 
in a digital memory with a repetitive analog waveform with the resulting 
correlation function being plotted on a recorder. The correlator consists 
of two basic sections, a digital storage and shifting section for the reference 
waveform and the analog correlation unit previously described. The de­
sired reference waveform is first read into the N-word circulating shift 
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Figure 38. Typical function generators for (a) a gate waveform and (b) a decaying 
expon~ntial. 
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Figure 39. (a) Correlator for repetitive signals. (b) Binary pattern correlator (digital 
scanning boxcar integrator). 

register memory via the analog-to-digital converter. One point of the cor­
relation function between this reference waveform and a repetitive analog 
signal can then be evaluated by triggering the circulation of the memory 
with a pulse indicative of the start of the signal repetition. After sufficient 
products have been integrated to reach a steady-state value at the output 
of the low-pass filter, the sequencer sends a single extra clock pulse to the 
shift register which shifts the position of the reference waveform, relative 
to the start pulse, one clock period. The value of the correlation function 
at this new relative position is then evaluated by repetitive multiplication 
and integration and then the shift pulse is again applied. In this manner, 
the complete correlation function can slowly be evaluated and plotted on 
a recorder. 
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Even though this correlator is considerably more sophisticated than 
those shown in Figure 37, it is not particularly difficult or expensive to 
build. For example, typical medium-speed 1O-bit DACs and ADCs can be 
obtained for $50 and $100. In the past, a major stumbling block in building 
such a correlator would have been the memory. However, a wide variety 
of inexpensive shift register memories are now available and the construc­
tion of an N -word circulating shift register memory is relatively simple 
using these ICs. For example, 1024 by one bit shift registers can be obtained 
in a single 8-pin IC package (Signetics 2533) for less than $15. Ten of 
these, appropriately interconnected, provide a 1024-word 1O-bit shift reg­
ister memory. Other memories of shorter lengths are available that com­
bine more than one register on each IC, such as dual-256 bit (Signetics 
2527) and hex-32 bit (Signetics 2518) shift register memories. Also the 
combination of the ADC, shift register memory, and DAC constitute what 
is known as a transient recorder. (8) These instruments are available com­
mercially (Biomation, 10411 Bubb Road, Cupertino, California 95014) or 
can be built following designs such as that of Korte and Denton(10S) and 
Daum and Zamie. (106) 

Many variations and extensions of the basic design shown in Figure 
39a are possible. If it is only necessary to cross-correlate the signal with a 
binary pattern, this correlator can be simplified to that shown in Figure 
39b where the N-word memory is replaced with an N-bit circulating shift 
register memory. Now a single 8-pin IC can store up to a 1024-bit binary 
pattern. Such a unit can be useful for pattern detection(S2) or can be used 
as a versatile scanning boxcar integrator. (8) If the signal is not repetitive or 
if autocorrelations are to be evaluated, then a second memory section must 
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be added as shown in Figure 40. Also, if desired, the correlation function 
evaluation could be carried out digitally rather than using the analog 
approach presented in these examples. At this point, one reaches the rather 
complex and expensive (but powerful) completely digital hardware corre­
lators available from such sources as Hewlett-Packard, (62) Saicor (Honeywell 
Signal Analysis Operation, Test Instruments Division, 595 Old Willets Path, 
Hauppauge, New York 11787), Spectral Dynamics Corporation, P.O. Box 
671, San Diego, California 92112, and Elsytic, 212 Michael Drive, Syosset, 
New York 11791. However, it should be clear from this discussion that 
correlation instrumentation need not be looked upon as complex and 
expensive. The simple correlators depicted here are quite capable of car­
rying out a wide variety of sophisticated and useful correlation operations. 

4.2.1. Correlators Jor Fluctuation Spectroscopy 

Although conventional autocorrelation instrumentation is applicable 
to fluctuation spectroscopy measurements, many workers have constructed 
their own correlators, particularly autocorrelators capable of processing a 
PM tube signal measured in a photon-counting mode. The correlators are 
often referred to as digital correlators or photon correlators. Some are 
solely hardware based and others combine external hardware and conven­
tional minicomputers. 

The general nature of the photon autocorrelation measurement has 
been discussed by Pusey et al. (85) A 1024-channel digital correlator was 
presented by Ables et at., (107) and fast digital correlator for weak optical 
signals by Corti et al. (108) Digital correlators using minicomputers have been 
developed by Wijnaendts van Resandt(109) and by Gray et al. (110) Also, a 
number of simple schemes for measuring autocorrelation functions of 
fluctuating signals are presented by Kam et al. (111) 

4.3. Diode Array Correlation Instrumentation 

Integrated circuits based on diode arrays and charge coupled devices 
(CCDs) show promise of providing remarkably sophisticated correlation 
instrumentation and operations in very compact packages. These devices 
were initially developed for electronic imaging applications. (112) In this form 
a photodiode array has facilitated the development of an analog cross­
correlation readout system for spectrochemical applications. More recently, 
diode arrays have also been fabricated as analog shift registers and tapped 
analog delay lines. The unique applicability of these devices to correlation 
measurements will be discussed in this section. 
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Figure 41. Photograph of a 512-eIement photodiode array. 

4.3 .1. A Photodiode Array-Based Correlator for Spectrochemical Applications 

A photograph of a 512-element self-scanning linear silicon photodiode 
array is shown in Figure 41. The thin line across the center is the actual 
array of diodes. They are 0.001 in. high and the elements are on 0.001 in. 
spacing; thus this array is 0.512 in. long. The array, complete with scanning 
circuitry is packaged in an 18-pin dual-in-line Ie package. A simplified 
schematic of the complete integrated circuit is shown in Figure 42. Each 
photodiode is connected to the output line by a FET switch. The FET 
switches are controlled by a single bit that is shifted through the shift 
register. Readout is accomplished using two TTL level signals, a start pulse, 
and a clock. Although the actual circuitry is somewhat more complex than 
that shown in Figure 42, the start pulse can be thought of as setting the 
first bit of the shift register, and the clock then cycles the bit through the 
shift register, reading out the array. 

The photodiodes operate in the charge storage mode and hence are 
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inherently integrating-type detectors. When a particular FET switch is 
closed by the bit in the shift register, the diode is charged up to its full 
reverse-bias potential. This reverse-bias charge, stored on the equivalent 
capacitance of the PN junction, can then be discharged between scans by 
photon-generated charge carriers (light falling on the diode) and by ther­
mally generated charge carriers (dark current). Thus the signal level nec­
essary on the subsequent scan to reestablish reverse bias on the diode is a 
measure of the total light intensity and dark current integrated over the 
time between scans of the array. Thus this device can be considered as a 
512-element analog shift register with parallel optical inputs and a serial 
electrical output. 

A unique cross-correlation readout system for spectrochemical meas­
urements has been developed utilizing this sensor as the detector. (H3) A 
block diagram of the cross-correlation readout system is shown in Figure 
43a. The photodiode array was mounted in the focal plane of the mon­
ochromator. A 256-element array was used for this application and about 
110 A of spectral information could be simultaneously observed. A typical 
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Figure 43. Block diagram of the cross-correlation readout system (a) and schematic 
waveforms at points X and Y (b). 
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output signal for a triplet spectrum is shown schematically in Figure 43b 
as it would appear on an oscilloscope at point X in Figure 43a. The array 
was clocked at a rate of 30 kHz so a complete spectrum (110 A region) was 
readout in 8.5 ms. The repetition time (time between start pulses) was 60 
ms (17 spectrals). 

The nature of the correlator is the same as that shown in Figure 37b. 
The function generator for this application is shown in Figure 44. It 
consists of three delay monostable (DM)-gate monostable (GM) combina­
tions and a system of operational amplifiers. Using this function generator, 
any of the output waveforms can be generated in synchrony with the 
spectral trace from the photodiode array. The simple pulse waveform is 
shown in Figure 43b as it would appear on an oscilloscope at point Y in 
Figure 43a. 

(bl ___ --InL.. ___ GM 1 

~GM2 
__ ~n ______ GM3 
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Figure 44. Function generator (a) and schematic representation of output waveforms 
from the gate monostables (b) (resistor values are in kill. 
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In order to vary T and hence cross-correlate a spectral region with a 
particular pulse waveform, the monochromator was scanned slowly (0.2 AI 
s). This results in the spectrum being slowly scanned past the electronic 
gate. This is exactly analogous to scanning a dispersed spectrum past a 
mechanical exit slit (see Figure 5). Thus the pulse gate amounts to an 
"electronic exit slit." In contrast to the mechanical slit, the electronic slit 
can take on several unique forms (Figure 44a). Useful modifications of the 
spectral information can be carried out by cross-correlation with certain 
types of bipolar pulses. Two examples are shown in Figure 45. The se­
quence shown in Figure 45a illustrates a cross-correlation that results in 
resolution enhancement and that in Figure 45b in an approximate first 
derivative. The bipolar pulse shown in Figure 45a is a square approxima­
tion to a second-derivative response function and that in Figure 45b to a 
first-derivative response function. Thus these direct cross-correlations are 
analogous to the Fourier domain filtering discussed in Section 2.3. 

Thus this analog cross-correlation system provides a unique and ver­
satile approach to spectrometric readout. A wide range of powerful spectral 
signal processing operations in addition to those illustrated here, can also 
be effectively implemented with this system. For example, mask correlation 
spectroscopy discussed in Section 3.5 could be flexibly implemented with 
this system as the mask could be replaced by a characteristic electronic 
gating waveform. 

(a) 

* -J1--

1b1 111 * -
Figure 45. Resolution enhancement (a) and differentiation (b) using the cross-correlation 
readout system. 
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4.3.2. Diode Array Analog Shift Registers 

As mentioned in the last section, the photodiode array is really an 
analog shift register with parallel optical inputs and a serial electrical out­
put. Diode array devices are now available that are complete analog shift 
registers (delay lines) with serial electrical input and output. A simplified 
schematic of a SAM-128V Serial Analog Memory (128 diodes) available 
from Reticon Corp. (910 Benicia Ave., Sunnyvale, California 94086) is 
shown in Figure 46. The diodes are shown only as their equivalent capac­
itors. The readin shift register controls the sequential sampling of the 
analog input signal and the readout shift register controls the sequential 
interrogration of the diode (capacitor) memory elements. The readin and 
readout rates are independent, thus the analog signal can be reconstructed 
with a different time base. Also, each memory capacitor has a FET buffer 
stage, thus readout (unlike that with the photodiode array) is nondestruc­
tive. However, with present devices the retention time without significant 
degradation (because of "dark" current) is 40 ms at room temperature. 

Clearly this type of device is potentially an extremely powerful circuit 
element for incorporation into correlation instrumentation. This single IC, 
with appropriate clocking circuitry, can function as a complete transient 
recorder. Thus, some of the correlation instrumentation shown in Section 
4.2 could be considerably simplified utilizing this device. In addition, this 
particular serial analog memory possesses some features which make it 
uniquely applicable to binary sequence correlation. Readout, as mentioned 
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Figure 46. Schematic of a diode array serial analog memory. 
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piing, variations in chemical separations and processing, variations in the 
efficiency and operation of the mass spectrometer inlet system and ion 
source, and noise sources within the ion-current-measurement system will 
all contribute to the observed standard deviation. In this review we will 
consider only the last category, focusing our full attention on limitations 
imposed by the ion-current measurement itself. 

Our procedure will be to present the expressions which can be used 
to quantify the relevant noise sources, to summarize the results of experi­
mental observations validating this computational approach, and to con­
clude by discussing the significance of various factors involved in the 
selection of an ion-current-measurement system. 

2. Noise Sources in Practical Ion-Current-Measurement Systems 

The principal components of an ion-current-measurement system are 
summarized in Figure 1. To provide organization for this discussion, we 
will treat these components separately and in the sequence in which the 
signal passes through them. The signal is rendered in final analog form by 
the signal-conditioning step, and the contribution which any given noise 
source makes to the final signal variance must be expressed in terms of its 
effect on this signal. It is adequate in this regard to consider simply two 
different types of signal conditioning. On the one hand, we shall treat 
current-follower amplifiers of the type indicated in Figure 2. As noted, the 
output signal voltage of such an amplifier is directly proportional to the 
current input, and is given by 

Sv = -iGR (2) 

where i is the average ion beam current, G is the average current gain of 

Signal ~ iG ~ S =f(iG) ~ number 
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Figure J. Schematic diagram of an ion-current-measurement system. The signal first 
takes the form of an ion current, i, experiences a current gain, G, in the transducer, and 
is converted into a voltage level in the signal-conditioning step. The .over-all signal variance 
(<Ts') observed at the readout is comprised of noise contributions (<TB', <Tx', <Te', and <Tn') 
originating in each step of signal processing. 
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essing. However, with the tapped analog delay line filter a trivial modifi­
cation achieves the desired result. It is simply necessary to give tap 5 the 
most weight and then give the taps on either side exponentially decreasing 
weight. In this manner, symmetrical double-sided exponential filtering can 
be implemented. Clearly, such devices are destined to be widely employed 
in scientific instrumentation as real-time analog correlators. A serial analog 
delay line, based on diode arrays, with 24 storage cells and 12 equally 
spaced taps is presently available from Reticon (T AD-12). 

An analog data processor for chart records, whose capability is anal­
ogous to that of a tapped analog delay line, has been constructed by 
Minami et al. (114) This processor was based on an array of ten independent 
diodes, a detector which is used in conventional punched tape readers. It 
was capable of evaluating the cross-correlation between a number of 10-
point correlation functions [exponential, boxcar (moving average), and 
Savitzky-Golay type filtering functions] and any type of data in the form 
of recorder traces. 

4.4. Charge Coupled Device Correlation Instrumentation 

Charge coupled devices (CCDs) are relatively new electronic devices 
that are applicable to both electronic imaging and analog shift register 
applications. A schematic of CCD operation is shown in Figure 48. Basically, 
the CCD concept involves manipulation of charge on the surface of a 
semiconductor by moving a potential minimum. (115) In the structure shown 
in Figure 48, every third electrode is connected to a common conductor. 
Initially (Figure 48a) voltage V2 is greater than VI' This generates a deple­
tion region under electrodes 1,4, 7, ... , and any positive charge present 
or generated near one of these electrodes (such as 1 and 7) will collect near 
it. If a voltage V3 (V3 > V2) is applied to electrodes 2, 5, 8, ... (Figure 
48b), the charge will be transferred from one electrode to the next. In the 
final sequence (Figure 48c) the voltage V2 is now applied to electrodes 2, 
5, and 8. Thus the CCD is really an elegantly simple analog shift register. 

As with diode arrays, most of the initial applications of CCDs have 
been in electronic imaging, (112) although they are now being applied to 
both analog and digital shift register applications. A 100-element linear 
CCD device is available (GEC Semiconductors, East Lane Wembley, Mid­
dlesex, England HAg 7PP) that is an imaging device and hence has 100 
parallel optical inputs and also has a serial analog input so it can be used 
as an analog shift register and a line imager either separately or simulta­
neously. In addition, tapped CCDs are being developed for various analog 
signal-processing applications. (116,117) 

The basic implementation of CCD-based correlation operations is anal-
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Figure 48. Schematic of CCD operation. 

ogous to that with diode arrays. CCDs are somewhat simpler to fabricate 
and perhaps will become the device of choice in the future. Also, interest 
remains high in the development of additional solid-state devices with 
correlation signal-processing capability. Recently, considerable research has 
been carried out on the development of correlators based on acoustic wave 
interactions. (118-120) 

5. Conclusions 

It has been seen in this chapter that correlation techniques are pow­
erful and widely applicable methods for the generation and processing of 
chemical information. Very often correlation techniques provide unique 
measurement capability as well as fresh insight into the applicability and 
limitations of a particular method. Also it was seen that correlation provides 
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a remarkably unifying point of view from which to consider and assess the 
wide range of measurement and processing techniques available to scien­
tists. Present and future instrumental and conceptual developments are 
sure to extend even further the power and utility of correlation methods. 
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Signal-to-Noise Ratios in Mass 
Spectroscopic Ion-Current-Measurement 
Systems 

David W. Peterson and J. M. Hayes 

1. Introduction 

5 

When an analytical result is based upon a mass spectroscopic measurement, 
the uncertainty which must be assigned to the result is directly related to 
the standard deviation of the ion-current measurement. For such an elec­
trical measurement, the standard deviation characterizing the scatter in the 
observations is correctly termed the noise, while the ion-current level is the 
signal. While it is common to consider the precision of chemical analyses 
in terms of the relative standard deviation (= coefficient of variation), the 
precision of electrical measurements is always discussed in terms of the 
inverse quantity, the signal-to-noise ratio: 

SIN = Slus (1) 

where S represents average signal level and Us is the standard deviation of 
population of individual signal measurements. Any systematic considera­
tion of the precision of mass spectroscopic measurements must be based 
upon an analysis of the factors ("noise sources") contributing to the denom­
inator in equation (1). 

The standard deviation of the population of signal measurements will 
be affected by all random errors and uncontrolled variations which precede 
the ion-current measurement in the analytical procedure. Errors in sam-
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pIing, variations in chemical separations and processing, variations in the 
efficiency and operation of the mass spectrometer inlet system and ion 
source, and noise sources within the ion-current-measurement system will 
all contribute to the observed standard deviation. In this review we will 
consider only the last category, focusing our full attention on limitations 
imposed by the ion-current measurement itself. 

Our procedure will be to present the expressions which can be used 
to quantify the relevant noise sources, to summarize the results of experi­
mental observations validating this computational approach, and to con­
clude by discussing the significance of various factors involved in the 
selection of an ion-current-measurement system. 

2. Noise Sources in Practical Ion-Current-Measurement Systems 

The principal components of an ion-current-measurement system are 
summarized in Figure l. To provide organization for this discussion, we 
will treat these components separately and in the sequence in which the 
signal passes through them. The signal is rendered in final analog form by 
the signal-conditioning step, and the contribution which any given noise 
source makes to the final signal variance must be expressed in terms of its 
effect on this signal. It is adequate in this regard to consider simply two 
different types of signal conditioning. On the one hand, we shall treat 
current-follower amplifiers of the type indicated in Figure 2. As noted, the 
output signal voltage of such an amplifier is directly proportional to the 
current input, and is given by 

Sv = -iGR (2) 

where i is the average ion beam current, G is the average current gain of 

Signal ~ iG ~ S = fOG) ~ number 

)~ I 
Ion beam Transducer Signal Digitization Readout 

conditioner device 

Variance a' 
B + a 2 

X + a 2 
C + a' 

D = a' 
S 

Figure 1. Schematic diagram of an ion-current-measurement system. The signal first 
takes the form of an ion current, i, experiences a current gain, G, in the transducer, and 
is converted into a voltage level in the signal-conditioning step. The over-all signal variance 
(!Ts") observed at the readout is comprised of noise contributions (!T8"' !Tx2, !Te", and !TD2) 
originating in each step of signal processing. 
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Figure 2. Schematic diagram of a 
current-follower amplifier. 
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iG~ 1[>-R I -....:....::.--...I......j. Sv=-·GR 
......... --'-----

the transducer, and R is the feedback resistance of the current-follower 
amplifier. On the other hand, we will consider charge-integrating ampli­
fiers of the type indicated in Figure 3. In this case, the capacitor accumu­
lates charge from the transducer, and the output signal voltage is propor­
tional to the integral of the current. If the current is constant, the output 
signal is given by 

Sq = -iGtiC (3) 

where t is the integration time and C is the capacitance of the feedback 
capacitor. 

A very large variety of mathematical terms must be handled in these 
discussions, and the nature of the problem condemns us to a profusion of 
subscripts. After struggling with several "simple" systems, in which we 
minimized the number of subscripts, we have concluded that "straightfor­
ward" and "memorable" are better adjectives than "simple." The resulting 
system of terms is summarized in Table 1. 

As a first step in the prediction of signal-to-noise ratios, we can write 

(4) 

and follow with the evaluation of the individual terms. In taking this 
approach, we are assuming that the noise sources in the various compo­
nents act independently, an assumption which we have no reason to ques­
tion. 

2.1. Ion Beam Noise, UB 

If it were somehow possible to construct a perfect ion-current-meas­
urement system, the use of this system for the observation of any real ion 
beam would result in a "noisy" readout (that is, a constant input ion beam 
would produce a readout which varied randomly about some constant 

Figure 3. Schematic diagram of an 
integrating amplifier. 

c 

J'G s.- ~dt 



Table 1. Identification of Symbols 

A Pulse-counting efficiency (combined efficiency of transducer and amplifier/dis-
criminator), dimensionless 

a Arbitrary constant 
b Arbitrary constant or Polya parameter [equations (11)-(15)] 
C Capacitance, farads 

Subscripted by n, nominal 
c Arbitrary constant 
d Signal change corresponding to smallest possible change in digitizer output 
e Electronic charge, 1.6 x 10-19 coulombs; or base of natural logarithms 
F True average count rate, events/second; or frequency corresponding to full­

scale input at voltage to frequency converter [equations (43), (62), (63)] 
f Observed average count rate, events/second 

Ilf Overall measurement bandwidth, hertz 
Ill' Bandwidth of analog circuitry, hertz 

G ( ) Operator defined by equation (48) 
G Instantaneous current gain of a transducer, dimensionless 
G Average current gain of a transducer, dimensionless 

Ion current, amperes 
i l Leakage current, amperes 
in Amplifier current noise density, amperes/yhertz 
k Boltzmann's constant, 1.38 x 10-23 volt coulombs/Ko, or arbitrary constant 

[equations (37)-(39), (58)] 
N True total number of ions or events 
n Number of digitization intervals contributing to a result or number of ions 

observed in a single observation interval [equations (13)-(15)] 
P Relative standard deviation of an ion current ratio 
R Resistance, ohms; or ion current ratio, dimensionless [equations (50)-(55)] 

Subscripted by /, leakage; n, nominal 
r Ratio of ion-current-observation times, dimensionless 

SIN Signal-to-noise ratio 
S Signal, volts 

Subscripted by v, indicating current follower; q, indicating charge integration 
T Temperature, OK or °C, as indicated; subscripted by n, nominal 
t Integration or observation time, seconds 

Ilt Interval between digitizer outputs, seconds 
V A pplied voltage 

Subscripted by C, capacitor;Js, full scale; n, nominal 
Vn Amplifier voltage noise density, volts/Yhertz 

X,Y Signal-to-noise ratios as defined in connection with equation (64) 
a Temperature coefficient, °C-I; or arbitrary constant [equations (35)-(39)] 
{:J Voltage coefficient, volts-2; or arbitrary constant [equations (35)-(39)] 
Ii Relative difference in ion current ratios, %0, as defined by equation (50) 

JL Average gain of a single stage in an electron multiplier 
p' Effective dead time of a counting system, seconds 
(T Standard deviation or noise 

(T2 Variance or noise 2• 

Noise terms carry up to three subscripts. The first refers to the subsystem in 
which the noise originates or first appears: B, ion beam; X. transducer; C, signal 
conditioner; D, digitizer. The second refers to the nature of the output signal: 
v, current follower; q, charge integration. The third refers to the type of device 
or to the mechanism responsible for generating the noise: f, Faraday cup; m, 
electron multiplier, secondary emission noise;j, Johnson noise; t, noise due to 
ambient temperature variations; a, amplifier noise. Other (T terms refer to the 
standard deviation in the variable designated by the subscript. 

T Amplifier time constant, seconds 
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average value). This irreducible noise originates in the ion beam itself, and 
is termed "shot noise." The effects of shot noise are colloquially referred 
to as those of "ion statistics," and arise simply because the arrival of ions at 
the detector is a random process. Quantitatively, when an average of N 
ions is collected in each period of observation, the standard deviation of 
the population of individual observations will be \IN. (1) Repeated I-s ob­
servations of an ion current of 104 ions/s will not furnish a sequence of 
readouts precisely equivalent to 104 ions. Instead, the observations will 
scatter appreciably «(T = V104 = 102), with a range of readouts equivalent 
to 9800-10,200 ions being required to contain 95% of the observations. 

Presentation of the shot noise in terms of customary electrical units is 
straightforward. The relationship between an electrical current and a dis­
crete number of singly charged particles is given by 

i =Ne# (5) 

where i is an electrical current in amperes, e is the electronic charge (1.6 
X 10-19 coulombs), and N is the number of particles observed in a time 
interval t in seconds. The variance in i, the shot noise, is then given by 

(6) 

where t, the observation time for the current measurement, is given by 
1I2fl.j, where fl.j is the bandwidth of the measurement system in hertz. In 
systems employing current-follower amplifiers, t is given by 2T, where Tis 
the time constant (T = RC) of the amplifier. In many cases the bandwidth 
of the measurement system is not controlled by the amplifier, but by the 
digitization procedure, with t being determined directly by the integration 
time employed. 

The shot noise is modified by the transducer and signal-conditioning 
components prior to its observation. The output signal for a system con­
taining a current-follower amplifier is given by equation (2), and the ion 
beam shot noise then appears as 

(7) 

Alternatively, an ion-current-measurement system might employ an inte­
grating amplifier. In such a case the output signal is given by equation (3), 
and the ion beam shot noise contribution will be given by 

(TBq2 = (as/iJi)2(Tj2 = (Gt/C)2(ie/t) = eitG2/C 2 (8) 

2.2. Transducer Noise, Ux 

The transducer converts the ion beam into an electrical current. A 
mathematical expression can be used to describe this process: 

ielectrlcal = Giion beam (9) 
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2.2.1. Faraday Cup 

The Faraday cup, or collector electrode, is the simplest and most 
reliable transducer used in mass spectroscopy. As ions strike the Faraday 
cup, the charge is transferred from the ion to the metal electrode. The 
Faraday cup has, therefore, a gain of exactly unity. Having no active 
components, the Faraday cup makes no independent contribution to the 
total noise in the ion-current-measurement system, and we write 

(10) 

Notwithstanding this fundamental innocence, it remains true that 
when a Faraday cup is designed or used improperly, spurious results or 
uncontrolled variations can be observed. On the one hand, ion reflection, 
a phenomenon in which some ions collide elastically with the electrode and 
are reflected from the collector without charge transfer,(2,3) can cause the 
apparent gain to assume values less than unity. This problem can 
ordinarily be adequately controlled by attention to the geometry of the 
collector electrode, arranging a deep cup in which chances for reflection 
and escape are minimized. On the other hand, the uncontrolled loss of 
secondary electrons from the collector can also cause the apparent gain to 
assume values greater than unity. This problem is controlled by the use of 
magnetic and electric fields to ensure retention of secondary electrons in 
the collector. Finally, improper shielding in the collector system can allow 
uncontrolled signal variations due to the collection of ions and secondary 
electrons reflected from other surfaces. 

2.2.2. Electron Multiplier 

Multiplier detectors have inherent current gains in the range lO4_lO9, 
thus greatly increasing the sensitivity of an ion-current-measurement sys­
tem and, because the higher currents allow the use of lower value feedback 
resistors, allowing operation at rather high bandwidths. The following 
discussion is based on the Allen-type multiplier, (4,5) which contains an array 
of discrete dynodes, but the same principles can be applied to Venetian­
blind-type multipliers(6) and to various types of continuous dynode electron 
multipliers. (7-9) 

To consider possibly significant noise contributions arising in the elec­
tron multiplier, we can first observe that any variation in the gain of the 
multiplier will give rise to a variation in the signal. Since such gain variations 
are known to occur, they must be regarded as a potentially important noise 
source. A second noise source of potential importance arises in the dark 
current of the electron multiplier. The dark current itself does not rep­
resent a noise source, since it is quite constant and is best treated as a 
systematic offset rather than a random error. However, the shot noise in 
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the dark current can be considered as a noise source. Examining this 
possibility, we find that the magnitude of the dark current in a typical 
Allen-type multiplier is less than 5 X 10-12 A at a gain of 106(0) and can 
state, therefore, that shot noise in the dark current will reach an importance 
equal tei that of shot noise in the ion beam only for ion currents of less 
than 5 X 10-18 A. On this basis we conclude that uncontrolled variations 
in the gain of an electron multiplier represent the principal noise source 
requiring detailed consideration. Such gain variations can be grouped 
under the headings systematic and random. 

Systematic variations are observed between ion beams having different 
translational kinetic energies, different masses, different compositions, and/ 
or different velocities. Oil These variations originate at the first dynode (or 
"conversion dynode," the dynode at which the ion current is converted 
into an electron current) of the multiplier, where ions having different 
energies (or different masses, etc.) tend to produce different yields of 
secondary electrons. (11-15) These variations in first-dynode gain are carried 
through the multiplication process and cause electron multipliers to exhibit 
substantial discriminatory effects. The gain of the multiplier can also be a 
function of ion-beam intensity, these fluctuations being due either to load­
ing down of the voltage divider used to establish the interdynode poten­
tials(6) or to vary potential gradients in continuous dynode multipliers.(7) 

Even when systematic variations in multiplier gain are avoided or 
taken into account, microscopic or random fluctuations in the gain will 
persist and represent a random noise source. The clearest evidence for 
these variations lies in the observation that a series of identical particles 
does not produce a series of identical charge pulses at the multiplier anode. 
Instead, a distribution of pulse heights, representing stochastic variations 
both at the conversion dynode and throughout the secondary electron 
cascade, is observed. 03,17,18) Quantitative evaluation of the noise due to 
multiplier gain variations requires consideration of the magnitude of the 
gain variations. 

Dietz has provided the following expression for the relative variance 
in the gain of an electron multiplier having n stages of multiplication(9) 

(CIc;lG)2 = b1 + (l + b2)(f.L1)-1 + (l + b3)(f.L1f.L2)-1 + ... 

+ ('l + bj )(f.L1f.L2···f.LJ-d-1 + (f.L1f.L2···f.Ln)-1 (II) 

where the b terms are Polya parameters and the f.L terms represent the 
gains of individual dynodes. A Polya parameter is representative of com­
ponents of variance associated with nonuniform secondary-electron emis­
sion from point to point on the dynode surface and with fluctuations 
in the secondary-electron emission process itself. These latter effects are 
caused by variations in the sequences of ion-atom collisions which take 
place as the projectile ions penetrate the surface. 19a The Polya parameters 
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take values between 0.0 and 1.0, where a larger value indicates a greater 
spread in the distribution of secondary electrons emitted per collision. The 
subscripts designate the stages of multiplication (j :5 n), and the variance 
refers to the population of single-particle pulses. In general, all stages after 
the conversion dynode are identical, and we can write IJ'2 = JLs = II? == JL 
and b2 = bs = bj == b. All terms but the first and last in equation (11) are 
then members of the geometric series (1 + b)(ILlJLk-I)-t, where 1:5 k :5 

n - 2. The terms in this series become diminishingly small, and a useful 
expression for the sum, independent of n, can be obtained for k ~ 00. The 
last term in equation (11) is also negligible, and an accurate and compact 
approximation for (TG2 takes the form 

(12) 

The variance in the average gain for samples of n particles is then given 
by 

(13) 

For the case in which an electron multiplier is coupled with a current­
follower amplifier having a feedback resistance R, we note that the output 
signal is given by equation (2) and that the term representing noise due to 
random variations in the gain of the electron multiplier is given by 

(T2 = (a~)2 (H 2 = (iR)2(TG 2 = ieR2{;.2 [b + JL(l + b)] (14) 
Xvm ac G n t I JLI (JL - 1) 

when an electron multiplier is coupled with an integrating amplifier having 
a capacitance C, the output signal is given by equation (3) and the term 
representing noise due to random variations in the gain of the electron 
multiplier is given by 

(T2 = (~)2 (T 2 = (~)2 (TG2 = eit{;2 [b + JL(l + b) ] (15) 
Xqm ac G C n C2 I JLI(JL - 1) 

Consideration of the practical significance of this noise source requires 
knowledge of typical values for the parameters band JL. In this regard, we 
can note that a 16-stage electron multiplier exhibiting a gain of 106 will 
have a gain of 2.37 (the 16th root of 1O~ per stage if all stages have the 
same gain. An overall gain of 106 is also provided by adopting ILl = 2.0 
and JL = 2.4, quite plausible estimates for singly charged ions of mass -100 
and energy :55 ke V. (20) The values for the Polya parameters are subject to 
more uncertainty. However, analyses of the distribution in pulse heights 
from electron multipliers by DietzUS) and by Prescott(21) indicate b - 0.05. 
The first-stage Polya parameter is dependent on many factors, including 
the type of particle, its energy, and surface of the target. Dietz has meas­
ured bl = 0.22 for Na2B02 + and bl = 0.36 for Rb+. US) These measurements 
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were made with 25-keV ions and an Al20 a target. Typical conditions for 
electron multipliers used in mass spectroscopy involve particles of lower 
energy (2-lO keY) striking a Cu-Be dynode like those for the latter stages 
of multiplication. Taking this into consideration, Schoeller(20) estimated a 
Polya parameter of 0.1 for the first dynode. Inserting ILl = 2.0, IL = 2.4, 
bl = 0.1, and b = 0.05, we obtain 

(16) 

and 

(17) 

thus finding that the noise due to random variations in multiplier gain is 
approximately equal to shot noise. 

2.3. Noise Introduced during Signal Conditioning, u c 

All current-to-voltage amplifier systems are characterized by one or 
more intrinsic noise sources which contribute to the signal at the output. 
Here we will consider noise sources in two categories: (1) those primarily 
within or dependent upon the nature of the feedback circuit of the am­
plifier, and (2) those within the amplifier itself. 

2.3.1. Current-Follower Amplifier 

Potential noise sources in the feedback circuit include Johnson noise 
in the resistor and the effects of uncontrolled temperature variations on 
the feedback resistor. Within the amplifier itself, a variety of uncontrolled 
random electronic fluctuations gives rise to voltage and current noise. 
Finally, we can consider systematic errors due to current and voltage offsets 
in the amplifier and arising due to the effects of the sizable temperature 
and voltage coefficients associated with the high resistances sometimes 
employed in electrometers. 

The signal variance due to Johnson noise in the feedback resistor will 
be given by(22) 

CTfvj = 2kTR/t = 4kTRaj (18) 

where k is Boltzmann's constant (1.38 X lO-23 volt coulombsrK) and T is 
the absolute temperature. For any current-to-voltage amplifier (shunt am­
meter, feedback electrometer, vibrating reed electrometer) in which the 
signal voltage is developed across a resistance R, equation (18) will represent 
the Johnson noise contribution arising in that resistance. In general, John­
son noise contributions arising in other resistances will be far less significant. 

High-value feedback resistors frequently have significant temperature 
coefficients. When the temperature of the feedback resistance is not con-



226 David W. Peterson and J. M. Hayes 

trolled and is allowed to vary randomly over the course of a sequence of 
measurements, noise contributions due to the effects of these temperature 
variations can be significant. To evaluate this noise term, we begin by 
noting that the relationship between the actual and nominal values of a 
resistor is given by 

(19) 

where Rn is the nominal resistance at a given temperature Tn, R is the 
actual resistance at temperature T, and a is the temperature coefficient for 
the resistor. The variance in the resistance is then related to the variance 
in the temperature by 

(JR 2 = (oR/oT)2(JT2 = (aR n)2(JT2 (20) 

The variance in the output signal (equation 2) due to thermally induced 
variations in the feedback resistance will then be given by 

(21) 

where we have substituted R = Rn and where (JT is the rms variation of the 
time-averaged temperature of the feedback resistor, this variation being 
measured at the same frequency as the signal itself. 

The noise sources within an amplifier are usually summarized in terms 
of the current and voltage mean square noises per unit bandwidth, in 2 and 
vn 2, respectively. (23) For a current-follower amplifier with feedback resist­
ance R, the net signal variance due to both these sources is given by 

(22) 

The overall signal variance due to noise sources in the signal-condi­
tioning process is then given by 

(23) 

when a current-follower amplifier is employed for signal conditioning. 
A potentially significant but easily avoided systematic error arises due 

to imperfections within the electrometer. Voltage and current offsets at the 
input of the amplifier can give rise to the appearance of a constant error 
signal at the output. This error signal can usually be reduced below the 
noise level by carefully "trimming" the electrometer. 

A systematic error which can be of substantial significance in current­
follower amplifiers arises in the nonohmic behavior of high-value resistors 
(R > 108 0). Typically, these resistors do not exhibit a strictly linear 
voltage-current relationship, especially at relatively high voltages (V > 20 
volts). Instead, the actual resistance R is related to the nominal resistance 
Rn by(24) 

(24) 
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where f3 is the voltage coefficient and V is the voltage across the resistor. 
The resulting error, ASv, in the observed signal is then given by 

asv = i(Rn - R) = iRn[l - exp (f3VZ)] (25) 

The magnitude of the voltage coefficient varies among resistors, but a 
typical value is -8 x 10-6.(24) For this value, the relative errors are 0.0008%, 
0.08%, and 8.0% for 1, 10, and 100 V across the resistor. 

It is also appropriate in many cases to consider the effects of temper­
ature variations, discussed above in terms of random error, as representing 
systematic errors which are subject to correction. In this case we note that 
the error in the observed signal is given by 

(26) 

A typical value of a for a 1010_0 resistor is 1000 ppm/OC.(25) Thus, when 
two signals measured at different temperatures are compared, the relative 
error will be 0.01 % if the temperatures differ by O.l°C, and 0.3% if the 
temperatures differ by 3.0°C. Such effects are far less serious for lower­
value resistors. A typical temperature coefficient for resistors in the range 
below 107 0 is 25 ppmrC. 

2.3.2. Capacitive Integration 

It is advantageous in some cases to carry out direct analog integration 
of the signal from the transducer.(26) A signal conditioner capable of this 
direct integration is schematically represented in Figure 3, and the resulting 
output signal is given by equation (3). The absence of large input or 
feedback resistances in such systems leads to the elimination of Johnson 
noise and can represent a considerable advantage in some specialized 
systems. Note, however, that practical systems (C ~ 10-10 F) require rela­
tively large ion currents and/or long integration times for the generation 
of sizable signals. Amplifier noise and the effects of temperature variations 
represent potentially significant noise sources in such systems, and leakage 
currents in the charge-collecting capacitor can lead to sizable systematic 
errors. 

The signal variance due to amplifier noise depends on the same 
parameters discussed in connection with current-follower amplifiers [equa­
tion (22)]. Taking the same approach in this case, we write 

(27) 

The value of the charge-collecting capacitor is dependent on temper­
ature, and variations in temperature can therefore affect the observed 
output signal. The relationship between capacitance and temperature is 
given by 

(28) 
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where C is the capacitance at temperature T, C n is the nominal capacitance 
at some reference temperature Tn, and a is the temperature coefficient. 
The variance in the capacitance is then related to the variance in the 
temperature by 

(29) 

The variance in the output signal [equation (3)] due to thermally induced 
variations in the capacitance will then be given by 

(T~qt = (dSliJC)2(TC2 = (iGtIC2)2(aC)2(TT2 = (aiGtIC?(TT2 (30) 

where we have substituted C = Cn and where (TT is the rms variation of 
the temperature of the charge-collecting capacitor, this variation being 
measured at the same time intervals as the output signal. 

The overall noise contribution due to signal conditioning is then given 
by 

(31 ) 

when capacitive integration is employed. 
The same amplifier input offset current which can give rise to a 

systematic output voltage offset in current follower systems will be inte­
grated in capacitive integration systems. This error (AS q = -ioffsetlIC) can 
be of significance in unfavorable circumstances, and careful attention 
should be paid to trimming the amplifier in order to reduce the effect of 
the offset current. 

A systematic error inherent in the capacitive integration amplifier is 
the decrease in signal due to the leakage current of the capacitor. The 
charge stored on the plates of the capacitor can leak away, usually through 
the dielectric material. The magnitude of this leakage current, it. is 

(32) 

where V c is the potential difference between the plates of the capacitor 
and Rl is the resistance of the leakage path. As the integration time 
increases, the voltage builds up on the capacitor and the magnitude of the 
leakage current increases. A general expression for the observed signal in 
the presence of leakage current is 

Sq = [(iG - i1)/C dt (33) 

In order to examine the integrated effects of charge leakage, we can 
assume that iG is constant and rewrite equation (33) as follows: 

Sq = [ [(iG/C) - (SqIR1C)]dt (34) 
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In order to simplify this equation, we will make the arbitrary definitions 
a = iG/C and {3 = lIR I C, writing 

Sq = f (a - {3Sq)dt (35) 

Rearranging and substituting Vc = Sq, we write 

rs • dV c 1 (S • dV C (t 
Jo a - {3Vc = Ii Jo a/{3 - Vc = Jo dt 

Evaluating the integrals, we obtain 

- (lI{3) In [(a/{3) - Sq] = t + kI 

In (a/{3 - Sq) = -{3t - {3kI 

defining k2 = exp (-kI{3), we obtain 

a/{3 - Sq = k2 exp (-{3 t) 

where k2 can be evaluated from the requirement that Sq 
yielding k2 = a/{3 and, by substitution 

Sq = iGR1[l - exp (-t/RIC)] 

(36) 

(37) 

(38) 

(39) 

o at t = 0, 

(40) 

whence it follows that the systematic error due to charge leakage is given 
by 

where S~ is used to denote the signal expected in the absence of charge 
leakage. Clearly, the magnitude of this error is dependent on the RIC 
product, or discharging time constant, of the capacitor. Teflon and poly­
styrene capacitors, which exhibit low leakage currents, have RIC products 
equal to 106 s. (27) On the other hand, electrolytic capacitors, which have 
RIC products of 103 s, leak rapidly and should not be used in current 
integrators. As shown in Figure 4, the relative error due to leakage current 
in Teflon and polystyrene capacitors is significantly smaller than in elec­
trolytic capacitors. 

2.4. Digitization Noise, (TD 

The process of digitization has significance in this context both with 
regard to its effect on the integration time t, a variable which has appeared 
in most of the preceding expressions, and with regard to noise contribu­
tions originating in this phase of signal processing. Here we will consider 
the effects of various analog-to-digital conversion devices and of directly 
digital measurements, that is, ion counting. 
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Figure 4. Relative error due to leakage current as a function of integration time in an 
integrating-amplifier system. See equation (41). 

2.4.1. Analog-to-Digital Converters 

At the outset, it is useful to consider two aspects of the timing of the 
digitization process. First, we note that we will consider only processes in 
which digitization occurs at fixed time intervals I1t, and that during each 
of these time intervals, the digitizer might observe the signal continuously, 
as is the case in a device comprised of a voltage-to-frequency converter and 
a counter, or for only a very brief observation period called the aperture 
time. We will refer to devices of the first type as integrating digitizers and 
to devices of the second type as nonintegrating. Unfortunately, the dis­
tinction is not always perfectly clear. (28) In many systems, the aperture time 
is controlled by a sample-and-hold amplifier at the input of the digitization 
device and can be very brief, occupying only a small fraction of the time 
interval I1t. Second, we note that the pace of digitization can be either 
faster or slower than the highest frequencies in the input analog signal. 
The range of frequencies present at the input is determined by the band­
width of the analog circuitry, a quantity which we shall denote by 111', 
distinguishing it from the overall measurement bandwidth, 111, a variable 
whose magnitude is often controlled by the digitization process itself. When 
the pace of digitization is adequate for representation of the highest analog 
input frequencies, we will have 11 t :$ 112111', when digitization is slow in 
comparison to the maximum analog frequencies, 11 t > 112111'. 



Signal-to-Noise Ratios 231 

For the case of a nonintegrating device employed so that At :5 112 AI' ' 
we can observe that the effective integration time for a single observation 
will be controlled by the analog circuitry, with t = 1I2Af'. When n digital 
observations are averaged under these circumstances, the effective integra­
tion time will be nAt or 1I2A[', whichever is greater, in spite of the fact 
that the actual signal-observation time might be very brief, being comprised 
of n aperture times for the digitizer in use. It is also true that when At :5 

112 AI' ' all information present in the analog signal will be effectively 
transformed into the digital domain, and it will be possible adequately to 
reconstruct all time-variable aspects of the analog signal from the digital 
record. 

It can happen that a nonintegrating digitizer is applied such that At 
> 112 AI' ' that is, that digitization occurs slowly in comparison to the highest 
frequencies presented in the analog input. This is illogical and represents 
an unsatisfactory situation for a number of reasons. On the one hand, if 
there is a good reason to provide the analog portion of the measurement 
system with a high bandwidth, then the same reason must apply equally to 
the digitizer, since information present at signal frequencies greater than 
1I2At is lost during digitization. If, on the other hand, it happens that the 
sampling rate of the digitizer is adequate for extraction of all useful infor­
mation from the signal, then we can conclude that the bandwidth of the 
analog circuitry should be reduced. This conclusion is supported by two 
facts. First, we note that the effective integration time for each observation 
is controlled by the analog circuitry and is given by 1!2Af'. During each At 
interval, only a fraction (1!2Af' At) of the potential observation time will 
actually be employed. If n digital observations are averaged, the effective 
integration time will be nI2Aj', which might be appreciably less than nat. 
Second, we note that high-frequency noise present in the analog signal will 
be contributing to the instantaneous signal level observed during any given 
aperture time, and that this noise will contribute to the digital output. This 
needless incorporation of high-frequency noise in a low-frequency output 
is termed "aliasing." Since the choice of a relatively long At has already 
indicated that this high-frequency portion of the input signal is uninfor­
mative, it would be better to reduce AI' and thus avoid digitizing this noise, 
at the same time making more efficient use of the informative frequencies 
in the analog input. 

When an integrating digitizer is employed, the effective integration 
time for a single digital observation will always be given by A t or 1I2Af', 
whichever is greater, independent of the relationship between AI' and At. 
Because the process of digitization is combined with integration, aliasing is 
impossible, maximum efficiency is ensured, and the adoption of At > 
1I2Af' is not necessarily inappropriate, although it remains true that in­
formation at frequencies greater than 1I2At will be lost. 
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Independent of the timing considerations discussed above, the process 
of digitization can affect the variance of the digital output and its relation 
to the variance of the analog input signal. An important factor in this 
regard is the resolution of the digitizer, usefully described in terms of the 
quantization interval, the signal change equivalent to the smallest possible 
change in the digital output. For analog-to-digital converters which divide 
the analog continuum into 2n discrete increments for an n-bit conversion, 
the quantization interval d is given by 

(42) 

where Vfs is the full-scale voltage accepted by the analog input. When 
analog-to-digital conversion is accomplished by first transforming the signal 
into the frequency domain, then employing a counter to complete the 
digitization, the quantization interval is given by 

d = VfJFllt (43) 

where V Is is the full-scale voltage accepted by the voltage-to-frequency 
converter, F is the corresponding output frequency, and Ilt is the digiti­
zation time interval. 

An analysis of the generation and/or transmission of noise during the 
process of digitization depends on whether the noise on the input analog 
signal is large or small in comparison to the quantization interval. Kelly 
and Horlick (28) have shown that it is adequate to consider two cases, one in 
which the input noise is less than d/2 and the other in with the input noise 
is equal to or greater than d/2. 

An input signal having a noise amplitude which is small in comparison 
to the quantization interval will yield a constant digital output. The resulting 
quantization error eq will be systematic, not random, and will be in the 
range -d/2 :s; eq < d/2 if we assume that the digitizer rounds to the nearest 
quantization level, or 0 :s; eq < d if we assume that the digitizer rounds to 
the next lower quantization interval. In either case, the range of uncertainty 
is one full quantization interval. 

An input signal having a noise amplitude equal to or greater than 
d/2 will yield a randomly varying digital output. Considering the relationship 
between the variance of the analog input and that of the digital output, 
Kelly and Horlick(28) showed that the digitization process added an uncor­
related noise component to the signal. For a single observation, the mag­
nitude of this digitization noise is given by 

(ID 2 = d 2/12 (44) 

Repeated digital analog-to-digital conversions will produce a distribution 
of digital results whose average will not necessarily fall on a discrete quan­
tization step. The variance or quantization error of a signal that has been 
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time averaged is 

(Tv 2 = d2/12n (45) 

where n is the number of analog to digital conversions. 

2.4.2. Ion Counting 

Direct digital measurements of ion current levels can be made using 
an ion-counting system consisting of an electron multiplier, a discriminator, 
and a counter as shown in Figure 5. An alternative scheme employs a 
"Daly detector,"(29) in which the secondary electrons produced at a target 
electrode are accelerated to strike a phosphor, the resulting light pulses 
being observed with a photon-counting system. In either case, each ion 
striking the transducer produces a current pulse which is individually 
amplified and counted. The discriminator has a threshold adjusted high 
enough to exclude most noise pulses, but low enough that almost all ion 
pulses are counted. Ions which happen to produce no secondary electrons 
at the conversion dynode will, of course, be missed; and it is possible for 
an ion pulse to die out or for the microscopic gain fluctuations to keep the 
pulse below the discriminator threshold; but, in general, the effects of 
multiplier gain fluctuations are greatly reduced, and it has been observed 
that the shot noise of the ion beam [equation (7)] is the only appreciable 
noise source in the system. (30) 

Although ion counting approaches the theoretical limit of precision 
set by ion statistics, it does have several drawbacks. The most severe re­
striction is that the dynamic range has an upper limit due to count losses 
caused by ion coincidence. As a charge pulse travels down the dynode 
string of the electron multiplier to the discriminator, it obtains a finite 
temporal width. Whenever two or more ion pulses are separated in time 
by less than their pulse width, the discriminator will not be able to resolve 
the pulses, and only the first ion of the multiple event will be recorded. 
For ion-counting systems and other "paralyzable" (i.e., if struck with an 
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Figure 5. Schematic diagram of ion-counting system. 
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infinitely fast particle flux, the counter would register no events at all, see 
reference 32) counting systems, the relationship between the true count 
rate, F, and the observed count rate,J, is given by(311 

(46) 

where A is the efficiency of the multiplier and pulse discriminatorlcounter 
and p' is the effective deadtime, an experimentally measurable time inter­
val related to the minimum pulse-pair resolving time. (311 

Because the functional relationship between the observed and true 
count rates is known, it should be possible to apply a correction to the 
observed count rate, obtaining an accurate value for the true count rate. 
There are, however, two problems in this regard. First, the efficiency term, 
A, is usually not well known. In practice, this is of little consequence, since 
all calculations are ordinarily based on relative count rates. In these circum­
stances, the (unknown) A values can always be cancelled between the two 
or more count rates being compared. Indeed, the fact that A can be 
significantly less than unity is seldom mentioned in polite society, and most 
"correction formulas" [like equation (47) below] simply omit any considera­
tion of the efficiency term. The second problem stems from the form of 
equation (46), which cannot be directly solved for F in terms off The 
conventional solution to this problem involves the use of anyone of a 
number of formulas, all of which are approximate.(32) For example, the 
very commonly used correction formula 

F =f(1 +fp') (47) 

is in error by more than 0.1 % for F p' > 0.026 and by more than 1 % for 
Fp' > 0.086. 

Here we would like to point out that numerical methods, exact to 
within any specified tolerance, can be employed for the solution of equation 
(46), thus avoiding the approximations incurred in the use of "correction 
formulas." As a first step in obtaining a numerical solution, it is necessary 
to define the following function: 

G(F) = Fe-FP' - f (48) 

Arbitrarily assuming perfect efficiency, we note that G(F) will become equal 
to zero when the correct value of F is found for a given observed count 
rate and effective deadtime. The problem, then, is to find the root, G(F) 
= 0, of equation (48). Newton's method(33) finds the required solution 
iteratively, assigning successive values according to the expression 

F n+I = F n - G(F n)/G' (F n) = F n - (Fne -FnP' - f)/[e-FnP'(l - F nP')] (49) 

where, for the first iteration, it is adequate to set F 1 = f When two 
successive values of F n are identical, the root has been found and F has 
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been calculated without recourse to approximation. The solution converges 
rapidly, but it is required that F p' < 0.35. 

Whenever substantial count-loss corrections are made, it is evident 
that the ion-counting measurement must be regarded as having two parts: 
(1) the observation of the unknown ion current, and (2) the measurement 
of the effective deadtime. When assessing the uncertainty in the ion-current 
measurement, uncertainties originating in both these procedures must be 
considered. While a full consideration of this question is beyond the scope 
of this review, it should be noted that Hayes and Schoeller(32) have shown 
that the uncertainty in the effective deadtime assumes critical importance 
and that the maintenance of a required accuracy of ion-current measure­
ment can have the effect of requiring that count-loss corrections greater 
than some critical level be completely avoided, thus placing an absolute 
upper limit on the count rate which can be employed. 

2.5. Prediction of Overall System Performance 

The expected signal-to-noise ratio for a given system is calculated from 
equation (l), where the numerator is evaluated using either equation (2) 
or (3), as appropriate, and the denominator is evaluated by full expansion 
of equation (4). A single example should suffice. 

Consider a system intended for high-speed scanning of the mass 
spectra of organic molecules. Typical specifications might be as follows: 

Ion current range: 10-1°_10-14 A 
Transducer: electron multiplier. Average current gain, (; = 105. 

Signal conditioner: current-follower amplifier. Feedback resistance, R 
106 n (temperature coefficient = 5 x 1O-5 °C-l, rms variation of average 

temperature = 0.4°C); current noise density, in = 2 X 10-16 A/vIlh"(34); 
voltage noise density, Vn = 10-6 VI'Vifz(34); bandwidth, 111 = 103 Hz. 

Digitizer: analog-to-digital converter. Full scale voltage, Vis = 10 V; 
12-bit resolution; digitization rate = 2 kHz or more. 

Let us calculate the expected signal-to-noise ratio for such a system when 
the input ion current is 10-12 A. 

Signal: From equation (2), Sv = 0.100 V 
Ion beam noise: From equation (7), O'Av = 3.20 x 10-6 V2, O'Bv = 1790 

ILV. 
Transducer noise: From equation (16), O'ivm = 3.20 x 10-6 V2, O'xvm 

= 1790pV. 
Signal-conditioning noise: From equation (18), Johnson noise contrib­

uted by the feedback resistor, O'~Vj = 1.66 X 10-11 V2, 0' Cvj = 4.1 IL V; from 
equation (21), noise due to variations in the average temperature of the 
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feedback resistor, (T~vt = 4.0 X 10-12 V2, (TCvt = 2.0 J-LV; from equation 
(22), amplifier noise, (T~va = 1.0 X 10-9 V2, (TCva = 32 J-LV; total signal­
conditioning noise, (T~v = 1.01 X 10-9 V2, (TCv = 32 J-LV. 

Digitization noise: From equation (44), digitization noise (d = 10 V/2 12 

= 2.44 X 10-3 V), (TD2 = 4.97 X 10-7 V2, (TD = 705 J-LV. 
Total noise: From equation (4), (TS2 = 6.90 X 10-6 V2, (Ts = 2630 J-LV. 
Signal-to-noise ratio: From equation (l), SIN = 38.1. 

The ion beam noise, the transducer noise, and the noise due to variations 
in the average temperature of the feedback resistor are all dependent on 
the magnitude of the ion current. A complete summary of the expected 
system performance, therefore, takes the form of a graph, as shown in 
Figure 6. Because transducer noise, the principal noise source other than 
shot noise, varies with i1l2, as does shot noise, the line tracing expected 
system performance parallels the line indicating the unavoidable shot-noise 
limitation. Only at very low currents do other noise sources contribute 
significantly, causing the performance to drop off somewhat more sharply 
in the range below 10-13 A. 

3. Experimental Observations of the Perfonnance of Ion-Current­
Measurement Systems 

The approach taken in the preceding sections is classical and straight­
forward. The individual noise terms presented and discussed have been 
independently investigated and validated. The practicing mass spectro­
scopist, however, has an understandable interest in comparing this theory 
with reality by asking whether the performance of actual measurement 
systems exceeds or falls short of predicted levels. The development of 
procedures which examine this question without clouding the issue requires 
some attention. 

3.1. Experimental Approach 

Conceptually, the overall signal-to-noise ratio of an ion-current-meas­
urement system could be determined by making repeated observations of 
a perfectly stable ion beam uncorrupted by any noise other than the 
unavoidable shot noise. In this case, the observed standard deviation of the 
population of individual signal (ion current) measurements would give the 
noise directly, and the computation of the signal-to-noise ratio would be 
trivial. It would be necessary, however, somehow to prove that the ion 
beam was free of noise other than shot noise. When the range of things 
that might sabotage perfection is considered in its full magnificence, it is 
easy to conclude that some more favorable experimental design should be 
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Figure 6. Signal-to-noise ratio as a function of ibn current for the system discussed in the 
text. The broken line indicates the shot-noise limit. 

sought, one which would be immune to the effects of noise other than that 
arising in the measurement system. 

Repeated measurements of an ion-current ratio can allow satisfactory 
isolation of noise originating in the ion-current-measurement system. The 
use of a ratio as the determined quantity has the effect of cancelling most 
errors due to variations in performance of the ion source and the inlet 
system. A further increase in purity is obtained by comparing only adjacent 
ratio observations within a series of measurements, thus minimizing the 
effect of any long-term drifts which might be influencing background ion 
currents or other variations not originating in the ion-current-measurement 
system. The procedure described is similar to that used in measurements 
of natural variations of stable isotopic abundances, (35,36) and we define the 
parameter of interest as follows: 

(50) 

where 15 is the relative difference, expressed in parts per thousand, between 
successive measurements of a ratio R. Following the usage in isotopic 
analyses, we shall assign the symbol %0, and the term "per mil" to the 
statistic 15. For any sequence of n measurements of R, it is possible to 
calculate n - 1 values for 15. For such a sequence, the variance in 15 is given 
by 

n-l 

(I,? = 2 15?/(n - 1) (51) 
i=1 
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where it has been assumed that the true value of S is known to be zero in 
this case, since S represents successive measurements of the same ratio. 

The variance in £) is an easily observed quantity, and its value can be 
compared to that predicted by signal-to-noise ratio calculations in order to 
evaluate the utility of the approach described in the first part of this review. 
The variance in £) can be related to the signal-to-noise ratio as follows. We 
note, first, that the variance in the measurement of a ratio of two signals, 
R = Sl/S2 is given by 

or, in terms of the relative variances, by 

((TRIR)2 = ((TS,/Sl)2 + ((TS/S2)2 

The variance in £) is given by 

2 _ (as)2 2 (a£))2 2 
(Til - aRt (TR i + aRl+1 (TRi+1 

Evaluating the derivatives and assuming that R j = 
(TR i = (TRi+I' we obtain 

(52) 

(53) 

(54) 

Rl+l and that 

in which we find that (Til is given in terms of the inverse signal-to-noise 
ratios. 

Because it is based on differential ratio measurements, the approach 
described here does not allow determination of the signal-to-noise ratios of 
individual ion currents. For example, given (Til, equation (55) cannot be 
solved for (TSI and (TS2 without making assumptions about their relative 
magnitudes. The determination of the values of the various terms contrib­
uting to (TSI and (TS2 is even more remote. Based on the signal-to-noise 
expressions given in the preceding sections, however, it is possible to cal­
culate expected values of (Til and to examine the experimental results for 
agreement. It is this approach which will be taken here. 

3.2. Observed Levels of Perfonnance 

3.2.1. Ion Counting 

Schoeller and Hayes(30) have shown that the performance of an ion 
counting system is, in fact, limited only by ion beam shot noise, provided 
that limitations imposed by deadtime uncertainties(32) are observed. In spite 
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of this favorable result, ion-counting systems are not widely used for high­
precision isotope ratio measurements because the analysis time is quite 
long. Since coincident count losses limit the dynamic range of the system 
to relatively small ion currents, long observation times are required to 
collect enough ions for high-precision measurements. For instance, the 
times required to achieve precisions of 1.0, 0.5, and 0.1%0 with an ion 
counting mass spectrometer measuring isotopic ion currents of l.6 X 10-13 

and l.9 X 10-15 A (l06 and -104 ions/s, respectively) are 10.5 min, 42 min, 
and 17 h, respectively. (30) 

3.2.2. Faraday Cup, Current Follower 

Repeated observations of ~ for such a system were obtained using the 
same mass spectrometer employed by Schoeller and Hayes in their ion­
counting work, (30) but replacing the electron multiplier with a Faraday cup. 
The expected signal values and noise contributions can be determined as 
follows: 

S l(m/e 45 of CO2), from equation (2) with i = 1.6 X 10-13 A, G = 1.0, 
and R = 1011 0; S2(m/e 44 of CO2) calculated in the same way, but with i 

1.3 X 10-11 A. 
(TBv 2, from equation (7) 
(Tx/ = 0 
(TCv 2 : (Tcv/ from equation (18) with T = 300°; (Tcvfa 2 from equation (22) 

with in = l.4 X 10-16 A/V'I=!z and Vn = 1.4 X 10-5 v/V'I=!z 
(TD2 from equation (45) with d = 8.14 X 10-5 V for SI and d = 7.81 

X 10-4 V for S2, these values being obtained by the use of a voltage to 
frequency converter (VIS = 10 V, F = 106 Hz) with incremental counting 
times of 122.88 ms for SI and 12.80 ms for S2. 

Each of the expressions cited requires the specification of an integra­
tion time t or, in the case of the digitization noise, the specification of n, 
the total number of counting intervals. These parameters were varied, and 
(Ts was determined as a function of N 45, the total number of mass 45 ions 
collected. The signal integration times, tl and t2, are related to N 45 by the 
expressIOn 

(56) 

where unequal observation times were chosen so that t l /t 2 lIVR, as 
required for minimizing the uncertainty in R within a given total obser­
vation time (the origin of this requirement is discussed in detail in the 
concluding section of this review). The number of counting intervals, n, is 
given by 

(57) 
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Figure 7. Observed values of a, (equation 50) vs. N ... the number of m/e 45 ions collected 
(see equation 56) at the Faraday cup. The broken contours indicate the scatter expected 
f0r shot-noise limiting only. The solid contours have been calculated from system char­
acteristics as indicated in the text. 

The results of this series of measurements are summarized in Figure 
7, in which the points represent individual measurements of a and the 
contours represent expected levels of performance. If ion-beam shot noise 
alone were responsible for the scatter in the results, 68% of the results 
should fall within the dashed contours labeled" 1 fT," and 95% should fall 
within the dashed contours labeled "2 fT." The unbroken contours represent 
expected degrees of scatter predicted on the basis of the signal-to-noise 
calculations summarized here [equation (55)]. Experimentally, 84 of 108 
observations (77.8%) lie within the 1 fT contours predicted on the basis of 
signal-to-noise calculations, while 105 of 108 (97.2%) lie within the 2fT 
contours. When the contours based on shot noise alone are considered, 
the corresponding fractions are 60.6% and 84.8%. It is apparent that the 
actual performance of the system is more accurately predicted by the 
signal-to-noise calculations than by ion-statistical calculations alone. 

A well-defined comparison between the experimental data and the 
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various predictions can be based upon the F test. When the 53 observations 
of {) at N 45 - 2 x 108 are considered, we find 

F = cr/j2 [observed]/ cri [predicted by shot noise only] = (0.199/0.100)2 

a value which is significant at the 99% confidence level. When the observed 
precision is compared to that predicted by signal-to-noise ratio calculations, 
no significant difference is found. 

3.2.3. Electron Multiplier, Current Follower 

Parallel tests were made using an electron multiplier as the transducer 
in the same mass spectrometer system, the only additional modification 
being the use of a different current-follower amplifier with a lower feed­
back resistance. Calculations of expected performance levels duplicate those 
outlined for the Faraday cup system, with only the following parameters 
being changed: G = 106, R = 105 fl, and in = 1.4 X 10-14 NvRZ; 
and with crxvm 2 being calculated from equation (16). 

The results of this series of measurements are summarized in Figure 
8 together with performance contours calculated as for Figure 7. Of a total 
of 88 observations, respectively, 76.1% and 97.7% fall within the lcr and 
2 cr contours predicted on the basis of calculated signal to noise ratios. 
When the F test is employed, the deviation from precision expected on the 
basis of ion-beam shot noise alone is significant at the 99% confidence 
level, but no statistically significant difference is found when the observed 
precision is compared to that predicted from signal-to-noise ratio calcula­
tions. 

3.2.4. Faraday Cup, Capacitive Integration 

Beckinsale et al. (37) have reported the results of performance tests of 
the system developed by Jackson and Young. (26) It was observed that the 
precision obtained in actual measurements was slightly worse than that 
calculated on the basis of the S/N model or of ion beam shot noise alone. 
While the differences in precision are statistically significant, it should be 
emphasized that this system does achieve a higher level of performance 
than the analog systems previously described, and that no attempt was 
made in the calculations of expected performance to allow for the effects 
of temperature variations. 

4. Discussion 

A few very general comments and conclusions can be based upon the 
information summarized in the preceding sections of this review. We will 
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Figure 8. Observed values of 8, (equation 50) vs. N.5, the number of m/e 45 ions collected 
(see equation 56) at an electron multiplier transducer. The broken contours indicate the 
scatter expected for shot-noise limiting only. The solid contours have been calculated 
from system characteristics as indicated in the text. 

be brief, and, except where specifically indicated, will concern ourselves 
entirely with current-follower systems, excluding capacitive integration sys­
tems from further discussion. 

4.1. General Features of Perfonnance Curves 

The relationship between ion current and the signal-to-noise ratio for 
any measurement system can be placed in the form 

(58) 

where k, a, b, and c are constants related to the specifications of the system 
and where the noise terms in the denominator have been collected in three 
categories according to their dependence on ion current. Among the noise 
sources considered here, only the effects of temperature variations (equa­
tion 20) vary directly with i (u2 ex: i~. Both shot noise [equation (7)] and 
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electron multiplier secondary electron emission noise [equation (16)] are 
proportional to VI, (1"2 r:x i). Finally, Johnson noise [equation (18)], digiti­
zation noise [equation (45)], and amplifier noise [equation (22)] all make 
constant noise contributions, independent of the ion current level. Clearly, 
the relative magnitudes of the various terms in the denominator can vary 
significantly within the range of ion currents to which any system is applied. 

The generalized effects of the various types of noise are graphically 
summarized in Figure 9. The dominant feature of this (or of any specific 
performance curve) is the limitation imposed by ion-current shot noise. 
The l/VI, dependence gives rise to a line with a slope of 112 on a graph of 
log (SIN) vs. log i. When an electron multiplier is used as the transducer 
in a system, the effects of secondary emission noise will reduce the per­
formance by a further constant factor, giving a line parallel to and below 
the shot-noise limit on a graph of this type. Shot noise and secondary 
emission noise are the only important noise terms for many practical 
electron multiplier systems, and the performance curves for these systems 
(e.g., Figure 6) are relatively featureless. The fixed-magnitude noise 
sources, particularly Johnson noise, are more likely to be of importance in 
Faraday cup systems, although such systems are free of secondary emission 
noise and, in their favorable ranges of application, can approach the shot­
noise limit more closely than electron multiplier systems (contrast the heavy 
solid and dashed lines in Figure 10, to be discussed in detail below). Where 
constant noise sources are dominant, the slope of a log (S IN) vs. log i curve 
is 1.0. The final category of noise terms, those which are directly propor-

Temperature 
vartatlons 

Electron multiplier 
secondary emission nOise 

Johnson nOise, amplifier nOise, 
digitizatian noise 

log I 

Figure 9. Generalized system performance curve indicating the effect of various noise 
sources. 
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Figure 10. Performance curves for typical ion-current-measurement systems incorporat­
ing as the transducer an electron multiplier (heavy solid line) or a Faraday cup (heavy 
broken line). The thin continuous line indicates the shot noise limit. The systems are 
compared at a common bandwidth of tJ.j = 1 Hz, and the possible additional limitations 
due to digitization noise have been excluded. Specifications for the electron multiplier 
system: R = 107 n, (; = 3 x lOS, in = 2 X 10-16 A/vHZ, and Vn = 10-6 V/vHZ. 
Specifications for the Faraday cup System: R = 1010 n, in = 10-15 A/vHZ, Vn = 10-· 
v/vHZ. The heavy dotted line shows the effect of temperature variations on the Faraday 
cup system assuming a = 1000 ppm/Co and fTT = 0.1 Co. 

tional to signal level, is most devastating in its effect. As noted in Figure 9, 
the effects of temperature variations can firmly limit the signal-to-noise 
ratio, causing the performance curve to flatten completely. Although tem­
perature variations can be minimized, if not completely controlled, in the 
laboratory environment, this is not always convenient in the field or, es­
pecially, in spacecraft. In any case, it must be kept in mind that a typical 
temperature coefficient for a 101°_0 resistor is the order of 1000 ppml 
Co, (25) and that the required precision of temperature control is, accord­
ingly, very great. 

While we have demonstrated that temperature variations of the feed­
back resistance can severely limit the S IN of an ion-current measurement, 
there are many measurement situations where temperature variations are 
relatively unimportant. Experiments based on relative ion-current abun­
dances are not subject to severe temperature-induced noise if the meas­
urement time for the individual ion currents is short compared to the 
thermal time constant of the resistor. Measurements requiring the use of 
multiple collector systems can minimize temperature-induced variations by 
employing feedback resistances with matched temperature coefficients. 



Signal-to-Noise Ratios 245 

4.2. Comparisons between Systems 

It is impossible to attribute overall superiority to any particular system. 
It should be evident that the characteristics of a system are determined not 
only by the transducer employed, but also, in very large part, by the other 
components in a system. Thus, even for a specific application, one system 
employing an electron multiplier might offer better performance than 
another employing a Faraday cup, while that Faraday cup system might, 
in turn, substantially outperform another which happened also to use an 
electron multiplier as the transducer. Having offered this warning, we will 
make a few general comparisons and comments. 

4.2.1. Attainable Precision 

Two specific and typical systems, one employing an electron multiplier 
and the other a Farady cup, are compared in Figure 10 (details and 
specifications are given in the caption). The performance curves are ter­
minated at an output signal level of 30 V. It happens that this corresponds 
to an input ion current of 10-11 A for the electron multiplier system and 
that, at this point, the two systems offer equal signal-to-noise ratios. For 
ion currents greater than 10-11 A, the particular Faraday cup system 
specified here offers better performance than could any electron multiplier 
system. The relatively higher performance of the Faraday cup system could 
be extended to lower input ion currents through the use of a larger 
feedback resistor in the current-follower amplifier, but this is usually 
avoided because the time constant of the system becomes inconveniently 
long. By the same token, the use of the electron multiplier could be 
extended to ion currents substantially in excess of 10-11 A through the use 
of a lower feedback resistance or by lowering the current gain of the 
multiplier. Often, however, this is avoided because the simpler Faraday 
cup system offers equal or better performance and complete freedom from 
systematic gain variations. It happens, therefore, that 10-11 A forms a 
boundary-to the extent that any such boundary can be suggested-be­
tween the typical ranges of application of these transducers. When the 
boundary is ignored, it is generally because other conditions, usually relat­
ing to the response time or stability of the system, require it. 

4.2.2. Bandwidths 

The bandwidths of the ion-current-measurement systems described 
cover a very wide range, with ion-counting systems being capable of re­
sponding in less than a microsecond and capacitive integration systems 
usually employing integration times on the order of 10 s or more. For the 
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current-follower systems, the minimum response time is usually set by the 
minimum RC time constant attainable. For electron multiplier systems this 
can usually be held to any desired value, furnishing bandwidths up to at 
least 104 Hz. For Faraday cup systems, on the other hand, R is seldom less 
than 109 0 and the minimum value of C is effectively set by the stray 
capacitance in the collector system, which is seldom less than 10 pF. Thus, 
Faraday cup systems with R = 1010 0 are ordinarily restricted to applica­
tions in which tlj :5 1 Hz can be tolerated. 

4.2.3. Selection oj an Ion-Current-Measurement System 

The selection of an optimal system for a specific application requires 
thorough consideration of the range of ion currents to be measured, the 
required speed of response, and the precision and accuracy desired. When 
these requirements have been defined and prioritized, the selection of the 
"best" system is straightforward, if not easy. 

Applications requiring rapid response (tlj > 1 Hz) generally dictate 
the use of an electron multiplier. The range of currents to be measured 
will then determine whether ion counting or analog measurement is ap­
propriate. Our experience indicates that ion counting is definitely to be 
preferred in the range below 10-14 A, that the two alternatives offer 
approximately equal performance in the range between 10-14 and 2 x 
10-13 A, and that analog measurement should probably be preferred in 
the range above 2 x 10-13 A. Ion counting is preferred in the lowest range 
because of its superior signal-to-noise ratio and freedom from drifts and 
other systematic errors. Ion counting is not favored in the highest range 
because errors in dead time determination can lead to serious inaccuracies, 
because the performance of some systems is distinctly nonlinear, and be­
cause the use of the relatively high gain required can seriously shorten 
multiplier lifetime at these high current levels. 

Where rapid response is not required, any of the transducers men­
tioned can be employed. In practice, this means only that Faraday cup 
systems can be suggested for use in the range above 10-11 A, with the other 
preferences indicated in the preceding paragraph being unchanged. Be­
cause all the boundaries mentioned are rather diffuse, it might be well to 
emphasize this fact by noting that an effective measurement system might 
combine an ion-counting electron multiplier for use in the range below 
3 x 10-13 A and a Faraday cup (R - 1011 0) for use in the range above 
3 X 10-13 A. While such a system could be outperformed in some re­
spects in the intermediate range around 3 X 10-13 A, its relative freedom 
from systematic gain variations might be attractive in some applications. 
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4.2.4. Selection of a Digitization Device 

As noted in the section describing digitization noise, it is important 
that the noise amplitude in the final analog signal be equal to or greater 
than d/2, where d is the quantization interval of the digitization device. If 
this condition is not met, the signal tends to stay entirely within a single 
digitization interval, the digital output remains constant or nearly so, ef­
fective signal averaging cannot occur [that is, equations (44) and (45) will 
be invalid], and systematic errors will be dominant. 

To consider how it can be assured that (J's will equal or exceed d/2, we 
can note, first, that (J's must always equal or exceed (J'B, the ion-beam shot 
noise. For current-follower systems, then, we can write 

If we now require that d/2 :5 (J'Bv, we can write 

d2 :5 8ei(RG)2Ilf' 

(59) 

(60) 

where, in this case, Ill' represents the bandwidth of the analog circuitry, 
which may be equal to or greater than the overall measurement bandwidth. 
Second, we note that, for any given system with fixed values of R, G, and 
d, the requirement for effective signal averaging will be met provided that 

(61 ) 

It is convenient to summarize this situation graphically. Figure 11 plots i 
as a function of Ill' for three different systems in which it has been 
assumed that RG = 1011 n and in which different values of d, correspond­
ing to the use of various digitization devices, have been assigned. 

When an integrating digitizer (for example, a device combining a 
voltage-to-frequency converter and a counter) is employed, the value of 
Ill' is controlled by the integration time of the digitizer, with Ill' = 112&, 
where Ilt is the digitization time interval [in this statement we assume Ilt 
~ 1I2(bandwidth of the analog circuitry preceding the digitizer)]. Equation 
(43) then takes the form 

(62) 

where V's is the full-scale input voltage of the voltage-to-frequency con­
verter and F is the corresponding output frequency. Substituting in equa­
tion (61), we obtain 

(63) 

a relationship in which i is directly proportional to Ill', and which, there­
fore, contrasts quite strongly with equation (61). If typical values (see figure 
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Figure 11. Minimum ion current required for effective signal averaging as a function of 
fj.f', the bandwidth of the analog circuitry. The lines have been calculated from equations 
(61) and (63) assuming that RG = 10" n and that the full-scale input voltage for the 
digitizers is 10 V. The line designated "I MHz V/F" represents an integrating digitization 
system comprised of a voltage-to-frequency converter (1 MHz full-scale output frequency) 
and a counter. The lines designated "I6-bit AID" and "I2-bit AID" refer to nonintegrating 
analog to digital converters with fixed quantization intervals of 153 /J-V and 2.44 mY, 
respectively. 

caption) are inserted in equation (63), the line designated "1 MHz V/F" in 
Figure 11 is obtained. It is, for example, apparent that a I-MHz V/F 
converter system can be effectively employed to digitize any ion currents 
greater than 1.6 X 10-15 A when the counting time for each digital output 
is 10 s. 

When a nonintegrating digitizer is employed, the value of llf' is 
controlled entirely by the analog circuitry and by any time constants asso­
ciated with the collector itself. In this case, consideration of the magnitude 
of llf' is especially important in selecting a digitization device. For example, 
almost any Faraday cup system is likely to have log llf' !5 0 and Figure 11 
shows that, in these circumstances, the use of a 12-bit AID is likely to 
introduce serious systematic errors. When llf' = 1 Hz, even a 16-bit AID 
will not offer effective signal averaging for ion currents below 1.8 x 10-12 

A. The analog-to-digital converter systems can be effectively employed [i.e., 
equation (45) will be valid] whenever the i, llf' point describing the system 
lies above the line indicating the critical ion current. For example, if the 
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bandwidth of the analog circuitry is 1 kHz, a 12-bit AID converter can be 
effectively employed for the digitization of ion currents greater than 4.5 x 
10-13 A, while a 16-bit AID converter can be used effectively down to ion 
current levels of 1.8 x 10-15 A. 

4.3. Signal-to-Noise Ratios and Optimal Observation Times 

Consider the measurement of a ratio R = Sl/S2' Equation (53) relates 
the relative uncertainty in R to the signal-to-noise ratios for Sl and S2' If 
we let P = PRIR and define X and Y as the signal-to-noise ratios for S 1 and 
S2 when the integration times are each 1 s, that is 

and 

we can write 

and 

to represent the signal-to-noise ratios at any arbitrary integration times t1 
and t2• [Note that we assume (SIN) rx Vi, thus requiring that U'cvt can be 
neglected and that U'D2 rx lit, conditions which might not always apply.] 
Then, for any total measurement time, t = t1 + t'b we can write 

(64) 

Letting r represent the ratio of observation times, that is, t1 = rt'b we write 

(65) 

Solving for t2, we obtain 

(66) 

an expression for the total analysis time is then given by 

t = t1 + t2 = lIPZ)(2 + rlpo/2 + lIrpZ)(2 + lIpo/2 (67) 

setting atl Ctr = 0 in order to minimize t we obtain 

r = t11t2 = Y/X = (SINh/(SINh (68) 

thus finding that the relative observation times should be inversely pro­
portional to the signal-to-noise ratios. For a shot-noise-limited measurement 
we have (SIN) rx 1/0 and thus find r = lIVR, in accordance with the 
familiar rule that, for counting measurements, the observation times should 
be inversely proportional to the square roots of the count rates. Equation 
(68) is more broadly applicable, allowing the determination of the optimal 
ratio of observation times for any pair of signals for which (SIN) rx Vi, 
without requiring that the measurement be limited only by shot noise. 
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Analytical Techniques for the Study of 
Biolo~cal ~ennbr,anes 

Kuang-Pang Li and Feng-Shyong S. Chuang 

1. Introduction 

6 

Molecular studies of membrane biology have received extremely enthu­
siastic attention in recent years. This is in part due to the increasing 
awareness of membrane involvement in many aspects of life phenomena, 
such as neural transport, muscle action, metabolism, carcinogenesis, im­
munology, etc., and in part due to the rapid development of highly delicate 
analytical techniques for studying macromolecular phenomena. With these 
techniques much information not available a decade ago is now readily 
accessible. Although a thorough understanding of membrane biology is 
still far from reached, the information acquired so far does discern, more 
or less, the gross aspects of the mysterious puzzle. 

Several books(l-5l and many reviews(6-13l have appeared recently cov­
ering various aspects and applications of membrane science. Unfortunately, 
most of them and numerous research papers were written mainly for 
biological and medical scientists. To people unfamiliar these fields, these 
publications are, sometimes, more confusing than educational. It is, there­
fore, not the intention of this chapter to review past work in an exhaustive 
manner, nor to compile a large body of facts, figures, and references. 
Instead, we would like to stress the various analytical methods most useful 
for membrane studies. Basic principles of these methods have been dis­
cussed extensively in a variety of textbooks and review articles; emphasis 

Kuang-Pang Li • Department of Chemistry, University of Florida, Gainesville, Florida 
32611 Feng-Shyong S. Chuang • Physical and Analytical Section, Norwich Phar­
maceutical Co., Norwich, New York 13815 

253 



254 Kuang-Pang Li and Feng-Shyong S. Chuang 

is, therefore, placed mostly upon modifications which are specific for mem­
brane researches. 

The chapter can be divided into three parts. The gross structure of 
biomembranes is briefly reviewed in terms of a universally accepted model, 
the fluid mosaic model, to provide essential background knowledge. This 
background is then followed by discussions of various analytical techniques 
used for the study of membrane organization and membrane transport. 
Other important biofunctions such as the membrane involvement in cell­
cell interactions, cell differentiation, growth control, and immunology are 
too biological for most chemists and are beyond the scope of this chapter. 
Methods used for the study of these latter functions are therefore inten­
tionally omitted. 

2. Structure of Biomembranes-The Fluid Mosaic Model 

Due to the high degree of specialization in membrane biofunctions, 
there is also a great diversity of membrane organization. Each kind of 
membrane has its own special composition and unique structural arrange­
ment, and there do not seem to be any useful generalizations to be made 
even about gross membrane structure. However, the overall arrangement 
of the principal constituents in an intact membrane can be generalized. 
Such generalizations, or idealized model, are very useful in understanding 
the characteristics and functions of membranes. They may also be useful 
to explain old experiments and suggest new ones. 

Several hypothetical membrane models have been proposed. (14-22) Of 
these models, the fluid mosaic model developed by Singer and Nicolson(23) 
seems to be the most satisfactory. It brings together into a single theory a 
new dynamic concept of the organization of cell membranes. The following 
discussion follows the same line of reasoning as in Singer's development. 

Most biological cells and cell organelles live in an aqueous environ­
ment. From the energetic point of view, the functional membranes of these 
cells and organelles, including both plasmalemmal and intercellular mem­
branes, must be in a thermodynamically most favorable state in such an 
environment. This implies that the molecular arrangement of membranes 
must be one of the lowest free energy state, determined mainly by the 
membrane and the aqueous environment. 

There are three major classes of components in biological membranes, 
namely, proteins, lipids (mainly phospholipids), and oligosaccharides. The 
relative proportion of these components varies widely according to species 
and membrane classes. Generally, the proteins are predominant and play 
an important role in determining the membrane structure. All these com-
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pounds are amphiphatic, containing in the same molecule both nonpolar 
and polar regions. In order to attain the lowest free energy state in an 
aqueous environment, their hydrophobic nonpolar regions, i.e., the non­
polar acid residues of the proteins and the fatty acid chains of the phos­
pholipids, should be sequestered to the maximum extent feasible from 
contact with water, while their hydrophilic polar regions, i.e., the ionic and 
polar groups of the proteins, the lipids and the oligosaccharides, should be 
in direct contact with the aqueous phase. Other noncovalent interactions 
such as hydrogen bonding, dipole-dipole, and electrostatic interactions 
should also contribute to the stabilization of the membrane structure. 
However, from energy considerations, they are very likely of secondary 
magnitude compared to the overwhelming hydrophilic and hydrophobic 
interactions. 

Studies(24,25) on phospholipid bilayers, which are found in a variety of 
intact membranes, have confirmed the above predictions. In these struc­
tures the fatty acid chains are sequestered together away from contact with 
water and the ionic and zwitterionic groups are in direct contact with the 
aqueous phases at the exterior surfaces of the bilayer. The thickness of 
such a phospholipid bilayer with its fatty chains in a noncrystalline state is 
about 40-45 A. (26) The average total thickness of membranes is about 75 
A as taken from the density distribution in KMn04-fixed specimens. (15) 
This leaves only 15-18 A space on each side of the bilayer for the distri­
bution of proteins and associated oligosaccharides if they were spread out 
over the bilayer surfaces. 

According to their association with membranes, the membrane pro­
teins can be classified into two general categories, the peripheral and 
integral proteins. The peripheral, or extrinsic, proteins are those which 
can be relatively easily dissociated, molecularly intact, from membranes by 
mild treatments. In their dissociated state they are relatively soluble in 
neutral aqueous buffer. This implies that they are held to the membrane 
only by rather weak noncovalent (perhaps mainly electrostatic) bonding 
and are not strongly associated with membrane lipid. They are of lesser 
importance and may not be directly relevant to the central problems of 
membrane structure. Examples of peripheral proteins are mitochondrial 
cytochrome c and erythrocyte spectrin. (27) 

If these proteins were spread over the membrane surface, the size of 
the membrane allows only a single molecular layer of proteins to exist (the 
thickness of a single monolayer of polypeptide is about 10 A),oO) Such a 
monolayer is evidently not the thermodynamically most favorable arrange­
ment of proteins because the ionic heads of the phospholipid molecules 
would then be blanketed from contact with the aqueous phase while a 
significant fraction of the nonpolar residues of the protein molecules would 
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have to be exposed to the water. To maximize the hydrophilic and hydro­
phobic interactions in membranes, and thus minimize the free energy, the 
protein molecules are more likely to be globular. (28) 

The above argument applies to the integral proteins as well. The latter 
are membrane proteins which require much more drastic treatment, with 
reagents such as detergents, bile acids, or protein denaturants, in order to 
be dissociated from membranes. Usually, lipids remain associated with 
these solubilized proteins, and if the lipids are extracted, the proteins are 
then highly insoluble or tend aggregate in aqueous buffer around neutral 
pH. If these globular proteins were attached to the surface of a lipid 
bilayer, it would require a membrane thickness much larger than the 75-
90 A generally observed. 

Based on these thermodynamic considerations, .together with much 
experimental evidence, Singer and co-workers proposed the hypothetical 
"fluid mosiac" model of membranes. A pictorial representation of this is 
shown in Figure 1 and comprises the following features. 

1. Biomembranes have a long-range mosaic structure with lipids con-

Figure 1. Three-dimensional and cross-sectional views of the fluid mosaic model. The 
solid bodies with stippled surfaces represent the globular integral proteins, which at long 
range are randomly distributed in the plane of the membrane. The small circles represent 
the ionic and polar heads of the phospholipids. 
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stituting the matrix. The matrix is predominantly arranged as an inter­
rupted bilayer with ionic and polar head groups in contact with the aqueous 
phase. Under physiological conditions, the bilayers are generally in a fluid 
rather than a crystalline state (myelin is an exception). In other words, the 
membrane structure is actually a dynamic rather than a static one. 

2. The globular protein molecules (mainly the integral ones), in the 
form of glycoproteins or lipoproteins, intercalate within the lipid bilayer. 
The globular proteins are amphiphatic as are the phospholipids. In other 
words, they are structurally asymmetric with highly polar and nonpolar 
ends. The polar ends are in contact with water, and the nonpolar ends are 
embedded in the hydrophobic interior of the membrane. 

3. An integral protein molecule with the appropriate size and struc­
ture, or a suitable aggregate of integral proteins, may span the entire 
membrane; that is, it may have regions in contact with the aqueous solvent 
on both sides of the membrane. 

4. The distribution of aggregates of proteins over the entire surface 
of the membrane is normally random; that is, there is generally no long­
range order in the structure. Moreover, proteins are expected to undergo 
translational diffusion within the membrane, at rates determined in part 
by the effective viscosity of the lipid, unless they have been tied down by 
some specific interactions intrinsic or extrinsic to the membrane. 

This model provides novel ways of thinking about membrane func­
tions such as nerve impulse transmission, cross-membrane transport, effects 
of specific drugs on membranes, complex processes of oxidative phospho­
rylation, photosynthesis, etc., and suggests mechanisms that are amenable 
to experimental tests. The model may also be employed for the explanation 
of the mechanism of various membrane-mediated cellular phenomena. 

3. Analytical Methods for Membrane Structural Elucidation 

In accordance with the fluid mosaic model, biomembranes can gen­
erally be regarded as dynamic systems rather than as rigid molecular 
associations. They are best thought of as two-dimensional viscous solutions. 
Long-range order is usually not expected to be found under physiological 
conditions. Because of this dynamic nature, structural elucidation of a 
membrane is concerned more with the evaluation of the structural variation 
with time than determination of the actual configuration at a particular 
moment. In other words, we are more interested in the molecular motion 
within and the fluidity of a membrane than with the topographical picture 
of membranes. However, the latter information can be obtained with 
techniques such as electron microscopy, X-ray diffraction, or freeze-etch­
ing.(29) 
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The time scale of most molecular motions of biological importance in 
membranes falls in the range of accessibility to NMR, ESR, and fluores­
cence spectroscopy. These methods are, therefore, ideally suited for such 
studies. Of these methods, the NMR technique is the least sensitive and 
requires the largest sample size. However, it has the advantage of employ­
ing the naturally occurring membranes as the source of signal. ESR and 
fluorescence probe techniques, on the other hand, have greater sensitivity 
and employ simpler instrumentation but require that a nonbiological probe 
molecule be introduced into the membrane. 

3.1. Nuclear Magnetic Resonance 

3.1.1. Basic Principles 

Most NMR studies of membrane fluidity are basically relaxation meas­
urements. 

For simplicity, let's consider a pair of spins of l, A and B, in the 
system. A and B may be either of the same kind, such as a pair of protons, 
or of different kinds, such as a proton and a 13(; nucleus. They may be in 
the same molecule or in different molecules. Because of their intrinsic 
magnetic moments, these spins precess around the applied magnetic field, 
Ho, with characteristic Larmor frequencies. The latter depend only on the 
local magnetic field experienced by the spins and on their nuclear magnetic 
moments. Now, if the nuclei are allowed to move with respect to each 
other, the relative motion of one nucleus, say B, will exert an induced 
magnetic field on A, thereby causing the local magnetic field at A to 
fluctuate, and vice versa. The frequency of the oscillatory magnetic field 
at A, when it overlaps the precession frequency of A, can induce a nonra­
diative transition of A from the upper spin state to the lower state. This 
kind of nonradiative transition is called spin-lattice relaxation. Of course, 
interactions arising from oscillatory and static magnetic fields produced by 
B or surrounding magnetic nuclei can also relax spin A. However, the 
relaxation due to the field fluctuation by molecular motion is more im­
portant in membrane studies. Because of spin-lattice relaxation, nuclear 
spin states have a finite lifetime, T 1, which is the average time for the 
magnetization along the applied field Ho to decay to lie of the initial value. 
T 1 is sometimes called the longitudinal relaxation time because it defines the 
relaxation of the component of magnetization along the z direction, which 
is commonly defined as the direction of Ho. 

Another commonly used but less well-defined relaxation time is the 
so-called spin-spin relaxation time, sometimes termed the transverse relaxa­
tion time, T 2. It stems from several processes and is commonly measured 
in terms of the width of the absorption line at half height, aVl/2. Readers 
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are encouraged to consult, for example, Abragam's(30) or Slichter's(31l books 
for a more complete discussion of spin-spin relaxation processes. 

Since the relative motion of the nuclei are thermal in origin, they 
occur over a wide range of frequencies. Corresponding to this range of 
motions, there will also be a wide range of frequencies in the magnetic 
field fluctuations. Let us assume that these fluctuations are random, so that 
if we are interested in some quantity, f(t), fluctuating with time, it will 
fluctuate about a mean value of zero. To measure how rapidly f(t) fluc­
tuates, we need to know the correlation between the fluctuating quantity 

f(t) first measured at time t and the same quantity determined at a time T 

later, i.e., the correlation between f(t) and f(t + T). This relationship can be 
established by taking the average of the product, f(t) * f(t + T) over all 
time, (30) i.e., 

G( T) = j(t) * J(t + T) (1) 

where the asterisk indicates a complex conjugate, since f(t) is generally a 
complex function. G( T) is called the autocorrelation function of f(t) for a 
stationary random process. It is a function only of T, the time between the 
two measurements, and is independent of the time at which we performed 
our first observation, providing the quantity f(t) is stationary (as it is in 
biological membranes). When T is very small, that is, when the first and 
second measurements are made very close in time, G( T) is very close to 
f(,lp. As T increases, G( T) decreases and approaches zero as its limit. 

A random function like f(t) can be broken down into a continuum of 
simple harmonic oscillations and the spectral density, ] (w), of any component 
with angular frequency w (= 27if) is simply the Fourier transform of 
G( T)(32,33) 

J+OO 

J(w) = -00 G(T) exp (-iwt) dT (2) 

] (w) is a measure of the availability of the frequency for relaxation and as 
such is related to the probability of a spin transition between two energy 
levels h JI apart. (34) 

A complicated random variable like f(t) can be conveniently described 
by a quantity called the correlation time, Te. If G( T) decreases exponentially 
with time, Te is just the time required for G( T) to decay lie of its initial 
value.* Equation (2) can be expressed in terms of Te as follows: 

* For random molecular motion, G( T) is not an exponential function-although it is not 
dissimilar-and Tc is then loosely defined as the maximum time within which we can 
hope to find any correlation between two measurements onf(t). When related to mo­
lecular motion in solution, Tc is indicative of the maximum rate at which a molecule 
ITIOves. 
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]( w) = [0000 f(t)*f(t) exp (- TITc) exp (-i WT) d T 

= f(t)*f(t) [2Tc/(l + W2Tc~] (3) 

It can be shown that](w) is approximately constant over a range where w 
~ 11 Tc and falls off rapidly with increasing frequency as w - 11 Tc. The 
total spectral density obtained from integration of]( w) over the entire 
frequency spectrum is a constant and is independent of Tc. This indicates 
that variation in Tc merely changes the distribution of the spectral density. 
When Tc is long,]( w) has large values at low frequencies but very low 
values at high frequencies. When Tc is short,]( w) extends to a much higher 
frequency region. For some intermediate frequency, such as the nuclear 
Larmor frequency of a proton, WH, the spectral density is maximized in 
the case where WH "" lITc and is attenuated in both frequency extremes. 

The relaxation of spin A by the motion of spin B arises mainly from 
magnetic dipole-dipole and scalar coupling interactions. The former in­
teraction depends upon the position vector rAB, which is the directional 
distance between the two spins. The magnitude of rAB changes randomly 
with time as a result of the random nature of molecular translational and 
rotational motions. When A and B approach each other through diffusion 
such that rAB (= 1 rAB I) equals the distance of closest approach d, the 
dipole-dipole interaction is assumed to vanish and the scalar interaction 
becomes the dominant factor in nuclear relaxation. 

When the NMR-active sites A and B are in the same molecule, nuclear 
relaxation is predominantly caused by dipole-dipole interaction. Because 
the changes in rAB due to bond vibrations are much too fast to affect NMR 
relaxation, the change in rAB must arise from the change in the angle (J 

made between rAB and Ho. Therefore, such intramolecular relaxation gives, 
in particular, information about rotation about bonds in a molecule. For 
a pair of protons in a molecule tumbling free in solution, the relaxation 
times T 1 and T 2 can be expressed in terms of the correlation time Tc (30-35) 

by 

(4) 

(5) 
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From these equations it is seen that nuclear relaxation of a pair of protons 
in the same molecule depends very much on their separation and on their 
relative motion. If the motion is very slow (long 'Tc), the component of the 
fluctuating magnetic fields caused by the motion at the Larmor frequency 
WJ.i will be small, as indicated in the previous paragraph. This weak field 
will be relatively ineffective in causing spin-lattice relaxation and a long 
relaxation time T 1 is expected. As the motion of the protons becomes 
faster, the spectral densities J (WH) and J (2 WH) will increase and T 1 becomes 
shorter. As the frequency of the motion increases even more, e.g., beyond 
the point where WH'Tc = 1, the spectral densities become small again. This 
causes an increase in T l . This fast motion region where WJ.i'Tc ~ 1 is referred 
to as the extreme narrowing limit. 

The behavior of T2 is somewhat more complicated than that of T l • In 
the extreme narrowing limit, the spectral densitiesJ(wH) andJ(2wH) are 
predominant factors, and T2 becomes essentially equal to T l • However, if 
the motion of the spins is slower,J(wH) andJ(2wH) become less and less 
significant compared to the static term denoted by J(O). Thus, T2 will not 
pass through a minimum as T 1 does but will keep decreasing as Tc increases. 
Because of this, T 2 is relatively insensitive to details of motion. Figure 2 
shows typical behavior of T land T 2 as a function of 'Tc. 

Similar equations can be drived for dipolar relaxation between unlike 
nuclei and the equations for the l3C relaxation times, T 1 CH and T 2 CH due 
to l3C_lH relaxation are given by(35) 

+ 1 + (WJ.i + ~)2'TC2 (6) 

-- = 4 'Tc + + --":--:c 
I "YC 2'YH21i2 [ 'Tc 3 'Tc 

T 2 CH 2<WCH 6 I + (WJ.i - ~)2'Tc2 1 + W 2'Tc 2 

+ + (7) 6'Tc 6 'Tc ] 

(WJ.i + ~) 2'Tc 2 1 + WJ.i 2 'Tc 2 

where 'YH and "Yc are the magnetogyric ratios for lH and lac, and WJ.i and 
We are the Larmor frequencies for lH and lac, respectively. 

Strictly speaking, these equations apply only to the relaxation of a 
single spin pair. However, because such interactions decrease with the sixth 
power of the internuclear distance, it is obvious that long-range interactions 
are not likely to be significant. 

When spins A and B are in different molecules, we must consider not 
only relaxation caused by molecular rotation but also the contribution to 
relaxation from molecular diffusion. Unfortunately, the calculations of Tl 
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Figure 2. Typic~1 behavior of Tl and T2 as a 
T< function of correlation time Te. 

and T 2 are then rather complicated, and it is necessary to adopt a suitable 
model for the diffusion process. However, if only the limiting case is 
considered, where the mean square cross-space distance, (rAB 2), is very 
much greater than the distance of closest approach between A and B (d), 
the relaxation times for protons can be expressed as the following(36l: 

(8) 

-= - Tc + + -----27T 'YH 4/iW [3 5Tc 2Tc ] 

T2 10 d 3 1 + Wf.I2Tc2 1 + 4Wf.I2Tc2 
(9) 

where N is the number density of protons in the sample. The intermolec­
ular relaxations differ from those arising from intramolecular movements 
in two aspects: they are concentration dependent, and they vary with the 
cubic power instead of sixth power of the separation. 

3.1.2. Measurement of Relaxation Times 

The usual methodology for determining relaxation parameters is to 
apply the perturbing rf field to a spin system at equilibrium and to monitor 
the return to equilibrium of the component of magnetization of interest, 
i.e., M z for Tl or M x •u for T 2• 

Prior to the advent of Fourier-transform NMR (Ft-NMR), the meas­
urement of Tl was largely made by adiabatic fast passage (AFP)(30l on CW 
spectrometers. In this method, the spin system is swept through resonance 
by two consecutive fast passages separated by a time T. In the first passage, 
if the experimental conditions are proper, the magnetization of the system 
along the z axis, M z , will be inverted. This operation is similar to applying 
a 1800 pulse to a freely precessing spin system, forcing M z to decay from 
the value of - M 0 through zero to reach its initial equilibrium value of 
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+Mo. The time-dependent decay is governed by T1. At the time T after 
the first pass, the second pass is activated to force the nonequilibrium M z 

to rotate to the x,y planes. This pass is similar to a 90° pulse applied to the 
system. A free-induction decay signal is then observed. The initial height 
of this signal is proportional to M z at the time T. The system is then allowed 
to return to equilibrium by waiting at least 5 Th and the -1800-T-900-
pulse sequence is repeated for a new T value. 

The relation between the signal intensity, Sf' (proportional to M z at T) 
and T is given by 

(10) 

where S"" is the equilibrium signal intensity (proportional to M 0). T 1 is 
determined from the slope of a plot of In (S"" - ST) vs. T. This method 
generally gives only an average relaxation time for all the different chem­
ically shifted nuclei in a molecule because the individual frequency com­
ponents of the free-induction decay are not involved. This disadvantage 
can be overcome by the Fourier transform technique, in which separate Tl 
values of all chemically shifted nuclei can be determined. It is this aspect 
in which Ft-NMR has the greatest relevance to membrane studies. 

The most widely applied Fourier transform technique to determine 
T 1 is the inversion-recovery method. (37) In this method an intense radio­
frequency field in the form of a square wave pulse is applied to the spin 
system. The pulse rotates M z through 180°, after which a time delay Tis 
imposed. This delay is followed by a 90° monitor pulse that turns the 
recovered magnetization into the x,y plane where its free-induction decay 
is observed. The procedure is essentially the same as described in the AFP 
method, except that it is repeated many times using different T values, and 
a delay time T, which is 3-5 times longer than the longest Tl to be 
measured, is imposed before repetition of the sequence to allow full re­
covery from the inversion. The pulse sequence is usually represented as 
-(l800-T-900-T)n-· 

Rather than measuring the initial signal intensity Sf' the free induction 
decay is Fourier transformed to yield a "time-lapse photograph" (Figure 3) 
of the spectrum. (38) The time-dependent intensity of each spectral line may 
be negative, zero, or positive, depending on the relative value of T and the 
Tl governing the resonance line. Tl may be calculated from equation (10) 
or, less accurately, by finding the T value such that ST = 0, thus Tl = 
TIln 2. 

The determination of T2 is much more difficult than that of T 1, since 
in liquids the natural T2 decay is masked by much faster dispersal of Mx,y 
components from different regions of the sample by inhomogeneity in H o. 
Because of this, the T 2 measured from spectral linewidth (T 2 = 1l7TJ:~ Vl/2) 

is not the true T 2. To arrive at real T2 values, the spin-echo method 
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Figure 3. Time-lapse '3(; NMR spectrum ('H decoupled) of 3,5-dimethylcyclohex-2-ene­
I-one. 

developed by Hahn(39) and modified by various authors is most commonly 
employed. The interested reader is referred to these references for more 
details on the experimental procedures. (40-43) 

3.1.3. NMR Studies of Model Membranes 

Intact biological membranes are so complicated that membrane studies 
at a molecular level are almost impossible. Consequently, most structural 
and functional information has been obtained with model systems. Two 
types of phospholipid synthetic model membrane have been most com­
monly employed. The one which is known as a "black" lipid film is a lipid 
bilayer mechanically mounted and separates two aqueous phases. This kind 
of model membrane is most convenient for electrical measurements be­
cause electrodes can be inserted in both aqueous phases separated by the 
film. 

The techniques in the formation and examination of these bilayers 
have been reviewed by various authors. (44) The membrane characteristics 
are normally studied by measurement of membrane conductance. Both 
relaxation and power spectrum measurement techniques have been em­
ployed. (45-51) 

The other model system, collectively called liposomes, consists of single 
and multiple phospholipid bilayer vesicles suspended in water solutions. 
The microvesicles formed by irradiating the liposome with ultrasonic fre-
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quencies are most suitable for NMR studies. The ultrasonic energy is 
delivered through a metallic probe or, what is more desirable, by means of 
a water-bath sonicator. In the latter method no metallic probe is used, and 
the lipid is not in direct contact with any metallic materials. Catalytic 
oxidative degradation of the lipid by metal ions is, therefore, 
eliminated. (25.52) 

With the recently developed 13(; Fourier transform NMR technique 
it is possible to measure T1 relaxation times for all carbon nuclei in a lipid 
molecule in vesicles. Figure 4 shows the 13(; NMR spectra of sonicated 
dipalmitoyl lecithin in D20 as a function of temperature. The wideband 
spectra obtained at low temperatures are probably due to broadening by 
the 13(;-proton dipolar interaction in a crystalline structure. This hypothesis 
is in good agreement with X-ray studies, (53.54) where the alkyl chains of the 
phospholipid molecule are clearly shown to exist largely in an extended 
all-trans configuration; the lipid molecules appear to be packed tail-to-tail 
and head-to-head in a crystalline layered structure.(55) On heating, the lipid 
molecules undergo an endothermic transition to a liquid-crystalline state, 
which is associated with increased conformational freedom for the hydro-

4-13 16 
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Figure 4. 'ac NMR spectra of soni- I . 25°C 
cated dipalmitoyl lecithin in D20 as """, .. ~ r .,.JL. . f *Mf ~. ~ 
a function of temperature. ~--r---'--'--""""--"'-~-~--
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carbon chains. Because of this increase in molecular freedom of motion 
above the transition temperature, the lac spectral lines narrow considerably 
and are well resolved. The T 1 relaxation times have been measured for 
dipalmitoyl lecithin in the bilayer at 52°C (Figure 5).(56,57) The relaxation 
times increase from the glycerol carbons toward both NMea + group and 
the terminal methyl carbons, with the exception of the nonprotonated 
carbonyl carbon. The latter effect arises because the most predominant 1ac_ 
1H dipolar relaxation is lacking in the carbonyl group, so a long T1 value 
is observed. Since the correlation times decrease while relaxation times T 1 

increase with increasing temperature, (56) the increase in T 1 along the alkyl 
chains and toward the head group implies an increasing freedom of motion 
of the carbon nuclei away from the glycerol carbons. To relate the T1 
values to actual molecular motions, Levine et al. (58) have considered three 
types of motion, namely, the isotropic tumbling of the whole vesicle, the 
motion of the lipid molecular as a whole about its long axis, and the motion 
about C-C bonds in the alkyl chains. The first two types of motion have 
been shown to have little effect on the observed T 1 values. This leaves the 
third type of motion the most significant contributor to the T 1 values. 

Because the motion of anyone carbon in the chain is the resultant of 
motion about all the C-C bonds, even though the rate of rotation about 
each C-C bond is assumed to be equal, the resulting motion of any carbon 
may be very different from the others. Because of the increasing number 
of C-C bonds in between, carbons further from the glycerol backbone are 
moving faster than those close to it. Such mobility gradients have been 
demonstrated to exist also in a variety of other biological membranes. (59-61) 

The relatively slow motion of the glycerol backbone may be the origin of 
the impermeability of the bilayers. 

Relaxation of lipid bilayers has also been widely studied with proton 
NMR, but the results are more difficult to interpret than those obtained 
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with lac NMR. This is in part due to the complexity of the proton spectra. 
The difficulty in separation of intramolecular and intermolecular contri­
bution to proton relaxation also complicates the analysis. 

We will not survey here all the references nor extensively discuss the 
controversial arguments concerning proton NMR of membranes. Instead, 
we will summarize the general features of the proton spectra of sonicated 
aqueous lipid dispersions below. 

1. The linewidths in sonicated lipid dispersions are considerably less 
than those obtained from unsonicated dispersions. (62) This line narrowing 
which follows sonication can be attributed to the increase in Brownian 
tumbling rate which has been shown to be dependent on the cube of the 
particle radius. 

2. The linewidths of the -NMe3 +, -(CH2)n- and -CH3 protons 
are field/frequency dependent(63) but are generally not affected by an 
increase in solution viscosity. (64-67) This implies that the isotropic tumbling 
of the lipid vesicles is fast enough to average out all static dipolar contri­
butions to the proton linewidths. 

3. The -NMe3 + peak is composed of two overlapping resonances 
which can be completely resolved with the aid of paramagnetic cations, 
such as EU+3,(68) Pr+3,(69) Nd+3,(70) or anions, such as Fe(CN)6-3,(71) 13-.(72) 
One of the components of the doublet has the same chemical shift with or 
without the presence of the added shifting agent (ion). The other is shifted 
down field or upfield, depending on the nature of the shifting agent. This 
indicates that the vesicles are closed and impermeable to these ions. The 
shifted component corresponds to the -NMe3 + group facing toward the 
bulk aqueous phase. The unshifted one, on the other hand, is due to the 
-NMe3 + proton facing the inside of the vesicles. The relative intensities 
of the signals due to the inward- and outward-facing -NMe3 + groups are 
approx. 1: 1.8, which is consistent with a vesicle consisting of a bimolecular 
spherical shell of thickness 50 A and diameter approximately 250 A. (68,70) 

4. The T 2 values obtained for deuterated lipids indicate that inter­
molecular relaxation is more important than intramolecular relaxation.(65,73) 
T 2 for the terminal methyl group is dominated by translational diffusion 
while those for protons near the glycerol backbone are more likely to be 
due to rotational motions of the lipids. 

3.1.4. Studies of Biological Membranes 

As mentioned before, intact biological membranes, in general, do not 
give high-resolution proton NMR spectra. Heating to high temperatures 
or sonication is usually needed for a spectrum to appear. (74,75) However, 
such severe treatments also cause irreversible damage to the membrane. 
Only a few functional membranes, such as sarcoplasmic reticulum(76-78) 
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and rabbit sciatic nerve,<79.80) have been reported to produce well-resolved 
spectra in their native state. The proton NMR spectra of vesicular frag­
ments of sarcoplasmic reticulum show certain spectral features comparable 
to those of sonicated phospholipid dispersions, as seen in Figure 6. The 
----cHa-, --(CH2)n- and ----CH2----CH=C proton signals are well re­
solved, but only a very weak spectral line corresponding to the choline 
methyl group is observed at 30°C. Moreover, the well-resolved ----cHa-
and --(CH2)n- resonances correspond, in intensity, to only 20% of the 
protons in the fatty acid chains of the membrane lipids. The rest of the 
protons in the fatty acid chains appear to be included in a much broader 
peak under the sharp resonances. The T I values for these resonances 
measured in both lac and IH spectra are similar to those of sonicated 
vesicles of the lipids extracted from the membrane. This suggests that only 
one fifth of the lipids are free to move. They represent the "fluid" regions 
of the membrane. The motion of the rest of the lipids is more restricted, 
either as a result of some more tightly packed structural organization or 
by direct intermolecular interaction with membrane proteins. The facts 
that only weak -NMea + resonance is observed in the proton spectrum and 
that the lac T I value is much shorter in the membrane than in extracted 
lipids indicate that the -NMea + group may also be involved in interaction 
with proteins. 

The sciatic nerve preparation consists of bundles of nerve fibers en­
cased in tubes of connective tissue, with each nerve fiber covered with 
Schwann cell sheaths. It gives sharp -(CH2)n-, and ----CHa resonance 

a. MEMBRANES 

sucrose 

100 Hz 

Figure 6. PMR spectra of sarcoplasmic reticulum (a) and a sonicated aqueous dispersion 
of the extracted lipids (b). 



Study of Biological Membranes 269 

lines. The T I values for these lines are similar to those in the sonicated 
aqueous lipid extract. However, it is not certain whether these liquidlike 
resonances are due to the membrane phospholipids or the Schwann cell 
sheaths. 

3lp NMR also gives valuable structural information about biomem­
branes, and isotopically labeled phospholipids have been studied as well. 
An obvious disadvantage of using labeled lipids is that they must be intro­
duced into functional membranes by fusion with highly sonicated lipid 
vesicles. Whether the lipid introduced by fusion perturbs the original 
distribution of lipids in the membrane or is able to diffuse freely into all 
lipid regions so that it can represent the lipid distribution in the intact 
structure is yet to be determined. 

3.2. Electron Spin Resonance (ESR) Spin Labeling 

3.2.1. Basic Principles 

ESR spin labeling is a very powerful technique recently applied to 
structural studies of biological macromolecules or to assemblages of mac­
romolecules. It is particularly useful for the characterization of molecular 
dynamics and molecular organization in biomembranes. The method in­
volves the introduction of a paramagnetic free radical, using a spectroscopic 
probe, into the membrane. The ESR signal of the probe gives information 
about membrane lipid fluidity, membrane fine structure, orientation char­
acteristics, and structural alterations consistent with functional viability. 
Information relating to physical properties such as the polarity and viscosity 
of local domains, states of molecular ordering, rotational and translational 
motions, interaction of molecular species, etc., may also be acquired. 

Most spin labels that have been employed in membrane studies are 
based on nitroxide radicals having the general formula 

The magnetic properties of this radical come from the unpaired electron 
localized primarily on the nitrogen atom.(Sl) The four methyl (or alkyl) 
groups attached to the tertiary carbons are necessary to reduce the chemical 
activity of the radical to a sufficient extent that it is unreactive to many 
biochemical substances in aqueous solutions at neutral pH. The R group 
serves to direct the radical to the appropriate site in the membrane system. 
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When the spin label is placed in a static magnetic field, the unpaired 
electron spin can be oriented either parallel or anti parallel to the field 
direction. Assuming that the R group does not contain a second paramag­
netic center, the energy difference between the two states can be approx­
imated by 

(11) 

Resonance absorption by the spin will be observed when microwave radia­
tion of energy h v exactly equal to !ill is applied to the system. Here g is 
the so-called spectroscopic splitting factor, or simply g-factor, and I f3 I is 
the absolute value of the electronic Bohr magneton, 0.93 X 10-20 erg/G. 
The total magnetic field acting on the unpaired electron is H + H1oe, 

where H is the strength of the externally applied magnetic field, and H10e 

is the field acting on the electron due to local sources, especially that due 
to the magnetic moment of the nitrogen nucleus. Since the nitrogen nu­
cleus has a spin of 1, it can be polarized with its spin parallel, perpendicular, 
or antiparallel to the static magnetic field. Thus, the local field acting on 
the electron, H1oe, can takes three values, and the paramagnetic resonance 
is a triplet (Figure 7). The energy separation of the triplet is small compared 
to the separation of the two electronic levels. The triplet is thus centered 
on the value of the applied field satisfying the electronic resonance con­
dition [equation (11)]. A decrease in g values will shift the center of the 
triplet to higher fields and vice versa. 

If the nitroxide free radical is oriented rigidly in a diamagnetic host 
single crystal, preferably one with a simple and known crystal structure, its 
magnetic parameters, the g values, and hyperfine coupling can be deter­
mined as a function of crystal orientation, relative to the applied magnetic 
field direction. (81-93) It has been shown that the system has largest hyperfine 
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Figure 7. Formation of the triplet nitrox­
ide ESR spectrum for a spin label in solu­
tion. In the absence of the external mag­
netic field, H = 0, the energy levels of the 
free electron in the spin label are degen­
erate. The degeneracy is removed by H, 
and the separation of the two electronic 
levels depends on the magnitude of H (Zee­
man effect). Because the nitrogen nucleus 
has a spin of I, it splits each electronic level 
into three levels. The absorption of the 
radio frequency fj£ = h v by the electron at 
different levels appears at three different 
magnetic field strengths. As a result, a tri­
plet is observed in the ESR spectrum. 
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Figure 8. Effect of motion on the ESR spec­
trum of nitroxide label: (a) Tc between 10-12 d 
and 10-10 s; (b) Tc between 10-9 and 10-7 s; (c) 
Tc > 10-7 s; (d) "rigid-glass" spectrum. 
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coupling and smallest g value when the magnetic field is perpendicular to 
the N ~ 0 bond and to the axis of the 2:frrr orbital which holds the 
unpaired electron. 

Now assume that the spin is placed in a medium such that it can take 
different orientations but with a limited degree of motion, in other words, 
the system is similar to a randomly oriented ensemble of rigid spin labels. 
The spectrum (Figure 8d) will then be a summation of all the possible 
crystal spectra properly weighted for uniform orientation of the axis of the 
2p7T electron orbital over the surface of a sphere.(83.84) This so-called "rigid 
glass" or polycrystalline spectrum is very anisotropic, and the lines lose 
their identity with individual electronic transitions. Such polycrystalline 
spectra can also be seen in systems where the nitroxide undergoes fast 
axial rotation while the reorientation rate of the axis relative to the magnetic 
field is slow. This happens when spin-labeled species are incorporated into 
membranes and phospholipid vesicles are oriented within the structure. 
An example is given in Figure 9, in which the anisotropic spectrum of the 
label 

in phospholipid vesicles is shown. The outermost hyperfine maxima are 
due to molecules lying with their 2p7T orbital parallel or nearly parallel to 
the direction of the applied field. The T values are the hyperfine couplings 
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Figure 9. ESR spectrum of a nitroxide spin label in phospholipid vesicles. 

parallel or perpendicular to the external field. Knowledge of the variation 
of these parameters with the position of the nitroxide group in the mem­
brane or phospholipid vesicle provides information on the order and 
conformation of the hydrocarbon chains. 

When the matrix becomes more flexible such that the spins can tumble 
around, the anisotropies in the magnetic interactions will be averaged by 
the rotational motion of the host molecules. If the molecular rotation is so 
fast that during one oscillation of the microwave field the spins can assume 
many orientations relative to the externally applied field direction, the 
anisotropic dipolar hyperfine coupling will be averaged to zero, and the 
observed coupling will be only due to the isotropic interaction. In this case, 
the ESR signal is sharp (Figure 8a). As the rate of rotation is reduced, i.e., 
the rotational correlation times of the tumbling, Tc, becomes longer, the 
magnetic fluctuations experienced by the electron spin will cause broad­
ening of the ESR signals. 

The high-field line, which appears on the right side of the center line 
and corresponds to an anti parallel orientation of the spin to the magnetic 
field, will be broadened more than the low-field line corresponding to a 
parallel orientation against the magnetic field, while the center line is least 
affected (Figures 8b and c). This is due to the following two independent 
processes. First, the components of the fluctuating fields perpendicular to 
the spin orientation and fluctuating at the resonance frequency will further 
relax the electronic spin by modifying the applied oscillating field and 
inducing electronic transition between the energy states, thus shortening 
the lifetime of the electron in its energy states. This causes line-broad­
ening. Second, the slower fluctuating fields along the direction of the 
applied static field will either aid or oppose the applied field, depending 
on whether they are parallel or antiparallel to the applied field, i.e., de­
pending on the orientation of the nitrogen nucleus in the field. This effect 
also results in line-broadening. 
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The electron which produces the ESR signal is mainly located in the 
2P1T atomic orbital of the nitrogen atom. This localization of the electron 
in the nitrogen is greater in a polar environment than in a nonpolar 
hydrocarbon environment. The increase in medium polarity results in an 
increase in the hyperfine coupling but a slight decrease in the g value. So, 
if the spins are partitioned in two environments of different dielectric 
constants, such as the fatty acid chains of the phospholipids in a membrane 
and the bulk aqueous phase, and if the exchange rate is slow, the resulting 
spectrum will be a superposition of two spectra corresponding, respectively, 
to the bound label and the free label in the aqueous phase. Since a higher 
g value will shift the spin triplet to a lower field and a lower spin-nuclear 
coupling constant will contract the ESR pattern, the spectrum of the bound 
labels will be centered at a lower field relative to the triplet from the free 
label in the aqueous solution. The maximum separation occurs between 
the two high-field lines (Figure 10). With a high-resolution spectrometer, 
the two superimposed spectra can be completely resolved. The sensitivity 
of the ESR signal to the polarity of the medium has been used as a criterion 
for determining the location of the probe in membranes. (86) 

The major disadvantage of using the nitroxide spin label probe is its 
perturbation of the intrinsic structures of membranes. Thus, some caution 
must be made in relating the ESR data to the native membranes. (87-89) The 
most serious difficulties seem to come from the studies of lipid-protein 
interactions, since the spin-labeled hydrocarbons may be sterically unable 
to participate in the proper interactions and may be systematically excluded 
from highly ordered regions of the membrane. (88,90) On the other hand, 

Figure 10. ESR spectrum of a nitroxide spin label partition between phospholipid vesicles 
and their aqueous environment. A represents the label bound to the membrane. and B 
is the free spin in the aqueous phase. A has a higher g value than B. so its triplet centers 
on the left side (lower field) of the B triplet. However. the low-field lines are not resolved. 
Only the two high-field lines are seen to be separated. 
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it has been possible to incorporate spin-labeled fatty acid biosynthetically 
into neurospora, (91) mycoplasma, (92) guinea pig liver, (93) human erythro­
cytes, (85) and other biomembranes. One percent incorporation of labeled 
phospholipid seems not to affect the activity of the Ca-A TPase in sacro­
plasmic membranes, although 5% labeling reduces the activity by one 
half. (94) 

3.2.2. Applications to Biomembranes 

There have been a large number of studies on different aspects and 
applications of ESR to model and biological membranes. The results of 
these studies are in good agreement with or complementary to those 
obtained with the NMR technique. These include indications of bilayer 
structures in many cell membranes,(91-95) liquidlike movement of lipid 
hydrocarbon chains, (96) lateral and transverse diffusion of phospholipids, (97,98) 
regulation of membrane flexibility, (99) lipid-protein interactions, 000-102) and 
pH and cholesterol effects on membrane structures. 003-106) 

Although nitroxide free radicals are relatively stable compared to 
other free radicals in solution, they can be oxidized or reduced by certain 
oxidizing agents (e.g., KMn04), reducing agents (e.g., ascorbic acid), and 
enzymes. Some biological membranes (e.g., human erythrocytes007~ may 
also destroy their magnetic properties, resulting in a loss of ESR signals. 
The rate of change in the ESR signal may reveal the accessibility of the 
nitroxide. It may serve to locate the spin label in membranes or to study 
the movement of the spins or their penetration into cells. The nitroxide 
labels bound to both surfaces of a bilayer vesicle serve as an example. The 
N ~ 0 groups on the outer surface may be more readily reduced or 
oxidized than those bound to the inner surface. If the exchange rate 
between the nitroxides inside and outside the vesicles is slow, the nitroxides 
on the outside surface can be completely destroyed by reagents added to 
the solution while those on the inner surface are left intact. After removal 
of excess reagents, the reappearance of the ESR signal corresponding to 
the outer surface N ~ 0 group indicates the outward transport of the spin 
label. This type of experiment has led McConnell and his co-workers(97,98) 
to establish the so-called "flip-flop" mechanism of cross-membrane trans­
port. 

If the membrane itself can reduce the radical, then from the rate of 
destruction of the ESR signal one may derive the rate of permeation of 
the spin label into the membrane.(107) 

Preferential broadening of the choline resonance by the paramagnetic 
spin label has been used for localization of the probe in membranes. These 
data must be treated with caution. 
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3.3. Fluorescent Probe 

3.3 .1. General Remarks 
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Like the spin-labeling technique, the fluorescent-probe method re­
quires an introduction of a foreign reporter into the membrane of interest. 
Therefore it is subject to the same limitations or disadvantages as the ESR 
technique. But because of its high sensitivity and uncomplicated technique, 
it has gained increasing popularity in membrane research in recent years. 

The basic information contained in fluorescence measurements relates 
to the microenvironment around the fluorophore. For this reason fluores­
cence is not applicable to resolution of the membrane problem at an atomic 
or molecular level, but is useful for locating and mapping out events within 
restricted domains in membranes. 

Depending on the nature of the information sought, fluorescence 
measurements can be carried out either in a steady-state mode or in a 
time-resolved mode. For kinetic and other studies where the fluorescence 
intensity is the main concern, the former method provides a convenient 
and inexpensive method of study. The more elaborate and expensive time­
resolved technique, however, is essential for fluorescence lifetime and an­
isotropy measurements. Two time-resolved techniques are commonly used. 
In the phase-shift technique(108,109) one measures the phase angle and the 
percent modulation of the fluorescence signal relative to the modulation 
of the excitation. One advantage of this method is that conventional light 
sources can be used without loss of intensity. The single-photon counting 
technique, on the other hand, employs a nanosecond flash lamp and the 
individual photons are detected and timed relative to the pulse. (110-114) The 
data are collected and processed with a computer or special pulse-counting 
electronics. 

Structural information on biomembranes can be obtained using a 
fluorescent probe by means of two different approaches. The first ap­
proach is basically similar to using a pH probe to follow an acid-base 
reaction. The biochemical event or interaction of interest is, here, followed 
by observing the change in fluorescence properties of the environmentally 
sensitive probe molecules incorporated into the system. These molecules 
have different fluorescence spectra, quantum yields, and lifetimes in dif­
ferent environments. So, when they are bound to membranes, they will 
undergo various changes in their spectral or temporal behavior, depending 
on the polarity, viscosity and rotational mobility of their local environments. 
Although these spectral variations cannot provide direct molecular infor­
mation, useful knowledge about the nature of the membrane may still be 
derived if appropriate probes are selected. 

On the other hand, if the elucidation of the motional characteristics 
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of the membrane is the major concern, it is more beneficial to employ 
probes with constant spectroscopic properties. In this way the environmen­
tal perturbation may be minimized. The essential indicative spectral vari­
ation is then induced by optical or chemical means. Three commonly used 
methods, using fluorescence polarization, dynamic quenching, and energy 
transfer, will be described in the following sections. 

3.3.2. Fluorescence Polarization 

A schematic diagram of the experimental arrangement is given in 
Figure 11. The sample S is excited with either un polarized or completely 
polarized light. By properly orienting a polarizer at C, one can measure 
the fluorescence intensity components parallel (II~ and perpendicular 
(1.1) to the Z axis. The polarization of the fluorescence light defined as 

(12) 

may be determined. P is a function of the geometric orientation of the 
exciting light, absorbing dipole, emitting dipole, and changes of dipole 
orientation while the fluorescing species is in the excited state. In the 
limiting case, when there is no depolarization due to Brownian motion or 
intermolecular processes, that is, when the fluorescent molecules are ran­
domly oriented but rigidly held, the polarization approaches a limiting 
value usually called intrinsic polarization, Po, which depends on the angle 
a between the absorption and emission dipoles by the relation 

z 

y 

3 cos2a - 1 
Po = (polarized excitation) (13a) 

3 + cos2a 

3 cos2a - 1 
Po = (un polarized excitation) (13b) 

7 - cos2a 

Figure 11. Experimental arrange-
X ments for polarization measure­

ments. L: light source, S: sample, A 
and C: electronic and optical com­
ponents including polarizers, mon­
ochromators, photomultiplier tube, 
and a readout system. 



Study of Biological Membranes 
277 

The bar over cos2a means an average value. The range of values for Po is 
-1 to +i.(1l5) 

A change in polarization due to the change in orientation resulting 
from molecular rotation can be accounted for by introducing a factor 
2/(3 cos 2{3 - 1), where {3 is the angle of rotation 

1 1 (1 1) 2 
P - 3" = Po - 3" 3 cos2{3 - 1 

(14) 

The overall rotation denotes by cos 2{3 depends on two factors: (1) how far 
a given emission dipole rotates in a certain time interval, and (2) how many 
dipoles emit at a certain time t after excitation. If the physical boundaries 
and relationships are taken into consideration, this additional factor can be 
evaluated to give the well-known Perrin equation(1l6.117) 

~ _ ~ = (~_ ~) (1 + 3 T) 
P 3 Po 3 Tr 

(15) 

where T is the measured fluorescence lifetime, and Tr is the rotational 
relaxation time. For a spherical molecule 

Tr = 3V'Y/microlRT = K'Y/mlcro (16) 

71micro is the microscopic viscosity, V is the effective molar volume of the 
molecule, and K is a proportionality constant. Thus, fluorescence polari­
zation gives information mainly about rotational mobility in terms of 71micro-

3.3.3. Dynamic Quenching 

Dynamic quenching is a diffusion-controlled process in which the 
quencher molecule approaches the fluorescent probe by diffusion and 
quenches the latter when it comes close to an effective radius, r, from the 
probe. The quencher may be an externally added molecule or simply 
another probe molecule. Molecular oxygen, for example, is an effective 
foreign quencher for many fluorophores, while fluorescent molecules, such 
as pyrene-3-sulfonate, indicate a tendency toward self-quenching through 
formation of excited state dimers (excimers). The fluorescence spectra of 
these self-quenchers are concentration dependent. The diffusion-con­
trolled excimer formation involves one molecule in its excited state, F*, 
and one in the ground state, F, according to the scheme 

(AA) (AA) + h v 
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Processes 1 and 2 refer to radiationless deactivation of the excited monomer 
and dimer, respectively, and processes 3 and 4 are the radiative transitions 
of the two species. Since the formation of the excimer (FF)* is diffusion­
controlled, the increase in intensity of excimer emission and the corre­
sponding decrease in intensity of monomer emission reveals the viscosity 
of the system if the lifetime of the excited state and the solute concentration 
are known. 

Dynamic quenching, as distinct from self-quenching, may be approx­
imately described by the classical Stern-Volmer relation* 

F 1 

Fo I +K[Q] 
(17) 

where F and F 0 are the fluorescence intensities in the presence and absence 
of quencher, [Q] is the quencher concentration, and K is the Stern-Volmer 
quenching constant which can be expressed as 

K = 4711D'To (18) 

where 'To is the lifetime of the excited state in the absence of quencher and 
D is the diffusion coefficient of the two molecular species, F (fluorescent 
probe) and Q (quencher), i.e., 

(19) 

The effective radius, r, is simply the sum of the molecular radii of F and 
Q when the quenching rate is fast. 

3.3.4. Energy Transfer 

Fluorescence energy transfer is also known as sensitized fluorescence. 
In this process, an excited molecule (the donor) loses its energy to a nearby 
molecule (the acceptor). The latter is then raised to its singlet excited state. 
This results in the donor fluorescence being quenched and the acceptor 
fluorescence being sensitized. 

There are several energy transfer mechanisms (see Table 1).019) The 
simplest one is the reabsorption by the acceptor of the donor emission. 
Obviously, this transfer mechanism will not affect the donor lifetime nor 
the absorption spectrum but will distort the fluorescence spectrum. The 
extent of sensitization will be path-length or volume dependent. 

* A more rigorous treatment(118l gives 

F Y 
Fo l+K[QJ 

where Y = 1 - (b/2)(7r/a)'12 exp(b 2/4a) erfc(b/2a ll2j and where a = lIT + 417TD[QJ and 
b = 8(7rD)1IZr2[QJ. 
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Table 1. Characteristic Properties of Transfer Mechanism" 

Resonance 
transfer Reabsorption Complexing Collision 

Dependence on sample volume 
Dependence on viscosity 
Donor lifetime 
Donor fluorescence spectrum 
Absorption spectrum 

a From Forster. 0I9) 

None 
None 
Decrease 
Unchange 
Unchange 

Increase 
None 
Unchange 
Change 
Unchange 

None 
None 
Unchange 
Unchange 
Change 

None 
Decrease 
Decrease 
Unchange 
Unchange 

If complexation occurs between the donor-acceptor pair, either in the 
ground state or in the excited state, additional energy transfer will occur 
by means of an exchange mechanism due to molecular orbital overlap of 
the two species. 

The collision mechanism of energy transfer is also a diffusion-con­
trolled process. It is similar to the dynamic quenching process described in 
the previous section. 

Resonance transfer is probably the most interesting energy-transfer 
mechanism in membrane studies. In this process the frequency correspond­
ing to the energy gap of a transition from the excited state to the ground 
state in the donor is the same as the frequency corresponding to the reverse 
process in the acceptor. For this transfer to happen, certain conditions 
must be met: (1) the donor must have a sufficiently long lifetime, in other 
words, the other quenching processes must be relatively slow; (2) the 
absorption spectrum of the energy acceptor must overlap the emission 
spectrum of the donor; (3) the relative orientations of the dipoles must 
permit strong interaction; and (4) the donor-acceptor pair must be within 
a certain distance for a given efficiency of transfer.°20) The upper limit of 
the distance is of the order 50-100 A. (15) 

3.3.5. Applications to Biomembranes 

There is no doubt that the fluorescent-probe technique has high 
potential and will become one of the most popular analytical methods in 
membrane studies. It not only may provide information about the mem­
brane microenvironment, fluorophore spacing, molecular motion, and 
other rapid processes, but it can also be used to study particular biochemical 
interactions in the membrane and to characterize the nature of perturba­
tions introduced in the membrane by a variety of external conditions. 
However, although fluorescence measurements are easy to make, their 
results are sometimes very difficult to interpret. It is advisable that fluo-
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rescence measurements be correlated with well-designated biochemical 
studies or with other analytical methods. 

A large number of molecules have been employed as probes in mem­
brane researches. Some of these probes may be attached to membranes 
covalently, others noncovalently. Covalently bound labels have the advan­
tage that the site of attachment can be determined relatively easily by 
means of physicochemical methods. However, covalently bound labels also 
have more significant interferences with the biochemical properties of the 
membrane. For noncovalent probes, the perturbation is smaller but their 
binding sites are often more difficult to determine. Which probe to choose 
is very much dependent on the nature of the problem. Radda(121) has given 
in his recent review some general guidelines in selecting appropriate 
probes. Structural formulas of some commonly used probes are also given. 

The amphiphilic dye l-anilinonaphthalene-8-sulfonate (ANS) is prob­
ably the most popular probe in both model and natural membrane studies. 
This dye has a very low fluorescence quantum yield in water and a very 
much higher one in nonpolar environments. Thus, when it is incorporated 
in a membrane, a significant signal enhancement and spectral shift will be 
observed. The signal enhancement and spectral shift may be attributed 
mainly to the bound ANS molecules. From these changes interesting mem­
brane structural information may be derived. For example, when ANS is 
rapidly mixed with a suspension of erythrocyte ghosts,* there is a rapid 
increase in fluorescence signal which is followed by a slower change cor­
responding to about 10% of the total enhancement. (122) When the mem­
brane is sonicated and disrupted so that only one environment surrounds 
the membrane, only the fast phase is observed. On the other hand, if the 
membrane are resealed, the time course of the probed fluorescence en­
hancement is significantly different (Figure 12), the slow process now 
constituting about 50% of the total change and the rate of this enhancement 
being slower. This clearly indicates the existence of two kinetically distin­
guishable sites in the ghosts. The rate of penetration of the probe molecules 
to the slowly accessible sites may reveal the packing of the lipoprotein 
complex in the membrane. 

The binding of ANS to a membrane is reversible, making its fluores­
cence signal subject to influences of many external parameters. Anions 
such as salicylate, SCN-, etc., may compete for some of the ANS binding 
sites, while cations may enhance the ANS binding. (123,124) Surface charge(125) 

* Erythrocyte ghosts. known also as stroma. are purified plasma membranes of erythro­
cytes. They are usually prepared by lysis of erythrocytes in hypotonic salt solutions 
which causes the cells to swell until holes appear in the membrane so that the cytoplasmic 
constituents can equilibrate with the extracellular medium. After the initial lysis. the 
medium is made isotonic. the preparation is incubated at 37"C, and the membranous 
ghosts again are impermeable to ions such as Na+, etc. 
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Figure 12. The rate of increase in fluorescence on 
addition of ANS to freshly prepared and resealed 
erythrocyte ghosts. 
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and diffusion potential across the membrane(126) also have profound effects 
on ANS fluorescence. These influences render the interpretation of the 
observed results very difficult. However, if they are properly related to 
other analyses, they may provide valuable insight into the nature of ion­
binding centers in membranes. 

Other molecules which may specifically probe the hydrocarbon, glyc­
erol, and aqueous interface regions have been synthesized. (127,128) In ori­
ented bilayers it has been shown that probes could be constructed with 
chromophores normal or parallel to the plane of the membrane. (129) 

The recently developed site-specific probes such as the dansylgalac­
tosides(130,131l offer another interesting application of fluorescence to the 
study of membrane-related problems. These probes are bound specifically 
to the ,a-galactoside carrier protein in membrane vesicles from E. coli ML 
308-225 only if the membrane is energized by, for example, D-Iactate 
oxidation. Fluorescence polarization measurements clearly indicate that the 
lac carrier protein is not accessible to the probe on the exterior surface in 
the absence of energy or membrane potential. Thus, the role of the carrier 
in the membrane during energy coupling could be derived. Membrane­
bound enzymes and receptors can be studied using the same approach 
with different site-specific probes. 

The intrinsic fluorescence of biomembranes may also be used for the 
study of membrane conformation. (132) An addition of only 70 molecules of 
human hormone per erythrocyte cell produces a remarkable decrease in 
fluorescence intensity and polarization. The effect depends on the phy­
siological pH values. Sonenberg(32) postulates that this is due to the co­
operative change in the conformation of the membrane proteins by the 
hormone. 

4. Analytical Methods for Transport Studies 

Cells take up nutrients from the surroundings. They also excrete some 
of their products to the environment. Both processes involve membrane 
interaction. The mechanisms of such transport function appear to differ 
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not only in their quantitative characteristics but also quite profoundly in 
their qualitative nature. Thus, some substances may cross some membranes 
apparently by a process of simple diffusion, others require specific binding 
sites in the membrane, while still others need a source of energy either for 
making the reaction sites perform the transport or for changing their 
affinity for the site, or for both. These different mechanisms may be 
classified, respectively, as nonmediated transport, mediated carrier trans­
port without energy coupling, and mediated transport with energy cou­
pling. The first two are sometimes considered as passive transport, the 
latter as active transport. There are still other transport mechanisms which 
involve chemical change of the substrate or involve some "discontinuous" 
processes such as pinocytosis. (11) They are outside the scope of this chapter. 

Because of the complex nature of the membrane system, the deriva­
tion of kinetic information from experimental results is not easy. It is, 
therefore, advisable to examine what parameters are experimentally meas­
urable and how they are related to transport rates, before going into the 
details of measurement methods. This can be done by analyzing some 
simplified general models. 

4.1. Kinetic Analysis of the Carrier Model 

The kinetics of cross-membrane transport can be treated approxi­
mately with the following idealized model (Figure 13). 

OUTSIDE MEMBRANE INSIDE 

k~ 
Co b C; , 

kg 

So ~kd S; 

k~ 
" CSo .. CS; 

kO 
t 

Figure 13. The schematic diagram of the carrier model for facilitated transport. C: 
carrier, s: substrate, he~ he·: inward and outward transport rate constants of the carrier; 
hti, hI": inward and outward transport rate constants of the substrate; hi and h/: formation 
constants of CS. and CSj; hd and hi: dissociation constants of CS. and CSt. 
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The membrane of interest separates the environments into two distin­
guishable phases, e.g., the outside and inside of a cell or vesicle. The 
outside and inside phases are denoted, respectively, with subscripts 0 and 
i. The superscripts 0 and i are employed to represent the outward and 
inward direction of transport. The transporting substrate in one phase, say 
the outside phase, So, combines with a carrier molecule, C, on the outside 
membrane surface denoted by the symbol Co, forming a complex, CS 
denoted by CSo because it stays on the outer surface. The latter then 
transports in some way, which need not be specified, to the other side of 
the membrane. The complex CS appearing on the inside surface, CS;, may 
or may not have the same conformation as CSo. CSi can dissociate on the 
inside surface to give free carrier Cj and free substrate, Si. The free carrier 
can itself cross the membrane or be available to substrate at either faces of 
the membrane. All these processes are assumed to be reversible. Their 
respective rate constants are given in the schematic diagram. To account 
for the fact that CSi and Ci may be different from CSo and Co, we employ 
different formation and dissociation rate constants. 

For nonmediated noncarrier diffusion, the concentrations of both free 
carrier and carrier-substrate complex are vanishingly small. The trans­
porting substrate migrates across the membrane because of a concentration 
gradient. However, such pure diffusion without substrate-membrane in­
teraction is very unlikely in living cells. More often, the membrane is 
envisioned as an energy barrier consisting of a series of activation energy 
maxima and minima. The flow of the substrate is regarded as successive 
jumps from one equilibrium position to another. This so-called "pore" 
mechanism of transport has been treated by various authors.o33-137) If we 
consider the rate limiting step or the overall rate of transport, rather than 
the individual jumps, the mechanism can also be treated with a simplified 
model consisting of one carrier and one complex. (38) 

The nonmediated transport is the least selective process and so far has 
been employed for description of transport of small molecules, ions, or 
larger lipophilic molecules. This mechanism may play an important role in 
chemotherapy, since the majority of drugs arrive at target cells which are 
unequipped for any selective transport of the drug and the drugs then 
penetrate across the plasma membrane mostly by virtue of their solubility 
in the lipid phase. 

Both the carrier and the complex are allowed to have different con­
formations on different sides of the membrane, and the transmembrane 
transport is not limited to simple diffusion. The model may also represent 
the simple active transport as well. 

Experimentally, one can keep the concentration of the transporting 
species at one side of the membrane vanishingly small and vary the con­
centration at the other side. This is known as the zero trans condition. Or 



284 Kuang-Pang Li and Feng-Shyong S. Chuang 

one can set the substrate concentration the same at both sides and measure 
the unidirectional flux with isotopically labeled substrate as a function of 
the substrate concentration. This is referred to as equilibrium exchange 
procedure. Other situations commonly used are the infinite trans and the 
infinite cis procedures. In the former procedure, the substrate concentra­
tion at one side of the membrane is kept limitingly high with unlabeled 
substrate so that no change of transport rate is detectable when a change 
of substrate concentration at that side is made. Meanwhile, the concentra­
tion of the isotopically labeled substrate at the other side is varied and the 
unidirectional flux from it measured. In the infinite cis procedure, the flux 
is measured at one side of the membrane (the cis side) which is kept at a 
high level of substrate, while the substrate concentration of the opposite 
side (the trans side) is varied. 

From the flux measurements of these four procedures, one may 
estimate the rate constants which are used to define the transport system. 
However, this analysis is very tedious and subject to a serious drawback: 
the substrate concentrations must be treated as constants. This assumption 
is true when the transport is slow enough so that the concentration changes 
with the cell are insignificantly small over the time interval of measurement. 
For rapidly transporting substrates, rate analysis is much more complicated 
and highly involved mathematical operations are necessary. For most cases 
one would expect the influx or efflux to be exponential functions of time. 

Flux measurements on black lipid films or planar biomembranes are 
most conveniently done with electrochemical methods if the substrate spe­
cies is a metal ion or an oxidizable (reducible) compound. For liposomes 
or real cells, radioactive tracing or spectroscopic techniques are better. This 
is because introduction of an electrode into the inside of a vesicle or a cell 
usually impairs the function of the membrane. (Insertion of microelec­
trodes into nerve cells or other cells has been a common practice, but the 
technique of inserting electrodes into liposome vesicles or small cells such 
as blood cells is yet to be developed.) If the electrode is inserted in the 
liposome or cell suspension, poisoning of the electrode due to adsorption 
of the biomolecules may occur. 

The carrier of the transporting species can also exist in the bulk 
solution. If this is the case, then substrate-carrier complexation does not 
necessarily occur on the membrane surfaces, but can happen in the aqueous 
phases. The complex thus formed will then migrate to the membrane 
surface by diffusion and translocate to the other side. This diffusion­
translocation-diffusion mechanism will greatly simplify the mathematics of 
the kinetic analysis and instantaneous information about the transport, i.e., 
no need for the steady-state assumption, may be obtained. In our study of 
metal ion transport across phospholipid bilayer membranes,(40) we find 
that acetate ion and several others can be employed as carriers for copper 
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ion and that the arrival of copper ion in the inside of the vesicles under 
the zero trans condition follows an exponential function of time, indicating 
that the transport is a first-order process. 

4.2. Experimental Methods 

4.2.1. Isotope Technique 

This technique can be applied to studies of both nonelectrolyte and 
electrolyte transports. The general procedure is composed of the following 
steps: (138) 

1. Conditioning the cells or vesicles 
2. Loading the cells or vesicles with appropriate concentration of 

isotopically labeled substrate 
3. Initiating the reaction by transferring the cells or vesicles into the 

substrate solution at required temperature 
4. Stopping the reaction at exact time intervals and separating the 

cells or vesicles 
5. Analyzing the results 

An experimental time course for equilibrium exchange of glucose is 
reproduced in Figure 14. The red blood cells are preloaded with 
P4C]glucose. Ct and Co are the radioactivity per unit hemoglobin inside the 
cell at time t and at zero time, respectively. The linearity of the plot 
indicates an exponential decay in Ct. The maximum velocity of the ex­
change transport can be obtained from the slope. A similar relation has 
been observed for glucose efflux under zero trans conditions. (142) 

The separation procedure required in this technique is generally a 
tedious one and usually must be done at low temperatures. Thus, it is 
more desirable to follow the transport instantaneously. To accomplish this, 

Figure 14. Experimental time course for equi­
librium exchange of glucose at 130 mM in red 
blood cells. 
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there must be some means to differentiate the inside and outside of the 
cells or vesicles and to follow the change in concentration in either or both 
sides. The following procedures were developed in our laboratory using 
liposome vesicles. (140.143.144) They may find applications in real systems. 

4.2.2. Paramagnetic Probe 

Bystrov et al. (68) first demonstrated that the inside and outside envi­
ronments of lecithin vesicles can be differentiated by addition of an NMR 
signal-shifting reagent such as Eu+3 ion to the dispersion. Under these 
conditions, the NMR signal of the NMe3 + group splits into a doublet. The 
component that is shifted corresponds to the choline groups on the outside 
surface while the other, which has the same chemical shift as before, 
represents the choline groups facing the internal aqueous phase. 

a 

INSIDE OUTSIDE 

b 
INSIDE OUTSIDE 

CU(OAC)2 = 0.0 ",M 

MnCI2 = 0.147 ",M 

CU(OAC)2 = 1.5 ",M 

Cu(OAc). = 2.0 ",M 

Figure 15. Broadening of the NMe3 + doublet of lecithin vesicles in D20 by Mn+2 (a) and 
copper acetate (b) in the presence of Eu+3 ions. 
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Figure 16. Time course of the line broadening of the "internal" component of the NMea + 

doublet by Cu(I1) species. 

When a small increment of inorganic paramagnetic metal species, e.g., 
MnCI2, is added to the dispersion, only the "external" component of the 
doublet is broadened (Figure 15). The "internal" component is practically 
unaffected. This implies that the free (or hydrated) Mn+2 ion does not 
migrate (or if it does migrate, the transport rate must be very small) 
through the membrane. The same effect is observed for sulfates, nitrates, 
and halides of both Mn(lI) and Cu(II). However, if Cu(II) ion is added as 
the acetate, the internal peak is broadened significantly (Figure 15B). 
Moreover, the line broadening is time and temperature dependent, in 
contrast with the instantaneous equilibration observed in the previous case 
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(Figures 16 and 17). The slope of the time course of line broadening gives 
the overall transport rate constants. 

4.2.3. M etallochromic Probe 

The limitation of the paramagnetic probe approach is obvious. Real 
cell membranes usually do not give high-resolution NMR spectra and most 
cations of biological significance are not paramagnetic. These problems 
may be overcome by the metal-indicator probe technique. 

In this approach the metal ion is equilibrated with an appropriate 
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Figure 17. Temperature dependence of the rate of line broadening of the "internal" 
component of the NMe3 + doublet by copper acetate. 
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Figure 18. Titration curves of murexide with Cu(II) ions in the absence and presence of 
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Figure 19. 11&4 vs. IIX plot for copper nitrate-phosphotidylserine system. See text for 
discussion. 
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complexing agent, e.g., murexide, which does not migrate across the mem­
brane of interest, nor does the complex. The absorbance of the metal­
ligand complex is monitored spectroscopically. Because of the serious light­
scattering problem in biological systems, the dual-wavelength spectroscopic 
technique is more desirable than the conventional double-beam method. 

In the dual-wavelength operation, two preselected wavelengths are 
sent through the sample cell along the same light path in a time-sharing 
mode, and the absorbance difference, i.e., aA = AXl - A~, is measured. 
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Figure 20. 1I.:M vs. IfX plot for copper acetate-phosphotidylserine system. See text for 
discussion. 
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For a metal-ligand complex system, the spectra of the ligand and the 
complex usually intersect at a certain wavelength known as the isobestic 
point. This wavelength is chosen as the reference wavelength, A2• The 
selection of Al depends on which species, the ligand or the complex, one 
wants to trace. For highest sensitivity and maximum elimination of light 
scattering, Al should be chosen as close as possible to the absorption max­
imum of the measured species and should not differ by more than 50 A 
from the reference wavelength. 

As a result of surface adsorption or cross-membrane transport, a 
fraction of the free metal ions is removed from the outside of the vesicles. 
This removal of the free metal ions enhances the dissociation of the com­
plex, thus decreasing the absorbance of the complex. This results in a shift 
of the titration curve toward higher metal concentrations (Figure 18). The 
total metal concentration needed to bring aA back to the same value as 
the calibration, e.g., the product of X, which is the horizontal shift of the 
titration curve, and the murexide concentration, corresponds to the total 
loss of the metal ion due to interaction with or transport across the lipid 
membrane. In the case where transmembrane transport does not occur, 
e.g., in the Cu+2-membrane system, the reciprocal of X is seen to be linearly 
related to the reciprocal of aA (Figures 19 and 20). However, if transport 
does occur, such as in the copper acetate-membrane system, such linearlity 
is no longer followed. The slopes of the asymptotes provide information 
about the transport rates. 

Because of the possibility of differentiating the binding from transport 
phenomena with little limitation on the nature of the membrane, this 
approach is seen to be very promising for kinetic studies in real systems. 
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A-frame, as primary design form, 98 
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integrating, 219 

Analytical chemistry 
synergic approach in research, 91-151 
graduate research in, 91-151 

Analog delay, live, trapped, 210-211 
Analog-to-digital converter, 230-233 
Anilinonaphthalene-8-sulfonate (ANS), 280 
Apodization, 170 

digital-filtering, 170 
Argon ion 

bombardment, I 
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sputter etching, 7 

Atomic absorption spectrometry, 189 
Atomic binding energy, 8 
Atomic composition, depth distribution, 59 
Atomic fluorescence spectrometry, 188 
Atomic ratios on surface, 18 
Auger spectroscopy, 1, 2 
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cosine image, 159 
intensity fluctuations, 192 
of noise, band-limited, 160 
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of random waveform, 160 
of rectangular pulse, 159 
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linearity of, 187 
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elastic, 61 
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Rutherford, 61, 64 
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cell wall 
peptidoglycan, diagram of, 31 
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depth profile curve, elemental, 32-39 
electron spectrum, 32 
envelope, 30-39 
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Gram-positive, 30-32 
lipopolysaccharide, 33 
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surface composition, 32 
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Band shape, Raman spectrum of, 195 
Bandwidth, 245-246 
Binding energy, diagram of, 28 

atomic, 8 
"Black box" model, 190, 191 
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charge-collecting, 227 
leakage current of, 228 
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Carrier model, 282-285 
Cell 

bacterial, see Bacteria 
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Cell (cont.) 
components on surface of, 2 
coverage, estimation of, 47-48 
electron spectrum, 42 
envelope, see Membrane 
hepatoma-, 48-49 
lymphoid,2 
membrane, see Membrane 
normal, 41, 44-45 
oxygen plasma etching, 45-47 
phosphorus composition, profile of, 45-

47 
red blood-, 49-50; see also Erythrocyte 
tissue culture, 39-49 
transformed, 41, 44-45 
wall,30-33 

Charge coupled device, 212 
Chitin, 34 
Chlorophyll a monohydrate, 8 
Choline, resonance of, 274 
Chromatography, continuous, 196 
Coal liquefaction 

catalyst, 70 
composition, 71 

Collector electrode, 222 
Collimation, 59 
Computer 

least squares program for, 19 
small, 197 
spectra, deconvoluted, 19 

Conductivity fluctuation, 193 
Continuity, term explained, 95 
Converter, analog-to-digital, 230-233 
Convolution, a ,pecial kind of correlation, 

163-16L• 

Copper adenosine monophosphate, 8 
Correlation 

analysis, 155, 157, 158, 199 
auto-, see Autocorrelation 
charge coupled device, 211-212 
chromatography, 195-196 
convolution, 163-164 
cross-, 161-163, 184-185, 196-197 
of data chemical, 153-186 
decaying exponential, 196-197 
diode array, 204-211 
and flame spectrometry, 187-189 
fluorescence spectroscopy, 193-194 
Fourier transform, 164-165 
instrumentation, 197-212 

hardware, 199-204 
software, 197-199 

Correlation (cont.) 

introduction to, 153-165 

Index 

and microcomputer, block diagram, 198 
noise fluctuation spectroscopy, 192-195 
signal detection, 183 
-spectroscopy, 194 
of step waveform, 163 
and system characterization, 189-192 
time, 195, 259 

Correia tor 
basic analog, diagram of, 200 
block diagram, simple, 155 
general purpose hybrid, 203 
pattern, binary, 202 
and repetitive signal, 202 

Correlogram, 196 
Core electron, 3 

line intensity, 27 
Cotton textile, analysis of, 8, 66-69 
Coulomb barrier, 80 
Cross correlation, 188-189 

readout system, 206, 208 
Current-follower amplifier, 219, 239-241 

Daly detector, 233 
Data, chemical 

correlation, 153-186 
deconvolution, 180-183 
differentiation, spectral, 176-180 
measurement, 153-215 
signal processing, correlation-based, 

165-186 
smoothing, 170-176 

Decay function, 177 
exponential, 197 

block diagram, 197 
line, 209 
variable, 157 

Deconvolution, 180-183 
spectral, 4, II-I3, 19, 181 

Deoxyribonucleic acid (DNA), see DNA 
Depth profile curve, 5-8, 32-39 
Differentiation of spectra, 176-180 
Digital filtering, and Fourier domain, 

166-170 
Digital timing, 230 
Digitization noise, 229-235, 247 

device, 247-249 
Digitized signal, 154 
Digitizer, integrating, 231 

non integrating, 231, 248 
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Diode array for serial analog memory, 209 
DNA synthesis, pyruvate-induced, 48-49 

Electrode collector, 222 
Electron 

energy loss, 66 
escape depth, 3 
lines, 17, 18, 43, 45 
microprobe, 5 
microscope, 5 
multiplier, 222-225, 245 
spectrum, 32 

of carbon, 13-20, 24-25 
of cells, 42 
of fluorine, 21-26 
of nitrogen, 13-18 
of oxygen, 13-18, 20-21, 25 
and surface roughness, 10-11 

Element, signal intensity of sequential 
etching time, 38 

Emission noise, secondary, 243 
Energy transfer mechanism, 278-288 

collision, 279 
complexing, 279 
reabsorption, 279 
resonance, 279 

Envelope, bacterial, 30-39; see also 
Membrane 

ERL, see Experiment reference line 
Erythrocyte 

ghost, 281 
line intensity, elemental, 50 
wide spectrum of, 49 

ESCA,34 
Escherzchza coil 

membrane vesicle, 281 
strain B, 32, 35, 36 
strain ML-308, 225 

Etching time, sequential, 38 
Ethyl vinyl sulfone, 28, 29 
Ethylene, surfac~-fluorinated, 3 
Experiment reference line (ERL), 102, 108-

121 
bed, 103-108, 115-120, 134, 144 
choice, 108-121 
component 

image transfer and mirror, 124-126 
mirror and image transfer, 124-126 
monochromator, packaged, 126-128 
spark source, 121-124 
specialized, 128-131 

cross rail, 128-129 

Experiment reference line (ERL) (cont.) 
component (cont.) 

specialized (cont.) 
light source, auxiliary, 129-130 
precision slit, 128 
rotating mirror, 130-131 

device, practical, 102 -103 
diffraction grating, mounted, 131-132 
experiment system 
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atomic vapor absorption spectrometry, 
136-137 

time-gated spectrometry, 134-136 
full laboratory system for synergic action, 

137-143 
height, 108-109 
length, 109-\10 
locating, 108-121 
measurement, absolute, 110 
pedestal, 102, 104-107 
progress, 143-148 
rail, 102, 104, 107, 113-114 
rider, 102, 104, 114-115 
tolerance, working, 120-121 
transfer, 111-120 
vacuum chamber, modular, 132-134 

Faraday cup, 222, 239-241, 245-246 
Feedback resistor, 225 
Ferritin marker, coupled to molecules, 39 
Film 

oxygen incorporation into, 83 
plasma polymerized, 22-23 

Filtering, digital, 166-170 
Fixed mechanical reference (FMR) 

device, practical, 102-103, 107 
line, 102 
pedestal, 102, 106-107 
plane, 102 
rail, 102, 104 
rider, 102, 104 

Flame spectrometry, 187-189 
Fluctuation 

autocorrelation, 192, 194 
of conductivity, 193, 194 
of fluorescence, 193, 194 

Fluorescence 
correlation spectroscopy, 193 
energy transfer 

by collision, 279 
by complexing, 279 
by reabsorption, 279 
by resonance, 279 
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Fluorescence (cont.) 
measurement, 275, 279 
spectrometry, 188 
spectroscopy, 193-194 

Fluorescent light, polarization of, 276 
Fluorine, 21-29 

core electron line intensity, 29 
and oxygen atom ratio on the surface, 27 
spectrum, 21-26 

Fluorocarbon 
film on polystyrene, 21 

wool fiber, 19,21,24-27 
film discharge system, apparatus, diagram 

of, 9 
plasma polymerization, 19 
spectrum, 24-26 

Fluorophore, 275 
FMR, see Fixed mechanical reference 
Fourier 

domain, 166-172, 176-181 
frequency, 166-168 
peak signal, 167 
transform, 164-166, 170, 176-178, 181, 

182, 192, 195 
NMR, 262, 265 

Function generator, typical, diagram of, 
201 

Glutathione, 59, 60 
peroxidase, 8 

Glycolipid, 35 
Graduate education in Analytical Chem­

istry, 91-151 
Gusset, see A-frame 

Helium, 83-85 
Hemocyanin as marker, 39 
Hepatoma cell, cultured, 48-49 

calcium level, 48-49 
DNA synthesis, 48-49 
wide scan spectrum, 10, 48 

Hexafluoroethane, plasma polymerized, 19, 
20,27 

Hydrogen, 83, 84 

Imaging application, electronic, 204 
Impulse noise, 189, 191 
Instrument 

A-frame, 99 
common standard, 10 I 
design guidelines, 97-98 

changeability, 97-98 

Instrument (cont.) 
design guidelines (cont.) 

interchangeability, 97-98 
room to work, 97-98 

hardware, specific, 101-108 
liability, 100 
light transfer by 

scattering, 101 
shaping, 101 

wavelength sorting, 101 
rigidity, 98 
room, 97 
sling mount, 99 
standard, common, 101 
systems, 98-100 

component balance, 100 
flexibility, 100 
obsolescence, 100 
standardization, external, 100 

Integration, capacitative, 227, 241 
Interferometer, Michelson's, 195 
Interferometry, 195 
Inversion-recovery method, 263 
Ion 

backscattering, 61-74, 86 
bandwidth, 247 
beam 

nuclear reaction, 86 
shot noise, 219-221, 247 

surface layer analysis, 58, 86 
counting, 229, 233-236, 238-240 
current, measurement of, 233 
energetic, 57-90 

Index 

arrangement, experimental, diagram, 
60 

backscattering,61-74 
depth-profiling analysis, 59 
elastic scattering, see scattering, elastic 
features, 58-61 
scattering, elastic 

coefficient, 63 
diagram, 62 
equations, 62 
hypothetical, of very thin film, 65-

68 
surface analysis using, 57-90 

etching, 7 
experimental approach, 236-238 
level of performance, 238-241 
mass spectroscopic, 217-252 

signal-to-noise ratio, 217-252 
noise source, 218-236 
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Ion (cont.) 
performance 

curve, 242-244 
level of, 238-241 

sputtering 
argon etching, 7 
low energy, 59 

statistics, 233 
symbols, identified, 220 
system 

comparison between, 245-249 
selection of, 246 

Iron sulfur protein, 8, 571 
Isotope technique, 285-286 

Johnson noise, 225, 243 

Laser 
beam, 110 
light, scattered, 192 

Least-squares fitting, 4 
Lecithin vesicle, 286 
Light 

fluctuation measurement as a spectro­
scopic tool, 193 

transfer 
scattering, !OI 
shaping, !OI 
wavelength, !OI 

see a Iso Laser 
Lipid 

black film, 264, 284 
labeled, 269 
proton spectrum, 267 
relaxation of, 266 
structure of A-unit, 33 

Lipopolysaccharide, bacterial, 33 
Liposome, 264 
Lymphoid cell, 2 

Mass spectroscopy of ion, 217-252; see also 
Ion 

Measurement of chemical data, 153-215 
Membrane, biological, 253-298 

ANS binding to, 280 
and electron spin resonance spin labeling 

application to biomembrane, 274 
principles, basic, 269-274 

and fluorescent probe, 275-281 
application to biomembrane, 279-281 
arrangement, experimental, 276 
energy transfer, 278 

Membrane (cont.) 
and fluorescent probe (cant.) 

polarization, 276-277 
quenching, dynamic, 277-279 

functions, 257, 274 
measurement 

by isotope technique, 285-286 
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by metallochromic probe, 288-291 
by nuclear magnetic resonance, 258-

269 
principles, basic, 258-262 

paramagnetic probe, 286-288 
relaxation time, 262-264 

biological membrane, 267-269 
model membrane, 264-267 

model, 254, 264-267 
fluid mosaic, 254-257 

sCience 
books, 253 
reviews, 253 

structure 
fluid mosaic, 254-257 
schema, 256 

Mercury, 58 
thionein, 8 

Metalloprotein, 8 
Mzcrococcus Iysodezktzcus, 32, 35 
Minicomputer system, 198 
Murexide, 290 

Nerve, sciatic, preparation, 268 
Nitrogen, 13-18 

electron spectrum, 13-18 
to oxygen atom ratio, 44-45 

Nitroxide 
free, 270 
magnetic property, 269 
radical, 269, 270 
spin-label probe, 273 

Noise, 217, 221, 225-228, 232 
amplifier, 227 
correlation method, 193 
digitization, 229-235, 247 

device, 247-249 
emission-, secondary, 243 
-fluctuation spectroscopy, 192-195 
impulse-, 189, 191 
ion beam-, 219-221 
Johnson-, 225, 243 
shot-, 221 
signal-to-noise ratio of ion, 217-252 
signal conditioning, 225-229 
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Noise (cont.) 
sources, 218-236 
transducer-, 221-225 

Nuclear magnetic resonance, 258-269 
Nuclear reaction analysis, 59, 79-86 

advantage, 86 
cross section for, 81 
disadvantage, 86 
kinematics, 80 
proton energy, incident, 81 
schema, 80 
and surface analysis, 82 

Oligosaccharide of membrane, 254 
OPE, see Oxygen plasma etching 
Oxygen, 25, 46 

electron spectrum, 13-18,20-21,25 
plasma 

etching, 7, 32-39, 45-47 
surface treatment, 8-10 

quenching, 277 

n-Penicillamine, 8, 63 
Peptidoglycan, 30, 31 
Phosopholipid 

bilayer, 255, 284 
labeled, 274 
of membrane, 256 
model, synthetic, 264 

Phosphorus, 45-47 
Photocurrent, 186-187 

noise autocorrelation, block diagram, 187 
Photodiode array 

schema, 205 
photograph, 205 

Photomultiplier tube, 186 
output photocurrent from, 186 

Photon autocorrelation measurement, 204 
Plasma polymerization 

on perfluorobutene, 20 
on polypropylene, 19 
on polystyrene, 19 
on wool textile, 19 

Polypropylene film, spectrum of, 19-24 
Polystyrene film, spectrum of, 19-24 
Probe 

fluorescent, 275-281 
metallochromic, 288-291 
paramagnetic, 286-288 
site-specific, 281 

Process signal, 153 
correlation function of two signals, 154 
correlation technique, 153 

Protein 
integral, 255, 256 

modified chemically, 27-30 
membrane-, 254, 255 
peripheral, 255 

Proton 
membrane, 267 
nuclear magnetic resonance, 266 
spectrum of lipid dispersion, 267 

Pyrrole pigment, 8, 84 

Quenching, 278 

Index 

Ratio, signal-to-noise, 217, 219, 235-237, 
242 

Reabsorption in energy transfer, 279 
Receptor on cell surface, 2 
Reference, fixed mechanical (FMR), see also 

Fixed mechanical reference 
Relaxation 

dipolar, 261 
intramolecular, 260 
spin lattice, 258 
spin pair, single, 261 
time, 258, 262-264 

Resolution enhancement, 180 
Resonance transfer of energy, 279 
Rutherford backscattering, 61, 64 

Salmonella mznnesota R-595 glycolipid, 35 
Savitzky-Golay type filtering, 211 
Scanning electron microscope (SEM), 39 
Scattering, see Backscattering 
Selenium-containing amino acid, 8, 65 
SEM, see Scanning electron microscope 
Shot-noise 

autocorrelation, 186-187 
ion current, 243 

Signal, 217, 227 
conditioning, 225-229 
detection, 183-186 
distortion, 174 
Fourier transform, 178 
-generation operation, 186-197 
-to-noise ratio, 217-252 
processing operation, 165-186 

Silicone, 5, 46 
Sine wave, 156, 157 

cross-correlation, 160, 162 
noisy, 160 

Smoothing of chemical signal, 170-176 
Sodium, 29, 46 
Software-based system, 199 



Index 

Spark source, operating principles, 122 
Spectroscopy research 

continuity, 94-95 
implementation, 94 
instruments, 95-96 

changeable, 96-100 
vehicle, 95-96 

overall goals, 93-94 
for professor, 93 
for student, 93 

principles of team research, 92-93 
a synergic approach, 91-151 

Spectrum 
autocorrelation, 158 
of cobalt, 184, 185 
differentiation, 176 
first derivative, 178, 179 
of iron, 184, 185 
of nickel, 184, 185 
second derivative, 180 

Spin labeling by electron spin resonance, 
269-274 

Stainless steel, surface analysis, 78 
X-ray spectrum, 77, 78 

Stern-Volmer relation, 278 
Superoxide dismutase, 55 

cuprein, 8 
Surface analysis techniques 

Auger electron spectroscopy, 86 
back scattering, 61-74, 86 
comparison of techniques, 86-88 
electron spectrum, 10-11 
energetic ions, 57-90; see also Ion, 

energetic 
ion-induced X-ray analysis, 74-79, 86 
low energy ion scattering, 86 
nuclear reaction analysis, 79-86 
secondary ion mass spectroscopy, 86 
X-ray photoelectron spectroscopy, 86 

Surface definition, 61 

Teichoic acid, 30, 31 
Tetrafluoroethylene, polymerized, 21 

substrate, 27 
Timing, digital, 230 
Tissue culture 

cells, 2, 39-49 
electron spectrum, 40-44 

Tobacco mosaic virus as marker, 39 
coupled to molecules, 39 

Transducer, 241 
electron multiplier as, 241 
noise, 221-225 

Transfer bed, alignment of, Il3 
Transport 

carrier model, 282-285 
kinetic analysis, 282-285 

isotope technique, 285-286 
method, analytical, for, 281-291 
rate constant, 284 

Tungsten, sputtered as thin film, 71 

Wagner sensitivity factor, 3, 18 
Waveform, 158 

autocorrelation, 158, 160 
non periodic, 158 
random noise, 158, 161 
signal-to-noise ratio, 160 
sine, 156, 157, 160, 162 
source modulation, 189 
square, 158, 162 
stochastic noise, 161 

Wool fiber analysis by XPS, 8-27 
electron 

line intensity, 18,26-27 
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spectrum and surface roughness, 10-11 
oxygen plasma surface treatment, 8-10 
plasma 

deposition of fluorocarbon coating, 19 
treated, 13, 15, 17 

surface composition, 18 
untreated, II, 12, 16 

Wool textile with fluorocarbon film, 24-26 

X ray, 75-77 
analysis, ion-induced, 74-79 

advantage, 79 
disadvantage, 79 
schematic illustration, 75 
spectrum of stainless steel, 77, 78 

characteristics, 76 
depth dependence of production, 76 
difference between ion and electron 

excitation, 76, 77 
energy, 75 
excitation 

of electron, 76, 77 
of ion, 76, 77 

ion-induced analysis, 59, 77,86 
proton-induced analysis, 77 

X-ray photolectron spectroscopy (XPS), 
I-55 

amino acids, selenium-containing, 8 
argon ion-etching, 7 
chlorophyll a monohydrate, 8 
copper adenosine monophosphate, B 
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X-ray photoelectron spectroscopy (XPS) 
(cont. ) 

cotton textile, surface analysis of, 8, 66-
69 

deconvolution, spectral, 4, II-13 
depth profile analysis, 5-8 
electron 

line sha pe, 4 
mean free path, 3-4 

enzyme, 8 
and fluorocarbon coating, 19 
glutathione peroxidase, 8 
iron sulfur protein, 8 
line intensity, elemental, 50 
line sensitivity, 3 
mercury thionein, 8 
metalloprotein, 8 
oxygen plasma etching, 7 
penicillamine, 8 

Index 

X-ray photoelectron spectroscopy (XPS) 
(cont.) 

preparation of specimen, 4-6 
principles, 2-4 
pyrrole pigment, 8 
reviews, 2-3 
scan spectrum, wide, 10, 48 
selenium-containing amino acids, 8 
specimen preparation, 4-6 
superoxide dismutase cuprein, 8 

surface analysis of cotton textile, 8, 
66-69 

wide scan spectrum, 10, 48 
wool fiber analysis, 8-27, see Wool 

fiber 
zinc thionein, hepatic, 8 

Zero trans condition, 283, 284 
Zinc thionein, hepatic, 8 
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